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Preface

responsible for the macroscopic electrical and
optical properties of the materials. In dielectric
materials, carrier traps arising from various
structural and chemical defects and their inter-
actions with charge carriers injected from 
electrical contacts or other excitation sources
always play major roles in dielectric phenom-
ena. In today’s high technology era, the trend
of electronics has been directed to the use for
some solid-state devices of some dielectric
materials, such as ceramics, which have good
insulating properties as well as some special
features such as spontaneous polarization.
Therefore, a chapter dealing with ferroelectric,
piezoelectric, pyroelectric, and electro-optic
phenomena, as well as a chapter dealing with
electrets, are also included in this book.

The theoretical analyses are general. We
have endeavored throughout this book to keep
the mathematics as simple as possible, and
emphasized the physical insight of the mecha-
nisms responsible for the phenomena. We use
the international MKSC system (also called the
SI system, the International System of Units
[Systeme Internationale]) in which the unit of
length is meter (m), the unit of mass is kilogram
(kg), the unit of time is second (s), and the
fourth unit of electrical charge is Coulomb (C),
because all other units for physical parameters
can easily be derived from these four basic
units.

It should be noted that to deal with such vast
subjects, although confined to the area of
dielectric phenomena in only nonmetallic and
nonmagnetic materials, it is almost unavoidable
that some topics are deliberately overempha-
sized and others discussed minimally or even
excluded. This is not because they are of less
importance, but rather, it is because of the
limited size of this book. However, an under-
standing of dielectric phenomena requires
knowledge of the basic physics of Maxwell’s
equations and the general electromagnetic

The word dielectric is derived from the prefix
dia, originally from Greek, which means
“through” or “across”; thus, the dielectric is
referred to as a material that permits the
passage of the electric field or electric flux, but
not particles. This implies that the dielectric
does not permit the passage of any kind of par-
ticles, including electrons. Thus, it should not
conduct the electric current. However, a dielec-
tric is generally considered a nonconducting or
an insulating material. There is no ideal dielec-
tric in this planet. The perfect vacuum may be
considered to be close to the ideal dielectric, but
a perfect vacuum cannot be obtained on Earth.
A vacuum of 10-14 torr still consists of about
300 particles per cubic centimeter. All real
dielectric materials are imperfect, and thus
permit, to a certain degree, the passage of 
particles. We have to coexist with the 
imperfections.

This book deals mainly with the phenomena
resulting from the responses of the solid dielec-
tric materials to external applied forces such as
electromagnetic fields, mechanical stress, and
temperature. The materials considered are
mainly nonmetallic and nonmagnetic materials,
which are generally not considered as dielectric
materials. There is no clear demarcation
between dielectrics and semiconductors. We
can say that the major difference lies in their
conductivity and that the dominant charge 
carriers in semiconductors are generated by the
thermal excitation in the bulk, while those in
dielectric materials come from sources other
than the thermal excitation, including carrier
injection from the electrical contacts, optical
excitations, etc. This book will not include
semiconductors as such, but certain dielectric
phenomena related to semiconductors will be
briefly discussed.

Dielectric phenomena include induced and
spontaneous electric polarizations, relaxation
processes, and the behavior of charge carriers

xv
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1 Introduction

such as bits of chaff. In Greek, “amber” was
referred to as electricity. However, it is now
well known that many substances possess this
property to some extent. A glass or metal rod,
after being rubbed with a polyester sheet, will
attract a light piece of paper. This attraction
phenomenon may be considered due to the
charge on the rod tip polarizing the paper
nearby. The electric polarization produces an
opposite charge on the paper surface close to
the charged rod tip, resulting in this attraction.
Any electromagnetic wave will induce polar-
ization in dielectric materials and magneti-
zation in magnetic materials. Both the
polarization and the magnetization also
produce their own fields, which interact with
the external fields, resulting in a vast scope of
dielectric and magnetic phenomena.

However, dielectric phenomena did not
receive much attention until the middle of the
18th century, although the Leyden jar con-
denser, which could store charges, was discov-
ered in 1745 by the Dutch physicist van
Musschenbrack, of the University of Leyden.1

About 90 years later (in 1837) Faraday, in
England, was the first to report2 that the capac-
itance of a condenser was dependent on the
material inside the condenser. At that time, he
called the ratio of the capacitance of the con-
denser filled with a dielectric material to that of
the same condenser, empty inside (free space),
the specific inductive capacity, which is now
called the permittivity. In 1873, following the
discovery of Coulomb’s law on forces between
charges, Ohm’s law on electrical conductivity,
Faraday’s law, and Ampère’s law on magnetic
and electric induction, Maxwell3 welded these

1

The basic distinction between a semiconductor
and a dielectric (or insulator) lies in the differ-
ence in the energy band gap. At the normal
ranges of temperatures and pressures, the dom-
inant charge carriers in a semiconductor are
generated mainly by thermal excitation in the
bulk because the semiconductor has a small
energy band gap; hence, a small amount of
energy is sufficient to excite electrons from full
valence band to an upper empty conduction
band. In a dielectric, charge carriers are mainly
injected from the electrical contacts or other
external sources simply because a dielectric’s
energy band gap is relatively large, so a higher
amount of energy is required for such band-to-
band transitions. A material consists mainly of
atoms or molecules, which comprise electrons
and nuclei. The electrons in the outermost shell
of atoms, bound to the atoms or molecules
coupled with the free charges, interact with
external forces, such as electric fields, magnetic
fields, electromagnetic waves, mechanical
stress, or temperature, resulting in the occur-
rence of all dielectric phenomena. For non-
magnetic dielectric materials, the dielectric
phenomena include mainly electric polariza-
tion; resonance; relaxation; energy storage;
energy dissipation; thermal, mechanical, and
optical effects and their interrelations; and elec-
trical aging and destructive breakdown. The
discussion of these phenomena is the scope of
this book.

Dielectric phenomena, like other natural
phenomena, were noticed long before the time
of Christ. As early as 600 bc, the Greek
philosopher Thales discovered that amber,
when rubbed with cloth, attracted light objects

Learning without thought is labor forgone; thought without learning is perilous.
Confucius (600 BC)



discoveries together to formulate a unified
approach. He developed four equations, known
as Maxwell’s equations, to govern all the
macroscopic electromagnetic phenomena.
Obviously, dielectric phenomena are part of 
the electromagnetic phenomena, which result 
from the interaction of the material with elec-
tromagnetic fields. Therefore, it is very impor-
tant to understand the meaning of these four
equations.

1.1 Maxwell’s Equations

Maxwell’s four equations are

(1-1)

(1-2)

(1-3)

(1-4)

where F, D, H, and B are four vectors denot-
ing, respectively, the electric field, the electric
flux density (or electric displacement), the mag-
netic field, and the magnetic flux density (or
magnetic induction); J is also a vector denoting
the electric current density; and r is a scalar
quantity denoting a net charge density. These
equations imply that at any point inside a mate-
rial there exist four vectors—F, D, H, and B—
when that material is subjected to an external
electromagnetic field, and that the distribution
of the electric current may be considered the
conservation of the electric charges, which give
rise to the electromagnetic field. In other words,
Maxwell’s equations describe the coupling
between the electric field and the magnetic field
and their interaction with the material, result-
ing in all electromagnetic phenomena.

The parameter B may be linked to parameter
H, and so D to F and J to F, by the following
relations:

(1-5)

(1-6)

(1-7)J F= s

D F= e

B H= m

— =• D r

— =• B 0

— ¥ = -F
B

t

∂
∂

— ¥ = +H J
D

t

∂
∂

where m, e and s are, respectively, the perme-
ability, the permittivity, and the conductivity of
the material (medium). Microscopic theory
may deduce the physical properties of a mate-
rial from its atomic structure, which may be
generally represented by these three para-
meters: m, e, and s. The nature of these para-
meters is directly associated with the aggregate
effect of the deformation of the atomic struc-
ture and the movement of electric charges
caused by the electromagnetic field, which is
mainly due to magnetization, polarization, and
electrical conduction. We shall discuss the
polarization and electrical conduction in some
detail in later chapters. As we shall confine our-
selves to dealing only with nonmagnetic mate-
rials, we will discuss magnetization only briefly
in this chapter, with the aim of clarifying the
difference between magnetic and nonmagnetic
materials.

In this world, there is no lossless material as
such. All materials are lossy. Only in a perfect
vacuum can there be there no loss and, hence,
no dispersion in the presence of an electro-
magnetic field. In practice, we cannot achieve
a perfect vacuum on earth. Even at the pressure
of 10-14 torr, the lowest pressure (or the best
vacuum) that today’s technology can achieve,
there are still about 300 particles per cubic cen-
timeter. However, at the normal range of tem-
peratures and pressures, the gas media can be
considered to be very close to the so-called free
space. In free space, we have

According to wave theory, the velocity of elec-
tromagnetic waves (light) in free space is

From this, eo in free space is

Obviously, in free space s = 0 and J = 0.
In isotropic media, we would expect that at

any point D and J are parallel to F, and B is
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parallel to H. The beauty of the Maxwell’s
equations is that a vast scope of electromag-
netic phenomena can be described with only a
few variables. Usually, we use the relative
values of m and e, which are expressed as

(1-8)

(1-9)

mr and er are called, respectively, the relative
permeability and the relative permittivity (or
simple dielectric constant). The parameters mr,
er, and s generally characterize the elec-
tromagnetic properties of materials. Thus,
information about the dependence of these
parameters on some physical variables, such as
density, temperature, field intensity, and fre-
quency, would shed much light on the internal
structure of matter.

As Maxwell’s equations govern both the
electrical and the magnetic properties of matter,
as well as all electromagnetic phenomena in
any medium, it is important to understand the
physics and the historical development behind
these equations.

Faraday discovered not only the dependence
of the capacitance of a condenser on the mate-
rial filled between the two metallic plates, but
also the induction law, which involves a voltage
induced in a coil when a time-varying magnetic
field is in the region surrounded by the coil. At
about the same time, Henry, in the United
States, discovered the self-induction of the
electric current, which led to the development
of electromagnets. In fact, about 10 years
before this discovery, in 1820, the Danish sci-
entist Oersted observed the magnetic effect of
an electric current.1 After the announcement 
of Oersted’s discovery, the French scientist
Ampère discovered, in about 1824, the circuital
law: the line integral of the magnetic field
intensity around any closed path is equal to the
total current linked with that path.

1.1.1 Ampère’s Law
Suppose we have an iron core with a gap filled
with air or a nonmagnetic material, with a
uniform cross-section area A, and a mean mag-
netic flux path length �m around the iron core

e e er o=

m m mr o=

and a length �a across the gap, as shown in
Figure 1-1(a). When the coil of N turns around
the core carries a current i, then (ignoring any
flux leakage traversing the path for mathemat-
ical simplicity) the magnetomotance (usually
called the magnetomotive force, mmf ) Um can
be expressed by

(1-10)

where Hm and Ha are, respectively, the magnetic
field intensities in the iron core and the gap.
Since the magnetic flux f is continuous, as is
the magnetic flux density B, f and B are the
same in the iron core and in the gap. Thus,

(1-11)

and Equation 1-10 may be written in the form

(1-12)

This shows that for a fixed magnetizing current
i, the smaller the gap length la, the larger the
magnetic flux density B. This is the general
feature of electromagnets.

We can write Equation 1-10 in general form
as

(1-13)

A coil with N turns carrying a current i is the
same as a coil with only one turn but carrying
a current I = Ni. Since the north and south mag-
netic poles are inseparable, the magnetic flux
lines must close on themselves. Considering
these facts, Equation 1-13 can be written as

(1-14)

where is the unit vector normal to the surface.
According to Stokes’s theorem, the line integral
of a vector around the boundary of a surface
with an area S is equal to the surface integral of
the curl of the same vector over the area bound
by the path of this vector, as illustrated in
Figure 1-1(b).

So we can write

(1-15)( )•— ¥ =Ú ÚH nds Hd
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The surface can be an arbitrary surface, pro-
vided that it includes the current passing
through the surface. This implies that

. Thus, from Equations J n ds J n ds• •Ú Ú=

These two surface integrals are equal; thus, we
have

(1-17)

This equation is valid for both the steady
current (DC) and the time-varying current (AC,
or pulse or transient current). For the steady
current (DC), f becomes constant, and hence, 

— ¥ =H J

4 Dielectric Phenomena in Solids

i

N TurnsV

Total Coil
Resistance R

N

Iron Core

S

(a)

f

Cross Section A

Cross Section a

Gap Filled with Air
or Nonmagnetic Material

a

m

a

m

Enclosed Surface
with Area S

(b)

Th
e 

Pa
th

 o
f M

ag
ne

tic
 F

lu
x 

f

J
1 Turn

Figure 1-1 Schematic diagrams illustrating (a) Ampère’s circuital law and an electromagnet and (b) Stokes’s theorem
based on the flux path in (a).

1-14 and 1-15 we obtain

(1-16)( )• •— ¥ =Ú ÚH n ds J nds
s s



, but for the time-varying current (such

as AC), the total current may also involve the

displacement current . If this is the case,

Equation 1-17 must be written as

(1-18)

This is the Ampère’s circuital law, which forms
the first equation of Maxwell’s equations.
Depending on the situation, Equation 1-18 may

involve only conduction current, with 

(such as the magnetic fields in electrical
machines), or it may involve only displacement
current with J = 0 (such as the electromagnetic
waves in free space). It should be noted that 
— ¥ H = 0 does not happen, because this means
mathematically4–6 that there exists a scalar field
such that H is equal to — (scalar field), but such
a scalar field does not exist in magnetic circuits.
This also implies that the north and south mag-
netic poles are inseparable.

1.1.2 Faraday’s Law
Electromagnetic induction is a very interesting
and important phenomenon, so we include here
a brief discussion about the physics behind it.
Let us return to the electromagnet system
shown in Figure 1-1(a). Suppose the coil of
copper wire, with a total resistance R, is con-
nected to a DC voltage V through a switch. As
soon as the switch is turned on, a magnetic flux
will be induced in the magnetic circuit. During
the time internal dt, energy equal to Vidt will be
supplied to the system from the DC source, of
which i2Rdt energy (as heat loss) will be con-
sumed in the coil, leaving (Vi - i2R)dt in energy
stored in the magnetic field

(1-19)

During the time interval, the magnetic flux
changes with time: df/dt. This change in mag-
netic flux, according to Faraday’s induction
law, will produce voltage equal to XN df/dt.
Thus, during dt, the stored energy dWm should
be

dW V iR idtm = -( )

∂
∂
D

t
= 0

— ¥ = +H J
D

t

∂
∂

∂
∂
D

t

d

dt

f
= 0 (1-20)

From Equations 1-19 and 1-20, we obtain

(1-21)

where Vi is the induced voltage, which is

(1-22)

Equation 1-22 means that whenever the current
or its accompanying magnetic flux changes
with time, a voltage Vi will be generated in 
the circuit, called the induced voltage, with the
polarity opposite to the source voltage and the
magnitude equal to the time rate of change of
the flux. This is Lenz’s law, which is the con-
sequence of the principle of conservation of
energy. Vi can also be written in terms of time
rate of change of the current as

(1-23)

where L is a constant generally called the self-
inductance of the circuit. From Equations 1-22
and 1-23, we have

(1-24)

The self-inductance L in the electromagnetic
system is analogous to the capacitance C in 
the dielectric system in which i = C dV/dt. The
latter will be discussed in Chapter 2.

Because of the parameters R and L in the
magnetic circuit, when the switch is turned on,
it takes some time for the current to establish
its final, steady value. Based on the simple
equivalent circuit, the system shown in Figure
1-1(a), we can write

(1-25)

For magnetic materials, L is not always a con-
stant, so f is not a linear function of i based on
Equation 1-24. However, L can be considered
a constant for nonmagnetic materials and can
be assumed to be approximately constant for
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magnetic materials if the magnetic flux density
is sufficiently low or the magnetizing current is
sufficiently small. When L is constant, the solu-
tion of Equation 1-25, using the initial bound-
ary condition, when t = 0, i = 0, gives

(1-26)

The variation of i with t is shown in Figure 
1-2.

Theoretically, i never rises to its final value
I = V/R, but practically this is usually accom-
plished in a rather short time. From Equations
1-24–1-26, t = L/R is a time constant. Initially,
i rises linearly with time, but the rate of the
current rise gradually decreases because when
i rises, there is an increasing storage of energy
in the magnetic field. By multiplying Equation
1-25 by idt, we have

(1-27)

When t = t, the current reaches about 63% of
its final value I = V/R. The rate di/dt gradually
decreases, implying that the induced voltage Vi

decreases gradually, but the current and hence
f gradually increase to their final values. When
i reaches its final value I, the induced voltage

Vidt Ri dt Lidi= +2

Energy supplied
to the magnetic
system

Energy
dissipated
as heat
loss in
the coil

Energy stored
in the magnetic
field

i
V

R

R

L
t= - -Ê

Ë
ˆ
¯

È
ÎÍ

˘
˚̇

1 exp

approaches zero, and the total energy stored in

the magnetic field will be . This

phenomenon is analogous to the response of 
a C and R series circuit representing a dielec-
tric system. In this case, the time constant is
CR. When the voltage across the capacitor
approaches the value of the applied DC voltage
V, the charging current will approach zero. By
this time, the energy stored in the capacitor is 

.

For a large electromagnet, the amount of
energy stored in the system could be quite
large. If the switch is suddenly opened to dis-
connect the system from the source, there is an
induced voltage, which is theoretically infinite
because di/dt Æ • if there is no protective
resistor RL across the coil. In this case, the huge
induced voltage may cause a spark across the
switch or damage in the coil insulation. To
protect the system, a protective resistor RL is
usually connected across the coil, as shown in
the inserted circuit in Figure 1-2. This resistor,
in series with the coil resistance R, will absorb
the energy released from the system when and
after the switch is opened.

Having discussed the concept of the electro-
magnetic behavior under a DC condition, we
now turn to what is different under a time-
varying current condition. Let us use the system
shown in Figure 1-3(a), in which we have a
closed iron core with a cross section area A and
mean flux path length �m, a coil of N1 turns on
one side, and a coil of N2 turns on the other side.
This system is similar to that shown in Figure
1-1(a), except there is no gap in the core (�a =
0). Note that the following analysis is valid for
the core with or without a gap. We chose the
core without a gap in order to use this system
to illustrate the principle of transformers.

If the coil with N1 turns is connected to an
AC voltage source, the + sign means the posi-
tive polarity, i.e., the positive half-cycle of the
AC voltage at the coil terminal at a particular
moment as a reference. At that particular
moment, the current i1 will flow in coil 1
(primary coil) and induce a flux f circulating
the iron core, as shown in Figure 1-3(a).

1

2
2CV

Lidi LI
i

I

Ú =
1

2
2
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Figure 1-2 The current rise in an inductive circuit—
equivalent circuit of the electromagnet system shown in
Figure 1-1(a)



Figure 1-3 Schematic diagrams illustrating (a) Faraday’s law and the transformer principle, and (b) Stokes’s theorem
based on the flux path in (a) for one turn.
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According to Faraday’s law and Lenz’s law,
this induced flux f will also induce a voltage Vi

opposite to the applied voltage V1 and equal in
magnitude to Va - R1i1, where R1 is the resist-
ance of coil 1 in order to oppose any change of
the flux. Vi is given by

(1-28)

The same flux is also linked with coil 2 (sec-
ondary coil) of N2 turns. This flux will induce
a voltage in coil 2, which is given by

(1-29)

It is desirable to give a careful definition of the
polarity of the coil terminals in relation to the
flux. A positive direction of the flux is arbitrar-
ily chosen as a reference; the terminals are then
labeled in such a way that the winding of the
coil running from the positive to the negative
terminal constitutes a right-handed rotation

V N
d

dt
2 2= -

f

V V R i V N
d

dt
i a= - = =1 1 1 1

f

about the positive direction of the flux, as
shown in Figure 1-3(a).

Now let us consider only one turn. The
voltage induced in one turn will be

(1-30)

The line integral of the electric field F around
the coil of only one turn is equal to DVi. Thus,

(1-31)

This is an expression of Faraday’s law of mag-
netic induction. Applying Stokes’s theorem
[see Figure 1-3(b)], the left side of Equation 
1-31 can be expressed as

(1-32)

Substitution of Equation 1-32 into Equation 1-
31 gives

Fd F nds
c s

lÚ Ú= — ¥ •
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∂

•
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d
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Bndsi

s

f



(1-33)

because the surface S is an arbitrary surface
bounded by the loop C. Therefore, the two
surface integrals are equal, so we can write

(1-34)

This is an expression of Faraday’s law and is
also the second equation of Maxwell’s equa-
tions in differential form.

It is obvious that Figure 1-3(a) is the basic
arrangement of a transformer, which can trans-
form a low voltage to a high voltage simply by
adjusting the turn ratio N2/N1 > 1, or vice versa.

The time-varying magnetic flux can be
achieved by many means. For example, with
stationary north and south magnetic poles
arranged alternatively in a chain with a small
gap between the north and south poles, a copper
coil moving along this chain will be linked by
the magnetic flux, which changes with time
from the north to the south pole and then to the
north pole again, and so on. A voltage will be
generated in the coil due to df/dt. Alternatively,
the same effect would result if the coil were
kept stationary and the magnetic pole chain
were moving through the coil.

A coil or a wire carrying a current placed in
a magnetic field will experience a force acting
on it. This is the magnetic force given by

(1-35)

where is the velocity of the electrons moving
in the coil or wire. The direction of this force

is perpendicular to both and . This is why
the electric motor works. The direction of this
force follows Fleming’s so-called left-hand
rule, as shown in Figure 1-4(a). This rule states
that if the forefinger points in the direction of
the magnetic field and the middle finger points
in the direction of the current flowing in the
conductor (coil or wire), then the thumb will
point in the direction of the force which tends
to make the coil or wire move. In fact, this phe-
nomenon can be visualized by the crowding of
the magnetic flux, which tends to push the con-
ductor from the region with dense flux to the
region of less flux, as shown in Figure 1-4(b).

vB

v

F qv B= ¥

— ¥ = -F
B

t

∂
∂

— ¥ = -Ú ÚF nds
B

t
nds

s s
• •

∂
∂

The principles of all DC and AC machines—
stationary (e.g., electromagnets and trans-
formers) or nonstationary (e.g., generators 
and motors)—are simply based on these three
laws—Ampère’s, Faraday’s, and Lenz’s—
coupled with magnetic forces.

1.1.3 Inseparable Magnetic Poles
The third of Maxwell’s equations, — •B = 0,
merely states the fact that magnetic flux lines
are continuous. In other words, the number of
magnetic flux lines entering any given volume
of a region must equal the number of flux lines
leaving the same volume. This means that the
magnetic flux lines always close themselves,
because the north and south magnetic poles are
inseparable, no matter how small the magnets
are. Electrons, protons, and neutrons produce
their own magnets, and each always comes
with both a north pole and a south pole. 
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Breaking a magnet in two just gives two
smaller magnets, not separated north and south
poles. No magnetic monopoles exist. Thus, the
magnetic effects in a material must originate
from the magnetism of the constituent particles
as an immutable fact of nature.

1.1.4 Gauss’s Law
Divergence of a flux means the excess of the
outward flux over the inward flux through any
closed surface per unit volume. For electric flux
density D, the — •D means

(1-36)

If the region enclosed by the surface S has a net
charge Q that is equal to ÚrdV, then we can
write

(1-37)

This is Gauss’s law; it is also the fourth of
Maxwell’s equations.

If the permittivity of the region e is inde-
pendent of the field and the material is
isotropic, then Equation 1-37 can be written as

(1-38)

This is Poisson’s equation. Since

(1-39)

where V is the scalar potential field in the
region. In terms of scalar parameters, Poisson’s
equation can be written as

(1-40)

If Q = 0, that is, if the region is free of charges,
then Equation 1-40 reduces to

(1-41)

Equation 1-41 is known as Laplace’s equation.
Both Poisson’s equation and Laplace’s equation
will be very useful in later chapters when we

— =2 0V
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— =• F
r
e

— =• D r

D nds DdV dV
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S V
• •

(

.

Ú Ú Ú= — =

=

=

r

0 if  the net charge) is located 

outside the surface 

 if  is inside the volume V  

enclosed by the surface 

are dealing with space charges and related 
subjects.

The parameters e, m, and s in Equations 1-5
through 1-7 depend on the structure of materi-
als. Therefore, information about the depend-
ence of these parameters on the field strength,
frequency, temperature, and mechanical stress
may reveal the structure of the materials, as
well as the way of developing new materials.
Equation 1-7 is Ohm’s law, discovered by
German scientist Ohm in 1826, referring
mainly to metallic conductors at that time. In
fact, all of these parameters are dependent on
field strength and frequency, even at a constant
temperature and pressure condition. It can be
imagined that to solve Maxwell’s equations
with the field-dependent and frequency-
dependent e, m, and s would be quite involved.
For nonmagnetic materials, we can assume that
m = mo and is constant, but e and s are always
field- and frequency-dependent. In subsequent
chapters, we shall deal with these two parame-
ters and discuss how they are related to all
dielectric phenomena.

1.2 Magnetization

In this book, we shall deal only with nonmag-
netic materials. What kind of materials can we
consider nonmagnetic? All substances do show
some magnetic effects. In fact, many features
of the magnetic properties of matter are similar
or analogous to the dielectric properties.
Induced magnetization is analogous to induced
polarization. For some materials, atoms or 
molecules possess permanent magnetic dipoles,
just as other materials do with permanent elec-
tric dipoles. Some materials possess a sponta-
neous magnetization, just as other materials
possess a spontaneous polarization. However,
there is a basic difference between magnetic
and dielectric behaviors. Individual electric
charges (monopoles) of one sign, either posi-
tive or negative charges, do exist, but the cor-
responding magnetic monopoles do not occur.
This was explained briefly in Section 1.1.3.

We have mentioned that magnetism is the
manifestation of electric charges in motion
based on Ampère’s and Faraday’s laws, so we
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can expect that the electrons circulating around
the nucleus and the electrons spinning them-
selves in the atom, as well as the spinning of
protons and neutrons inside the nucleus, will
produce magnetic effects.

Before discussing the physical origins of the
magnetism, we must define some parameters
that are generally used to describe the proper-
ties of matter. Polarization P describes dielec-
tric behavior, and magnetization; M describes
magnetic behavior. P is defined as the total
electric dipole moments per unit volume. The
same goes for M, which is defined as the total
magnetic dipole moments per unit volume. Let
us consider a cube-shaped piece of material
with a unit volume cut out from the iron core,
as shown in Figure 1-3. We can see in this cube
that there is a magnetization M, as shown in
Figure 1-5. A cube of magnetized material con-
tains of the order of 1022 magnetic dipoles,
which tend to line up just like a compass needle
when they are magnetized in a magnetic field.

For electric polarization, the electric flux
inside a polarized material has two compo-
nents: One component is for setting up an elec-
tric field and the other component is due to the
polarization. (See Chapter 2, Electric Polariza-
tion and Relaxation in Static Electric Fields.) In
a similar manner, the magnetic flux inside a
magnetized material also has two components:
One component is for setting up a magnetic
field H, and the other is due to the magnetiza-

tion M. Thus, under an applied magnetic field
we have

(1-42)

The magnetization M has the same dimension
as H, which is ampere per unit length. M can
be expressed as

(1-43)

where N is the number of atoms or molecules per
unit volume. The elementary magnetic dipoles
are in fact the atoms or molecules, which are the
constituent particles of the material. They can
become magnetic dipoles pointing in one direc-
tion under the influence of a magnetic field.
Thus, mm = ph is the magnetic dipole moment,
where h is the distance between the north and
south magnetic poles. Since the dimension of M
is ampere per unit length (or ampere-length-1),
the dimension for the pole strength p is ampere-
length and that for the magnetic dipole moment
ph becomes ampere-length2. It is easy to under-
stand the charge q in the electric dipoles. But
what is meant by p in the magnetic dipoles? To
understand p, we must look into the mechanisms
responsible for the magnetic effect of the con-
stituent particles, which are atoms or molecules.
Before doing so, return to Equation 1-42. From
this equation we have

(1-44)

where · Ò denotes the average value of mm over
the whole ensemble, and cm is the magnetic 
susceptibility in analogy to the dielectric 
susceptibility.

(1-45)

Obviously, cm reflects the degree of magnetiza-
tion. In free space, or in gases at normal tem-
peratures and pressures, we can consider cm = 0,
implying that there is no magnetization: M = 0.
Depending on the values of cm, all materials can
be divided into three major groups: diamagnetic
materials with ur very slightly less than unity,
(i.e., cm < 0); paramagnetic materials with mr

very slightly greater than unity (i.e., cm >> 0);
and ferromagnetic materials with ur enormously
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greater than unity (i.e., cm >> 0). The physical
origins of these three kinds of materials are
briefly discussed in the following sections.

The Orbital Motion of Electrons around
the Nucleus of an Atom
The orbital motion of each electron constitutes
a current i circulating around the nucleus, fol-
lowing the path of the orbit of radius r and
taking time Tor to complete one revolution.
Thus, the orbital current i can be expressed as

(1-46)

where v and w are, respectively, the circum-
ferential velocity and the angular velocity
(radians/second), and q denotes the electronic
charge, which is always positive. Thus, an elec-
tron’s charge is -q, while a proton’s charge is
+q. It is important to remember the sign to
avoid confusion. This current i will produce an
orbital magnetic moment (called an orbital
dipole moment), which is given by

(1-47)

where Hor and Bor are, respectively, the mag-
netic field and the magnetic flux density pro-
duced by i, and a is the area of the orbit.

The revolving electron under the influence 
of centrifugal force also produces an orbital
angular momentum, which is given by

(1-48)

where m is the electron mass. Substituting Equa-
tions 1-46 and 1-48 into Equation 1-47, we have

(1-49)
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The orbital magnetic moment mor is proportional
to the orbital angular momentum Lor. Both are
normal to the plane of the current loop, but they
are in opposite directions, as shown in Figure 1-
6(a). The coefficient (-q/2m), i.e., the ratio of
mor/Lor, is called the gyromagnetic ratio.7

It is very important to understand that 
electrons of an atom are entirely quantum-
mechanical in nature. The classical approach
can help us to visualize qualitatively the mech-
anism, but for quantitative analysis, we must
use quantum mechanics. Equation 1-48 gives
only the classic angular momentum. In
quantum mechanics, the angular momentum is
given by

(1-50)

where h is Planck’s constant and = h/2p is
generally called the h-bar; m� is a quantum
number. To describe electron behavior in an
atom, we need four quantum numbers, defined
as follows:

n: The shell quantum number, defining the
energy level of the shell. It takes integers,
1, 2, 3, 4, . . .

�: The orbital or the azimuthal quantum
number, defining the orbital type in each
shell. It takes integers, 0, 1, 2, . . . (n - 1).

m�: The magnetic orbital quantum number,
defining the possible ways of electron
motion in the orbit. It takes integers with
the values limited by -� £ m� £ +�.

s: The spin quantum number, defining the
possible ways of electron rotation about
its own axis. It takes either +1/2 or -1/2.

The relation between � and m� is as follows:

h

L m
h

mor = Ê
Ë

ˆ
¯ =l lh

2p
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The value of �: 0 1 2 3 4 . . . . . . . . . . (n - 1)

The corresponding orbital type: s p d f g . . . . . . . . . .

The number of possible orbitals in one type: 1 3 5 7 9 . . . . . . . . . . (2� + 1)

The corresponding value of m�: 0

(-1, 0, +1)

(-2, -1, 0, +1, +2) and so on following the
relation -� £ m� £ +�



A piece of material contains a large number
of atoms or molecules. Each orbital electron
has a magnetic moment mor, but the directions
of all the magnetic moments are oriented in a
random manner, and their magnetic effects tend
to cancel each other out. Thus, the material
does not exhibit any magnetic effect because
there is no net magnetization in any particular
direction without the aid of an external mag-
netic field. It should also be noted that, if there
is only one electron in the s orbital (or s state),
the orbital angular momentum Lor = 0 and hence
the orbital magnetic moment mor = 0, such as
hydrogen (1s1). In this case, the magnetic
moment is only that of the electron spin. If there
are only two electrons in the s orbital, as in
helium (2s2), both the orbital and the spin mag-
netic moments are zero because in this case, the
angular momentum Lor = 0, and the magnetic
moments due to the up-spin and the down-spin
tend to cancel each other out.

The Rotation of Electrons about 
Their Own Axis in an Atom
The electron’s rotation about its axis, generally
referred to as the electron spin, also produces a
spin magnetic moment us and the accompany-
ing spin magnetic momentum S. The spin
motion is entirely quantum mechanical. Similar
to orbital electrons, the spin magnetic moment

is also proportional to its angular momentum
and the directions of spin magnetic momentum
and orbital magnetic momentum are opposite to
each other, as shown in Figure 1-6(b), follow-
ing the relation

(1-51)

where S is the spin angular momentum.
The spin gyromagnetic ratio (-q/m) is twice

that for orbital electrons. According to quantum
mechanics, the spin angular momentum is
given by

(1-52)

As has been mentioned, the spin quantum
number s can take only +1/2 (up-spin) or -1/2
(down-spin). Thus us can be written as

or (1-53)

The quantity (q /2m) is called the Bohr mag-
neton uB, which is equal to 9.3 ¥ 10-24 ampere-
m2. For m� = ±1, L = ± the orbital magnetic
moment uor is equal to the spin magnetic
moment uor = ms = uB.

The Rotation of Protons and Neutrons
inside the Nucleus
The rotation of protons and neutrons also con-
tributes to magnetic moments, but their mag-
netic effect is much weaker than electrons.
Magnetic moments of protons and neutrons 
are of the order of 10-3 times smaller than 
the magnetic moments of electrons.8 In the 
following discussion, we shall ignore the 
magnetic effect due to protons and neutrons for
simplicity.

In any atoms, the electrons in inner closed
shells do not have a net magnetic moment
because in these shells all quantum states are
filled and there are just as many electron orbital
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and electron spin magnetic moments in one
direction as there are in the opposite direction,
so they tend to cancel each other. Only the elec-
trons in partially filled shells (mainly in outer-
most shells) may contribute to net magnetic
moments in a particular direction with the aid
of an external magnetic field. In the following
section, we shall discuss briefly the mecha-
nisms responsible for the three kinds of 
magnetization.

1.2.1 Diamagnetism
In most diamagnetic materials, atoms have an
even number of electrons in the partially filled
shells, so that the major magnetic moments are
due to electron motion in orbits, the spin mag-
netic moments (one in up-spin and one in
down-spin) tend to cancel each other. Under an
external magnetic field, the field will exert a
torque, acting on the electron. This torque is
given by

(1-54)

The direction of the torque vector is perpendi-
cular to both uor and B. This torque tends to turn
the magnetic dipole to align with the external
magnetic field in order to reduce its potential
energy. By rewriting Equation 1-54 in the form

(1-55)

or

it is clear that dL is perpendicular to L and B.
Since B is constant, the only possibility that the
momentum can change with time is for it to
rotate or precess about the B vector, as shown
in Figure 1-7.

Thus, Equation 1-54 can be written as

(1-56)
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which is known as the Larmor frequency. The-
oretically, the magnetic dipole does not tend to
align itself with the magnetic field, but rather
to precess around B without even getting close
to the direction of the magnetic field. In a pure
Larmor precession, no alignment would take
place. However, the precession always encoun-
ters many collisions, and the dipole would then
gradually lose energy and approach alignment
with B because under the condition of align-
ment, the potential energy -uorB becomes a
minimum. Because of the torque, the orienta-
tional potential energy of the magnetic dipole
can be written as

(1-57)

For example, if � = 1, m� takes the value -1, 0,
and +1. This implies that the atomic energy
level under the influence of an applied magnetic
field B is split into three levels. This splitting
caused by a magnetic field was first discovered
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by Zeeman; therefore, it is generally called the
Zeeman effect or Zeeman splitting. The differ-
ence between two adjacent split levels in this
case is

(1-58)

The lowest level, m� = -1, in this case, refers
to the minimum potential energy corresponding
to the orientation of uor toward the alignment
with the magnetic field B; the highest energy
level, m� = +1, refers to the maximum potential
energy corresponding to the orientation of uor

toward the direction opposite to B.
The Zeeman effect also occurs in spin mag-

netic dipoles, but in this case the potential
energy level is split into only two levels: one
associated with s = -1/2 and the other with s =
+1/2. The difference between these two levels
is

(1-59)

At this point, it is desirable to go back to the
classical approach because it is easier to visu-
alize the mechanism of precession. In a mag-
netic field, the motion of the electrons around
the nucleus is the same as that in the absence
of the field, except that the angular frequency
is changed by wp due to precession. Thus, the
new angular frequency w is

(1-60)

where wo is the angular frequency in the
absence of the field. The reason for the slight
decrease in angular frequency is that in the
presence of the field B, the orbital electron will

experience a Lorentz force -q ( ¥ ) =
-q(wrB), as shown in Figure 1-7. This is a radi-
ally outward force, which tends to reduce the
original centrifugal force by qwrB, and the new
centrifugal force is given by

which leads to

(1-61)

It is desirable to have some feeling for the order
of magnitude of the angular frequencies. wo is of
the order of 1016 radian/sec, wp � 1.05 ¥ 105 H,

w p
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which would be of the order of 107 radians/sec
for H = 100 amperes/m. In this case wo/wp =
10-9. So, wp is extremely small compared to wo.
However, the motion of the electron has been
slowed down, resulting from this reduction in
angular frequency. This implies that the orbital
magnetic moment is also decreased by the fol-
lowing amount:

(1-62)

For the electron circulating counterclockwise,
the induced magnetic moment is parallel to B,
but its direction is opposite to B, as shown in
Figure 1-7. It should be noted that the electron
is not orbiting in one circle, but orbiting around
a spherical surface. If we choose B in z direc-
tion, the orbital magnetic moment mor of a
current loop is iA. The projected area of the
loop on the x–y plane is pr2 with a new radius,
r. Thus, the mean square of the radius can be
written as ·r2Ò = ·x2Ò + ·y2Ò, which is the mean
square of the distance of the orbiting electron
normal to the magnetic field (z-axis) through
the nucleus. But the orbiting electron is circu-
lating the spherical surface; the mean square of
the distance of the electron from the nucleus is
·r2Ò = ·x2Ò + ·y2Ò + ·z2Ò. For a spherically sym-
metrical distribution of the electron charge, we

have ·x2Ò = ·y2Ò = ·z2Ò. Thus, ·r2Ò = ·r2Ò.

Suppose a material has N atoms per unit
volume and Z electrons per atom, which are
undergoing Larmor precession. From Equation
1-62, we can write the magnetization M by
replacing r with r, since we refer to the elec-
tron circulating on the x–y plane, as

(1-63)

and hence, to the susceptibility as

(1-64)
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Diamagnetic susceptibility is negative, result-
ing in mr < 1. For example, for N = 1023 cm-3,
Z = 2, and r = 1A = 10-8 cm, cm is of the order
of -10-6.

In general, a diamagnetic material does not
have permanent magnetic dipoles; the induced
magnetization tends to reduce the total mag-
netic field. This is why cm is negative. Materi-
als with complete shells, such as ionic and
covalent bonded crystals, are diamagnetic.
Their diamagnetic behavior is due mainly to the
distortion of the electron orbital motion by the
external magnetic field. Dielectric solids, such
as insulating polymers involving ionic and
covalent bonds, are mainly diamagnetic. Dia-
magnetic materials generally have an even
number of electrons, so the magnetic effects
due to the up- and down-spins tend to cancel
each other out. In a case such as hydrogen,
where there is only one electron in the s orbital
(or s state), the orbital motion’s contribution to
the magnetic effect is zero, and the diamagnetic
moment is mainly that of the spin.

In some materials, such as semiconductors
and metals, free electrons also contribute to
diamagnetic behavior because in the presence
of a magnetic field the electrons will experience
a magnetic force (qv ¥ B), and their quantum

states and motion will be modified. When this
happens, they will produce a local magnetic
moment that tends to oppose the external 
magnetic field, according to Lenz’s law. This
contributes to a negative magnetization and a
negative value of cm. Some values of cm are cm

(copper) = - 0.74 ¥ 10-6; cm (gold) = -3.7 ¥
10-5; cm (silicon) = - 0.4 ¥ 10-5; cm (silicon
dioxide) = -1.5 ¥ 10-5. As cm is extremely
small, we can consider all diamagnetic materi-
als as nonmagnetic materials because ur = 1 and
u = uo.

1.2.2 Paramagnetism
As has been mentioned, substances having 
an even number of electrons in the shells are
inherently diamagnetic. In some substances,
however, atoms have nonpaired electrons or an
odd number of electrons. In such cases, the mag-
netic effect due to the total electron spins cannot
be zero. An atom of this kind will have a per-
manent magnetic moment, which arises from
the combination of the orbital and the spin
motions of its electrons, as shown in Figure 1-
8(a). The resultant magnetic moment is given by

(1-65)u g q m Jm = -( )2
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where J is the resultant angular momentum, and
g is a constant known as the Lande factor. For
a pure orbital magnetic moment, g = 1; for a
pure spin magnetic moment, g = 2. The value
of g depends on the relative orientation of both
the orbital and the spin angular momenta and
must be determined by quantum mechanics.
Further discussion about its value is beyond the
scope of this book. However, following the
quantum-mechanical approach, as in Equations
1-50 and 1-52, J can be written as

(1-66)

where mj is the resultant quantum number
defining the possible ways of the combined
electron orbiting and spinning motions, and j is
an equivalent azimuthal quantum number. The
permanent magnetic moments of atoms or 
molecules are randomly distributed, with just as
many pointing in one direction as in another in
the absence of a magnetic field. With an exter-
nal magnetic field, all the momenta precess
about the magnetic field B with precessional
angular velocities, which results in a Zeeman
splitting. Following Equation 1-57, the poten-
tial energy of the dipole can be written as

(1-67)

For a simple case with only a single spin mag-
netic moment, then mj = ms = +1/2 or mj = ms =
-1/2, and g = 2, and the Zeeman splitting will
produce two levels, as shown in Figure 1-8(b).
The difference in potential energy between
these two levels is

(1-68)

The lower level, corresponding to mj = -1/2, is
associated with the magnetic dipole moment in
parallel with the magnetic field B because the
potential energy of the dipole is a minimum,
while the upper level, corresponding to mj =
+1/2, is associated with the magnetic dipole
moment in the direction opposite to the mag-
netic field. Thus, we can write the magnetiza-
tion M as

(1-69)

where ·umÒ is the average dipole moment, and
N1 and N2 are, respectively, the concentrations

M u N Nm= -( )1 2
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U u B gm u Bm j B= - = -

J mj= h

of the magnetic dipoles with the direction n par-
allel to and that opposite to the magnetic field
B in z-direction.

By denoting N as the total concentration of
atoms or molecules and following the Boltz-
mann statistics, we can write

(1-70)

(1-71)

From these two equations, we can rewrite
Equation 1-69 as

(1-72)

The ratios of N1/N and N2/N are also shown in
Figure 1-8(b). Obviously, the condition for M =
0 is either B = 0 or T being very high, so that
N1 = N2. It should be noted that the axis of the
total angular momentum J is generally not the
same as that of the total magnetic moment um,
as shown in Figure 1-8(a). However, the J axis
represents the rotation axis of the physical
system formed by an electron which is orbiting
as well as spinning. For low magnetic fields,
guBB/kT << 1, tanh (guBB/kT) = guBB/kT, Equa-
tion 1-72 can be simplified to

(1-73)

Thus, the magnetic susceptibility can be
expressed as

(1-74)

For general cases involving both the orbital and
the spin magnetic moments, the Lande factor 
g should be between 1 and 2, following the 
relation8

(1-75)

A classical approach to evaluating cm is
Langevin’s method.9 Atoms or molecules with
a permanent magnetic dipole moment experi-
ence a torque in the presence of a magnetic field
B, tending to orient themselves toward the
direction of the field. However, the ensemble of
atoms or molecules will gradually attain a sta-
tistically quasi equilibrium. Langevin, in 1909,
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was the first to develop a method of calculating
the orientational magnetic susceptibility for
paramagnetic materials. Later, Debye used the
same method for its electrical analog in dipolar
dielectric materials.10 The mean permanent
dipole moment in the direction of the magnetic
field is

(1-76)

where q is the angle between the dipole
moment and the magnetic field B. Thus, the
potential energy of the dipole at angle q is 
-umBcos q. So, the probability of finding a
dipole in the direction q from the z-axis (direc-
tion of the magnetic field B) is governed by the
Boltzmann distribution function

(1-77)

Thus, the mean dipole moment can be deter-
mined by the following equation

(1-78)

As shown in Figure 1-9, the solid angle 
W formed by the circular cone is equal to 
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2p(1 - cosq) steradians, so dW = 2p sinqdq.
Substituting Equation 1-77 into Equation 1-78
and changing dW in terms of dq, we obtain

(1-79)

where L(umB/kT) is known as the Langevin
function, which is given by

(1-80)

L(umB/kT) as a function of (umB/kT) is shown in
Figure 1-10. For low values of umB/kT, Equa-
tion 1-80 can be simplified to

(1-81)

From Equations 1-79 and 1-81, the magnetiza-
tion M can be written as

(1-82)

and the magnetic susceptibility cm as

(1-83)

in which um = gmjuB, and gmj can be considered
as the effective number of Bohr magnetons per
magnetic dipole moment.

Notice that the derivation of Equation 1-74
is based on the simplest type of Zeeman 
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splitting, involving only two levels. If j is larger
than 1/2, then the number of levels would be 2j
+ 1, and Equation 1-74 may be written as

(1-84)

It can be seen that cm, derived on the basis of
the quantum mechanical approach, is very close
to that derived on the basis of the classical
approach.

If N = 1023 atoms per cm3 and each atom has
only one magnetic moment and T = 300K, then
cm = 0.87 ¥ 10-4. For any actual atoms or mol-
ecules in a real material, the value given by
Equation 1-83 must be adjusted in accordance
with the number of orbital and spin-formed
permanent magnetic dipoles involved to give
the magnetic moment um per atom as a whole.
We can replace N with NZ, with Z denoting the
number of permanent magnets per atom. For
example, cm (aluminum) = 0.21 ¥ 10-4, cm (plat-
inum) = 2.9 ¥ 10-4, cm (oxygen gas) = 1.79 ¥
10-6. Note that the magnetic effect given for
paramagnetism is stronger than the inherent
diamagnetic effect, which is always there.
However, the resultant magnetic moment is
always in the same direction as the external
magnetic field, resulting in ur as slightly larger
than unity and cm as positive, even though its
value is very small, of the order of 10-4.
Because of the extremely small values of cm,
we can also consider the paramagnetic materi-
als as nonmagnetic materials, and we can
assume ur � 1 for these materials.

1.2.3 Ferromagnetism
We have discussed, to some extent, diamagnet-
ism and paramagnetism. The purpose of includ-
ing these topics in the present book is twofold:
to show what kind of materials can be consid-
ered nonmagnetic materials, and to show that
the mechanisms of magnetization are similar to
those of electric polarization. With a basic
knowledge of magnetism, the reader may better
appreciate the discussion in the later chapters
about dielectric phenomena. Ferromagnetic
materials are magnetic materials; the mecha-
nisms responsible for magnetization and related

cm
o j B BNu gm u gu

kT
=

( )( )
3

ferromagnetic behavior are complicated and
must be treated quantum mechanically. 
To do so would be far beyond the scope of the
present book. However, for completeness we
shall discuss briefly, and only qualitatively, the
origins of ferromagnetic behavior, which may
have some bearing on later chapters.

General ferromagnetic properties are sum-
marized as follows:

• The magnetization is spontaneous.

• The relative permeability attains very high
values, as high as 106 in some solids.

• The magnetization may reach a saturation
value by a weak magnetizing field.

• The material may have zero magnetization
at zero (or very small) magnetic fields, and
the magnetization remains after the removal
of the magnetic field. Thus, when the
applied magnetic field is changed from a
positive polarity to a negative polarity, and
then back to the positive polarity, a hystere-
sis loop will be formed in the relation of B
and H, resulting in energy loss due to the
rotation of the dipoles. The area enclosed by
the hysteresis loop represents the energy loss
involved.

• The ferromagnetic behavior (i.e., the spon-
taneous magnetization) completely disap-
pears at temperatures higher than a critical
temperature, called the Curie temperature
Tc. At T > Tc, spontaneous magnetization is
destroyed, and the material becomes para-
magnetic, not ferromagnetic.

The commonly used ferromagnetic materials
are iron (Fe), cobalt (Co), nickel (Ni), and their
alloys, which are of importance to technical
applications. Two other rare-earth metals,
gadolinium (Gd) and dysprosium (Dy), are of
less practical interest because of their low Curie
temperatures. The Curie temperatures for Fe,
Co, Ni, Gd, and Dy are, respectively, 1043K,
1400K, 630K, 280K, and 105K. However, the
elemental metals and their alloys are metallic
in nature, and their electric conductivity is 
generally very high. For some applications, 
insulating or semi-insulating ferromagnetic
materials are preferable. Some oxides, such as
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CrO2, MnOFe2O3, and FeOFe2O3, have low
electric conductivity and also possess sponta-
neous magnetization under suitable circum-
stances. They have a reasonable range of Curie
temperatures much higher than normal room
temperature.

In all of the elemental metals, spontaneous
magnetization arises from an incomplete 3d
shell for Fe, Co, and Ni, and an incomplete 4f
shell for Dg and Dy. In this section, we use Fe
as an example to discuss the mechanisms of fer-
romagnetic behavior. The same mechanisms
apply to other elements with incomplete 3d or
4f shells. An iron atom has six electrons in the
3d shell; a fully filled 3d shell should contain
ten electrons. Of these six electrons in the 3d
shell, five spin in the same direction and only
one spins in the opposite direction. This makes
the spin magnetic dipole moment of one atom
equal to 4uB.

Why are these six electrons in the 3d shell
divided in such a way that five electrons have
the same spin and only one electron has the
opposite spin, producing a net spin magnetic
moment of 4uB? In other words, why must these
six electrons form a magnetized state (with five
electrons in one spin and one in opposite spin),
instead of having a nonmagnetized state (three
electrons in one spin and the other three in
opposite spin)? This can only be explained
through quantum mechanics. The exchange
energy principle, coupled with the Pauli’s
exclusion principle, shows that the potential
energy of the electrons in the magnetized state
is lower than when they are in the non-
magnetized state.11–13 This conclusion can also
be realized on the basis of band theory, by con-
sidering that the electrons with up-spin form
one band and those with down-spin form
another. These two bands would be completely
filled if there were ten electrons in the 3d shell
per atom, i.e., five electrons with up-spin and
the other five with down-spin. However, iron
atoms have only six electrons in the 3d shell.
For the unmagnetized state, we would expect
three electrons in the up-spin band and the other
three in the down-spin band. In this case, both
bands are partially filled. For the magnetized
state, we would expect five electrons with same

spin in one band, which is completely filled,
and one electron with opposite spin in the other
band, which is partially filled. By comparing
these two states, it can be imagined that the
magnetized state is more stable than the unmag-
netized one. This also implies that the potential
energy is lower in the magnetized state than in
the unmagnetized state, because for the former,
one band is completely filled, while for the
latter, each band is only partially filled.
However, the difference in potential energy
between these two states, referred to as the
exchange energy, is small; it is of the order of
0.1eV. Thermal agitation tends to destroy such
a magnetized state (the state with a minimum
potential energy) and hence, the spontaneous
magnetization. Thus, we would expect that
there is a critical temperature, at or above which
the magnetized state would become an unmag-
netized state, and spontaneous magnetization
would be completely destroyed. This critical
temperature is called the Curie temperature Tc.
Its value is different for different magnetic
materials, as mentioned previously.

Ferromagnetic materials, such as Fe, Co, and
Ni, have definite types of crystalline structure,
such as body-centered cubic for Fe, hexagonal
for Co, and face-centered cubic for Ni. In such
crystals, there are certain principal directions,
which are (100), (110), and (111), assigned
according to the Miller system of indices. In
general, for body-centered cubic Fe, magneti-
zation is easy in the (100) direction, medium in
(110), and hard in (111). Most magnetic mate-
rials are polycrystalline, i.e., the material is
composed of a large number of very tiny single
crystals, called grains. Between grains, there
exist grain boundaries. In each grain, there are
many spin magnetic dipoles. Even their mag-
netic moments tend to be parallel to the easy
direction, but there are six possible easy direc-
tions in a cubic unit cell: ±x, ±y, and ± z. In
order to reduce the dipole interaction energy
(i.e., magnetostatic or magnetic field energy) to
a minimal or lowest level, the grain must be
divided into many small regions called
domains. In each domain, the net spin magnetic
moments are pointing in one easy direction,
which is termed the parallel direction”; or in the
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reverse easy direction, which is termed the
antiparallel direction. At T = 0, all spins in one
domain will be pointing in the parallel direction,
and this domain is said to be spontaneously
magnetized to the maximum degree without the
aid of any external magnetic fields.

The formation of domains inside a crystal is
a natural process to minimize the potential
energy of the system, which contains a large
number of spin magnetic dipole moments. It
can be imagined that, if the crystal had only one
domain with a net magnetic moment pointing
in one direction, this magnetic moment would
be large and produce a large external magnetic
field; therefore, a large amount of energy is
involved, as shown in Figure 1-11(a). However,
if the crystal is divided into four or more
domains with the magnetic moments in the

domains tending to cancel one another out, as
shown in Figure 1-11(b), then a lower energy
for the crystal can be achieved. The mutual
reaction force between the dipoles pointing in
one direction acts as a driving force to cause the
formation of more domains, with the magnetic
moments pointing different directions so that
they can cancel one another, thus reducing the
potential energy of the system. The partial 
distribution of domains tends to assume the
configuration so that adjacent domains have
opposite magnetic moments. Some possible
configurations are shown in Figure 1-11(c).

The potential magnetic energy in Figure 1-
11(c) part I is smaller than that in Figure 
1-11(a), and the potential energy in Figure 1-
11(c) parts III and IV is much smaller than that
in Figure 1-11(c) part II. It seems that the larger
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Figure 1-11 Schematic diagrams showing the directions of spin magnetic moments in the domains inside a piece of fer-
romagnetic material (a) net magnetic moment pointing in only one direction with a large potential energy, (b) each domain
having its magnetic moment pointing in different directions with a total minimal potential energy, and (c) some possible
configurations, � the magnetic moment pointing into the plane of the page and � the magnetic moment pointing out of it.
The potential energy is lower with the magnetic moments of neighboring domains pointing in opposite directions.



the number of domains formed, the lower the
energy associated with the system. But when
domains are formed, block walls (or domain
walls) are required to separate the domains.
Energy is required to create a wall between
domains. This, in turn, results in an increase of
the energy in the system. It is likely that the
increase in energy for the creation of domain
walls balances the decrease in energy due to 
the formation of domains. There must be an
optimal point at which the number of domains
is limited by the minimization of the total
energy of the system. In other words, the
number and the configuration of domains in a
magnetic material are determined by the mini-
mization of the magnetic field energy and the
domain wall energy. We have already men-
tioned the reduction of magnetic field energy by
the formation of many domains. The domain
wall energy arises from both the exchange
energy and the isotropy energy; the former is
related to the energy difference between the
unmagnetized state and the magnetized state,
while the latter is related to the energy involved
for magnetization in one direction relative to
the crystal axes and in another direction. In a
material as a whole, there are many tiny crys-
tals (grains), and each grain has many domains.
The magnetic moments are pointing randomly
in all directions, resulting in a zero net magne-
tization, as shown in Figure 1-11(c).

It is desirable to have a general picture about
the sizes of grains and domains. Suppose a
piece of iron of one cubic centimeter (cm3) has
about 1023 atoms, which may contain about 104

tiny single crystals (grains), and each grain may
be divided into about 105 domains in average.
This means that in average, there are about 1019

atoms per grain and about 1014 atoms per
domain. Assuming that both the grain and the
domain are cubic in shape, the linear dimen-
sions would be about 5 ¥ 10-2 cm for a grain
and about 10-3 cm for a domain. Note that the
sizes of the grains and the domains may be dif-
ferent from grain to grain and from domain 
to domain, and their shape is not necessarily
cubic. The example given here is only to estab-
lish a feeling about the average sizes of a grain
and a domain.

Let us now consider the influence of an
applied magnetic field on the orientation of the
magnetic moments in the domains toward the
direction of the magnetic field H to produce an
overall magnetization of the whole material.
Suppose that we apply a magnetic field H to a
nonmagnetized ferromagnetic solid, starting
with zero field and gradually increasing the
field in steps. We can see the gradual increase
of the magnetization (or the magnetic flux
density B), as shown in Figure 1-12(a). The 
B–H curve has four regions, each is related to
different magnetization processes:

• Region I: Magnetization by translation
increasing the size of the magnetized
domains parallel to H and reducing the size
of those with magnetization antiparallel to
H, as shown in Figure 1-12(b).

• Region II: B increases in a series of jerky
steps with increasing H, corresponding to
jerky rotation of domains from the original
“easy” crystal direction to other “easy”
direction more nearly parallel to H. This
phenomenon is known as the Barkhausen
effect.

• Region III: The magnetic moments in all
domains rotate gradually from the “easy”
direction toward the direction of H.

• Region IV: Further increase in H will make
the magnetic moments of all domains paral-
lel to H, implying that the magnetization has
reached a saturation value.

Now we start to reduce the magnetic field H,
also in steps. As can be seen in Figure 1-12(a),
B at point 5 is almost the same as at point 4,
but with further decrease of H to zero, B does
not go back to zero, but decreases following a
different curve and reaches a finite value BR at
H = 0. BR is referred to as the remanent flux
density. To bring B to zero, we need a reverse
magnetic field -HC, which is generally called
the coercive force or demagnetizing field. This
is the magnetic field opposite to the magneti-
zation field, required to bring the magnetization
to the vanishing point. The formation of a hys-
teresis loop implies that the magnetization of 
a ferromagnetic material is irreversible. The
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paths 3–4 and 4–5 are almost identical, 
indicating that the domains’ rotation from an
“easy” to a “hard” direction is reversible.
However, the paths 0–1–2–3 and 5–6–7 are
quite different, indicating that the domain
motion is irreversible because of the unavoid-

able presence of all kinds of defects: structural
defects and chemical defects or impurities in a
real material. The domain walls move in a
series of jerky steps or in a jerky rotation due
to the collision with various defects, which
consume energy.
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Figure 1-12 (a) The B–H hysteresis loop of a typical ferromagnetic material, and (b) the magnetization processes in
Regions I, II, III, and IV.



When a magnetization process consumes
energy, this process will be irreversible, and
this is why a hysteresis loop is formed. For the
hysteresis loop around the loop 5–6–7–8–11–
12–5, the hysteresis loss is equal to the loop
area, which is given by

(1-85)

when H is in ampere/m and B in Webers/m2.
The power loss is proportional to the frequency
of the magnetization field. Thus, the total power
loss, i.e., the total hysteresis energy loss per
second, is

(1-86)

where f is the frequency of the magnetic field.
Note that the magnetic moment in one direc-

tion in one domain does not change abruptly 
to the reverse direction in a neighboring domain
because of the exchange energy, which tends to
keep the angle between adjacent magnetic
moments small. Thus, the domain wall is a tran-
sitional region, enabling a gradual change in 
the spin direction, as shown in Figure 1-13. 
The domain wall width WB that minimizes the

P HdB f volume of the material= [ ] ¥Ú ( )

W HdB joules cyclem = -Ú m3

total energy—exchange energy and anisotropy
energy—is about 300 lattice constants (1000
A). The wall energy involved is about 10-7 joule
cm-2 for a wall separating domains magnetized
in opposite directions (a 180-degree wall).

It can be imagined that the transition due to
the motion of the domain walls can only be
made with the expenditure of work. This con-
stitutes the hysteresis loss for each cycle of an
alternating magnetic field. In fact, hysteresis
loss is a major component of power losses in
electrical machines. To reduce this loss, we
must use very soft magnetic materials with a
very narrow B–H loop and also laminate the
material in order to reduce the eddy current
loss.

1.2.4 Magnetostriction
It may be said that all mechanical forces devel-
oped inside a material are originated by the
interaction of electric charges. This is also 
true for magnetostriction, which is the magnetic
counterpart of electrostriction. The sponta-
neous magnetization of a domain in a ferro-
magnetic material is always accompanied by an
elongation or contraction in the direction of the
magnetizing field. This physical deformation
phenomenon is called magnetostriction. It is
associated with the inherent anisotropy of the
crystal structure and the preferred direction of
magnetization in certain crystallographic direc-
tions. Magnetostriction is fundamentally a
result of crystal anisotropy. Any physical 
deformation due to mechanical forces, such 
as expansion or contraction, will result in an
increase in strain energy. Magnetostriction
transforms electrical energy into mechanical
energy in magnetostrictive transducers,8

but it also causes damage by introducing
serious vibrations in the magnetic cores of the
electrical machines and humming noise in
transformers.

1.2.5 Magnetic Materials
In terms of the arrangement of spin magnetic
moments in the fully magnetized state, there 
are four general arrangements, as shown in
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Figure 1-14. These general arrangements,
briefly discussed, are as follows:

• In ferromagnetic materials such as Fe, Co,
and Ni, the spins of neighboring atoms are
parallel to each other, which would result in
a great increase in potential energy of the
system. To reduce this energy, the formation
of many tiny domains, with their magnetic
moments tending to cancel each other is nec-
essary in nature, as explained in the previ-
ous section.

• In antiferromagnetic materials including
chromium, manganese, MnO, and FeO, the
spin magnetic moments alternate atom by
atom as a result of the exchange interaction,
which is essentially based on Pauli’s exclu-
sion principle. These materials are still mag-
netic from a behavioral point of view, but
they do not produce an external magnetic
effect, because the magnetic moments tend
to cancel each other. Therefore, they are of
no technical interest.

• Ferrimagnetism occurs only in compound
materials. In such materials, there are two
sets of spin magnetic moments that are
unequal in magnitude and antiparallel to
each other in direction, as shown in Figure
1-14(c). For most practical ferrimagnetic
materials, the resultant spin magnetic
moments are quite large. The materials
behave like ferromagnetic materials but 
generally have a lower saturation value of
magnetization. Ferrimagnetic materials are

generally referred to as ferrites. They have a
very important feature, i.e., they are insula-
tors, so ferrites are sometimes called the fer-
romagnetic insulators. They have very small
eddy current losses, so they are suitable for
high frequency applications. Ferrites are
mainly transition-metal oxides. One of the
commonly used ferrites is MOFe2O3, where
M is a metal, typically Fe, Ni, Al, Zn, or Mg.
If M is Fe, the material becomes FeOFe2O3

or Fe3O4, which is the mineral magnetite,
also known as lodestone, which has been
exploited in navigation for centuries It is the
best known ferrite.

• The typical example of the garnet ferromag-
netic materials is yttrium-iron garnet
(Y3Fe5012), also known as YIG. In this mate-
rial, the spin magnetic moments of the
yttrium atoms are opposite to the spin mag-
netic moments of iron atoms, but yttrium
atoms also have orbital magnetic moments,
which are larger than the spin magnetic
moments. Thus, this compound is ferromag-
netic. The garnet structure is very tight. All
the large cages between oxygen ions are
occupied by positive ions. As a result, these
materials are very stable compared to spinel
ferrites. Furthermore, very thin garnet films
can be fabricated by the epitaxial technique
on a suitable substrate for memory or
storage on magnetic tapes or discs.

Based on the magnitude of the coercivity,
magnetic materials can also be divided into two
major classes: soft magnetic materials and hard
magnetic materials, as shown in Figure 1-15.
Soft magnetic materials refer to the materials
that can provide a large magnetic flux density
at a small magnetizing field with a high differ-
ential relative permeability (ur)max, which is
defined as

(1-87)

as shown in Figure 1-15. Soft materials have a
low coercivity (or demagnetizing field -Hc) and
hence, a small area enclosed by the B–H loop,
thus giving a low hysteresis loss per cycle of an
applied magnetic field. These materials are 
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Figure 1-14 The arrangement of spin magnetic moments
in four different types of magnetic materials: (a) ferromag-
netic, (b) antiferromagnetic, (c) ferrimagnetic, and (d)
garnet ferromagnetic (a mixture of spin and orbital mag-
netic moments: —— spin magnetic moments, ---- orbital
magnetic tmoments).



generally used for transformer cores, electrical
machines, electromagnets, inductors, etc.,
which require easy magnetization and low
energy losses. The most commonly used soft
material is not pure iron, because practical iron
contains various impurities and its properties
depend on its fabrication processes. In practice,
to reduce the coercivity, some suitable impuri-
ties are introduced into iron to make the motion
of domain walls easier. For example, for iron,
the easy magnetizing direction is along the
(100) crystal direction, while for nickel, the
easy magnetizing direction is along the (111)
crystal direction. It can be imagined that an
alloy made of Fe and Ni would be magnetized
in any direction between (100) and (111) crystal
directions, making domain motion much easier.

Furthermore, the deformation sign of the
magnetostriction of iron is opposite to that of
nickel. An alloy of Fe and Ni with 70–80% of
Ni is called permalloy, with a negligible net
magnetostriction effect. It is a very soft mate-
rial, easy to magnetize and demagnetize.
Permalloys with 22% of Fe and 78% of Ni have

ur = 105, and those with 16% of Fe, 79% of Ni,
and 5% of Mo have ur as high as 106. These
materials are used for high-quality trans-
formers and other electromagnetic apparatus.
However, these materials have a very high elec-
trical conductivity, and therefore, they have a
high eddy-current loss, particularly at high fre-
quencies. We need a material with high ur

but a low electrical conductivity. Silicon–iron
alloy, with about 2% of silicon to reduce the
electrical conductivity, has been used for most
electrical machines. Some ferrites with a very
low electrical conductivity have also been used
for electromagnetic apparatus. Some com-
monly used soft magnetic materials are listed
in Table 1-1.

Hard magnetic materials are used for perma-
nent magnets, storage media in tapes and discs,
etc. In order to have a large coercivity, we need
a flat B–H curve. The figure of merit generally
used to characterize the hard magnetic materi-
als is the maximum value of the B–H product,
i.e., (BH)max in the second quadrant of the B–H
curve, as shown in Figure 1-15. The larger the
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value of (BH)max, the harder the magnetic mate-
rial. To have a larger coercivity, the material
must have a large anisotropy and contain impu-
rities, which make domain motion difficult, so
that after the removal of the magnetizing field
H, the magnetized material will still provide 
a magnetic flux density BR and not relax back
to its original thermal equilibrium state with 
the magnetic moments randomly arranged.
Carbon-incorporated steel and a series of alnico
alloys are good hard magnetic materials. Alnico
alloys are composed mainly of Fe, Al, Ni, Co,
and Cu, such as alnico 5, which consists of 51%
Fe, 8% Al, 14% Ni, 24% Co, and 3% Cu and
yields a very high coercivity. Ferrites are 
also good hard magnetic materials. Some com-

monly used hard magnetic materials are listed
in Table 1-2.

1.2.6 Magnetic Resonance
So far, we have dealt with only the magnetic
effects under static DC or low frequency AC
magnetic fields. There is much more informa-
tion that can be obtained using high frequency
AC magnetic fields. The term resonance gener-
ally refers to the condition in which a system
involving oscillation with its natural frequency
will absorb a maximum energy from a driving
force source when it is driven at the frequency
equal to the natural frequency. In other words,
the response of a physical system to a periodic
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Table 1-1 Some soft magnetic materials and their properties.

Curie Temperature Saturated Coercive Relative Resistivity
Soft Magnetic Material TC (K) BS (Wb m-2) HC (Am-1) Permeability mr r (W - m)

Fe 1043 2.15 4 5 ¥ 103 1.0 ¥ 10-7

Fe (with 3% Si) 1030 1.97 12 4 ¥ 104 6.0 ¥ 10-7

Permalloy (22% Fe 800 1.08 4 1 ¥ 105 1.6 ¥ 10-7

and 78% Ni)

Supermalloy (16% Fe, 0.80 0.16 1 ¥ 106 6.0 ¥ 10-7

79% Ni and 5% Mo)

Manganese-Zinc Ferrite 570 0.25 0.80 2 ¥ 103 0.2
[MnZn(Fe2O3)2]

Table 1-2 Some hard magnetic materials and their properties.

Remanent (BH)max

Hard Magnetic Material TC (K) BR (Wb m-2) HC (Am-1) (AWb m-3)

Magnetite [FeO Fe2O3] 850 0.27 25 ¥ 103

(Iron Ferrite—Lodestone)

Carbon Steel 0.90 4 ¥ 103 8 ¥ 102

(With 0.9% C and 1% Mn)

Alnico 5 (51% Fe, 8% Al, 1160 1.35 64 ¥ 103 2 ¥ 104

14% Ni, 24% Co and 3% Cu)

Barrium Ferrite [BaO(Fe2O3)6] 720 0.35 160 ¥ 103 12 ¥ 104

(Ferroxdur)



excitation is greatly enhanced when the excita-
tion frequency approaches the natural fre-
quency of the system. In fact, resonance is
commonly evidenced by a large oscillation
amplitude, which results when a small ampli-
tude of a periodic driving force has a 
frequency approaching one of the natural 
frequencies of the driven system. We have men-
tioned that the rotation of electrons and spins in
the atoms, and the rotation of protons and neu-
trons inside the nuclei, will produce magnetic
moments. Application of a magnetic field 
H(= B/mo) will cause a Larmor precession of the
magnetic moments around the field axis at a
Larmor frequency wp (Equation 1-56). It can be
imagined that the Larmor precession under a
static field will become gradually attenuated,
but the superposition of a small alternating field
will make it start a precession again around the
static field axis. Magnetic resonance occurs
when the frequency of the exciting field is equal
to the Larmor frequency of the system (i.e., the
natural frequency of the system). There are
several types of magnetic resonance, depending
on whether the magnetic effects are associated
mainly with the spin angular momentum of
nuclei or of electrons. These are nuclear mag-
netic resonance (NMR), electron paramagnetic
resonance (EPR), electron spin resonance
(ESR), nuclear quadrupule resonance (NQR),
ferromagnetic resonance (FMR), antiferromag-
netic resonance (AFMR), etc. Most commonly
used are NMR, EPR, and ESR. In this section,
we shall discuss only briefly the basic princi-
ples of NMR, EPR, and ESR, which are widely
used for many diagnostic and analytical appli-
cations.

Nuclear Magnetic Resonance (NMR)
As mentioned, for ferromagnetic materials, the
magnetic effect due to atomic nuclei can be
neglected because it is extremely small com-
pared to that due to electrons, which is a thou-
sand times stronger and plays the key role in
ferromagnetism. However, for nonferromag-
netic materials, the magnetic dipole moment 
of the nucleus resulting from the intrinsic

moments of the protons and neutrons, plus the
moment of the current loop formed by the orbit-
ing protons, exhibits some features different
from those due to electrons. Magnetically, all
electrons are identical, but all nuclei are not.
Different nuclei have different magnetic
moments and spins. Following Equation 1-65,
the resultant magnetic moment of a nucleus
may be written as

(1-88)

where gN is the nucleus g factor analogous to
the Lande g factor, mp is the mass of the proton,
and I is the resultant angular momentum of the
nucleus.

Following the quantum mechanical ap-
proach, as used in Equation 1-66, the nuclear
angular momentum I must be quantized in the
same way as any other angular momentum.
Thus, we can write

(1-89)

where mi is the quantum number for the nuclear
spin and assumes the value

(1-90)

where i is the spin quantum number for the
nucleus. The magnetic moments and spins
depend on the structure of the nucleus.12,14–16

The magnetic moments and the spin quantum
numbers for some nuclei are listed in Table 1-
3. The isotope number is the total number of
protons and neutrons in the nucleus.

Similar to electrons, the number of allowed
quantum energy levels is 2i + 1. For i = 3/2, mi

m i i i ii = - - - -, ( ), . . . ( ),1 1

I mi= h

u g q m IN N p= ( )2
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Table 1-3 Nuclear magnetic moments and spins for
some nuclei.

Nucleus Magnetic Moment Spin
(Isotope Number) (in Nuclear Magnetons) (i)

Hydrogen (1) + 2.79 1/2
Carbon (13) + 0.70 1/2
Oxygen (17) - 1.89 5/2
Sodium (23) + 2.22 3/2
Silicon (29) - 0.55 1/2
Phosphorus (31) + 1.13 1/2
Copper (63) + 2.22 3/2



can be 3/2, 1/2, -1/2, or -3/2. The potential
energy of the dipole is given by

(1-91)

where uNM = q /2mp is called the nuclear mag-
neton, in analogy to the Bohr magneton uB. For
i = 3/2, the energy difference between two
levels, as shown in Figure 1-16, is

(1-92)

If the nucleus is excited by an alternating 
electromagnetic field to make a transition from
one energy level to the other, the frequency 
of the electromagnetic field must, based on 
hf = gNuNMuoH, be

(1-93)

Since mp (proton mass) is much larger than m
(electron mass), the frequency required for
nuclear magnetic resonance is usually in the
megahertz range for a suitable choice of the
magnetic field B (= uoH). The basic experi-
mental arrangement for NMR measurements is
shown in Figure 1-17.

NMR has been a powerful tool for studying
the physical properties of solids. It is also a very
useful technique in nuclear physics, chemistry,
and biology. A recent and fast-growing appli-
cation of NMR is in the area of medical

f g u u H hN NM o=

DU g u u H g u u HN NM o N NM o= - =( )3 2 1 2

h

U u B g q m Iu H

g q m m u H

g u m u H
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N p i o
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= =
=
=

( )

( )( )

2

2 h

imaging. For example, NMR is used in meas-
uring the concentration of protons in tissues,
the decay time of absorption using short rf
pulses for the diagnosis of cancer tumors, etc.

Electron Paramagnetic Resonance (EPR)
In principle, energy absorption from the high-
frequency electromagnetic field in EPR is strik-
ingly similar to that in NMR. However, in
paramagnetic systems, the interaction between
dipoles due to electrons is weak. So, when 
a material containing atoms with quantum
number j π 0 is subjected to a magnetic field 
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B (= uoH), all atoms will have some magnetic
moments parallel to the direction of the mag-
netic field. The possible magnetic moment of
the dipole is given by (see Equations 1-65 and
1-66).

(1-94)

where mj = j, ( j - 1), . . . - ( j - 1), -J, and j =
0, 1, 2, 3, . . . The possible potential energy of
an atom in a magnetic field is governed by
Equation 1-67, depending mainly on the value
of mj. There are 2j + 1 energy levels. For
example, if j = 1, there are three levels corre-
sponding to mj = 1, mj = 0, and mj = -1. Thus,
the separation between levels for j = 1 is

(1-95)

The splitting of the 2j + 1 energy levels for 
j = 1 is shown in Figure 1-18.

If such a paramagnetic material is subjected
to a static magnetic field superposed with a
small microwave field with frequency f, when
the frequency reaches a value such that hf = DU
or f = DU/h (which is equal to the Larmor fre-
quency or natural frequency of the system), the
incident energy will excite the dipole from a
lower energy level to a higher energy level. At
the same time, the energy will be absorbed by
the system from the incident microwave source.
There is a dip in the transmission spectrum,
indicating the paramagnetic resonant absorp-
tion, as shown in Figure 1-19.

DU gu B gu u HB B o= =

u gm um j B=

The basic experimental arrangement for EPR
measurements is similar to that shown in Figure
1-17, except that the range of the incident exci-
tation frequencies for EPR is in the microwave
gigahertz region simply because m for electrons
is much smaller than mp for protons.

The EPR phenomenon was first observed by
Zavoisky in 1945 on the paramagnetic salt
(CuCl2 • 2H2O).17,18 Studies of paramagnetic
resonance in crystalline solids provide a great
deal of information about the crystalline struc-
ture.18 The technique of EPR has been widely
used in physics, chemistry, biology, and other
fields. It is one of the important tools employed
in the analysis of matter,18–20 such as the meas-
urements of free radicals, trapped electrons,
and excited molecules in dielectric materials.
For example, there is no electron spin reso-
nance in pure and perfect ionic crystals, since
all electron shells are completely filled. Imper-
fections, including impurities in such crystals,
however, usually create uncompensated spins,
thus producing an absorption line or lines. An
F color center (F refers to Farbe, the German
word for color) in an alkali halide crystal is
considered an electron trapped at a negative ion
vacancy, the electron being shared by the six
surrounding positive ions. Such electrons will
exhibit electron spin resonance.21
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Figure 1-19 Transmission of electromagnetic waves as 
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Electron Spin Resonance (ESR)
ESR can be considered a special case of EPR
only if the spin of the electron plays the key
role in magnetic resonance. The ESR technique
is widely used as a tool to analyze chemical
reactions. When chemical bonds break up, elec-
trons may be left unpaired. Such fragments may
possess spins and are usually called free radi-
cals. The magnetic resonant absorption from
the electromagnetic excitation source indicates
the presence of free radicals, and the magnitude
of the absorption peaks can serve as a measure
of their concentration.

1.2.7 Permanent Magnets
Lodestone was possibly the first natural per-
manent magnet, discovered on the earth long
before Christ. Chinese scientists invented the
compass and called it the “south-pointing
needle”—a magnetized needle, possibly made
of lodestone, having the composition Fe3O4

(magnetite), mounted on a pivot to permit the
needle to swing freely in the horizontal plane.
To fabricate a permanent magnet, we first must
granulate a hard magnetic material into very
small particles, each no larger than the domain
(about 20–100nm). These particles are then
suspended in a substance solution, which itself
need not be ferromagnetic. When an external
magnetic field is applied, these suspended par-
ticles will orient to make themselves parallel to
the direction of the magnetic field. As soon as
this magnetization process is completed, the
substance solution is gradually hardened, and
the magnetized particles become frozen inside
the substance to form a permanent magnet.
There is another fabrication process called sin-
tering. In this process, the granular magnetic
particles are first subjected to an external mag-
netic field, so that they are aligned in one direc-
tion. Then they are heated to a high temperature
to allow them to stick together. After that, the
temperature is gradually lowered to consolidate
the stuck particles, forming a solid permanent
magnet.

The most commonly used material for per-
manent magnets is alnico 5 (see Table 1-2). A
permanent magnet with tiny, needle-like parti-

cles of Fe in a nickel and aluminum matrix can
be formed by controlled heat treatment and by
annealing in a magnetic field. Single domain
particles with a high uniaxial anisotropy should
have a large coercivity. Barrium ferrites called
Ferroxdur [BaO (Fe2O3)6] belong to this kind 
of large coercivity material. These materials
have been used to form ceramic permanent
magnets by sintering (or bonding in a matrix)
the finely powdered barium ferrites under a
magnetic field. Under this guideline, many new 
materials have recently been developed for
sophisticated permanent magnets, including
samarium-cobalt (SmCo5), Nd2Fe14B, etc. The
permanent magnets formed by single domain
particles are often referred to as ESD magnets
because the particles are elongated single
domain particles.22–25

1.2.8 Magnetic Memories
The discussion of various applications of mag-
netic materials is far beyond the scope of this
book. However, it is worth mentioning a few,
such as the use of magnetic materials for storing
information. It is also good for the reader to
think whether the dielectric materials can have
a function similar to or better than magnetic
materials. In fact, the sales of audio and video
tapes, computer discs, and other magnetic infor-
mation products in the United States exceeded
those for all other high-technology products.
Storage capacity has been greatly improved in
the past decade, an upper-bound density has
reached about 1014 bits m-2. The basic principle
for storage of information as patterns of mag-
netization in a magnetic material has been well
established for more than 100 years. The main
difference between the old and the new mag-
netic memories lies in technology—in materi-
als and recording methods.

In general, to write is simply to use an elec-
tromagnet moving relative to the recording tape
or disc. After recording (writing), to read is to
move the tape or disc that has already been
stored with information. This moving tape or
disc will give rise to varying magnetic flux,
which will induce voltages in a coil and convert
the signal to the original information. For tapes
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and discs, magnetic particles of sizes substan-
tially less than one micron, with carefully tai-
lored magnetic properties, are deployed in a
passive binder on a flexible polymeric sheet,
such as polyethylene terephthalate (PET or trade
name Mylar) or on a rigid aluminum disc. To
promote high coercivity, it is necessary to make
a certain magnetization direction preferable to
the others (easy axis). Particles commonly used
for tapes and discs are g iron oxides including g
Fe2O3, Co g Fe2O3, CrO2, BaO(F2O3)6, etc. Syn-
thetic g iron oxide is the oxide containing g iron
that has a face-centered cubic structure. g iron
oxides can be used to produce needle-shaped
particles. For more information about this field,
see references 23–25.

Semiconductor memories are presently 
preferred for short-term information storage,
mainly because of low cost, easy handling
capacity, fast access time, and small size. Mag-
netic tapes and discs, on the other hand, are
chosen for long-term, large-scale information
storage, and particularly, for the fact that no
electrical energy is needed to retain information
storage. However, conventional tapes and discs
do have some shortcomings: recording and play-
back heads are easily worn down, and coerciv-
ity decreases as packing density increases. Thin
film technologies were developed to reduce the
bit size so as to increase the bit density and make
the reader easier to read by putting the thin film
medium closer to the head. About four decades
ago, small, bulk ferromagnetic ferrite cores were
dominantly employed as computer memory 
elements; now, magnetic films deposited in the
presence of a magnetic field exhibit a square
hysteresis loop capable of switching from one
state to another as a bistable element. Thin mag-
netic films consisting of Co, Ni, and Pt; Co, Cr,
and Ta; or Co (75%), Cr (13%), and Pt (12%)
are frequently used for hard disc memories.
They may be deposited on an aluminum sub-
strate by means of vapor deposition, sputtering,
or electroplating. Such films are subsequently
covered with a thin carbon layer about 40nm
thick for lubrication and protection against 
corrosion. These films can have coercivities
ranging from 60 to 120kAm-1 and are capable
of providing a density of 1.8Mbits mm-2.

Thin films can also be used for optical
recording. In fact, magneto-optical recording
relies on thermomagnetic effects. Suppose that
a small region of a magnetic film is heated to a
temperature higher than its Curie temperature
and then allowed to cool in the presence of an
external magnetic field. This small region
would become magnetized to the direction of
the magnetic field. If this heating and cooling
process were carried out by means of a focused
laser beam, the whole operating process could
be very fast, within a microsecond. This could
be considered as the “write” step in a recording
system. The information stored in the magnet-
ized regions of a thin film can be read by using
the Kerr or Faraday magneto-optic effects by
means of polarized light. By analyzing the
direction of rotation of the polarization plane,
it is easy to find the magnetized regions that
hold the stored information. Several amorphous
alloys, including TbFe, GdCo, GdFe, GdTbFe,
GdTbCo, etc., have been used for magneto-
optic memories because they have a larger Kerr
rotation angle and hence a better signal-to-
noise ratio.25–27

There is another magnetic storage device,
which is based on magnetic bubbles. This
device was first demonstrated in 1967. A great
deal of research was carried out for a while, but
this technology is presently not much in use.
Single crystal mixed garnets, such as yttrium-
iron-garnet (Y3Fe5O12), are used for magnetic
bubble media. Basically, a thin film of a few mm
in thickness, consisting of such a magnetic
material, can be epitaxially grown on a suitable
substrate. Such a film has a highly uniaxial and
anisotropic feature, implying that there is an
easy axis for the generation of bubbles, per-
pendicular to the plane of the film. In this film
are tiny cylindrical domains, each about 1 mm
in diameter. All the domains can be aligned 
in a weak magnetic field normal to the film.
However, by applying a strong, localized mag-
netic field in the opposite direction, it is possi-
ble to produce a cylindrical domain called 
a magnetic bubble with its magnetic axis
inverted. Such a bubble will be stable after the
strong field is removed because of its large
domain-wall coercivity. If the north pole of the
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bubble is on the top surface of the film, a small,
south-pole magnetic field placed near the
bubble will attract it, causing it to move. This
small magnetic field can be produced simply by
employing soft magnetic permalloy overlays on
the top surface of the film. The actual devices
are fairly complicated. Our intention here is to
describe briefly the basic principle of how mag-
netic bubbles can be generated, persuaded to
move from one place to another, and erased by
magnetic fields. The crystals are transparent to
red light. Thus, by viewing the transparent film
through crossed polarizers, it is easy to find the
domain from the direction of rotation of the
plane of polarization (Faraday effect in trans-
mission or Kerr effect in reflection). Each such
domain constitutes one bit of stored informa-
tion. For more details about magnetic bubbles,
see references 26–30.

1.3 Electromagnetic Waves 
and Fields

There are two kinds of waves: longitudinal and
transverse. In longitudinal waves, the oscilla-
tory movement is in the direction of wave 
propagation, as in sound waves; in transverse
waves, the oscillatory movement is perpendi-
cular to the direction of wave propagation, as
in waves on the surface of water. An electro-
magnetic wave is a transverse wave with its
electric field F and magnetic field H perpendi-
cular to each other and also perpendicular to the
direction of wave propagation, as shown in
Figure 1-20.

From Maxwell’s equations, the following
can be seen:

• Wherever there exists a time-varying elec-
tric field, there must also exist a time-
varying magnetic field, and vice versa.

• An electrostatic field does not induce a mag-
netic field, and a magnetostatic field does
not induce an electric field.

• Electric flux lines terminate on charges.

• Magnetic flux lines do not end, and their
associated magnetic fields are solenoidal.

In general, space containing air only is essen-
tially equivalent to free space, as far as elec-
tromagnetic wave propagation is concerned.
We consider the medium to be air in which e =
eo, u = uo, s = o and r = 0. The variables F and
H produce each other, so, for simple presenta-
tions, we can keep one variable and eliminate
the other by the following process:

Taking the curl of Equation 1-2, we have

(1-96)

Since r = 0, — •F = 0. Substitution of Equation
1-1 into Equation 1-96 yields

(1-97)

This is the wave equation for free space (or in
air medium), and c is the velocity of light, which
is (eomo)-1/2. Equation 1-97 provides information
about the electric field F at any position and at
any time. The amplitude of its electric field
intensity vector will vary with respect to x, y, z
and t if Cartesian coordinates are employed. For
simplicity, if we consider only the y component
Fy and assume that there is no variation in H with
respect to y and in F with respect to z directions,
then Equation 1-97 reduces to

(1-98)

The general solution of Equation 1-98 is
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If we are interested principally in sinusoidal
function, then the solution of Equation 1-98 can
be expressed simply as

(1-100)

where k is the wave factor, which is given by

(1-101)

which depends on the wavelength or the veloc-
ity of the electromagnetic wave. In other words,
it depends on e and m, which are inherent in the
properties of matter. Equation 1-100 represents
a component of F in y direction, which varies
with time. Because the variation is perpendicu-
lar to the direction of wave propagation, which
is in x direction, the wave is a transverse wave,
as shown in Figure 1-20. It is also a plane wave,
because a surface passing through all points 
of equal phase would be a plane, which is per-
pendicular to the x direction for the present
case.

From Equations 1-1 and 1-100, it can easily
be shown that the associated magnetic field in
z direction is given by

(1-102)

The ratio of Fy to Hz is the intrinsic impedance
of the medium

(1-103)

For free space, Z = 377ohms. Both the electric
field and the magnetic field represent the stored
energy of the electromagnetic wave. By con-
sidering an enclosed surface with a volume V,
the energy stored in the electric field is

(1-104)

and the energy stored in the magnetic field is

(1-105)

By denoting the power conveyed by the elec-
tromagnetic wave or power flow in the direc-
tion of wave propagation per unit area and per
unit time as P, the total power flow out of the
enclosed surface per second can be expressed 
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which must be equal to the outflow of the
power. Thus,

(1-106)

From Equations 1-1 and 1-2 it can easily be
shown that

(1-107)

Based on Gauss’ law

(1-108)

Thus, the power flow per unit area can be
written as

(1-109)

This is called the Poynting vector, showing that
the direction of the power flow is the same as
the direction of wave propagation.

Wave theory can explain many optical 
phenomena, such as reflection, diffraction, and
interference, but it cannot explain phenomena
related to the exchange of energy, including the
emission and absorption of light, photoelectric
effects, etc. According to Einstein and Planck,
electromagnetic wave or light energy is emitted
or absorbed in multiples of a certain minimum
energy particle, which is called a quantum or 
a photon.31,32 Depending on the frequency of the
electromagnetic wave, the energy of a quantum
or a photon is given by

(1-110)

where u is the frequency. (Note that the 
frequency is sometimes denoted by f.) It is 
generally accepted that electromagnetic waves
or light apparently has a dual nature. Depend-
ing on the situation, the particle nature domi-
nates when dealing with the exchange of
energy, while the wave nature dominates when
dealing with reflection, diffraction, etc. Figure
1-21 shows the electromagnetic spectrum.
Equation 1-110 can be written for the photon
energy in free space in a simple form as
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in which E is in eV and the wavelength l in 
mm.

1.4 Dimensions and Units

Length, mass, time, and electric charge are 
generally used as the fundamental dimensions
for describing physical quantities. On the basis
of the International System of Units (Système
Internationale, SI), the units for the four fun-
damental dimensions are

L (length):  . . . . . . . . . . . . . . . m (meter)

M (mass):  . . . . . . . . . . . . . . . kg (kilogram)

T (time):  . . . . . . . . . . . . . . . . s (second)

Q (electric charge):  . . . . . . . . C (coulomb)

1.4.1 Length
The unit for length is m (meter), but sometimes
it is more convenient to use smaller units, 
particularly for microscopic dimensions. The
commonly used smaller units are

Some old publications sometimes use British
units: inch, foot, or yard. The conversion of
British units to SI units is
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1.4.2 Mass
The unit for mass is kg (kilograms). Again, it
is sometimes more convenient to use smaller
units. Those most commonly used are

British units for mass are ounce and pound. The
conversion is as follows:

1.4.3 Time
The unit for time is s (second). The commonly
used smaller units are

1.4.4 Electric Charge
The fourth unit is C (coulomb). Smaller units
are also frequently used, namely mC (micro-
coulomb), nC (nanocoulomb), and pC (pico-
coulomb). The smallest existing charge, called
the elementary charge, is the charge of an 
electron, which is -1.602 ¥ 10-19 C. We use q
to denote this charge

q = ¥ -1 602 10 19. C
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So, an electron has a negative charge -q and a
proton has a positive charge +q.

1.4.5 Derived Units
Many derived units are also generally used to
shorten the dimensional expressions for many
physical parameters, including the ampere,
volt, ohm, etc. The derived units can be easily
expressed in terms of the fundamental units.
However, it is important to understand the
meaning of the derived units when analyzing
any dielectric phenomena.

1. Current I: The unit is ampere.

(T-1Q)

2. Force F: The unit is newton.

(LMT-2)

3. Pressure X: The unit is Pa (pascal).

(L-1MT-2)

One conventional unit frequently used in the 
literature is torr, which is

Standard temperature and pressure (STP) refers
to the condition at one atmosphere (760mm
Hg) and 270K (0°C).

4. Energy E: The unit is J (joule).

(L2MT-2)

One most frequently used unit is eV
(electron-volt).

There is another unit frequently used by
chemists, calorie, called the thermo-chemical
unit.

1

1

1

19

19

eV = 1.602 10 coulomb 1V

= 1.602 10 joule

keV = 10 eV

MeV = 10 eV

3

6

¥ ¥
¥

-

-

1 107J joule) erg( =
1 1 2 2J joule) Nm = 1kgm s( = -

1 1

1 1 01325 10 760 1330

2

6 2

torr mm Hg = 1.01325 760 bar

1bar = 10 dynescm

torr dynescm

= 133Pa

6

=

= ¥ =

-

-.

1 1 12 1 2Pa pascal) newton m kgm s( = =- - -

1 105 2N newton) dynes = 1kgms( = -

1 1 1A Ampere) Cs( = -
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Thermal energy is also expressed in eV, such as
kT (at 300K) = 0.0259eV. British thermal unit
is called the btu, 1btu = 252 calorie.

5. Power P: The unit is W (watt).

(L2MT-3)

6. Electric Potential (voltage) V: The unit is
V (volt).

(L2MT-2Q-1)

7. Resistance R: The unit is W (ohm).

(L2MT-1Q-2)

8. Conductance G: The unit is S (siemens).

(L-2M-1TQ2)

9. Electric flux y: The unit is C (coulomb) or 
electric flux lines.

Electric flux density D: The unit is Cm-2 or
electric flux lines per m2. (L-2Q)

10. Capacitance C: The unit is F (farad).

(L-2M-1T2Q2)

1 11 2 1 2F farad) QV C kg m s2( = =- - -

1 1 11 2 1 2S siemens) C kg m s( = =- - -W

1 1 11 2 2 1(ohm) VA C kgm s= =- - -

1 1 11 1 2 2V volt) WA C kgm s( = =- - -

1 1 11 2 3W watt) Js kgm s( = =- -

1 4 184

1 0 2389

cal calorie) J joule)

J (joule) cal calorie)

( . (

. (

=
=

11. Magnetic flux f: The unit is Wb (weber).

(L2MT-1Q-1)

Magnetic flux density (or called magnetic
induction) B: The unit is T (tesla).

(MT-1Q-1)

B is frequently expressed in cgs unit, that is
gauss.

(MT-1Q-1)

12. Inductance L: The unit is H (henry).

(L2MQ-2)

A list of SI units for some physical parameters
frequently encountered is given in Table 1-4.

1.4.6 Cgs System of Units and 
Cgs/SI Conversion
The basic units of the cgs system are cm 
(centimeter), g (gram), and s (second). But, the
fourth unit depends on whether it is based on
the cgs electrostatic system of units (esu) or
based on the cgs electromagnetic system of
units (emu). For the esu system, the permittiv-
ity in free space is assigned to be 1 (unra-

1 1 11 2 2H henry) WbA C kgm( = =- -

1 10 104 2 8 2gauss Wbm Wbcm= =- - - -

1 12 1 1T tesla) 1Wbm C kgs( = =- - -

1 1 1 2 1Wb weber) Vs C kgm s( = = - -
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Table 1-4 SI units for some physical parameters frequently used.

Physical Parameter Symbol SI Unit Dimensions

Temperature T K (kelvin) K
Frequency f or v Hz s-1 (T-1)
Force F N (newton) kg/m/s-2 (LMT-2)
Pressure X Pa (pascal) N/m-2 (L-1MT-2)
Energy E J (joule) N/m (L2MT-2)
Power P W (watt) J/s-1 (L2MT-3)
Current I A (ampere) C/s-1 (T-1Q)
Electric Potential V V (volt) W/A-1 (L2MT-2Q-1)
Resistance R … (ohm) V/A-1 (L2MT-1Q-2)
Conductance G S (siemens) A/V-1 (L-2M-1TQ2)
Electric Flux y C (coulomb) C (Q)
Electric Flux Density D C/m-2 (coulomb/m2) C/m-2 (L-2Q)
Capacitance C F (farad) Q/V-1 (L-2M-1T2Q2)
Magnetic Flux f Wb (weber) V/S (L2MT-1Q-1)
Magnetic Flux Density B T (tesla) Wb/m-2 (MT-1Q-1)
Inductance L H (henry) Wb/A-1 (L2MQ-2)



tionalized dielectric constant), the fourth basic
unit is statcoulomb, and each unit is designated
by prefixing the syllable stat to the name of the
corresponding unit. For the emu system, the
permeability uo in free space is assigned to be
1 (unrationalized magnetic constant), the fourth
basic unit is abampere, and most units are des-
ignated by prefixing the syllable ab to the name
of the corresponding units, exceptions are the
maxwell, gauss, oersted, and gilbert.

In the stat-cgs (esu) system, eo = 1 (unra-
tionalized), the electric flux is defined in such
a manner that 4p lines of electric flux emanate
from each statcoulomb of charge. That is

Thus, the rationalized stat-cgs (esu) system is
characterized by the fact that the electric flux
density is expressed as statcoulomb per cm2.
Based on this relation, we can write the electric
flux density D in terms of mks–(SI) units and
that in terms of stat cgs–(esu) units as follows:

or

The following is the transformation of the
quantities between mks (SI) and cgs (esu) units:

Current
statampere

ampere
: = ¥3 109

Capacitance:
statfarad

farad
= ¥9 1011

Voltage
statvolt
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: =

1

300
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statohm

ohm
=

¥
1

9 1011
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coulomb
: = ¥3 109

e

p

p
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C kg m s
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.

. ( )

–

L M T Q3 1 2 2

=

=
¥

= ¥
= ¥

-

- -

- - - - -

4

1

36 10

8 854 10

8 854 10

9
1

12 1

2 2 1 3 2

D in coulomb m

D in cgs lines cm

in volts m

F in statvolts cm
o r

r

( )
( )

( )
( )

-

-

-

-=
2

2

1

11

e e
e

y p= 4 Qstat

In the unrationalized ab-cgs (emu) systems,
uo = 1. Following the same procedure, we can
write the magnetic flux density B in terms 
of mks–(SI) units and that in terms of ab 
cgs–(emu) units as follows:

or uo [in mks–(SI) units]

(LMQ-2)

The following is the transformation of the
quantities between the mks (SI) and the cgs
(emu) units:

Based on the above relations, we obtain
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1.4.7 The Unit of Debye
The unit of debye is frequently used in the 
literature to give a numerical value of dipole
moments. One debye is one unit of dipole
moment formed by positive and negative
charge of the charge equal to q (electron
charge), which is 4.803 ¥ 10-10 statcoulomb,
and the positive and negative’s charge separa-
tion of 0.2A = 2 ¥ 10-9 cm. Thus,

In terms of SI units, we have

1.4.8 The Chemical Unit of Mole
The definition of Avogadro’s number of 
6.022 ¥ 1023/mole is the number of atoms or
molecules per one gram atomic weight. For one
gram atomic weight of hydrogen with atomic
weight of one gram, one mole of hydrogen 
contains 6.022 ¥ 1023 hydrogen atoms. For 
one gram atomic weight of oxygen with atomic
weight of 16 grams, one mole of oxygen also
contains 6.022 ¥ 1023 oxygen atoms. Similarly,
for one gram atomic weight of silicon with
atomic weight of 28 grams, one mole of silicon
still contains 6.022 ¥ 1023 silicon atoms. Thus,
one mole of silicon oxide (SiO2) with a mole-
cular weight of 28 + 2 ¥ 16 = 60 grams con-
tains 6.022 ¥ 1023 SiO2 molecules.

To transform this number into practical units
in terms of the number of atoms or the number
of molecules per cm3, we need to know the
density of the material r (grams per cm3). For
example, the number of silicon atoms per cm3

is

NSi mole gramsmole

gcm atoms cm

= ¥
¥ = ¥

- -

-

( . )

.

6 022 10 28

2 33 5 10

23 1 1

3 22 3

1 1 602 10 2 10

1 3 10

19 11

30 29

debye coulomb m

= 3.2 10 cm cm

= ¥ ¥ ¥
¥ ¥

- -

- -

.

�

1 4 803 10

2 10 10

10

9 18

debye statcoulomb

cm esu

= ¥
¥ ¥

-

- -

.

�

e
e

o

o

o

o

esu

emu
c

u esu

u emu c

( )
( )

( )
( )

=

=

2

2

1

Similarly, the number of SiO2 molecules per
cm3 is

where 2.33gcm-3 and 2.22gcm3 are, respec-
tively, the densities of Si and SiO2.
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2 Electric Polarization and
Relaxation

F is determined by the magnitudes and the 
locations of all other charges, as well as the 
surrounding medium. For a single-point 
charge with total net charge +Q in free space,
F can be written as

(2-2)

where r is the distance between the location of
+Q and a point P, and eo is the permittivity of
the medium. From Equations 2-1 and 2-2, it can
be seen that the force acting on the charge q can
either be attractive or repulsive, depending
solely on the relative polarity of Q and q, as
shown in Figure 2-1.

In a neutral atom or molecule, or any neutral
particle, the number of electrons is equal to the
number of protons. When such a neutral entity
loses one electron, it becomes a positive ion
(i.e., the entity has one proton which is not 
neutralized by the electron); when the entity
receives an electron, it becomes a negative ion.
Free ions are just like free electrons and will
move in the presence of an electric field. A
charged particle moving due to an electric force
will have an acceleration a, based on Newton’s
law, given by

(2-3)

Since the charged particle is accelerated in the
direction of the field, it exhibits a kinetic energy

(2-4)1

2
2Mv dr qFdr= =Ú ÚF

a
M

qF

M
= =

F

F
Q

ro

=
4 2pe
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2.1 Fundamental Concepts

We can say that all dielectric phenomena arise
from an electric force which is primarily due to
the attraction and the repulsion of electric
charges. The action of the force tends to reduce
the potential energy of the whole electrically
stressed system to a minimum. This is a uni-
versal law of nature. Photocopies stick together,
dust collects on television screens, dirty parti-
cles adhere to outdoor power transmission line
insulators, etc.: Such phenomena are caused by
this force. In the following sections, we shall
discuss the origin of this force.

2.1.1 Electric Charge Carriers and 
Their Motion
The most important electric charges are elec-
trons and protons, which are the major elemen-
tary particles of any atom of any material. Both
the electron and the proton are the elementary
charges; they are equal in magnitude, but oppo-
site in charge polarity. An electron has a nega-
tive charge -q, and a proton has a positive
charge +q, where q = 1.602 ¥ 10-19 C.

An electric field can be considered a region
in which a particle with a charge q would expe-
rience an electric force acting on it. This force,
denoted by F, is given by

(2-1)

where F is the electric field strength at the point
the particle is placed. The electric field strength

F = qF

The task of science is both to extend the range of our experience and to reduce it to order. Only by
experience itself do we come to recognize those laws which grant us a comprehensive view of the
diversity of phenomena.

The classical theories have contributed so fundamentally to our knowledge of atomic structure.
Neils Bohr
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where M is the mass, v is the velocity of the
particle, (i.e., charge carrier), and r is the length
of the path along which the particle has trav-
eled. In a nonuniform field, such as that pro-
duced by a point charge +Q, the velocity of the
charge carrier varies from point to point. Sup-
posing that the charge carrier is an electron and
it is placed at point P at t = 0, v = 0, and r = r1,
then its velocity at point P¢ where r = r2 can be
expressed as

(2-5)

It can be seen from Equations 2-4 and 2-5 that
the velocity and the kinetic energy of an elec-
tron or a negative ion increase as it travels
toward a convergent field, and decrease when
it travels in a divergent field.

Suppose now we place a neutral particle with
a permittivity e2 in a nonuniform field such as

v
q

m
Fdr
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m r r
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pe
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that produced by a point charge +Q shown in
Figure 2-1. In this case, the neutral particle will
be polarized, shifting the normally symmetrical
electron clouds of atoms or orienting existing
permanent dipoles, if any, toward the direction
of the field. Electric polarization processes will
be discussed in Section 2.3. This neutral parti-
cle, polarized by the field, will become an
overall large dipole consisting of two charges
equal in magnitude but opposite in polarity, +qd

and -qd, separated by a small distance d. At
point P¢, where this dipole is located, the charge
-qd will experience an attractive force given by

(2-6)

and the charge +qd will also experience a force,
which is repulsive, given by

(2-7)

In this case, F1 is larger than F2 by an amount
equal to

(2-8)

since r is much larger than d.
This force always tends to move the particle

from the weak field region to a strong field
region. It should be noted that, apart from this
force, there is another force arising from the
release of some stored potential energy of the
system: in the present case, the permittivity of
the particle e2 > eo. This force also helps to
move the particle to a strong field region
because this action would reduce the potential
energy of the system. This is why dust is
attracted to television screens and dirty parti-
cles are collected on the surface of power trans-
mission line insulators, which may lead to a
very harmful effect. This force depends on the
relative magnitude of the permittivity of the
particles and that of the medium. We shall
discuss this force further in a later section.

Now let us consider the case with a constant
uniform electric field F. Such a uniform field
can be produced simply by connecting a steady
DC voltage supply across two parallel metallic
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Figure 2-1 Nonuniform electric field F produced by a
single point charge +Q, and the force between +Q and
various charged particles.
� Electron with a charge -q.
� Negative ion with a charge -q.
� Positive ion with a charge +q.
�� Dipole formed by a polarized neutral particle with 

a net negative charge -qd on one end and a net 
positive charge of +qd on the other at a separation 
of d.

Y The direction of the force.
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plates and charging this system as a capacitor.
After charging, the supply is disconnected and
removed from the system, leaving positive
charge +Q on plate A and a negative charge 
-Q on plate B, as shown in Figure 2-2. The
electric field created by the charges on the
plates can be considered to be uniform in 
the region between the plates if the edge effect
is ignored. This field F can be written as

(2-9)

where e is the permittivity of the medium, A is
the area of the plates, ss is the surface charge
density on the plates, and D is the electric flux
density in the medium, which is equal to ss if
the medium is free space. Now, if we place an
electron or a negative ion at a point very close
to x = 0, as shown in Figure 2-2, this charge
carrier will move freely from x = 0 to x = d if
the medium is free space with e = eo. This
carrier will be accelerated along the field 
direction without encountering any collision.
Thus, we can write

(2-10)

where M is the mass of the carrier, and M = m
if it is an electron. The acceleration a is equal
to dv/dt, thus the velocity of the carrier can be
expressed as

(2-11)

where a is constant since F is constant, but v
increases linearly with traveling time t. Since v

v adt at
o

t
= =Ú

F = =

=

qF Ma

a
qF

M

F
Q

A

Ds= = =
e

s
e e

increases with t, the time required to travel a
unit distance decreases as x increases from 0.
Suppose it takes td time for the carrier to travel
to x = d from x = 0, then the velocity of the
carrier at x = d can be expressed as

(2-12)

Thus, the average velocity can be written as

(2-13)

Since , the average velocity can be
expressed in the form

(2-14)

The mobility of the carrier is defined as the
velocity per unit electric field strength, so the
average mobility of the carrier is the average
velocity per unit field strength. Thus,

(2-15)

The average velocity of the carrier in this case
is proportional to (F)1/2, while the average
mobility of the carrier is inversely proportional
to (F)1/2.

Now we will consider the case for solids,
such as semiconductors or dielectric materials.
In this case, there are about 1022 to 1023 atoms
or molecules per cm3. It can be imagined that
in solids, a charge carrier will not move freely
as in free space. It will suffer many, many col-
lisions with phonons and impurities during its
movement from x = 0 to x = d in the same elec-
trode configuration shown in Figure 2-2. Based
on Equation 2-9, for the same charges on 
plates A and B, F will be smaller by a factor of

. An electron (or a hole) will react with

the lattice vibrations (i.e., phonons) and other
imperfections in the material, and its quantum
state is governed by Pauli’s exclusion principle.
To take into account the effects of the inertia
due to all the interactions and to make the
motion of electrons or holes to follow the clas-
sical Newton’s law, we use the effective mass
m* instead of the conventional electron mass
mo in free space, which is practically equal to
the rest mass of the electron because, for most
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Figure 2-2 Uniform electric field F produced inside a
capacitor by the uniformly distributed charge +Q on plate
A and -Q on plate B, the separation between two parallel
plates being d and the area of each plate being A.
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cases, the electron velocity is much smaller
than the light velocity, so the relativistic effect
can be ignored.

The electric field exerts on the electron an
electric force qF, but the electron encounters a
friction force (called an inertia force or a
viscous force) due to the collisions with
phonons and imperfections (structural defects
and chemical defects or impurities). Assuming
that this friction force, which opposes the 
electric force, has the form m*v/t, where v is
the drift velocity of the electron and t is the 
collision time, then based on Newton’s law, 
we can write

(2-16)

The friction force tends to retard the motion of
the electron. In the steady state condition, dv/dt
= 0, and Equation 2-16 reduces to

(2-17)

where m is called the electron mobility, which
is defined as the drift velocity per unit field
strength

(2-18)

Electrons in a solid also have their thermal
velocity vth, due to thermal agitation. The direc-
tion of thermal velocity is random, and hence
the random motion of electrons does not con-
tribute to electrical conductivity. Drift velocity
leads the electrons to move in the direction of
the electric field and hence contributes to the
electrical conductivity, which is defined as the
electrical current density J per unit electric field
strength. Thus, the electrical conductivity s is
given by

(2-19)

where n is the concentration of electrons.
Both thermal velocity and drift velocity are

temperature dependent. Thermal velocity is
given by

(2-20)v
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which is proportional to (T)1/2. It is usually
much larger than the drift velocity. The temper-
ature dependence of drift velocity or mobility is
mainly due to the temperature dependence of t.
The collision time t is sometimes called the
mean free time or relaxation time. It is really the
time between collisions. Based on the quantum
mechanics, an electron has a wave character.
Thus, a wave passing through a perfect periodic
lattice should travel freely without scattering (or
collision).1 However, the lattice is far from
perfect periodicity because thermal agitation
causes lattice vibrations (or atomic vibrations),
which generate phonons, and also various
defects (structural and chemical) in the material
form scatterers to collide with electrons. In
general, the probability of electron collision
with phonons increases with increasing temper-
ature, while the probability of electron collision
with defects decreases with increasing temper-
ature. That the mobility decreases with increas-
ing temperature is mainly due to the decrease of
t with temperature.

Ions are much larger in size than electrons.
It can be imagined that it would be much more
difficult for ions to move in solids. Small ions
may be able to move by jumping from one
interstitial site to the next, but large ions must
move from one lattice site to the next, which
must be vacated for their occupation. Thus, the
probability of ion movement depends on the
probability of the creation of a vacancy next to
the moving ion. For large ions, the activation
energy for their movement involves several eV.
Donors or acceptors in semiconductors or insu-
lators, when ionized, become positive or nega-
tive ions, respectively. These ions, for most
practical cases, cannot move at normal tem-
perature. Charge carrier transport processes
will be discussed in Ionic Conduction and 
Electronic Conduction in Chapter 7.

2.1.2 Electromechanical Effects
In an electrically stressed system, there is
always a force tending to reduce the stored
potential energy of the system. For a simple
capacitor, shown in Figure 2-2, the force tends
to increase the capacitance in order to reduce
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the potential between the two charged plates so
as to reduce the potential energy, since the
decrease in V would result in a decrease in
potential energy, which is equal to QV/2 or
CV2/2. If the medium inside the capacitor is air,
such a force would tend to attract any substance
with a permittivity larger than eo into the capac-
itor to replace the air medium. In the following
discussion, it is assumed for mathematical sim-
plicity that the dielectric system is isotropic and
linear, and heat losses and other effects, such as
thermal agitation and gravitation, are ignored.
If the initial charges in the system are fixed,
then any mechanical work done for the reduc-
tion of the potential energy of the system must
be at the expense of the stored energy in the
system. The change of the stored potential
energy DU in the system, due to the introduc-
tion of a dielectric body of volume V2 and per-
mittivity e2 into a dielectric system of volume
V1 and permittivity e1, can be evaluated by

(2-21)

where F1 is the electric field in the region of the
dielectric medium in the system of permittivity
e1 where a dielectric body of permittivity e2 is
subsequently introduced, and F2 is the electric
field in the dielectric body itself.2 The stored
potential energy of the system after the intro-
duction of the body into the system is decreased
when DU is positive, and increased when DU
is negative. Using Equation 2-21, we have
derived the electromechanical forces resulting
from the change of the stored energy of the
system for the following cases.3

Before presenting our analysis of the cases,
it is desirable to review briefly some formulas
about the field distribution inside and outside a
dielectric body of permittivity e2 placed in a
medium of permittivity e1, which is stressed in
a uniform static electric field F1. The field
inside the dielectric body F2 depends on the
geometric shape of the body. The formulas for
some common configurations shown in Figure
2-3 are summarized as follows.4–6

1. Medium 1 of permittivity e1 and medium 2 
of permittivity e2 separated by a plane
boundary.

DU F F dV= -Ú
1

2
2 1 1 2( )e e

Case i (a): The field in the media par-
allel (or tangential) to the
boundary, as shown in
Figure 2-3(a). For this case,
the tangential fields in the
two media are equal.

(2-22)

Case i (b): The field in the media
normal (or perpendicular) to
the boundary, as shown in
Figure 2-3(b). For this case,
the relation of the fields in
both sides is given by

(2-23)

Case i (c): The field inclined with an
incident angle q1 incident on
the boundary, as shown in
Figure 2-3(c). For this case,
we have

Based on Equations 2-22
and 2-23, we have

This is the law of refraction
(see Wave Theory in
Chapter 3).

2. A dielectric sphere with a radius a. For this
case, the field inside the sphere is given by

(2-24)

F2 < F1 for e2 > e1, as shown
in Figure 2-3(d) and F2 > F1

for e2 < e1, as shown in
Figure 2-3(e).

3 A dielectric ellipsoid with its major axis 2c
and 2 equal minor axes 2a and 2b, i.e., a
prolate spheroid with c > a = b.

Case iii (a): The field in the medium par-
allel to the major axis. For
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this case, the field inside the
spheroid is given by

(2-25)

where G11 is given by

(2-26)

In this case, 

for e2 > e1, as shown in
Figure 2-3(f).
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Case iii (b): The field in the medium
normal to the major axis.
For this case, the field inside
the spheroid is given by

(2-27)

where G^ is given by

(2-28)

In this case, G > 1/3, F2 < F1

for e2 > e1, as shown in
Figure 2-3(g).
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(c)

Spheroid with field parallel
to major axis 2c and e2 > e1

Spheroid with field normal
to major axis 2c and e2 > e1

Figure 2-3 Electric field distribution in two media separated by a boundary. (a) Tangential field parallel to a plane 
boundary, (b) normal field perpendicular to a plane boundary, (c) inclined field with an incident angle q1 incident on a plane
boundary, (d) a sphere of radius a having permittivity e2 in a medium having permittivity e1 with e2 > e1, (e) same as (d)
but with e2 < e1, (f) a spheroid of major axis 2c having permittivity e2 in a medium of permittivity e1 with e2 > e1 and the
field parallel to the major axis 2c, and (g) same as (f ) but with the field normal to the major axis 2c.
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With these formulas, we can now analyze the
following cases.

The Force Acting on the Boundary
between Two Different Dielectric
Materials
At the boundary between two different materi-
als 1 and 2, the electric flux is usually refracted,
and the tangential components of the electric
field F1t and F2t, as well as the normal compo-
nents, F1n and F2n, follow the relationship based
on Equations 2-22 and 2-23, which are

(2-29)

(2-30)

where e1 and e2 are, respectively, the permittiv-
ities of materials 1 and 2. According to Equa-
tion 2-21, there is a force acting on the
boundary with the tendency of expanding mate-
rial 2 into material 1 if e2 > e1. The decrease in
stored energy due to the expansion of a small
volume dV of material 2 into material 1, due to
the tangential component of the field, is then

(2-31)

Thus, the force acting normally on the bound-
ary is

(2-32)

since dFt/dV = —pt, where pt is the mechanical
stress, which is the mechanical force per unit
area. Therefore, the mechanical stress due to
the tangential components of the field can be
written as

(2-33)

Similarly, it can easily be shown that the
mechanical stress due to the normal compo-
nents of the field is

(2-34)

Both pt and pn are normal to the boundary,
tending to cause the dielectric material having
a higher permittivity to move into the space
occupied by the other, having a lower permit-
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tivity. Because of the presence of this force, we
would expect the occurrence of the following
electromechanical effects:

• If material 1 is air with e1 = e0, and material
2 is a dielectric solid or liquid with e2 > e1,
there is always a pulling force to pull mate-
rial 2 into the space of air. Since the force is
proportional to F2, a big mechanical impact
on the dielectric solid may occur when the
insulation system is subjected to a high
voltage transient or switching surge.

• If material 1 is a dielectric fluid, such as
transformer oil or hydrocarbon liquids with
e1 > eo, and material 2 is a particle with e2 <
e1, then under a nonuniform electric field,
such as that shown in Figure 2-1, the parti-
cle may be ejected from the strong field
region because the force given by Equations
2-33 and 2-34 is more dominant than the
force given by Equation 2-8. In this case,
these two forces are present but, in opposite
directions. For example, in the strong field
region near the high voltage windings of a
power transformer, in which transformer oil
is generally used for both heat transfer and
insulation purposes, we would expect that
any gas bubbles formed in the transformer
oil would be ejected from the strong field
region, and any particles with e2 > e1 and
conductive particles, particularly moisture-
absorbed particles, would be attracted to the
strong field region, resulting in many insu-
lation problems in power transformers.

The Force Acting on Conductor Surfaces
The attractive force between two parallel metal
plates with opposite electric charges, in contact
with a dielectric material of permittivity e, will
bring about deformation within the volume of
the dielectric material in order to reduce the
stored energy of the system. The decrease in
stored energy resulting from a reduction of the
volume of the material by a small amount of dV
due to this compressive force can be written as

(2-35)

where F is the electric field strength produced
by the charges on the metal plates. Following

dU F dV=
1

2
2e
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the same derivation procedure, the compressive
pressure acting on the dielectric material is

(2-36)

This mechanical stress will result in a com-
pression of the dielectric material, and its effect
on the breakdown strength of polymers has
been reported by several investigators.7,8 For
example, a dielectric material, such as an insu-
lating polymer, having a relative permittivity of
4 stressed at a field of 2MV cm-1, may suffer a
compressive pressure of about 273 newtons
cm-2. This pressure, which increases propor-
tionally with permittivity and the square of
applied electric field, may be sufficient, espe-
cially under transient overvoltage conditions, to
cause reduction of thickness or fracture of the
insulation, followed by dielectric breakdown.

The Force Elongating a Bubble or a
Globule in a Dielectric Fluid
A small bubble of gaseous or vapor phase or a
globule of liquid phase of permittivity e2 in a
dielectric fluid of permittivity e1 always takes
on a spherical shape because of surface tension.
In the presence of an electric field F1 in the
dielectric fluid, the field strength inside a spher-
ical bubble or globule is given by Equation 2-
24. Thus, by substituting Equation 2-24 into
Equation 2-21, we would obtain the change in
stored energy in the electrically stressed dielec-
tric fluid due to the introduction of a bubble or
globule, which is

(2-37)

where r is the radius of the spherical bubble or
globule, and F1 is the field strength in the region
of the fluid which the bubble or globule subse-
quently occupies. It is assumed that a spher-
oidal shape is a good approximation to that into
which a spherical bubble or globule may be
expected to deform, and that the volume of the
bubble or globule remains unchanged while its
shape deforms from a sphere into a spheroid.
As the field strength inside a spheroidal bubble
or globule is given by Equation 2-25, substitu-
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tion of Equation 2-25 into Equation 2-21 gives
the change in stored energy in the electrically
stressed dielectric fluid due to the presence of
a spheroidal bubble or globule, which is

(2-38)

Thus, the work done at the expense of the
stored energy for the deformation of the bubble
or globule is

(2-39)

When DU is positive, the stored energy is
further reduced after the bubble or globule is
degenerated into a spheroid. For DU > 0, G
must be less than 1/3, according to Equation 2-
26. This corresponds to a prolate spheroid,
implying that the spherical bubble or globule is
elongated along the direction of the applied
field, irrespective of whether the permittivity 
of the globule is larger or smaller than that 
of the fluid.

The force involved in the elongation can be
derived as follows: By assuming that the
volume of the bubble or globule is unchanged
during elongation (we make this assumption
purely for mathematical simplicity; there
should be some change during the elongation
process), we can write

(2-40)

When the sphere is slightly deformed by 
elongation of the major axis from the original
2r to 2(r + dc), then we have

(2-41)

and hence

(2-42)

the terms of higher powers in the binomial
expansion being ignored. Substituting Equation
2-42 into Equation 2-26 and then integrating it,
we obtain
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(2-43)

Substitution of Equation 2-43 into Equation 2-
39 gives the decrease in stored energy due to a
bubble or globule with its major axis elongated
from 2r to 2(r + dc)

(2-44)

Thus, the elongation force is

(2-45)

The elongation phenomenon was first predicted
based on a simple analysis by Kao,3,9 and later
verified experimentally by Kao10 and further
analyzed rigorously by Garton and Krasucki.11

Electric breakdown of dielectric liquids has
been attributed to the formation and subsequent
elongation of vapor bubbles in the liquids.12

The Dielectrophoretic Force
Unlike electrophoresis, in which the motion of
particles depends on the charge of the particles,
dielectrophoresis is defined as the motion of
neutral particles in a nonuniform electric field,
depending only on the force acting on polarized
particles. The dielectrophoretic force tends to
draw the particles whose permittivities are
larger than that of the dielectric medium from
the weak field to the intense field region, and to
reject those with lower permittivities from the
intense field to the weak field region in the
same manner described in Section 2.1.2. On 
the assumption that the particles are spherical
in shape, the change in stored energy due to the
presence of spherical particle of radius a and
permittivity e2 in a dielectric medium of 
permittivity e1 and stressed at a field F1 can be
calculated from Equation 2-37. Thus, the
dielectrophoretic force can be written as

(2-46)
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Consider a nonuniform field, such as that pro-
duced by a single point charge Q given by
Equation 2-2; the dielectrophoretic force can be
expressed as

(2-47)

This force depends on the distance from the
point charge r and is opposed by a viscous drag
of the medium, which, according to Stokes’s
law, is 6ph av, where h is the viscosity of the
medium and v is the velocity of the particle.
Hence, the velocity of the particle in such a
nonuniform field can be approximately evalu-
ated by

(2-48)

The dielectrophoretic effect may be used to
produce pumping action of nonconducting
liquids, to cause separation of the components
in suspension in a dielectric fluid, to cause pre-
cipitation, or to produce mixing.13

The Electrostriction Force
Electrostriction is defined as the elastic defor-
mation of a dielectric material under the force
exerted by an electric field. A dielectric mate-
rial can be thought of as consisting of dielectric
particles (atoms or molecules) uniformly dis-
tributed throughout a vacuum space. Thus, the
local field acting on each particle is higher than
the apparent or measured field by an amount
resulting from the polarization field of the sur-
rounding polarized particles. This local field is
given by

(2-49)

where e and eo are the permittivities of the
dielectric material and vacuum, respectively.
(See Section 2.5.) The polarization involves the
displacement of electric charges, shifting the
originally symmetrical charge distribution to an
nonsymmetrical one. This implies that the
polarization tends to elongate the particles in
the direction of the field, i.e., to cause the 
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material to expand in the direction parallel to
the field and to contract in the direction per-
pendicular to the field. This process is accom-
panied by a slight decrease in volume of the
material and hence a slight increase in density
of the material. Suppose a material of volume
V suffers a slight decrease in volume by dV and
hence a slight increase in density by dr, due 
to elongation; then from Equation 2-21, the
decrease in stored energy of this piece of mate-
rial due to the decrease in volume by dV is

(2-50)

Therefore, the hydrostatic pressure tending to
contact the material is

(2-51)

It should be noted that most solids are incom-
pressible because the particles (atoms or mole-
cules) are rigidly bonded together. For slightly
compressible materials—such as some liquids,
polymers, or ceramics—electrostriction phe-
nomenon may be detectable. Also, the hydro-
static pressure may become significant for
materials with high dielectric constants.

The Torque Orienting a Solid Body
If a body is not symmetrical about its center, it
will experience a torque, tending to orient itself
in such a manner that the stored energy in the
electric field will become minimal. For sim-
plicity, a prolate spheroidal shape is chosen as
the approximation to the general shape of a
solid body, and its principal axes, which 
follow the relationship c > a = b, form a rec-
tangular coordinate frame, x directing the major
axis 2c, y and z, the minor axes 2a and 2b. If
one of the minor axes is originally in the direc-
tion of the field, the decrease in stored energy
when its major axis orients and causes an
angular displacement q, from Equations 2-21
and 2-25, is

(2-52)
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Hence, the torque exerted on the body is

(2-53)

where

(2-54)

(2-55)

F1 is the field strength in the region of the
dielectric medium where the solid body is 
subsequently placed, and e1 and e2 are the 
permittivities of the medium and the body,
respectively.

The torque tends to orient the major axis of
the body to the direction of the field and is inde-
pendent of the relative magnitudes of e1 and e2.
The magnitude of the torque depends on the
size and the position of the body. It is zero when
the major axis of the body is perpendicular to
the field, and is maximal when it is at the angle
of 45° to the field. The torque exerted on 
the solid particles may accentuate the effect 
of impurities on the dielectric breakdown of
liquids, but on the other hand, it may be used
as a means to determine the permittivity of a
dielectric sample of known shape.

These six electromechanical forces may be
appreciable when the impressed electric fields
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are large. The directions of these forces are
independent of the directions of the fields,
implying that unidirectional and alternating
fields will produce the same effects.

2.1.3 Electrostatic Induction
Before discussing electric polarization and
relaxation, it is desirable to review briefly the
electrostatic induction phenomenon.

Suppose that we have a positively charged
insulator A with the charge distribution, as
shown in Figure 2-4(a). If we now place an
uncharged conductor B near the charged insu-
lator A, the electrostatic field produced by A
will shift the free electrons in B toward the
surface close to A, resulting in the formation of
a negative charge on one side and a positive
charge on the opposite side, where there is a
deficit of electrons, as shown in Figure 2-4(a).
This phenomenon is referred to as electrostatic
induction. The electric field inside B is zero
because this field is composed of two compo-
nents: one is the original field from A, which
should always exist inside B, and the other is
the field produced by the induced negative and
positive charges in B, which is opposite to that

produced by A. If we now connect the conduc-
tor B to ground by a conducting wire, electrons
will flow to B from the ground to make up the
deficit of electrons on the positive-charge side,
as shown in Figure 2-4(b). This is equivalent to
saying that some positive charge flows out from
B to ground. Thus, the negative charge on the
side close to A is called the bound induced
charge, while the positive charge on the oppo-
site side is called the free induced charge. When
the free induced charge disappears, both the
magnitude and the distribution of the negative
bound charge will change in such a way that the
electric field inside B remains zero. Now, if the
ground connecting wire is cut off and the con-
ductor B is removed from the field produced by
A, then the conductor B becomes an isolated
negatively charged conductor, and the bound
induced charge becomes free to move to redis-
tribute itself on the surface in such a way that
the electric field inside B is zero and the elec-
tric flux outside B is perpendicular to the
surface of B, because any tangential compo-
nents of the electric field would cause the
movement of surface charges. The charge dis-
tribution is dependent solely on the geometric
shape of the conductor B. It should be noted
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Figure 2-4 Electrostatic induction: (a) positively charged insulator A and uncharged conductor B (isolated), (b) positively
charged insulator A and uncharged conductor B (grounded), and (c) positively charged insulator A and isolated insulator D.
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that any change in charge distribution in con-
ductor B due to different arrangements does not
affect the charge distribution in the charged
insulator A, simply because charges in insula-
tor A cannot freely move. However, if A is a
charged conductor instead of a charged insula-
tor, then the induced charge in conductor B 
will also cause a change in charge distribution
in charged conductor A, in order to make the
electric field inside both A and B be zero.

A conductor, or a conducting material, 
generally refers to the material consisting of 
a great many mobile free charge carriers, such
as a metal in which the concentration of free
electrons (mobile charge carriers) is of the 
same order as that of atoms, i.e., about 1022 to
1023 cm-3, and electrolytes in which ions are the
charge carriers. In those conducting materials,
the electrostatic induction phenomenon pre-
vails. But in other materials, such as semicon-
ductors and dielectric materials, the number of
mobile charge carriers is far less than the number
of atoms. Although an electric field would cause
the movement of mobile charge carriers to
produce space charge polarization in a manner
similar to electrostatic induction, space charge
polarization usually plays an insignificant role
because it involves only a small number of
mobile charge carriers, as compared to electric
polarization, which involves all atoms.

Now, suppose the uncharged conductor B,
shown in Figure 2-4(a), is replaced by an iso-
lated uncharged insulator D of the same shape,
shown in Figure 2-4(c). In this case, the field
produced by the charged insulator A will not
induce charge in D because there are practically
no mobile free charge carriers in insulator D.
Instead, the field will polarize the material by
shifting slightly the normally symmetrical dis-
tribution of electron clouds of atoms and by ori-
enting dipolar molecules toward the direction
of the field to form dipoles. So, each atom 
or molecule contributes a tiny dipole to form a
big dipole, as shown in Figure 2-4(c). If we
remove the insulator D after it has been com-
pletely polarized, the polarized insulator D will
undergo relaxation and gradually become 
depolarized, due to thermal agitation. Electric

polarization and relaxation processes are dis-
cussed in the following sections.

2.2 Electric Polarization and
Relaxation in Static Electric Fields

Electric polarization refers to a phenomenon of
the relative displacement of the negative and
positive charges of atoms or molecules, the ori-
entation of existing dipoles toward the direction
of the field, or the separation of mobile charge
carriers at the interfaces of impurities or other
defect boundaries, caused by an external elec-
tric field. A detailed account of various polar-
ization processes will be given in Section 2.3.
Electric polarization can also be thought of as
charge redistribution in a material caused by 
an external electric field. The work done for 
the charge redistribution and the energy loss
involved in the redistribution process require 
an energy supply. Where does this energy come
from? We can say that the whole polarization
process is performed at the expense of the
potential energy released from this process,
because the total potential energy of the system
in an electric field is smaller after electric polar-
ization than before it.

We shall apply Gauss’s law to explain some
dielectric phenomena resulting from electric
polarization. As discussed in Gauss’s Law in
Chapter 1, Gauss’s law simply states that the
electric flux outward from a volume is equal to
the total net charge enclosed inside it. We use
a simple system consisting of two metal plates
parallel to each other with an area A each and
a separation d, which is much smaller than the
linear dimension of the plates, so that the fring-
ing effect at the edges can be ignored by
approximation. Suppose we introduce a posi-
tive charge +Q on the upper plate and a nega-
tive charge -Q of the same magnitude on the
lower plate. This can be easily done by con-
necting a steady DC voltage supply across the
plates and charging the system as a capacitor,
and then disconnecting the supply from the
system as soon as the charge has been 
accumulated to the desired value Q. These
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charges on the plates will create a potential dif-
ference between the plates V that is propor-
tional to Q. Thus, we can write

(2-56)

where C is the proportionality constant, gener-
ally called the capacitance. By denoting the
surface charge density on the plates as ss, the
charge Q can be expressed as

(2-57)

where F is the electric field strength, which is
simply equal to V/d. From Equation 2-57 we
can express C in the form

From this we obtain

(2-58)

Where e is the permittivity of the material filled
between the two plates, which is equal to the

ratio of . In the following sections, we shall

discuss this ratio for three general cases.

2.2.1 Vacuum Space
By true vacuum space, or free space, we mean
that in the space there are no detectable parti-
cles, although there may be a hypothetical
ether, thought of as the medium for the propa-
gation of electromagnetic waves in free space.
However, a true vacuum is not available on the
earth. The best vacuum system that can be pro-
duced by today’s technology can achieve only
a vacuum of about 10-14 torr, in which there are
still about 300 particles per cm3. Assuming that
the space between the plates is free space, sso

is equal to the electric flux density Do based on
Gauss’s law, as shown in Figure 2-5.

So we can write
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where Fo is the electric field strength in the
vacuum space, which is equal to Q/Vo and Vo is
the potential between two plates created by the
charge Q; and eo is the permittivity of vacuum
or free space, which is practically the same as
the permittivity of dielectric gases, such as air,
at normal pressure and temperature. The per-
mittivity of gases, depending on the molecular
structure, has only negligibly small deviation
from the ideal value of eo at normal pressure
and temperature.14

2.2.2 Conducting Materials
A conducting material, or a conductor, refers to
a material containing many mobile free charge
carriers. For example, in a piece of copper or
sodium, each atom contributes one free elec-
tron, making the total electron concentration
equal to the concentration of atoms, i.e., 1022 to
1023 cm-3. These electrons move freely and ran-
domly and distribute themselves with statistical
uniformity in the bed of regularly arranged pos-
itive ions. If such a piece of metal with the
thickness of d-2s were inserted into the space
between the two charged plates, with a small
gap s to separate the plates and the metal con-
ductor, then the charge on the plates would
cause the electrons in the conductor to move
toward the surface close to the positively
charged plate but could not leave the surface,
resulting in a nonuniform distribution of the net
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Do = e 0Fo Fo
The volume containing
free surface charges
of density sso

Figure 2-5 The electric field Fo and the associated elec-
tric flux density Do produced by the free surface charges of
density sso on the plates in vacuum space (free space).
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charge. This creates a net negative space charge
on one surface and a net positive space charge
on the other in a manner similar to the elec-
tronic polarization of a neutral atom. Thus, in
this case, we can say that charge Q on plate A
induces a negative charge equal in magnitude
but opposite in polarity on one surface of the
metal close to plate A. Similarly, a positive
charge is induced on the other surface of the
metal by the negative -Q on plate B. So, in the
vacuum space between plate A and the metal
surface, or between plate B, and the other
surface of the metal, we have

which is the same as that as given by Equation
2-59. The response in the vacuum space is
exactly the same as that described in Section
2.2.1.

However, inside the metal there is no elec-
tric flux based on Gauss’s law, as shown in
Figure 2-6, and hence, F = 0.
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In metal, the permittivity is • under static fields
only. Under a time-varying field or an alternat-
ing field, the charges induced on the metal 
surfaces may not follow instantaneously the
time-varying field. In this case, the permittivity
is not infinite, but a finite value. We shall
discuss this phenomenon further in later 
sections.

2.2.3 Dielectric Materials
One of the important electrical properties of
dielectric materials is permittivity (or relative
permittivity, which is generally referred to as
the dielectric constant). For most materials, the
dielectric constant is independent of the elec-
tric field strength for fields below a certain 
critical field, at or above which carrier injection
into the material becomes important. The
dielectric constant depends strongly on the fre-
quency of the alternating electric field or the
rate of the change of the time-varying field. It
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Figure 2-6 (a) Induced net charges on the surfaces of a metallic conductor in the presence of a static electric field, and
(b) the charge on the plate with the surface charge density sS inducing a charge equal in magnitude but opposite in polar-
ity on the surface of the conductor, resulting in zero electric field inside the conductor. The vacuum space s is exaggerated
for clarity.
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also depends on the chemical structure and the
imperfections (defects) of the material, as well
as on other physical parameters including 
temperature and pressure, etc. This chapter is
devoted to the discussion of electric polariza-
tion and relaxation under various conditions.

A dielectric material is made up of atoms or
molecules that possess one or more of five basic
types of electric polarization:

1. Electronic polarization

2. Atomic or ionic polarization

3. Dipolar polarization

4. Spontaneous polarization

5. Interface or space charge polarization.

Each type of polarization requires time to
perform; this is why the degree of the overall
polarization depends on the time variation of
the electric field. In the present section, we con-
sider only the polarization under static fields. 
In the first place, we consider a perfect dielec-
tric material. The so-called “perfect” material
implies that inside the material no mobile
charge carriers (electrons or ions) are present.
If a piece of such a dielectric material is put
near the system shown in Figure 2-5, the
system will tend to attract this piece of material
into the vacuum space between the two plates
in order to reduce the potential energy of the
system.

Suppose now that the piece of the material is
inside the space between the metal plates with
the original surface of density ss unaltered, as
shown in Figure 2-7. This causes the potential
between the plates produced by the original
charge Q on the plates to decrease to a smaller
value. In fact, with Q on the plates remaining
constant, the ratio of the electric field in free
space Fo to that filled with the dielectric mate-
rial F is the so-called dielectric constant or rel-
ative static permittivity, esr = es /eo.

With the dielectric material, one portion of
ss is used to compensate the polarization
charges on the surfaces of the material in
contact with the metal plates. This portion of sb

is bound at the locations with its charge oppo-
site in polarity and equal in magnitude to the
polarization charges of the material, as shown

in Figure 2-7. This portion of charge is termed
the bound charge density sb. By denoting the
number of atoms (or molecules) per unit
volume of the material as N, and the average
separation between charges +qd and -qd of each
dipole (each atom or molecule produces one
dipole) as d, we can write

(2-61)

The other portion ss - sb is the free surface
charge density, which acts in exactly the same
manner as that in a vacuum, creating an elec-
tric flux density Do = eoF. Thus, we can write

(2-62)

Therefore, polarization P can be expressed as

(2-63)

where · Ò is the average value of the dipole
moment, which is given by
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and the electric flux density of eoF, while the bound charge
portion produces polarization P. + and - denote the free
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respectively.
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(2-64)

where a is called the polarizability and is a
scalar quantity if the constituent particles (atoms
or molecules) in a material are spherically sym-
metrical in shape and · Ò is in the direction of
F. However, if the particles (atoms or mole-
cules) are not spherically symmetrical in shape,
particularly those with permanent dipoles, then
· Ò is not exactly in the direction of F. In this
case, a becomes a tensor. Throughout this book, 
we are interested mainly in physical concepts
and, therefore, to maintain clarity and simplic-
ity rather than to involve lengthy mathematics,
we consider only homogeneous materials and
electric fields that are independent of space
coordinates, although they may vary with time.
However, it should be noted that · Ò depends on
the local field at which the individual particle is
polarized. This field Floc is different from the
applied external field F; therefore, by making 
· Ò proportional to F, the polarizability a must
be related to the local field. From Equations 2-
63 and 2-64, we can also write

(2-65)

We can also say that the polarizability a of a
particle in a dielectric material is induced by the
local field. We will see this point more clearly
in Section 2.3. It is sometimes convenient to use
the relative permittivity esr (i.e., the dielectric
constant) to describe the dielectric properties

(2-66)

where is called the electric suscepti-

bility, which can also be written as

(2-67)

c is the electric counterpart of the magnetic 
susceptibility described in Magnetization in
Chapter 1.
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u q Fd loc= =d a It should be noted that this discussion is
limited to the phenomena under a static field.
This means that the charges +Q and -Q already
put on the plates are constant and that the
dielectric material has been inserted into the
vacuum space for a time period long enough for
all types of polarization to settle down to their
steady state values. Now, supposing that it takes
a negligibly small amount of time for the inser-
tion of the dielectric material into the vacuum
space, we can assume that at time t = 0 the
material is already inside the vacuum space and
starts to be polarized by the field created by the
charges on the metal plates. The polarization
due to the elastic displacement of electron
clouds of the particles (atoms and molecules)
requires a very little time, while the polariza-
tion involving the movement of the particles,
such as the orientation of permanent dipoles or
the migration of charge carriers (electrons or
ions), requires a much longer time to perform.
All types of polarization encounter some inertia
counteracting the change and, therefore, in-
volve some dielectric loss, as shown in Figure
2-8.

In the system being considered, ss on the
plates is constant, but the permittivity starts to
rise from e = eo and the corresponding field to
decrease from F = Fo at t = 0. It takes a very
little time for e to increase to e• and for F to
decrease to E• due to the polarization con-
tributed by the elastic displacement of electron
clouds of atoms or molecules (electron and
atomic polarization). The time involved in this
polarization is of the order of 10-14 to 10-13

second. We shall discuss e• further in Section
2.6. However, for the permittivity to increase
from e• to its steady state value es and for the
corresponding field to decrease from F• to its
final value Fs, a considerably larger amount of
time is required, because this change is caused
by the polarization associated with the inelas-
tic movement of particles such as the sluggish
collective orientation of dipoles or the migra-
tion of charge carriers to form space charges
near the electrodes or grain boundaries. Ignor-
ing the small loss due to elastic displacement
of electron clouds, the transition from P• =
(e•r - 1)eoF• to Ps = (esr - 1)eoFs involves some
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energy loss, which must be consumed to over-
come the inertia resistance. This energy loss is
called the dielectric loss, which always accom-
panies time-varying electric fields. At static
fields, it appears only during the transient
period in which the electric field across the
dielectric material is time-varying, although the
charges on the metal plates are constant. This
loss per unit time will become zero when the
polarization has reached its final steady value 
e = es. The loss is proportional to the PF
product; thus the loss per unit time becomes
maximal when the PF product is maximal, as
shown in Figure 2-8(b).

After the overall polarization process is com-
pleted, we short-circuit the two metal plates.
Under this short-circuiting condition, the
charges on plate A and plate B will be immedi-
ately neutralized, leaving only the polarized
particles in the dielectric material to be gradu-
ally depolarized. It would take some time,
depending on the environmental temperature,
for all polarized particles to become completely
depolarized, particularly for those whose polar-
ization involves the orientation of permanent
dipoles or the migration of charge carriers.
After the short-circuit current, due to the neu-
tralization of the charges on the metal plates, a
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Figure 2-8 (a) The variation of the susceptivity er - 1 and the electric field F with time, and (b) the polarization P =
(er - 1) eoF and the dielectric loss with time, where P• = (e• - 1) eoF•, and PS = (eSr - 1) eoFS.
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reverse depolarization current will follow, due
to the depolarization of the polarized particles.
The thermally activated depolarization process
will be discussed in Charge Storage Involving
Dipolar Charges in Chapter 5, which deals with
electrets.

In reality, there is no perfect dielectric mate-
rial. All real dielectric materials contain, more
or less, some mobile charge carriers. If such a
real material has the total charge carriers n per
unit volume, each carrying a charge q and
having an average mobility un, then the con-
ductivity of this material s is qunn. For a dielec-
tric material with low conductivity, we can use
an equivalent circuit, shown in Figure 2-9, to
describe the response of this material under an
electric field produced by two charged metal
plates similar to that shown in Figure 2-7. As
mentioned, the parameters e and Rd are derived
directly from the polarization process. Thus, at
t = 0, just after the insertion of the material into
the vacuum space, e Æ e• and Rd Æ •, and at
t = ts, e Æ es and Rd Æ •. The value of the
resistance Rd is finite only during the period 0
< t < ts. But the leakage current through the
leakage resistance Rc will continue to drain the
charge from plate A to plate B, making ss decay
with time. By expressing the voltage between
the two plates as

Fd
d

dt
Rs

c=
s

or

(2-68)

using the boundary condition ss (t = o) = ss (o),
the solution of Equation 2-68 gives

(2-69)

where td = res is the dielectric relaxation time
and r is the resistivity of the material. td is the
time required for the originally induced charge
to decay to 36.7% of its original value. td can
be very large for materials with a very high
resistivity (i.e., low conductivity). So, it is quite
dangerous to touch an electrically disconnected
capacitor, because some charges may still
remain on the electrodes even though the
capacitor may have been de-energized for 
some time. For example, if es = 3eo and r =
1018W - cm, then td = 2.65 ¥ 105 seconds = 3
days. This means that it may take many days
for the charges to be completely neutralized.

2.3 The Mechanisms of 
Electric Polarization

The polarizability defined by Equation 2-64
implies that if · Ò is proportional to the local
field Flocal at which the particles are polarized,
then ·uÒ is expressed as · Ò = aFlocal and the
polarizability a depends only on the mecha-
nism of polarization and can be defined simply
as the average dipole moment per unit field
strength of the local field Flocal, which is differ-
ent from the externally applied field F. But if
· Ò is expressed as · Ò = aeffF, i.e., · Ò is pro-
portional to F, in this case, aeff should also be
defined similarly to the effective dipole
moment per unit field strength of the applied
field F. However, aeff depends not only on 
the mechanism of polarization, but also on the
factor of Floc/F. We shall consider first the
mechanisms responsible for the polarizability,
a, and the local field later.

There are three major mechanisms of elec-
tric polarization. At moderate electric fields
(i.e., at fields much lower than the inner atomic
or molecular fields), and for materials with a
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very low conductivity (i.e., the concentration of
charge carriers inside the materials is so low
that its effect can be neglected), these mecha-
nisms prevail.

• Electronic polarization (also called optical
polarization): The electric field causes defor-
mation or translation of the originally sym-
metrical distribution of the electron clouds
of atoms or molecules. This is essentially the
displacement of the outer electron clouds
with respect to the inner positive atomic
cores.

• Atomic or ionic polarization: The electric
field causes the atoms or ions of a poly-
atomic molecule to be displaced relative to
each other. This is essentially the distortion
of the normal lattice vibration, and this is
why it is sometimes referred to as vibra-
tional polarization.

• Orientational polarization: This polarization
occurs only in materials consisting of mole-
cules or particles with a permanent dipole
moment. The electric field causes the reori-
entation of the dipoles toward the direction
of the field.

Both the electronic polarization and the atomic
polarization are due mainly to the elastic dis-
placement of electron clouds and lattice vibra-
tion within the atoms or molecules. Their
interaction is an intramolecular phenomenon,
and the restoring force against the displace-
ment is relatively insensitive to temperature, so
electronic and atomic (or ionic) polarization
processes are only slightly dependent on tem-
perature. However, orientational polarization is
a rotational process, which encounters not only
the resistance due to thermal agitation, but also
that due to the inertia resistance of the sur-
rounding molecules, giving rise to mechanical
friction. The rotation of a dipole in a material
is like a small ball, or any body, rotating in a
viscous fluid. Under an external force, it tends
to change from its original equilibrium state to
a new, dynamic equilibrium state, and when the
force is removed, it then relaxes back to its
original equilibrium state. This process is gen-
erally referred to as the relaxation process. This

polarization involves the inelastic movement of
particles, and its interaction is an intermolecu-
lar phenomenon; hence, orientational polariz-
ability is strongly temperature-dependent.

At higher fields, carrier injection becomes
important. For materials consisting of a high
concentration of charge carriers (i.e., with a
high conductivity), polarization due to the
migration of charge carriers to form space
charges at interfaces or grain boundaries
becomes important. This type of polarization is
called space charge polarization.

Thus, the total polarizability of material a
comprises four components

(2-70)

where ae, ai, ao, and ad are the polarizabilities
due to electronic, atomic, orientational, and
space charge polarizations, respectively. For
ferroelectric materials, there is also a compo-
nent, called spontaneous polarization, under
certain conditions. The following sections
discuss the mechanisms responsible for these
polarizations.

2.3.1 Electronic Polarization (Also Called
Optical Polarization)
There are two ways to calculate electronic
polarizability: the classical approach and the
quantum-mechanical approach. We will first
discuss the classical approach.

Classical Approach
The polarizability ae depends on the atomic
number of the atom and predominantly on the
number of electrons in the outermost shell. The
noble gas atoms, such as He, Ne, Ar, Kr, Xe,
and Ra, whose shells are completely filled
(effectively screening the nucleus from the
influence of the applied fields), have the lowest
polarizabilities for their atomic numbers. The
Group I elements, such as H, Li, Na, K, Rb, and
Cs, with only one electron in the outermost
shell, have the highest polarizabilities for their
atomic numbers, possibly due to the ease of
polarization of a single electron in the outer-
most orbit.15,16 Electronic polarizability can be

a a a a a= + + +e i o d
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measured in monoatomic gases. Suppose that
the electron cloud of charges -Zq is uniformly
distributed in a sphere of radius R and that its
center of gravity originally coincided with that
of the nucleus, and suppose that it is displaced
by the field to a distance d from the center of
the nucleus, as shown in Figure 2-10. There is
a coulombic force tending to bring the electron
cloud back to its original position.

According to Gauss’s law, the coulombic
force is only exerted on the electron cloud that
does not surround the positive nucleus charges
+Zq. This portion of the electron cloud is con-
tained in the sphere of radius d and it is

(2-71)

Thus, the coulombic force is

(2-72)

This force must balance the displacement force,
which is

(2-73)

By setting Equation 2-72 equal to Equation 2-
73, we obtain
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The dipole moment is given by

(2-75)

Therefore, the electronic polarizability is

(2-76)

where Va is the volume of the atom.
ae is proportional to the volume of the atom.

For the hydrogen atom, R is about 0.50Å, 
ae = 1.57 ¥ 10-24eo cm3. For Floc = 104 Vcm-1,
d = 10-14 cm. The displacement distance d is
extremely small, only of the order of two-
millionths of the radius of the atom. The sus-
ceptibility ce = N·uÒ/eoFloc = N4pR3 = 1.57 ¥
10-24N. For the ideal gas under normal condi-
tions (0°C and 760mm Hg), the number of par-
ticles per unit volume is 2.687 ¥ 1019 cm-3,
which is also known as the Loschmidt number,
and xe = 1.57 ¥ 10-24 ¥ 2.687 ¥ 1019 = 4.22 ¥
10-5. These numerical data give us a feeling for
the orders of magnitude involved in the micro-
scopic parameters. There is another classical
method that can be used for the calculation of
ae, i.e., using Bohr’s model with the electrons
revolving around a circular orbit instead of
using a uniform electron cloud density up to
radius R as just shown.

This displacement of the electrons Dx, result-
ing from electronic polarization, always gener-
ates an elastic restoring force tending to bring
the electrons back to their equilibrium position.
This restoring force is proportional to the dis-
placement Dx, resulting from the interaction of
the electron with the bare nucleus and with
other electrons screening the nucleus. The elec-
tron orbiting the nucleus is like a harmonic
oscillation with a natural frequency wo. Thus,
the motion of the electrons is governed by the
following equation:

(2-77)

where m is the electron mass, q is the electronic
charge, Z is the number electrons involved, Floc

is the local field acting on the atoms, and g is
the force constant. By assuming, for simplicity,
that when the centroid of the negatively
charged electrons is displaced by Dx from 
that of the positively charged nucleus, the

m
d x

dt
x ZqFloc

2

2

D
D= - -g

a pe ee o o aR V= =4 33

u F Zq R Fe e loc o loc= = =a d pe4 3

Floc

R

d

Figure 2-10 The displacement of the electron cloud 
relative to the nucleus of positive charges Zq due to the
polarization by the local field Floc.
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coulumbic force is the restoring force, which
can be expressed as

(2-78)

In this case, the restoring force constant is

(2-79)

The restoring force can also be expressed in
terms of the natural oscillation frequency wo by
the following relation:

(2-80)

Thus,

(2-81)

However, there must be some loss or damping
mechanisms to limit the forced oscillation. The
oscillation of an electron is equivalent to an
oscillating dipole and would radiate energy
according to the electromagnetic theory of radi-
ation. Thus, radiation can be considered one of
the damping mechanisms. Therefore, a term

, representing the retarding force, should

be included in Equation 2-77. By including this
term and substituting Equation 2-81 into Equa-
tion 2-77, we obtain

(2-82)

where b is the damping coefficient. Damping
mechanisms will be discussed further in
Section 2.6. If the field is an alternating field
with the frequency w expressed as

(2-83)

then the solution of Equation 2-82 gives the net
displacement of the electrons by the applied
field, which is

(2-84)

The induced dipole moment is

(2-85)
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and hence the electronic polarizability is

(2-86)

In static fields, w = o, and the static electronic
polarizability becomes

(2-87)

Based on Bohr’s model of an electron
revolving around a circular orbit about the
nucleus, the potential energy of the electron is
given by

(2-88)

and the radius of the ground-state orbit of
Bohr’s atom is given by

(2-89)

where = h/2p and h is Planck’s constant.
When Z = 1, by expressing the parameters m
and wo in terms of R and eo, and substituting
them into Equation 2-87, we obtain

(2-90)

Amazingly, Equation 2-90 turns out to be the
same as Equation 2-76, although the two equa-
tions are derived on the basis of different
assumptions. For the hydrogen atom, ae = 1.57
¥ 10-24eo cm3. Taking q = 1.6 ¥ 10-19C and m =
9.11 ¥ 10-31 kg, we have estimated the value of
wo from Equation 2-90; it is 4.5 ¥ 1016 radians
sec-1.

The average electronic polarizability is
obtained by the summation of the contributions
of all atoms divided by the number of atoms.
We can consider only the contributions of the
outermost electrons of each atom, and ignore
the negligibly small contribution of inner elec-
trons. From Equation 2-66, the electronic sus-
ceptivity is given by

(2-91)

and the relative permittivity, or dielectric con-
stant, is
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(2-92)

the natural frequency wo should vary from atom
to atom. However, for gases, the separation
between atoms is large enough, and it is quite
acceptable to assume that the local field Floc, at
which the atom is polarized, is equal to the
applied field F and that the interaction of the
outermost electrons between atoms is negligi-
bly small and can be completely ignored. So, in
this case, we can assume that each atom has the
same wo and hence, the same ae. Equation 2-92
indicates that the dielectric constant increases
with the increase of the density of atoms. For a
hydrogen atomic gas, N is about 2.7 ¥ 1019

atoms cm-3 at the standard temperature and
pressure. Thus, the dielectric constant for the
hydrogen atomic gas is er = 1 + 2.7 ¥ 1019

¥ 1.57 ¥ 10-24 = 1 + 4.24 ¥ 10-5. N of gases is
much smaller than that of solids, which is of the
order of 1022 to 1023 cm-3. Furthermore, in
solids, the interaction of outermost electrons
between atoms cannot be ignored.

It should be noted that only in inert gases,
such as He, A, etc., the quantum states of the out-
ermost shell are completely filled, so the inert
gases are atomic gases. In other gases, including
hydrogen, oxygen, etc., the gases are formed by
molecules such as H2, and O2 instead of H or O.
In this case, the particles are no longer spherical
in shape, but prolate ellipsoidal or spheroidal,
and we shall see that geometric shape does play
an important role in determining ae.

e c
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m
= + = +1 1

2
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( ) Single atoms in gases may be considered
spherical in shape, but molecules, each com-
prising two or more atoms, are generally not
spherical. In this case, the geometric shape does
play an important role in determining ae. We
will choose a diatomic molecule with a prolate
spheroidal shape to demonstrate the calculation
of the electronic polarizability of this molecule.
We assume that the two atoms are identical;
each has an electron polarizability ae, which is
proportional to its volume, as given in Equation
2-76. There are two extreme possible arrange-
ments, as shown in Figure 2-11(a) and (b): the
molecular axis ab is parallel to the applied field
(ab//F), or the axis ab is perpendicular to F
(ab^F). For the case ab//F, the dipole of each
atom consists of two components, one due to
the applied field F and the other due to the field
produced by the other polarized atom, which is
in the same direction as F. Thus, we have

(2-93)

Rearrangement of Equation 2-93 gives

(2-94)

where is the distance between the two atoms
and a¢e is the effective polarizability of each
atom. Thus, the electronic polarizability of this
diatomic molecule is
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Figure 2-11 (a) The major axis ab of a spheroidal molecule parallel to the applied field F, (b) the major axis ab of a spher-
oidal molecule perpendicular to F, and (c) the major axis ab of a spheroidal molecule at an angle q with respect to F.
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In this case, a// is larger than twice the polariz-
ability of a single atom.

For the case ab^F, the dipole of each atom
also consists of two components, one due to the
applied field F, and the other due to the field
produced by the other polarized atom, but this
field is in the opposite direction to F. Thus, we
have

(2-96)

Rearrangement of Equation 2-96 gives

(2-97)

where a≤e is the effective polarizability of each
atom. Thus, the electronic polarizability is

(2-98)

In this case, a^ is smaller than twice the polar-
izability of a single atom. Obviously, a// > a^.

If the molecular axis is neither parallel nor
perpendicular to F, but has an angle q with
respect to F, as shown in Figure 2-11(c), the
total dipole moment is

(2-99)

and the dipole moment in the direction of is

(2-100)

The potential energy of a dipole induced by the
field is therefore

(2-101)

Equation 2-101 indicates that when q = 0 or p,
the potential energy is minimal, corresponding
to the most stable position; when q = p/2, W is
maximal, corresponding to the most unstable
condition. If the molecules are free to rotate, as
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in liquids or gases, they will tend to align their
major axes with the applied field. It should be
noted that the induced dipoles in the molecules
due to electronic polarization also involve the
orientation of the molecules in a manner similar
to the orientation of the permanent dipoles.17

The field strength produced by the nucleus
charges and experienced by the electrons is
Zq/4peoR2 is larger than 109 V/cm. This field
strength is far larger than the applied field. This
may be the reason why the induced dipole
moment for electronic polarization is propor-
tional to the applied field and independent of
frequency, because the time required for this
polarization to occur is of the order of 10-15 sec
(wo

-1). This type of polarization is also called
optical polarization, because it does not vary
until the frequencies are in the optical range
(visible region).

Equations 2-76 and 2-87 are, of course, only
a very rough approximation, because we have
used a model that ignores the complications
involving quantum mechanics. We have men-
tioned that in gases we can assume quite rea-
sonably that the interaction between outermost
electrons of atoms can be ignored and that 
the local field is equal to the applied field.
However, in a condensed phase (i.e., in liquids
or solids) the interaction between electrons 
of different atoms becomes very important.
According to Pauli’s exclusion principle, there
should be many values of wo, since each elec-
tron is allowed to occupy only its own state.
Therefore, the electric susceptibility should be
obtained by the summation of the contributions
of all outermost electrons of all atoms in a piece
of dielectric solid. The electric susceptibility
can be written as

(2-102)

where N denotes the total number of atoms 
per unit volume. Furthermore, because the 
surrounding polarized atoms will modify the
applied field, in this case each atom is polarized
in the so-called local field, which is generally
larger than the applied field. We shall discuss
the local field in Section 2.5.
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Quantum Mechanical Approach
The motion of electrons in an atom is governed
by quantum mechanical rules. On the basis of
the quantum mechanical approach, electron
cloud density is assumed to vary from zero at
the center of the atom to zero at far distance,
with a peak around the Bohr radius R. The elec-
tronic polarizability, derived by van Vleck in
1932, is given by

(2-103)

where w10 = (E1 - Eo)/ is the proper oscilla-
tion frequency for two energy levels, Eo denotes
the energy level of the ground state, E1 denotes
the energy level of one of the allowed excited
states, and f10 represents the strength of the
oscillator associated with the coupling between
the wave function in the ground state and that
in the allowed excited state.18,19 Its value is of
the order of unity. It is amazing that Equation
2-103, based on the quantum mechanical
approach, is similar to Equation 2-86, based on
the classical approach. By setting w = 0, we
have the static electronic polarizability

(2-104)

which is again similar to Equation 2-87. If an
atom has several excited levels, then Equation
2-103 must be written in generalized form, as

(2-105)

and

(2-106)

where wjo = (Ej - Eo)/ and j refers to the jth
excited level.

Nonpolar solids are generally elemental
solids, and they consist of only one kind of
atom, such as diamond (C), silicon (Si), and
germanium (Ge). In these materials, there are
no permanent dipoles or ions. The only polar-
ization they have is electronic polarization. In
general, Equation 2-105 for ae, derived on the
basis of the displacement of electron clouds in
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an isolated atom, may be applicable to gases
because a gas may be considered an assembly
of isolated atoms with negligible interaction
among them. Equation 2-105 is not applicable
to solids, where the binding force between
atoms affects the movement of valence elec-
trons, and also the energy levels are no longer
discrete but form continuous bands. However,
wjo is directly related to Eg = Ec - Ev, where Ec

and Ev are, respectively, the energy levels of the
conduction and the valence band edges, and 
Eg is the forbidden energy gap. Qualitatively,
we can think from Equation 2-106 and would
expect that the smaller the forbidden gap, the
larger is the electron polarizability and hence,
the static dielectric constant, as shown in the
following table20,21:

Crystal C Si Ge

Eg (eV) 5.2 1.1 0.7
esr 5.68 12 16

It should be noted that in crystalline solids
with covalent bonds, such as Si and Ge, the cal-
culation for ae is quite involved,18.19 since the
wave functions in the crystal are quite different
from those in isolated atoms because of the
involvement of valence electrons in the binding
of atoms to form a solid. However, in ionic
crystals, such as NaCl, the valence electrons are
strongly localized in each ion. In this case, the
electronic polarizability can be calculated
simply by , where Ni and aei are,

respectively, the concentration of ith ions and
the electronic polarizability of each ith ion. For
example, for NaCl ionic crystal, the energy
band gap Eg = 7 eV, the values of electronic
polarizability21,22 for N+

a and Cl- are, respec-
tively, 0.20 ¥ 10-40 and 2.65 ¥ 10-40 farad m2.
From Equation 2-66, we have calculated the
relative permittivity (dielectric constant) to be
about 2.28 by assuming the concentration of
NaCl molecules N = 4 ¥ 1028 m-3 and a = (0.20
+ 2.65) ¥ 10-40 farad m2. This value is very
close to the experimental value of 2.25. Note
that the static dielectric constant of NaCl 

Ni ei
i
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crystals is 5.62. The difference between 5.62
and 2.28 is due to the contribution of ionic
polarizability, which will be discussed in the
following section. Similarly, in molecular
solids where the atoms or molecules are bonded
by weak van der Waals forces, each particle
(atom or molecule) can be considered a quasi-
isolated particle. In this case, the electronic
polarizability of the solid can also be calculated 
by , where Ni is the concentration of ith

particles and aei is the electronic polarizability
of each ith particle. For condensed matter
(liquids or solids) made of single inert (or
noble) atoms, such as He, neon, or argon, the
total electronic polarizability can be simply 
calculated by Nae. In this case, N is just the con-
centration of atoms in the material.

2.3.2 Atomic or Ionic Polarization
(Vibrational Polarization)
A dielectric material consisting of polyatomic
molecules usually has electronic polarization
and ionic polarization, and in some cases, also
orientational polarization when it is subjected
to an electric field. In general, there are two
groups of ionic solids. One group does not
possess permanent dipoles, such as NaCl,
which forms a simple cubic lattice so that the
lattice symmetry and the overall charge neu-
trality ensure that electric dipoles formed by
each ion pair everywhere cancel each other. 
The other group possesses permanent dipoles,
because the crystal lattice in this case is less
symmetrical, as with HCl. In fact, the internal
field at the positive ion sites is generally dif-
ferent from that at the negative ion sites. In
general, most ionic solids are asymmetrical and
the electronegativities of both ions are differ-
ent. They possess permanent dipoles, but these
dipoles are foreseen in the solid state and
cannot be aligned by an electric field. This is
why in most ionic solids belonging to this
group, the permanent dipole moments do not
contribute to the polarizability in the solid state
although the materials possess them.

Quantitative analysis of the ionic polariza-
tion is quite involved.22–24 In this section, we

Ni ei
i

aÂ

will consider only a simple case to illus-
trate the basic concept of atomic polarization.
Suppose we have a molecule consisting of 
two atoms: A and B. Atom A is ready to 
give part of its valence electrons to atom B
in order to make the outermost shells of 
both atoms more fully completed. This ten-
dency is, in fact, the force that produces the 
so-called ionic bond. In this case, atom A is
more electropositive and atom B more elec-
tronegative. NaCl is a good example, in which
atom A is Na and atom B is Cl. The one elec-
tron in the outermost shell of Na is not com-
pletely given to Cl (Na gives, on average, about
78% of the electron to Cl). However, Cl
receives some of the valence electron from 
Na and becomes a negative ion; Na becomes a
positive ion.

Let us consider a linear chain of ions A and
ions B placed at equal distances along the x
direction, as shown in Figure 2-12(a). In
thermal equilibrium and in the absence of an
electric field, the positive ions A at x2n, x2n+2, 
x2n-2, etc., and the negative ions B at x2n+1, x2n+3,
x2n-1, etc., will always undergo lattice vibra-
tions, but their interatomic distance is x2n+1 - x2n

= a, on average. Now if a step-function electric
field is applied in the x direction, the electron
clouds immediately shift to the left, and it takes 
only about 10-15 sec to produce electronic 
polarization, as shown in Figure 2-12(b). In
about 10-13 sec after the application of the 
field, the positive ion at x2n and the negative 
ion at x2n+1 tend to attract and move toward each
other, making the interatomic distance Dx1 =
x2n+1 - x2n < a and Dx2 = x2n - x2n-1 > a. The same
tendency prevails in other ions. The displace-
ment in both the electron clouds and the ions
themselves produces electronic polarization, as
well as ionic polarization, as shown in Figure
2-12(c).

Displacement of the atoms (i.e., ions) from
their equilibrium sites by Dx will generate a
force that tends to bring them back to their 
original thermal equilibrium sites. Within the
approximation of harmonic oscillation, the
elastic restoring force is proportional to the dif-
ference between displacements of neighboring
ions. Thus, from Figure 2-12(c), we can write
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the equations of motion for ions MA and MB as
follows:

(2-107)

(2-108)

where gi is the restoring force constant, which
is different from g in Equation 2-79. gi can be
calculated on the basis of only the electrostatic
interaction between the ion and its nearest
neighbors. Suppose, for simplicity, the positive
and the negative ions have net charges ZAq and
-ZBq, respectively, and the net displacement
from their equilibrium sites is Dx, then the
coulombic force between the two ions is

(2-109)

since Dx << a. We retain only the first two
terms. The first term is the force of interaction
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corresponding to the equilibrium sites, and the
second term is the elastic restoring force

(2-110)

In general, ZA = ZB = Z. For NaCl, Z = 0.78. So
the force constant is

(2-111)

Equations 2-107 and 2-108 are equations of
phase waves and therefore have the solutions of
phase wave form

(2-112)

(2-113)

where xI and xII are periodic functions of time
and the exponential is a phase factor. These
equations indicate that the phase of the elastic
wave changes by 2ka from one ion to the
nearest ion of the same kind, such as from MA

at x2n-2 to another MA at x2n. k is the wave
number, which may be taken as 2p/l with l as
the wavelength of the elastic wave. For lattice
vibrations, in the visible and infrared regions,
l is of the order of 3 ¥ 10-5 cm, which is con-
siderably larger than the interatomic distance of
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Figure 2-12 Illustrating a linear chain of atoms A with mass MA and atoms B with mass MB placed at equal spacing a
along the x direction. (a) In the absence of an electric field F = 0, (b) in the presence of an electric field F > 0, only elec-
tron clouds are shifted to the left, and (c) also in the presence of an electric field F > 0, but in this case the positive ions
and the negative ions tend to move toward each other, resulting in ionic polarization, which involves both the displacement
of electron clouds and the movement of ions.
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about 3 ¥ 10-8 cm. So we can say that ka is
extremely small and is much smaller than unity
for the frequency range associated with the
lattice waves. Substituting Equations 2-112 and
(2-113 into Equations 2-107 and 2-108, and
bearing in mind that exp ( jka) is equal to cos
ka (which can be practically considered as
coska �1), we obtain

(2-114)

(2-115)

Under an electric field, the equations of
motion for ions should include both the elastic
force and the electric force, as well as the
damping or retarding force. Therefore, the
above equations must be modified to

(2-116)

(2-117)

Equation 2-117 ¥ MA minus Equation 2-116 ¥
MB yields

(2-118)

where Mr = MAMB/(MA + MB) is the reduced
mass and Dx = DxII - DxI is the relative dis-
placement of positive and negative ions. Fol-
lowing the same principle for Equation 2-81,
we can express gi in terms of the natural oscil-
lation (or lattice vibration) frequency wo as 2gi

= Mrw 2
o. If the applied electric field is an alter-

nating field with the frequency w, as given by
Equation 2-83, then the solution of Equation 
2-118 gives

(2-119)

The induced ionic dipole moment is
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Thus, the ionic (or atomic) polarizability is

(2-121)

In static fields, w = 0 the static ionic polariz-
ability becomes

(2-122)

The expression for ai is similar to that for ae.
It should be noted that the distinction between
electron and ionic polarizations is not sharp,
because a displacement of ions is always
accomplished by a displacement of electrons.
Generally, it is much easier to measure the 
electronic polarizability than the ionic polar-
izability. Usually, the electronic polarizability
is determined by measuring the refractive index
in the visible or ultraviolet region, and the ionic
polarizability is then determined by extrapolat-
ing the refractive index spectrum to frequencies
much lower than the visible region—generally,
in the infrared region, in which both ae and 
ai are the dominant polarizabilities. The time
required for electronic polarization is about 
10-15 sec, and that required for the ionic polar-
ization is about 10-13 sec, simply because ions
are heavier than electrons by more than 103

times. This is why the resonances for these two
polarizations occur in different frequency
regions.

2.3.3 Orientational Polarization
To begin, it may be desirable to show why some
molecules possess permanent dipole moments
and some do not. For a molecule with two
atoms A and B, atom A gives some of its
valence electrons to atom B, then atom A
becomes a positive ion and atom B becomes a
negative ion. This ionic bond molecule obvi-
ously possesses a permanent dipole moment,
which is the product of the charge of the portion
of the valence electrons transferred from atom
A to atom B and the interatomic distance. If a
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great many such molecules form an ionic
crystal, such as an NaCl crystal, the vector sum
of all the dipole moments vanishes, because
they tend to cancel each other. So, the crystal
itself is not a dipolar material. For some mate-
rials, a molecule consists of three atoms in the
form AB2 or A2B. For example, CO2 is in the
form of AB2. In this molecule, the bonding
structure is symmetrical, so the centroids of the
positive and the negative charges are coinci-
dent, thus the resultant dipole moment is zero,
as shown in Figure 2-13(a). Similarly, mole-
cules consisting of similar atoms, such as 
H2, O2, and N2, carry no permanent dipole
moments. However, H2O is in the form of A2B,
but in this case, the bonding structure is asym-
metrical, so the centroid of the negative charge
is not coincident with that of the positive
charge, thus resulting in a net permanent dipole
moment, i.e., the vector sum of the two indi-
vidual dipole moments gives a resultant dipole
moment, as shown in Figure 2-13(b).

In the presence of an electric field F, the
molecules carrying a permanent dipole moment

will orient to align the permanent dipole
moments along the direction of F. This process
is referred to as orientational polarization,
which occurs only in dipolar materials pos-
sessing permanent dipoles. It is obvious that
orientation of a molecule involves the energy
required to overcome the resistance of the sur-
rounding molecules, so the orientation process
is strongly temperature dependent.

In general, nonmagnetic dielectric materials
can be considered paraelectric materials, the
counterpart to paramagnetic materials, in which
the induced electric susceptibility c > o is
always positive. There is no counterpart to
diagmagnetic materials in dielectric materials,
in which c should be negative. In paraelectric
materials, ae and ai can be considered practi-
cally independent of temperature for the normal
temperature range in most applications,
because the electronic structure does not
change in the normal temperature range.
However, the orientational polarizability ao is
strongly temperature dependent. Figure 2-14
shows the total polarization of some vapors as
a function of temperature. The data are from the
references.25–28 It can be seen that C2H2 and
molecules with a similar symmetrical and
linear structure, such as CH4, CCl4, and CO2, do
not possess permanent dipole moments and
therefore are not dipolar. Those with an asym-
metrical structure are dipolar, such as H2O, in
which two OH bonds make an angle of 105°,
resulting in the formation of a permanent dipole
moment. This is why the total polarization in
which the orientational polarization is domi-
nant decreases with increasing temperature, as
shown in Figure 2-14. It should be noted that
for gases at normal temperature and pressure,
susceptibility is of the order of 10-4 to 10-3. The
difference in susceptibility reflects the differ-
ence in the number of atoms per unit volume.
However, for solids, susceptibility is generally
much higher than unity.

Molecules having a permanent dipole mo-
ment experience a torque in an electric field,
tending to orient themselves to the field direc-
tion, but thermal agitation tends to put them
back into random orientation. However, the
ensemble of molecules will gradually attain a
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dipole moment
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(a)
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O O

Figure 2-13 The formation of dipole moments for two
typical molecules: (a) molecule CO2 having no net perma-
nent dipole moment and (b) molecule H2O having net per-
manent dipole moment.
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statistical quasi-equilibrium. The method of
calculating orientational polarizability was first
developed for permanent magnetic moments in
paramagnetic materials by Langevin29 and later
applied to permanent dipole moments in dielec-
tric materials by Debye.30,31

Supposing that the permanent dipole
moment uo of the molecule is not affected by
the applied electric field and temperature, 
and that the density of molecules in the gas
medium as an ensemble is so small that the
dipole–dipole interaction is very small com-
pared to the thermal equilibrium energy kT; the
moment of the permanent dipole in the direc-
tion of the applied field F, as shown in Figure
2-15, can be written as

(2-123)

where q is the angle between the dipole
moment and the applied field, and < > repre-
sents the statistical ensemble average.

At zero applied field, the number of dipoles
having an inclination of their axes to the axes

u uF o= cosq

located between q and q + d q, as shown in
Figure 2-16, is

(2-124)

With an applied field F and the effect of tem-
perature, Equation 2-124 is changed to the 
following form, according to Boltzmann’s 
statistics,

(2-125)

where U is the potential energy of the dipole at
q, which is given by

(2-126)

Thus, the average dipole moment in the field
direction is

U u Fo= cosq
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Figure 2-14 The susceptibility (er - 1) as a function of
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Figure 2-15 The orientation of a dipole: (a) stable posi-
tion, (b) unstable position, and (c) orienting to the field
direction.
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Figure 2-16 The calculation of the number of dipoles
having the inclination of their axes to the x-axis between q
and q + dq.
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(2-127)

By introducing

(2-128)

(2-129)

we obtain

(2-130)

The function L(z) is called the Langevin func-
tion, which is shown in Figure 2-17 as a func-
tion of z = uoF/kT.

At low values of z, L(z) varies almost 
linearly, with z following the relation

(2-131)

For example, a dipole moment uo = 10-8 qC -
cm at a field of 106 V/cm and a temperature of
300K gives uoF/kT � 0.4, which is smaller than
1. There is no possibility for < cos q > to reach
unity at room temperature. Only at very low
temperatures may it approach unity at high
fields. For z << 1, Equation 2-131 is reasonably
accurate, and for z >> 1, L(z) can be estimated
by
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However, as F/T increases, the dipole of the
molecule becomes more parallel to the applied
field. In practical and most cases, uoF/kT << 1.
Thus, substitution of Equation 2-131 into Equa-
tion 2-123 gives

(2-133)

and the orientational polarizability is

(2-134)

In general, orientational polarizability is much
larger than electronic and atomic polarizabili-
ties at normal conditions, since ae and ai are
practically independent of temperature (i.e.,
their temperature dependence at normal con-
ditions is not significant) but ao is strongly 
temperature dependent. Thus, ao can be easily
distinguished from ae and ai by the tempera-
ture dependence measurement of er.

There are two factors that have not been
taken into account in the derivation of ao. One
is the effect of electron spins, which cause spin
paramagnetism and may affect the results. To
take this effect into account, the quantum
mechanical approach must be used. The other
factor is that the permanent dipole moment uo

for multiatomic molecules is not independent
of temperature because in this case, the perma-
nent dipole moment is the result of several
moments, and their internal orientation is
dependent on their individual activation ener-
gies and hence on the temperature.

In solids, the dipoles do not rotate freely as
do dipoles in liquids or gases. The rotation of
dipoles in solids is constrained to a few discrete
orientations, which are influenced by the crys-
talline field determined by the interaction of the
dipole with neighboring ones. Thus, to describe
the dielectric constant in terms of the dipole
moments uo of individual dipoles (molecules),
it is necessary to know the crystal structure of
the material in the solid state.

The potential energy of a dipole in a crys-
talline solid depends on the direction of the
dipole relative to the crystal axes. In other
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Figure 2-17 The Langevin function.
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words, the potential energy is directly related to
the crystalline field acting on the dipole and 
is therefore temperature dependent. In some
solids, dipoles at temperatures below the
melting point are frozen, and their rotation is
inhibited even under an electric field. In such
solids, the contribution of ao to the total polar-
ization is zero, ie., ao = 0, as in nitrobenzene
(C6H5CO3), shown in Figure 2-18(a). The
dielectric constant decreases abruptly from the
value of 35 (in liquid state) to a value of about
3 (in solid state) at 278K, the melting point of
this material. For T < 278K, only ae and ai con-
tribute to er. For T > 278K, the material is in
the liquid state; ae, ai, and ao all contribute to
er, and er decreases with increasing temperature
following Equation 2-134. However, in some
other solids, the dielectric constant is still
increasing with decreasing temperature at tem-
peratures below the melting point, i.e., in the
solid state. This rise in dielectric constant con-
tinues until a critical temperature To, at and
below which the dipoles become frozen. H2S is
a typical example of this kind of material.
Figure 2-18(b) shows that, for temperatures
between the melting point Tm (188K) and the
critical temperature To (103K), the dielectric

constant of H2S in the solid state increases with
decreasing temperature, but at To = 103K, er

drops abruptly from about 20 to about 3, indi-
cating that the dipoles at To are frozen and
become immobile, resulting in ao Æ 0. The
experimental results are from Smyth and 
Hitchcock.32,33

To explain why H2S and some other materi-
als, such as HCl, still have the temperature
dependence of ao in the solid state within a
certain range of temperatures between Tm and
To, we can assume that the average potential
energy of a dipole due to short-range interac-
tion, which creates the crystalline field, has a
profile similar to that shown in Figure 2-19. 
The bottom of the potential wells represents 
the equilibrium state of the dipoles in which the
potential energy of the dipoles reaches the
minimum value. In the absence of an electric
field, a dipole has the same probability of ori-
enting to the right or to the left, so there is no
net polarization. But when the material is
present in an electric field, the well at q = 0 is
lowered by an amount of uoF, and that, at q =
p, is deepened by the same amount of uoF, as
shown by the dashed line in Figure 2-19. The
direction of the dipoles orienting to the right
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Figure 2-18 Variation of dielectric constant (measured at low frequency 5 kHz) with temperature for (a) nitrobenzene
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corresponds to the orientation of the dipoles
toward the direction of the applied field, and
that to the left corresponds to the orientation of
the dipoles opposite to the field. Denoting the
probability of the dipoles at q = p orienting to
the left as w, then 1 - w is the probability of the
dipoles at q = 0 orienting to the right, and
according to the Boltzmann statistics, we can
write

(2-135)

This leads to

(2-136)

In general, uoF is much smaller than kT under
most practical conditions. For uoF << kT, Equa-
tion 2-136 can be simplified to

(2-137)

Based on this model, the percentage of a dipole
moment uo in the direction opposite to the
applied field is w, than the percentage of 
the dipole moment in the direction parallel to
the field is 1 - w. Thus, we can write

(2-138)
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The term exp(-2uoF/kT) can be expanded into
a series because uoF << kT. This leads to

By keeping only the first two terms, we obtain

(2-139)

This leads to the polarizability

(2-140)

which is in the same form as that of Equation
2-134 derived on the assumption that the
dipoles rotate freely in the material. However,
the difference between these two equations
explains that at T = Tm, ao in the solid state is
larger than in the liquid state, as shown in
Figure 2-18(b).

The transition from one form of the solid
state at To < T < Tm to the form at T < To can
be considered the transition from a disordered
state to an ordered state. At T = 0, all dipoles
are in a completely ordered state. That at T = 0,
ao = 0 implies that the number of dipoles point-
ing in one direction is equal to that pointing in
the opposite direction, so the net polarization
vanishes. As the temperature increases, the
number of dipoles in the ordered state will tend
to move to the disordered state. Considering
that the dipoles have their lowest potential
energy in the completely ordered state, there
exists a potential difference U(T) between two
equilibrium states, as shown in Figure 2-20(a).

It can be imagined that the probability for a
dipole having its direction at q = 0, termed the
right direction, is w, then a lower probability
(zero at T = 0) for the dipole having its direc-
tion at q = p, termed the wrong direction, is 1
- w, as shown in Figure 2-20(a). Similarly,
another dipole may behave oppositely; its
direction at q = 0 is the wrong direction, and
that at q = p is the right direction,28,34,25 as
shown in Figure 2-20(a). We can use the same
approach for the polarization at To < T < Tm; the
probability for a dipole in the wrong direction
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Figure 2-19 Schematic diagram showing the potential
energy of a dipole as a function of the orientation angle q in
the solid state. Solid curve—in the absence of an electric
field and dashed curve----in the presence of an electric field.
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is 1 - w, which is governed by the following
relation:

(2-141)

Hence, we have

(2-142)

The calculation of U(T) is very involved, even
by means of approximation methods.28,36 We
shall not give details about the calculation 
here.
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A qualitative picture of U(T) as a function of
T, as shown in Figure 2-20(b), is sufficient to
explain the temperature dependence of er at T
< To. Since U(T) >> kT, the energy of the dipole
due to the applied field uoF is negligibly small
compared to U(T); therefore, the field F does
not affect the order–disorder transition for T £
To. According to Equation 2-142 and Figure 2-
20(c), w is very small for T £ To and becomes
1/2 at T = To, at which U(T) = 0, as shown in
Figure 2-20(b). This means that w = 1/2 for T
≥ To, implying that the probability for the
dipoles pointing to the right or to the left is
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Figure 2-20 (a) Potential energy profiles of two different types of dipoles in the lattice, (b) U(T) as a function of tem-
perature, and (c) the probability W as a function of temperature.
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equal. Under this situation, the applied field
will start to play an important role in causing
polarization, as discussed earlier for T between
To and Tm.

2.3.4 Spontaneous Polarization
Electronic polarization is always present in
atoms or molecules in all kinds of materials;
ionic polarization is present only in materials
made of two or more different kinds of atoms
that form ions due to the sharing of the valence
electrons of one or more atoms with the others.
For both electronic and ionic polarizations, the
dipole moments are induced by electric fields,
so they are classified as induced dipole
moments. In short, both electronic and ionic
polarizations are due to the translation (or
deformation) of the valence electron clouds
from their original thermal equilibrium state 
to a new equilibrium state. These types of
polarization are only slightly dependent on
temperature because they are intramolecular
phenomena. However, orientational polariza-
tion occurs only in the materials composed of
molecules with an asymmetrical structure in
which the centroid of the negative charge
(mainly electrons) and that of the positive
charge (mainly nuclei) are not coincident, so
they possess permanent dipole moments in the
absence of external fields. The directions of
these permanent dipole moments are randomly
distributed in the material. An electric field will
cause them to reorient toward the direction of
the field, resulting in orientational polarization.
The net polarization will return to zero after the
removal of the external field because thermal
agitation tends to randomize the alignment.
This is why polarization decreases with in-
creasing temperature.

However, there is another kind of polariza-
tion, called spontaneous polarization. By
analogy to magnetization, electric polarization
can be grouped into two major polarizations:

• Paraelectric polarization, which includes
mainly electronic, ionic, and orientational
polarizations, with c always positive

• Ferroelectric polarization, with c very large,
similar to ferromagetization

There is no counterpart to diamagnetization in
dielectric materials, with c in negative values.
Spontaneous polarization occurs in materials
whose crystalline structure exhibits electrical
order. This implies that spontaneous polariza-
tion occurs only in single crystals or crystallites
in polycrystalline materials with a noncen-
trosymmetic structure, because only in a non-
centrosymmetic structure does the centroid of
the negative charges not coincide with that of
the positive charges. In ferroelectric materials,
electric polarization occurs spontaneously due
to a phase transition at a critical temperature
called the Curie temperature, Tc, without the
help of an external electric field. At and below
Tc, the crystal undergoes a phase transition,
usually from a nonpolar cubic structure to a
polar structure. BaTiO3 is a typical example of
a ferroelectric crystal. At T > Tc, the BaTiO3

crystal assumes a cubic structure in which the
centroid of the negative charges and that of the
positive charges coincide, so the molecule does
not form a dipole moment. However, at T £ Tc,
the cubic structure is slightly distorted, result-
ing in a slight displacement of Ba2+ and Ti4+

ions. This displacement, though very small
(only about 0.15Å), is enough to cause the cen-
troid of the negative charges to be different
from that of the positive charges, thus forming
an electric dipole moment. Each unit cell 
carries a reversible electric dipole moment
spontaneously oriented parallel to the dipole
moment of neighboring cells. This chain-
reaction process is referred to as spontaneous
polarization.

The build-up of such dipole moments point-
ing along one crystal axis will gradually form
a domain and will gradually increase the free
energy of the system. This process cannot con-
tinue; the domain will stop growing when it has
reached a certain size, and another domain with
dipole moments pointing in the opposite direc-
tion will be formed in order to reduce the free
energy of the system. In a single crystal or a
crystallite, there are many domains with
moments pointing in various directions. But 
the vector sum of the dipole moments of all
domains vanishes. Each domain can be consid-
ered as a large dipole. Under an external 
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electric field, all of these randomly arranged
domains tend to move toward the direction of
the field, resulting in a net total spontaneous
polarization. Upon the removal of the field,
spontaneous polarization does not vanish 
but remains inside the material. The field-
polarization relation forms a hysteresis loop
similar to the hysteresis loop for ferromagnetic
materials. This topic will be discussed in more
detail in Ferroelectric Phenomena in Chapter 4.

2.3.5 Space Charge Polarization
The induced, orientational, and spontaneous
polarizations discussed previously are due to
the bound positive and negative charges within
the atom or the molecule itself, which are linked
intimately to each other and which normally
cannot be separated. However, electric polar-
ization may also be associated with mobile and
trapped charges. This polarization is generally
referred to as space charge polarization, Pd. This
occurs mainly in amorphous or polycrystalline
solids or in materials consisting of traps. Charge
carriers (electrons, holes, or ions), which may
be injected from electrical contacts, may be
trapped in the bulk or at the interfaces, or may
be impeded to be discharged or replaced at the
electrical contacts. In this case, space charges
will be formed, field distribution will be dis-
torted, and hence, the average dielectric con-
stant will be affected. In the following sections,
we shall consider two possible ways in which
space charge polarization may result.

Hopping Polarization
In a dielectric material, localized charges (ions
and vacancies, or electrons and holes) can hop
from one site to the neighboring site, creating
so-called hopping polarization.16 These charges
are capable of moving freely from one site to
another site for a short time, then becoming
trapped in localized states and spending most
of their time there. Occasionally, these charges
make a jump surmounting a potential barrier to
other sites. In fact, the movement of ions or
vacancies in ionic crystals and the movement
of electrons and holes in glasses and amorphous

semiconductors are essentially due to the
hopping process.37 Depending on the width and
the height of the potential barrier, a charged
particle on one site may hop or tunnel to the
other site. A simple, double-well potential
barrier is shown in Figure 2-21.

In thermal equilibrium, the time-averaged
probability for a charged particle (for example,
a negatively charged particle) to hop from site
A to site B, leaving a positive charge in site A
and creating a negative charge in site B to form
a dipole, is

(2-143)

where C is a constant and EA is the activation
energy for the hopping transition. Similarly, the
probability for the charged particle to hop in the
reverse direction from site B to site A is

(2-144)

where DEo is the difference between EA and EB,
which is positive when EA > EB, zero when EA

= EB, or negative when EA < EB. An applied field
changes the potential barrier profile, making the
hopping of the particle from site B to site A
much easier than from site A to site B (for the
case shown in Figure 2-21). Thus, the proba-
bilities under an applied field become
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Figure 2-21 A double potential well illustrating hopping
polarization due to the hopping of the charged particle over
the barrier from one well to the other.
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(2-145)

and

(2-146)

where DE¢ = DE - DEo is the potential barrier
height difference created by the applied field F,
a(DE¢) is the increase in potential barrier height
in site A, and (1 - a)DE¢ is the decrease in
potential barrier height in site B. Obviously, the
magnitude of DE¢ depends on the direction of
the vector r (the axis joining site A and site B)
relative to F. Therefore, DE¢ can be written as

(2-147)

This implies that DE¢ = qFr when q = 0, i.e., the
vector r is in the field direction; DE¢ = 0 when
q = p/2, i.e., the vector r is perpendicular to the
field direction. In this case, the applied field
does not modify the original potential barrier
height. In terms of probabilities, we can write

(2-148)

and

(2-149)

The applied field causes a decrease in hopping
probability from site A to site B by an amount
p¢ and an increase in hopping probability from
site B to site A by p¢. From Equations 2-143 and
2-147 we have

(2-150)

(2-151)

Assuming that the particle must be located
either in site A or in site B, then

(2-152)

From Equations 2-148 and 2-152, we obtain

(2-153)
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the random hopping dipole moment is

(2-155)

The hopping dipole moment may be considered
similar phenomenally to the orientational
dipole moment, but in nature, they are differ-
ent. The orientational dipole moment refers to
the permanent dipole moment formed by bound
charges within the particle, while the hopping
dipole moment is the moment formed by the
transition of a separate charged particle from
one potential well to another potential well.

Following the same concept in treating the
orientation of permanent dipoles (Equation 2-
123), the hopping dipole moment in the direc-
tion of the applied field can be written as

(2-156)

where the factor p¢ means that it is the field-
induced excess probability p¢ that produces 
the hopping polarization. Using Equation 2-
127, we have

(2-157)

Substitution of Equation 2-157 into Equation 
2-156 gives

(2-158)

Thus, the hopping polarizability is

(2-159)

where denotes the ensemble
average of the product of these two probabili-
ties, because EA and EB may vary from site to
site.
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Interfacial Polarization
The space charge, or interfacial polarization, is
produced by the separation of mobile positively
and negatively charged particles under an
applied field, which form positive and negative
space charges in the bulk of the material or 
at the interfaces between different materials.
These space charges, in turn, modify the field
distribution.

Suppose that we have a composite dielectric
specimen comprising two parallel sheets of 
different materials, and that this dielectric 
specimen is inserted into the space between two
parallel metallic plates of unit area, as shown
in Figure 2-22. In this case, under AC fields the
admittance is

(2-160)

in which

(2-161)

(2-162)

where e1r and e2r are the dielectric constants, s1

and s2 are the conductivities, and d1 and d2 are
the thicknesses of sheets 1 and 2, respectively.
Substitution of Equations 2-161 and 2-162 into
Equation 2-160 gives

(2-163)

where

(2-164)

(2-165)t e e s2 2 0 2= r

t e e s1 1 1= r o

Y
d d

j

=
+

-
+
+

Ê

Ë
ÁÁ

ˆ

¯
˜̃ +

+
+

-

Ê

Ë
ÁÁ

ˆ

¯
˜̃

+

È

Î

Í
Í
Í
Í
Í
Í

˘

˚

˙
˙
˙
˙
˙
˙

s s
s s

w t t
w t t
w t t

wt wt
w t t t

wt
w t

1 2

1 2 2 1

2
1 2

2
1

2
2

1 2
3

1 2

2 2

1

1

Y j dr2 2 2 0 2= +( )s we e

Y j dr1 1 1 0 1= +( )s we e

Y
YY

Y Y
=

+
1 2

1 2

(2-166)

Y can also be written as

(2-167)

By comparing Equation 2-167 with Equation 
2-163, we obtain the overall dielectric constant
and conductivity of this composite dielectric as
follows:

(2-168)

(2-169)

Under static DC fields, w = 0. Thus, the static
overall dielectric constant and conductivity are

(2-170)

and

(2-171)

At high frequencies, the space charges cannot
follow the change of the field and hence do not
produce space charge polarization. By setting 
w Æ •, we obtain

(2-172)

(2-173)

We can consider er• to be mainly the contribu-
tion of electronic and atomic polarizations.
Thus, the total polarization is

(2-174)

and the polarization due to electronic, atomic,
and orientational contributions is

(2-175)

Therefore, P - P¢ is the polarization due to the
space charge contribution. Thus,
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Figure 2-22 A composite dielectric material between two
parallel metal plates of unit area.
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and the space charge polarizability is

(2-177)

where N is the number of molecules per unit
volume of the composite dielectric. It should 
be noted that if this composite dielectric also
involves hopping polarization, then the space
charge polarizability ad = ah + ac is the com-
bination of both the hopping and the interfacial
polarizabilities. Since these two types of polar-
ization involve the movement of charged parti-
cles, there is no easy experimental method to
separate these two different mechanisms.

2.4 Classification of Dielectric
Materials

Dielectric materials may be classified into two
major categories: nonferroelectric (or normal
dielectric or paraelectric) materials and ferro-
electric materials. The former may be divided
into three classes, as the following sections
show.

2.4.1 Nonferroelectric Materials
(Normal Dielectric or Paraelectric
Materials)
In materials of this category, electric polariza-
tion is actuated by external electric fields.
Based on the mechanisms of electric polariza-
tion, we have three classes: nonpolar, polar, and
dipolar materials.

Nonpolar Materials
In materials of this class, an electric field can
cause only elastic displacement of electron
clouds (mainly valence electron clouds), so
they have only electronic polarization. Such
materials, which are generally referred to as
elemental materials, consist of a single kind of
atom, such as silicon (Si), diamonds (C), inert
elements in gas, liquid, or solid phase. For these
materials, the appreciable absorption occurs 
at the resonance frequency wo, which is in the
visible-to-ultraviolet region. For frequencies
lower than the resonance frequency, the 

a a a a e e e ec o rs r ro o N= - - = - -• •( )

dielectric constant should be independent of 
frequency and equal to the static dielectric 
constant. According to Maxwell’s relation, 
the refractive index of such materials can be
written as

(2-178)

The total polarizability is

(2-179)

Polar Materials
In materials of this class, an electric field will
cause elastic displacement of the valence elec-
tron clouds, as well as elastic displacement of
the relative positions of ions, so such materials
have both electronic and ionic polarization. The
material may be composed of molecules, and
each of the molecules is made of more than 
one kind of atom without permanent dipole
moments. Examples of such materials are ionic
crystals, including alkali halides, some oxides,
paraffins, benzene, carbon tetrachloride, etc.
The appreciable absorption occurs at two 
resonant frequencies: one in the optical fre-
quency region (corresponding to electronic
polarization) and the other in the lower reso-
nance frequency—(the infrared region corre-
sponding to ionic polarization). In this case, the
total polarizability is

(2-180)

Dipolar Materials
The materials of this class have all three fun-
damental polarizations: electronic, ionic, and
orientational. Thus, the total polarizability is

(2-181)

Materials whose molecules possess a perma-
nent dipole moment belong to this class. An
electric field will cause spatial orientation of the
permanent dipoles, resulting in orientational
polarization. The orientation process occurs
predominantly in liquids and gases, and in
some solids within a certain range of tempera-
tures, such as solid hydrochloric and sulfuric
acids. However, in the solid state, there exists
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a critical temperature at and below which all
dipoles are frozen in and lose their capability to
contribute orientational polarizability. But for
most materials, the dipoles are frozen in below
the melting point of the material.

It should be noted that dielectric materials, 
in general, are not single crystals; they are
either amorphous or polycrystalline, containing
a large quantity of various traps. Furthermore,
they are not nonconductive and always involve
charge carriers (electrons, holes, or both) in-
jected from electrical contacts. Therefore, in
this case, the total polarizability should include
the space charge polarizability

(2-182)

where ad in the space charge polarizability
includes ah + ac.

2.4.2 Ferroelectric Materials
A ferroelectric material is normally in single
crystalline or polycrystalline form and pos-
sesses a reversible spontaneous polarization
over a certain temperature range. There is a crit-
ical temperature, called the Curie temperature,
which marks the transition from the ordered to
the disordered phase. At this temperature, the
dielectric constant may reach values three to
four orders of magnitude higher than in the dis-
ordered phase. The order–disorder phase tran-
sition involves the displacement of atoms so
that crystals or crystallites exhibiting ferroelec-
tric phenomena must be noncentrosymmetric.
This implies that a phase transition will induce
a mechanical strain, tending to change not only
the volume and the shape of the material body,
but also the optical refractive index. Thus, fer-
roelectric materials exhibit not only ferro-
electric phenomena, but also piezoelectric,
pyroelectric, and electro-optic effects, which
can be used for many technological applica-
tions. In general, ferroelectric materials also
have electrically induced polarizations, but
these are negligibly small compared to sponta-
neous polarization. For most practical cases
dealing with ferroelectric phenomena, electri-
cally induced polarization can be ignored. More
details about the properties and applications of

a a a a a= + + +e i o d

ferroelectric materials are given in Ferroelectric
Phenomena in Chapter 4.

2.5 Internal Fields

Only in gases or in dilute phases, in which the
interaction between atoms or molecules can 
be neglected, the internal or local field, Floc,
acting on the atomic or molecular sites, can be
assumed to be the same as the applied field F.
However, the local field in condensed phases
(solids and liquids) is higher than F because of
the polarization of the surrounding particles. In
this section, we shall briefly discuss local fields
for nondipolar and dipolar materials.

Local Fields for Nondipolar Materials
To understand the concept of local fields,
imagine a small sphere of dielectric material
removed from around the site of the atom or
molecule to form a cavity, as shown in Figure
2-23. The local field Floc is composed of four
components

(2-183)

where F0 is the externally applied field in the
cavity, which is assumed to be a vacuum, acting
on A and is related to the applied field in the
bulk F by

(2-184)

or

F1 is the depolarization field resulting from
polarization charges (bound charges) on the
surface of the specimen, which is given by

(2-185)

In fact, F0 + F1 is equal to the applied field F.
F2 is the Lorentz field due to polarization
charges on the inside surface of the spherical
cavity,6,27 which is given by

(2-186)

F3 is the field of the adjacent dipoles due to 
the molecules inside the spherical cavity. In
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general, we assume that the cavity is ideally
formed without disturbing the state of polar-
ization of the surrounding material and that 
the fields contributed by all dipoles inside the
cavity tend to compensate each other. This
assumption leads to

(2-187)

Thus, the local field can be written as

(2-188)

The Clausius-Mossotti Equation
From Equations 2-63, 2-64, and 2-188, we
obtain

(2-189)

This is the well known Clausius-Mossotti equa-
tion. The number of atoms or molecules per
unit volume N is related to the number of atoms
or molecules per mole (Avogadro’s number N0)
by

(2-190)

where M and r are, respectively, the atomic or
molecular weight and the density of the mate-
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rial. Substitution of Equation 2-190 into Equa-
tion 2-189 gives the molar polarization in terms
of polarization per mole

(2-191)

This is the Clausius–Mossotti equation ex-
pressed in terms of M and r. Using either 
Equation 2-189 or Equation 2-191, a can be
determined because all other parameters are
generally known or can easily be measured. It
should be noted that the Clausius–Mossotti
equation can be used only for nonpolar materi-
als because F3 cannot be assumed to be zero for
polar materials, which will be discussed in later

sections. It should also be noted that when 

approaches unity, er approaches infinity, and
when r is larger than a certain critical value, er

tends to be negative. This phenomenon is gen-
erally called the Clausius–Mossotti catastro-
phe, indicating that Equations 2-189 and 2-191 
are reasonable only for a low a, a low r, and
nondipolar materials.

The Lorentz–Lorenz Equation
The Clausius–Mossotti equation can be used
for dipolar materials in high-frequency AC
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fields in which orientational polarization cannot
follow the time-varying fields but electronic
and atomic polarizations are still present. For
optical frequencies, only electronic polarization
is dominant, and in this case er = n2, where n is
the refractive index. In the optical frequency
range, Equations 2-189 and 2-191 can be
rewritten as

(2-192)

(2-193)

These equations are sometimes called the
Lorentz–Lorenz equation because they were
first derived independently by H.A. Lorentz in
Holland and L. Lorenz in Denmark in 1880.27

At high frequencies, which are so high that
no orientational polarization can occur but still
low enough to include both the electronic and
atomic polarizations, er is termed er•. In this
case, er• - n2 is the contribution of atomic
polarization. We can also estimate the orienta-
tional contribution. The electronic and atomic
polarizability can be estimated from

(2-194)

The total polarizability can be obtained by
measuring er under static DC fields. Thus, sub-
tracting Equation 2-194 from Equation 2-189
gives the polarizability contributed by orienta-
tional polarization if both the hopping and the
space charge polarizations are absent. This gives

(2-195)

where ers denotes the static dielectric constant.

2.5.2 The Reaction Field for Dipolar
Materials
In Section 2.5.1, we derived an expression for
the local field based on the assumption that
there is no contribution to the field from the
molecules inside the spherical cavity. If a
dipolar molecule is located at the center of the
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cavity of radius a, it produces a field that polar-
izes the cavity’s surrounding molecules. The
reaction field Fr is the field created inside the
cavity by the charges of these polarized mole-
cules on the cavity surface. Thus, in the absence
of the applied field F = 0, the effective dipole
moment of a dipolar molecule in a condensed
dipolar material is

(2-196)

where u0 is the permanent dipole moment of an
individual molecule and a is the total polariz-
ability of the material. The permanent dipole
moment and Fr are in the same direction. This
reaction field is given by

(2-197)

where

(2-198)

since N = (4pa3/3)-1.6 Then, from Equations 2-
196 and 2-197, we obtain

(2-199)

With an applied field F, the field inside the
empty spherical cavity is given by

(2-200)

where

(2-201)

Thus, the effective induced dipole moment of a
dipolar molecule inside the cavity due to the
cavity field Fi and the reaction field Fr in the
direction of the applied field F, as shown in
Figure 2-24, becomes

or
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The total dipole moment in the cavity is the
sum of the permanent dipole moment and the
induced dipole moment in the direction of F

(2-203)

To obtain the mean value of uF, we use the
Boltzmann statistics with a weight factor

, in which W(q) is the activation

energy for the rotation of a dipole toward the
field direction and is given by

(2-204)

Since only ueff must rotate but not u¢eff, which is
already in parallel to F, we have

(2-205)

where dW = 2p sinqdq is the solid angle cor-
responding to dq. Following the same approach
for L(z) (Equation 2-127) and substituting
Equations 2-199 and 2-202 into Equation 2-
205, we obtain
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The Debye Equation
Assuming that ah = ac = 0 (or ad = 0) and
expressing the total polarizability as

(2-207)

substitution of Equation 2-207 into Equation 
2-189 gives

(2-208)

This is called the Debye equation. The molar
polarization can be expressed in a form similar
to Equation 2-191

(2-209)

In fact, the Debye equation is similar to the
Clausius–Mossotti equation; the only differ-
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ence is that the former introduces ao = uo
2/3kT

into the equation. Both equations were derived 
on the basis of the internal local field rather
than the reaction field. The Debye equation is
in poor agreement with experiments for dipolar
liquids and solids, possibly due in part to 
the fact that for dipolar liquids and solids, the
Lorentz internal field is not applicable. The
Onsager equation improves on the Debye equa-
tion by using the reaction field instead of the
Lorentz internal field.

Theoretically, the molar polarization de-
duced from the Debye equation should be a
constant at a fixed temperature and independ-
ent of pressure. This means that Equation 2-191
should have the same value for the material
whether in the gaseous phase or in the liquid
phase. Experimentally, this is not true for
dipolar liquids. However, for gases in which 
er - 1 << 1, the Debye equation gives a rea-
sonably accurate prediction. Based on the
Debye equation, (ae + ai) and uo can be deter-
mined by measuring er at different tempera-
tures. Furthermore, the Debye equation gives
reasonable results for diluted solutions of
dipolar molecules in nondipolar solvents.

In general, dipolar materials can be classified
into three groups based on the permanent dipole
moments of their molecules:

• Weakly dipolar materials in which uo < 0.5
debye

• Medium dipolar materials in which 0.5
debye < uo < 1.5 debye

• Strongly dipolar materials in which uo > 1.5
debye

The Onsager Equation
In the static DC or low-frequency fields, we
have

(2-210)

On the basis of the definition of the polariza-
tion, we obtain
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At zero and low frequencies, all types of polar-
ization are taking place, so a = ae + aa + ao

(hopping and space charge polarizations are
assumed to be absent). However, in the high-
frequency fields, in which orientational polar-
ization does not occur, uo = 0. Then we have

(2-212)

The polarization becomes

(2-213)

Hence, we obtain

(2-214)

This equation is, in fact, the same as the 
Clausius-Mossotti equation. By subtracting
Equation 2-213 from Equation 2-211, we
obtain

(2-215)

This is the well known Onsager equation.38 This
equation enables the computation of uo of a
dipolar molecule from ers of a pure dipolar
liquid or solution, if its density and er• are
known. The Onsager equation was first derived
on the assumption that the molecules are spher-
ical in shape and that there are no interactions
between the molecules (or between the dipoles).
However, uo of nonassociating organic com-
pounds (with weak interactions between mole-
cules) agrees reasonably with those computed
from Onsager equation. For associating organic
compounds (with strong interactions between
molecules), the difference between the meas-
ured and the computed values of uo is large,
indicating that Onsager’s model is inadequate
for associating organic compounds.39 This is
mainly due to the following reasons:

• The model assumes that the surrounding
medium of any molecule is a continuum.
This means that it does not take into account
the interactions between the molecule and 
its neighbors. In other words, only long-
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range interaction is considered; short-range
interaction energy has been neglected.

• The model does not take into consideration 
the electrostatic interaction between nearest
dipoles.

• The model does not take into account the
nonpolar molecular interactions, which may 
be significant in some liquids and solids.
Several investigators6,24,28 have attempted to
modify the Onsager equation by using an
ellipsoid instead of a spheroid in the shape
of the cavity, and also by taking into account
the anisotropy of the polarizabilities of the
molecules. However, their modified models
do not improve much. The improvement
must take into account the intermolecular
interactions, and to this end, we must use the
statistical–mechanical approach.

Statistical–Mechanical Approaches and the
Kirkwood Equation
Both Debye and Onsager used a statistical
method to solve only part of the polarization
problem by considering the whole dielectric
medium as a continuum where there is no 
correlation between molecules (molecular
interactions) in deformational (or induced)
polarization and in orientational polarization.
Statistical–mechanical approaches to the polar-
ization problem, taking into account the inter-
action between nearest dipoles, were first used
by Kirkwood.40 He developed a general method
of solving the problem that had some influence
on all the subsequent polarization theories.
Kirkwood had taken into account the short-
range correlation in orientational polarization,
but he ignored the correlation in deformational
polarization between molecules. In Kirkwood’s
final equation, the terms due to deformational
polarization were added empirically. Later,
Frohlich28 developed a more rigorous expres-
sion, taking into account the correlation
between molecules in both orientational and
deformational polarizations by means of a 
statistical–mechanical approach. The equations
derived by these and other investigators include
a correlation factor g, which is related to the
effects of molecular interactions. When g = 1,
no correlation between molecules is taken 

into account. This is true only for systems 
of nonassociating molecules. Therefore, the 
Clausius–Mossotti, Debye, and Onsager equa-
tions can apply only to systems of nonassociat-
ing molecules and, as a result, they are not
satisfactory for condensed systems, such as
polymeric materials.

Kirkwood40 developed his theory of static
polarization by taking into account the short-
range interaction between molecules in the
liquid state. The Kirkwood equation is

(2-216)

where g is the correlation factor. The correlation
factor is a measure of the local ordering in the
material. g = 1 indicates that the average dipole
moment of a finite spherical region around one
reference molecule, which is held fixed in an
infinite size of the material specimen, is about
equal to the moment of the fixed molecule. This
implies that the location of one dipole does not
influence the positions of the other dipoles. If 
a fixed dipole tends to make the neighboring
dipoles line up in a parallel direction, then the
effective moment is larger than uo and hence 
g > 1. Conversely, if the fixing dipole tends to
line up with the neighboring dipoles in an
antiparallel direction, then g < 1.34 If the refer-
ence molecule (the fixing dipole) is surrounded
by z neighboring molecules and cos F is the
average of cos F made between the reference
molecule and one of its z nearest neighbors, then
g may be expressed as39,40

(2-217)

The correlation factor is supposed to character-
ize the molecular interaction and the short-
range structure. Up to the present, no good
method is available for determining the value of
g accurately. In general, it is roughly estimated
from the measured value of the dielectric con-
stant or the dipole moment. This is one of the
major shortcomings of the Kirkwood equation.
Furthermore, Kirkwood used the approximate
formula for the internal field, which also makes
Kirkwood’s equation inaccurate.
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The Frohlich Equation
In the model of Frohlich,28 both the short-range
interaction between molecules and the defor-
mational polarization are taken into account.
Frohlich also considered a spherical region
within an infinite, homogeneous dielectric con-
tinuum of static dielectric constant ers. This
region contains dipoles whose behavior is gov-
erned by statistical–mechanical laws. Frohlich
also treated the internal and reaction fields in a
macroscopic manner, which is more realistic
than the Onsager model. The general Frohlich
equation is

(2-218)

where

(2-219)

Nv is the number of the dipoles within the spher-
ical region of volume V, and thus, N = Nv/V is
the number of dipoles per unit volume, and

is the average of cos Fij made between
the reference molecule i and the jth nearest
neighbor.

Equation 2-218 becomes identical with the
Onsager equation (Equation 2-215) when g = 1.
However, the definition of u in the Frohlich
equation differs from that in the Onsager 
equation.28 If ers >> er•, the Kirkwood equation
and the Frohlich equation do not differ 
significantly.

In polymeric liquids or solids, the polymer
chains are entangled. The appropriate way to
deal with such molecules is to choose a small,
repeating unit of a chain as a basic dipole unit;
each of these basic units contributes equally 
to the average polarization of a macroscopic
sphere of the dielectric in an applied field.
Based on this consideration, the Frohlich equa-
tion can be used for polymers, provided that g
is replaced by

(2-220)

where is the average of cos f≤ij made
between the reference unit i and the jth unit
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within the same polymer chain, and is
the average of cosf≤ij made between the refer-
ence unit i and a kth unit in the polymer chains
that do not contain the reference unit i.39 It is
also assumed that the polymer chain contains x
repeating dipole units and the polymer has a
high molecular weight, so the contribution to
the overall polarization made by the end groups
can be neglected.

In contrast to Frohlich’s approach, Harris 
and Adler41 considered a macroscopic sphere
immersed not in an infinite macroscopic dielec-
tric continuum but in a vacuum, in order to 
simplify the evaluation of the energy of 
the interaction between the specimen and the
field. Their results predicted dielectric con-
stants larger by a factor roughly equal to

. However, because of many

shortcomings to their approach, several inves-
tigators42–46 have proposed different approaches
in order to correct them.

Buckingham45 has pointed out that the
Onsager relation between ueff and uo is a suf-
ficiently good approximation for many polar
liquids. By taking into account the discrete
nature of the particles surrounding the refer-
ence molecule and the short-range interactions,
Buckingham, in his derivation for the dielectric
constants, arrived at the same expression as the
Frohlich equation (Equation 2-218).

As mentioned earlier, the statistical theories
of polarization may enable the determination of
the effective dipole moment and the correlation
factor, which characterize the molecular inter-
actions. It has been shown that the value of the
effective dipole moment in polymers depends
on the internal rotation in polymer chains,
which is greatly hindered due to the presence
of strong molecular interactions.47 A study 
of the dielectric polarization of polymers cer-
tainly will provide useful information about
molecular interaction in polymers. As regards
polymers, it is not possible to eliminate the
interaction between polar groups belonging to
the same chain; even polymers are dissolved in
a nonpolar solvent with an infinite dilution. In
alcohol, g is large (g > 3 for butyl alcohol at
0°C) because of the high degree of correlation
between the alcohol molecules due to the 

( )( )
( )

2 1 2

3 2

e e
e e

rs r

rs r

+ +
+

•

•

cos ¢¢fik



86 Dielectric Phenomena in Solids

existence of hydrogen bonds, which leads to the
parallel orientation of dipole moments. Replac-
ing the OH radical with a halogen in butyl
alcohol leads to a big change in g. For example,
g = 0.76 for butyl bromide and g = 0.85 for
butyl chloride at 0°C. The value of g < 1 indi-
cates that the correlation in orientation makes
the dipole moments antiparallel and cancel one
another. The study of g as a function of tem-
perature and pressure in polar substances, and
as a function of the concentration in polar solu-
tion, is important to understanding molecular
interactions with respect to structural changes.

2.6 Electric Polarization and
Relaxation in Time-Varying 
Electric Fields

Atoms, molecules, and ions are so small that
even a macroscopically tiny region in a solid
contains very large numbers of such particles.
The discrete nature of matter, and the behavior
and interaction of those particles, can be man-
ifested through their response to time-varying
electric fields with wavelengths comparable to
the distances between particles (interparticle
distances). In condensed matter—solids and
liquids—the interparticle distances are of the
order of a few angstroms; electric fields with
wavelengths of this order would be in the
region of x-rays, which have energies capable
of ionizing the particles. In this section, we will
deal with the dynamic response of the dielec-
tric material involving electric fields with
wavelengths much larger than the interparticle
distances, so the dielectric material can be
treated as a continuum.

2.6.1 The Time-Domain Approach and
the Frequency-Domain Approach
In the previous section, we discussed the 
static response of dielectric materials under
static electric fields with w = 0. However, the
dynamic response under time-varying electric
fields provides much more information about
the structure of the material and its dielectric
behavior for fundamental studies, as well as 
for technological applications. To measure the

dynamic response, we can use either the time-
domain approach or the frequency-domain
approach. These two approaches are equally
powerful methods for studying dielectric 
phenomena. From the viewpoint of measur-
ing techniques, the time-domain approach is
simpler than the frequency-domain approach,
but from the viewpoint of data analyses, the
time-domain approach is more complex. In the
time-domain approach, we measure the time-
dependent polarization immediately after the
application of a step-function electric field, or
we measure the decay of the polarization from
an initial steady state value to zero after the
sudden removal of an initial polarizing field.
This decay is generally referred to as dielectric
relaxation. In the frequency-domain approach,
we mainly measure the dielectric constants at
various frequencies of alternating excitation
fields. Both approaches should be intimately
connected and should yield, in principle, the
same results.

2.6.2 Complex Permittivity
When a time-varying electric field is applied
across a parallel-plate capacitor with the plate
area of one unit and a separation of d between
the plates, then the total current is given by

(2-221)

where J is the conduction current and e* is
defined as the complex permittivity, which is
introduced to allow for dielectric losses due to
the friction accompanying polarization and 
orientation of electric dipoles. This may be
written as

(2-222)

in which er is called the dielectric constant and
e¢r the loss factor. An arbitrary time-varying
field can be resolved into sinusoidal AC fields
of a spectrum of frequencies by means of the
Fourier transformation. For simplicity, we con-
sider the applied field to be monochromatic and
a sinusoidal function of angular frequency w,
which can be expressed as

(2-223)F F j tm= exp( )w
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Substitution of Equations 2-222 and 2-223 into
Equation 2-216 yields

(2-224)

where s is the electric conductivity of the 
material. The first term on the right is a loss
component due to the inelastic scattering of
conducting charge carriers with scatterers
during their migration, which is present at all
frequencies, including w = 0 (DC fields); the
second term is also a loss component due to 
the friction in the polarization processes, which
disappears when w = 0 and increases with w;
and the third term is a lossless component
which is, in fact, the displacement current. For
dielectric polymers, s is normally extremely
small, and in most cases the contribution of the
first term can be neglected. By ignoring the first
term, the tand is given by

(2-225)

which is generally called the loss tangent, as
shown in Figure 2-25. If e¢r/er << 1 then

(2-226)

This is generally called the loss angle.
The instantaneous energy absorbed per

second per cm3 by the material is given by
JT (t)F(t). Thus, on average, the amount of
energy per cm3 per second absorbed by the
material is

(2-227)
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2.6.3 Time-Dependent Electric
Polarization
In general, the time required for electronic and
atomic polarization and depolarization is very
short (<10-12 sec). This deformational polariza-
tion process is also referred to as the resonance
process because it involves vibrating modes.
Resonance of a vibrating system occurs when
an excitation field oscillates at a frequency
close to the natural frequency of the system.
The time required for orientational, hopping, or
space charge polarization and depolarization is
quite long and varies in a wide range, depend-
ing on the dielectric systems; such polarization
processes are sometimes referred to as relax-
ation processes because they involve a relax-
ation time. A relaxation phenomenon occurs
when restoring action tends to bring the excited
system back to its original equilibrium state.

Ignoring, for simplicity, hopping and space
charge polarization, the total polarization of an
arbitrary dielectric system is

(2-228)

Since the response time for electronic and
atomic polarization is so short and can be
assumed to be practically constant for all fre-
quencies from 0 to about 1012 Hz, we can group
these two polarizations as P• = Pe + Pi =
(er• - 1)eoF. These two types of polarization
can be considered to follow instantaneously the
excitation field F without time lag; in other
words, P• and F can be considered to be in
phase. Thus, we can write

(2-229)
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Figure 2-25 The response of a parallel plate capacitor with the plate area of one unit and its equivalent circuit under an
alternating electric field.



88 Dielectric Phenomena in Solids

It is Po that has a time lag with F; therefore,
there is a phase difference between Po and F.

Supposing that the orientational polarization
takes time to respond to the applied excitation
field F, and that at the removal of the excitation
field making F = 0 at t = 0, the polarization will
decay at a rate proportional to its change from
its equilibrium state (as shown in Figure 2-26),
then we can write

(2-230)

where to is the macroscopic relaxation time.
Using the boundary condition that at t = 0, Po

= (ers - er•)eoF, the solution of Equation 2-230
is

(2-226)

So, dPo(t)/dt gives the depolarization rate for
this case, in which the excitation field is a step-
function, F = constant up to t = 0. Similarly, if
a step-function excitation field F is applied to
the dielectric system at t = 0, then Po(t) = 0 at
t = 0, and Po(t) increases with time. Following
the same method, we obtain

P t F to rs r o o( ) ( ) exp( )= - -•e e e t

dP t

dt

P to o

o

( ) ( )
= -

t

(2-232)

In this case, dPo(t)/dt gives the polarization
rate. The approximate time required for polar-
ization is shown in Figure 2-27.

Supposing that during the time interval be-
tween u and u + du, an excitation field F(u) is
applied to the dielectric system, and that F = 0
for t < u and t > u + du (as shown in Figure 2-
28), then Po(t) will take time to respond and will
change for t > u. As soon as Po(t) reaches the
value of Po(u + du) at u = t + du, the polariza-
tion will decay gradually. During the polariza-
tion period u < t < u + du, the change of the
polarization can be written as

(2-233)

in which 1 - exp[-(t - u)/to] is a response 
function. The total P consists of two parts: P•,
which can follow the excitation field immedi-
ately, and Po(t), which is governed by Equation
2-233. Thus, we can write
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Figure 2-26 Time dependence of polarization and depolarization under a step-function electric field F.
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(2-234)

According to the superposition principle, the
total polarization at time t is a superposition of
all increments dP, so we have

(2-235)

Integrating by part, we obtain

(2-236)

where exp[-(t - u)/to] is a decay function that
tends to approach zero at t Æ •.

In the following cases, we shall discuss two
general cases.
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Case A
If F is a step-function electric field with F = 0
at t = 0- and F = F at t = 0+, then from Equa-
tion 2-236 we have

(2-237)

The variation of P with time t is shown in
Figure 2-26.

Case B
If F is a sinusoidal AC field with

(2-238)

where Re refers to the real part of Fm exp( jwt),
P• can follow the field immediately, but Po has
a time lag, i.e., Po has a phase shift. To analyze
this case, we must assume that P has reached
its dynamic steady state at t = 0, so that the
bottom limit of the integral in Equation 2-236
must be changed to -•, where P = 0. From
Equation 2-236 we obtain
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Figure 2-27 The variation of different types of polarization with time under a step-function electric field F.
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(2-239)
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applied field applied field

w >> 1/to the dipoles cannot follow the field
variation; hence, the polarization gradually
decreases to zero as w increases. The loss com-
ponent, in fact, represents the dielectric losses

The component in phase with the applied field
is the lossless component, while the component
with p/2 out of phase with the applied field 
is the loss component. It is obvious that for 
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Figure 2-28 The time response of P(t) to a delta function electric field F(u) of strength F(u) within the time period of 
u £ t £ u + du.
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in the form of energy absorption. This term is
maximum at wo = 1/to and decreases gradually
as w increases or decreases from the point wo =
1/to. Using P•, P1, and P2 to denote the three
components, Equation 2-234 can be written as

(2-240)

These components as functions of frequency
are shown in Figure 2-29.

The variation of the dielectric parameters,
such as P and e*, with frequency is known as
the dispersion of the dielectric material, and it
is one of the most important properties of all
materials.

2.6.4 Kramers–Kronig Relations
Equation 2-231 can be used to derive the rela-
tions between the dielectric constant er(w) and
the loss factor e¢r(w). These relations are known
as the Kramers–Kronig relations.48,49 By writing
the decay function in a more generalized

form G(t - u) to replace , 

Equation 2-231 can be written as

(2-241)

Since D = Do + P = eoF(t) + P, we have

(2-242)

By introducing a new variable x = t - u and
assuming that the material has been subjected
to the AC field F(t) = Fm cos wt for a sufficiently
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long time that D has been settled to be a peri-
odic function of time, we can write

(2-243)

By expressing the AC field in the form of 
Equation 2-238, D can be considered to be the
real part of the product e*F. Thus,

(2-244)

Comparing Equation 2-243 with Equation 2-
244, it follows that

(2-245)

(2-246)

These two equations indicate that the real and
imaginary parts of complex permittivity depend
on the same decay function G(x). According to
the Fourier theorem, G(x) can be expressed in
the following form:

(2-247)

or

(2-248)

These two equations must be equal, so er must
be related to e¢r. Substituting Equation 2-248
into Equation 2-245, we obtain

(2-249)

Similarly, substitution of Equation 2-247 into
Equation 2-246 yields
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(2-250)

Equations 2-249 and 2-250 are called the
Kramers–Kronig relations. These relations are
very useful under certain situations because
they enable the determination of the value of
one parameter (er or e¢r) from the other param-
eter (e¢r or er) at any frequency. This is particu-
larly important when, for some reason, one of
the parameters cannot be measured. These 
relations are valid for any type of polarization,
and from them a complete spectrum of er and
e¢r over a wide range of frequencies can be
obtained—provided that one of the parameters
(er or e¢r) can be measured throughout the same
frequency range.

If we set w = 0 for the case of DC fields,
Equation 2-249 becomes

or

(2-251)

This implies that the total area under the curve
of e¢r vs �nw is simply related to ers - er•, the
extreme values of the dielectric constants, and
is independent of their dispersion mechanisms.
We shall return to this interesting feature in the
Section 2.7, which deals with the distribution
of relaxation times.

2.6.5 Debye Equations, Absorption, and
Dispersion for Dynamic Polarizations
Strictly speaking, no material is free of dielec-
tric losses, and therefore, no material is free 
of absorption and dispersion. This implies that
there is no material having frequency-
independent er and e¢r. In fact, the dispersion 
in er and e¢r is an intrinsic property of all dielec-
tric materials, and all other properties have to
coexist with it. In this section, we shall first
show the derivation of the Debye equations 
and then discuss the absorption and dispersion
phenomena.
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By expressing Fm cosw t = Fm exp ( jwt), 
Fm sinwt can be expressed as

(2-252)

and Equation 2-239 can be rewritten as

(2-253)

From Equations 2-68 and 2-222, P can also be
expressed as

(2-254)

By comparing Equation 2-253 with Equation 
2-254, we have

(2-255)

(2-256)

(2-257)

and

(2-258)

Equations 2-255 through 2-257 are generally
called the Debye equations for dynamic polar-
ization with only one relaxation time to.31,50,51

These equations are based on the assumption
that the decay function is exponential. Similar
to the situation for static polarization, Debye
equations are satisfactory only for the condition
ers - er• < 1, which can be fulfilled only in 
dilute solutions because the derivation of 
Equations 2-255 through 2-257 has not taken
into account the interaction between par-
ticles. er and e¢r are temperature dependent
through the temperature dependence of (ers -
er•) and to.
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. The maximum value of e¢r occurs 

at wo when

(2-259)

At this frequency, er, e¢r and tan d are given by

(2-260)

(2-261)

(2-262)

However, the value of tan d at wo is not
maximal. The maximum value of tand occurs
at wd when

(2-263)

At this frequency, tan d is given by

(2-264)

The values of er, e¢r, and tan d as functions of w
are shown in Figure 2-30.

Equations 2-256 and 2-257 can be written as

(2-265)

(2-266)

These two equations are the parametric equa-
tions of a circle in the er - e¢r plane. By 
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eliminating wto from these two equations, we
obtain

(2-267)

Of course, only the semicircle of Equation 
2-267, over which e¢r is positive, as shown in
Figure 2-31, has physical significance.

The major disadvantage of this method for
finding er or e¢r is that the frequency, which is
the independent variable and is the parameter
most accurately measured, is not explicitly
shown in the Argand diagram. It should also 
be noted that the derivation of Equations 2-255
through 2-257 is based on the following as-
sumptions for simplicity: The local field is the
same as the applied field F; the conductivity 
of the materials is negligible; and all dipoles
have only one identical relaxation time to. The
effects of these assumptions on er and e¢r will be
discussed later in this section.

Debye equations emerge directly from the
Kramers–Kronig relations. They show explic-
itly the frequency dependence of er and e¢r. The
type of dispersion shown in Figure 2-30 is 
generally considered the normal dispersion. All
types of polarization may be grouped into 
two major regimes: the resonance regime and
the relaxation regime. Polarizations associated
with vibrations of electrons (i.e., electronic 
or optical polarization) or with vibrations of
atoms or ions (i.e., atomic or ionic polarization)
belong to the resonance regime because in the
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Figure 2-30 er, e¢r and tan d as functions of w for cases
with negligible contribution of s due to carrier migration.

Figure 2-31 Argand diagram of er - e¢r relation for cases
with only one relaxation time to.
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polarization a resonance will occur when the
frequency of the excitation field is close to the
natural frequency of the vibration or oscillation
system. Polarizations involving the movements
of charges either by orientation (i.e., orienta-
tional polarization) or through the migration of
charge carriers (i.e., hopping or space charge
polarization) belong to the relaxation regime
because during the polarization or depolariza-
tion processes, a relaxation phenomenon occurs
due to the time required for the charge carriers
to overcome the inertia arising from the sur-
rounding medium in order to proceed in their
movement. The variation of er and e¢r with 
frequency shown in Figure 2-30 illustrates
schematically the typical dispersion behavior
for polarizations in the relaxation regime.

However, in the resonance regime, the
optical constants, i.e., the complex refractive
index n*, which consists of the refractive index
n and the extinction coefficient (or called the
absorption index) k, can be expressed in terms
of the complex dielectric constant as

(2-268)

Rearrangement of Equation 2-268 leads to

(2-269)

(2-270)

The frequency dependence of er and e¢r in the
optical frequency range, i.e., f > 1011 Hz, and
the dispersion of er and e¢r (or n and k) are anom-
alous. So this type of dispersion is sometimes
referred to as anomalous dispersion. Figure 3-
32 in Chapter 3 shows schematically this anom-
alous dispersion phenomenon, and Figure 3-33
shows the variation of er and e¢r with frequency
for various types of polarization in both the 
resonance and the relaxation regimes. For 
more details, see Absorption and Dispersion 
in Chapter 3.

The Effects of the Local Field
So far in Section 2.6, all equations derived are
based on the assumption that the local field is
the same as the applied field. This, of course, is
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valid in dilute gases. In Section 2.5, we dis-
cussed the internal field or the Lorentz field
(Equation 2-188). By taking into account the
local field based on the Lorentz field, Equations
2-255 through 2-258 and other equations are
still valid if to is replaced with t ¢o, which is
given by17

(2-271)

In general, the measured relaxation time based
on the Cole–Cole plot is higher than the real
relaxation time, possibly due to the local field
effect. Note that the local field given by Equa-
tion 2-193 is not applicable to condensed polar
polymer materials, as explained in Section
2.5.2.

The Effects of DC Conductivity
If the DC conductivity s is not negligibly small,
then s will contribute to the imaginary part of
complex permittivity. The total complex per-
mittivity becomes

or

(2-272)

Taking the DC conductivity into account, the
Debye equation (Equation 2-255), for example,
becomes

(2-273)

and Equations 2-257 and 2-258 become
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(2-275)
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(2-277)

When wto ª 1, Equations 2-274 and 2-275
reduce to

(2-278)

(2-279)

When wto >> 1, Equations 2-274 and 2-275
reduce to

(2-280)

(2-281)

The variation of e¢r and tan d with w, includ-
ing the effect of DC conductivity, is shown in
Figure 2-32, and the Argand diagram of er - e¢r
relation showing this effect in Figure 2-33.

2.6.6 The Cole–Cole Plot
Debye equations (Equations 2-256 and 2-257)
based on a single relaxation time do not suffice
to describe the relaxation phenomena for most
dielectric materials, e.g., polymers. In this case,
a distribution of relaxation times is necessary
to interpret the experimental data. In Section
2.7, we shall discuss the approach based on a
distribution of relaxation times. However, to
take into account the effect of a distribution of
relaxation times, Cole and Cole52 have pro-
posed that an Argand diagram, in which e¢r is
plotted as a function of er, can be constructed
following the empirical relation

(2-282)

where a is the parameters with 0 < a < 1. 
In fact, many materials, particularly polymers
with long chains, have a broader e¢r - �nw dis-
persion curve and a lower maximum loss than
would be expected from the Debye semicircle
shown in Figure 2-31.39 In such cases, the er -
e1

r arc will fall inside the Debye semicircle. On
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the basis of the suggestion of Cole and Cole,
Equation 2-282 can be written as

(2-283)

(2-284)

When a = 0, Equations 2-283 and 2-284 reduce
back to the Debye equations. The dispersion
curve with a > 0 is broader than that for a single
relaxation time but still symmetrical about wt

= 1. By setting , we can find that the

maximum loss also occurs at wt = 1. By elim-
inating wt from Equations 2-283 and 2-284, we
obtain

(2-285)

This equation represents a circle with the center 

at and the

radius of . This is shown in

Figure 2-34. The Cole–Cole plot exhibits a
depressed semicircle because of a > 0. Some
experimental results agree well with Equations
2-283 and 2-284 with a > 0.39

Debye’s er - e¢r semicircle is based on a = 0,
which represents the materials’ having only one
single relaxation time. In general, there exists 
a distribution of relaxation times in all solid
materials because there are always some
nonuniformities in local domains, which would
alter the individual dipoles or charges in addi-
tion to existing dipoles in the material. If the
relaxation times are due to several different
mechanisms, then the er - e¢r arc will be asym-
metrical.53,54 Several investigators53–56 have put
forward suggestions to modify the Cole–Cole
empirical equations. Some of the equations are
listed below for comparison purposes:
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Figure 2-32 e¢r and tan d as functions of w, taking into account the effect of DC conductivity.
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Figure 2-33 The effect of DC conductivity on the er - e¢r
arc. (A) s = 0, (B) s = s1 > 0, (C) s2 > s1, (D) s3 = s2.
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Figure 2-34 The Cole–Cole plot for dielectric material
with a set of relaxation times.

Debye equation

(2-255)

Cole–Cole equation

(2-282)

Davidson–Cole equation

(2-286)

Havriliak–Negami equation

(2-287)

All of these equations depend on the values of
a and b chosen within the ranges 0 < a < 1 and
0 < b < 1. Obviously, the Davidson–Cole 
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equation will reduce to the Debye equation for
b = 1. But, with b < 1, the er - e¢r arc will become
asymmetrical, as shown in Figure 2-35(a). It has
been found that several materials obey the
Davidson–Cole equation, such as glycerol tri-
acetate55 and Pyralene (a fluid mixture of 
chlorinated diphenols in chlorobenzene).17

However, the Havriliak–Negami equation gives
a much better fit to most experimental results if
a and b are properly chosen. The er - e¢r arc for
a = 2/3 and b = 1/2 is shown in Figure 2-35(b).
In the Havriliak–Negami equation, the parame-
ters a and b are not based on the physics of 
the dielectric polarization, although the modifi-
cation of the original Cole–Cole equation 
empirically may make the equation better fit
experimental results. The modification does not
lead to a better understanding of the physics
behind the distribution of relaxation times.

Fuoss and Kirkwood56 have also put for-
ward a semi-empirical equation, called the
Fuoss–Kirkwood equation, to relate only the
imaginary part e¢r of the complex dielectric con-
stant with frequency, which is given by

(2-288)

where l is the parameter with the value 0 < l
< 1, and e¢r(max) is the maximum value of the loss
factor when wt = 1. On a logarithmic fre-
quency scale, the e¢r - (�nw) relation exhibits a
symmetrical bell-shaped curve about a central 
frequency w = 1/t, which is broader than the
corresponding Debye curve (Equation 2-257),
but very similar in shape to, although not iden-
tical with, that based on the Cole–Cole equa-
tion (Equation 2-284). The difference can be
seen by comparing these two equations.
Cole57,58 has discussed the correlation between
these two equations in some detail.

2.6.7 Temperature Dependence of
Complex Permittivity
Complex permittivity is a complex function of
both the frequency and the temperature, apart
from the dependence of other parameters such
as pressure, etc. We have briefly discussed 
the frequency dependence of er and e¢r. The 
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temperature dependence of er and e¢r is mainly
through the temperature dependence of the
relaxation time which can, for a single relaxa-
tion time, be expressed as

(2-289)

where th is a pre-exponential factor and H is 
the activation energy.28 By replacing to with a
temperature-dependent t, the Debye equations
(Equations 2-256 and 2-257) can be written as

(2-290)

(2-291)

where eT
rs and eT

r• are the value of ers and er• at
temperature T. It can be seen from these two
equations that the dielectric constant er and the
loss peak e¢r(max) decrease with increasing tem-
perature, and the loss peak shifts toward higher
temperatures, as shown in Figure 2-36. If 
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(ers - er•) for nondipolar materials is not tem-
perature dependent, then the area beneath the e¢r
vs 1/T curve depends only on the activation
energy H and does not depend explicitly on fre-
quency, based on the following equation:

(2-292)

For tan-1 wt < p/2, the area beneath the e¢r
vs 1/T curve is practically independent of 
frequency.

However, for dipolar materials with dipolar
molecules, (e T

rs - eT
r•) is temperature dependent.

According to the theories of Onsager, Frohlich,
and Debye (see Section 2.5.2), we can write

(2-293)

where A is a constant. In this case, the area
beneath the e¢r vs 1/T curve is more compli-
cated, and it is given by39,59
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Figure 2-35 The er - e¢r arcs based on (a) the Davidson–Cole equation for b = 1/2, and (b) the Havriliak–Negami equa-
tion for a = 1/3 and b = 1/2.
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(2-294)

By denoting Tmax as the temperature at which e¢r
is maximum, then

(2-295)

(2-296)

In general, wtTmax differs little from unity.60

Thus, for the frequency range normally encoun-
tered in practice (wt < 1), Equation 2-294 can
be approximated to
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For wt < 1, Equation 2-297 differs from Equa-
tion 2-292 only in the (eT

rs - eT
r•) term. Thus, the

area beneath the e¢r vs 1/T curve is still practi-
cally independent of the frequency, as shown in
Figure 2-36. It should be noted that for the same
w, T ¢max, for tand to be maximum, is lower than
Tmax for e¢r to be maximum.

The same concept for temperature depend-
ence of er and e¢r can be applied to other empir-
ical equations—the Cole–Cole equation, the
Davidson–Cole equation, and the Havriliak–
Negami equation. The measurement of e¢r as a
function of frequency at a fixed temperature 
is equivalent to the measurement of e¢r as a 
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function of temperature at a fixed frequency.
Both methods should provide similar informa-
tion provided that there is no change in the spec-
imen and the DC conductivity is negligible over
the temperature range for the measurements.

2.6.8 Field Dependence of Complex
Permittivity
From Equations 2-68 and 2-224, it can be seen
that if the relationship between the polariza-
tion P and the electric field F is linear and the
electrical conductivity s is constant, then the
dielectric constant er and the loss factor e¢r
should be independent of electric field. This is
true only when the total field during the meas-
urement of these parameters is low. However,
when the specimen is biased with a strong field,
s may not be constant or the P–F relationship
may become nonlinear, then er and e¢r, measured
with a small-signal AC voltage, will be field-
dependent. Since the total current density in a
material specimen under an AC field is given
by

(2-298)

the complex relative permittivity, including the
electrical conductivity s, can be expressed as

(2-299)

where J is the conduction current, e¢rT is the total
loss factor, including the loss factor due to the
loss involved in the polarization processes and
the loss due to the electrical conduction involv-
ing the movement of charge carriers. In the fol-
lowing sections, we shall discuss the effects of
strong electric fields on complex permittivity
for three categories of materials: semiconduct-
ing, ferroelectric, and insulating.

Semiconducting Materials
In semiconductors, the concentration of free
charge carriers and hence the conductivity are
high. The value of the conductivity s at
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microwave fields of frequencies of the order of
10GHz (10 ¥ 109 Hz) or higher may become
complex. Only at AC fields of frequencies low
enough for the current capable of following 
the field, the conductivity would have the value
appropriate to that at a DC field of the same
magnitude. If the total field applied to a semi-
conductor specimen is

(2-300)

with FAC << FDC. For AC fields not high enough
to heat the charge carriers, the current may no
longer follow the field at frequencies for which
wt is comparable to unity, where t can be taken
as the mean free time between collisions. 
Obviously, t depends on both the temperature
and the applied field magnitude; it decreases
with increasing temperature and with increas-
ing field magnitude. So we can describe the sit-
uation by expressing the AC conductivity as a
complex conductivity s*(w) with the real part
s(w) representing the in-phase conductivity,
which means the current capable of following
the field, and the imaginary part s¢(w) repre-
senting the out-of-phase conductivity (p/2
lagging the field). For a simple band structure,
the AC conductivity at low AC fields is given
by

(2-301)

where DEave is the average energy of the carrier,
n is the carrier concentration, q is the electronic
charge, m* is the effective mass of the carrier,
and tm is the momentum relaxation time, which
is the average time required for a component 
of the carrier momentum in any direction to be
reduced to 1/e of its value.61,62 The t mentioned
above can be considered to be identical to tm.61

The symbol · Ò indicates the average values to
be taken over the carrier distribution in the
specimen. The out-of-phase current (p/2 lag-
ging FAC) may be thought of as a contribution
to the displacement current, so that we can
write the dielectric constant and the loss factor
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for semiconductors at high frequency AC fields
as

(2-302)

(2-303)

Since s ¢(w) is negative, the contribution of the
carriers to the dielectric constant is also nega-
tive. This implies that s ¢(w) tends to decrease
the dielectric constant, and it may even make
the dielectric constant negative for high carrier
concentrations.

Using a small-signal AC field FAC cos wt
superimposed on a DC bias field FDC, as given
by Equation 2-300, the field dependence of the
dielectric constant for n type germanium spec-
imens with low-field resistivity of 1.9 ohm-cm
and the small-signal frequency of 70GHz is
shown in Figure 2-37(a). The results are from
Conwell, Fowler, and Zucker.62,63 At T = 300°K
and FDC = 0, erT does not lie much below er,
which is about 16, because of the small value
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Figure 2-37 The variation of small-signal dielectric constant with DC bias field: (a) for n-Ge specimen of low-field resis-
tivity of 1.9 ohm-cm at 300 K and small-signal frequency of 70 GHz, and (b) for n-Ge specimen of low field resistivity of
4.7 ohm-cm at 300 K and small signal frequency of 35 GHz.

of wtm(wtm £ 0.1). However, at T = 78°K and
FDC = 0, tm becomes larger, making wtm close
to unity. In this case, the carrier contribution
becomes large enough to result in a large neg-
ative value of erT. The DC bias field tends to
reduce the value of tm and hence the value of
wtm, thus reducing the carrier contribution to
the dielectric constant, as shown in Figure 2-
37(a). Similar results have also been observed
for n-type germanium specimens with low-field
resistivity of 4.7 ohm-cm and the small-signal
frequency of 35GHz, as shown in Figure 2-
37(b). The results are from Gibson, Granville,
and Pagie.62,64 Obviously, the loss factor e¢rT is
also field dependent through the field depend-
ence of tm, as indicated in Equations 2-301 and
2-303.

Ferroelectric Materials
For ferroelectric materials, the applied electric
field has a marked effect on complex permit-
tivity. In Thermodynamic Theory in Chapter 4,
we mention that the application of a suitable
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DC field can shift the Curie point temperature
of BaTiO3 to a higher temperature, converting
the paraelectric state to the ferroelectric state;
this converted ferroelectric state will return to
the paraelectric state when the electric field is
removed. However, dielectric constant is field
dependent in the paraelectric state at tempera-
tures above the Curie point temperature Tc.
Typical results for triglycine sulphate (TGS)
and potassium dihydrogen phosphate (KDP)
are shown in Figure 2-38. In the measurements
of the effects of an applied electric field, the
electric field used to induce the polarization 
P was a 200Hz sinusoidal field, while for the
measurements of the dielectric constants a
small-signal AC field was used and kept con-
stant and low at a fixed frequency of 50kHz.
The results shown in Figure 2-38(a) for TGS
are from Triebwasser,65 and those in Figure 2-
38(b) for KDP are from Baumpartner.66

When no electric field is applied to the spec-
imen, the polarization P is equal to zero. When
a finite electric field F is applied, it induces a
finite value of the polarization P. For T > Tc and
F = 0, the dielectric constant follows closely the
Curie–Weiss relation (see Chapter 4)

(2-304)

where C is known as the Curie constant. In fer-
roelectric materials, there exists an intrinsic
bias, which produces just the same effects on
the dielectric constant as an applied bias.67

Since the applied electric field along the ferro-
electric axis is opposite in sign to the intrinsic
bias, the net dielectric constant decreases with
increasing applied field, as shown in Fig. 2.38.

Insulating Materials
Insulating materials generally refer to the mate-
rials with a large bandgap, a low concentration
of free charge carriers, a small carrier mobility,
and hence an extremely small conductivity.
Therefore, for these materials we can ignore 
the effects of electrical conuctivity s because it
would be negligibly small. The field depend-
ence of the complex permittivity is associated
mainly with the nonlinear field dependence of
the polarization. Excluding the hopping and 

er
c

C

T T
=

-

the space charge polarizations for simplicity, the
major types of the polarization are electronic
polarization (Pe), atomic polarization (Pi), and
orientational polarization (Po). For Pe and Pi, the
polarization-field relationship should remain
linear even at high fields. But for Po, the polar-
ization-field relationship is linear only at low
fields and becomes nonlinear at high fields.

Dipolar molecules in a material are similar to
balls with a positive charge on one end and a
negative charge of the same magnitude on the
other end in a viscous fluid. They are in motion
due to thermal agitation. When an electric field
is applied across a material specimen between
two electrodes, these dipolar molecules will
orient toward the direction of the field, with the
end of positive charge facing the negative elec-
trode (cathode) and the end of negative charge
facing the positive electrode (anode), resulting
in orientational polarization. The magnitude 
of the polarization depends on the angle made
between the dipole axis and the field direction,
which, in turn, depends on the applied field
strength and the temperature. The degree of
polarization is governed by the Langevin func-
tion, as discussed in Section 2.3.3. It should be
noted that molecules are generally not spherical
in shape, but rather ellipsoidal. So, even 
in nondipolar materials, the molecules are not
dipolar but are ellipsoidal in shape; the mole-
cules will still orient under an applied electric
field in order to reduce their potential energy. In
fact, a molecule can be considered a configura-
tion built up of a number of charges; it will be
distorted in an elastic system under an external
electric field. Including its distortion, any mol-
ecule can be represented by an ellipsoid with
three principal polarizabilities related to the
three perpendicular axes. If such a molecule is
placed in a field, the axis of highest polarizabil-
ity will orient toward the direction of the field
to reduce its potential energy to a minimum.
Therefore, there will exist an orientation effect
in a manner similar to the dipolar molecules (see
Classical Approach in Section 2.3.1).

It can be imagined that in a high electric field,
all individual molecules will be largely oriented,
so that there can be little extra polarization from
the further orientation of dipolar or nondipolar
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molecules when the field is further increased.
Under this situation, the polarization becomes
saturated; this phenomenon is known as 
dielectric saturation. Several investigators68–72

have observed experimentally that the static
dielectric constant of dipolar solution decreases
as the applied electric field is increased, and that
the amount of the decrease in dielectric constant
is approximately proportional to the square of
the field strength. It should be noted that in order
to observe the dielectric saturation phenome-
non, the material used must be in fluid state so
that molecules have freedom to orient; in a mate-
rial in solid state, the molecules are frozen,
losing their ability to move. Several investiga-
tors have studied this phenomenon theoretically
and proposed equations to elucidate quantita-
tively the behavior of the dielectric constant at
high fields. The first was Debye.31 Later, van
Vlect,18,72 Böttcher,6 and several others74–79 also
put forward their approaches based on their
assumptions. All of the theoretical equations are
derived on the basis of some assumptions, but
none of them is very satisfactory. It is obvious
that the tremendous local fields existing around
ions and dipoles in the solution must have large
effects on the dielectric behavior. An accurate
method to calculate such local fields is still not
available. We shall not include the discussion of
various analyses for this dielectric saturation
phenomenon here. The reader interested in this
topic is referred to the references cited above. In
the following, we shall present a simple analy-
sis with the aim of showing the physical concept
of this phenomenon.

In a dielectric solution under a high electric
field, the average dipole moment in the direc-
tion of the field is given by [see Equations
(2.123), (2.129) and (2.130)]

(2-305)

where L(z) is the Langevin function, which can
be expressed in the form of a series as

(2-306)
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Here, we must use the local field Floc instead of
the applied field F. The local field is always
larger than F by a local field correction factor
B, so Equation 2-302 can be rewritten as

(2-308)

At high fields (HF) for which z > 1, we must
include higher power terms of L(z). For sim-
plicity, we take only the terms up to z3. Thus,
the polarization can be written as

(2-309)

Assuming that for the same high field, the
dielectric constant remains the same as that
obtained at low fields, based on the linear part
of the Langevin function shown in Figure 2-17,
the polarization can be written as

(2-310)

The difference between P(HF) - P in Equation
2-309 and Equation 2-310 gives the difference
between ero(HF) and ero due to the effects of high
fields. Thus, we have

(2-311)

and the decrease in dielectric constant as

(2-312)

Depending on the local field correction factor
B, Der is proportional to the square of the
applied field and inversely proportional to T3.
If the local field, based on Lorentz’s approach,
is used, B is given by
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If the reaction field, based on Onsager’s
approach, is used, B is given by

(2-314)

The basic difference among the different
expressions put forward by other investigators
lies mainly in the different expressions for B.
However, this simple analysis, though not accu-
rate, does provide a way to understand this 
phenomenon.

2.7 Dielectric Relaxation 
Phenomena

Using the time-domain approach, measure-
ments of the growth or the decay of the polar-
ization when a step-function electric field is
suddenly applied or removed from the speci-
men will yield information about the relaxation
behavior equivalent to that from the measure-
ments of er and e¢r as functions of frequency
based on the frequency-domain approach. 
In the previous section, we discussed the rela-
tion of the dielectric constant and absorption,
with frequency based on the frequency-domain
approach. In the present section, we shall use
the time-domain approach to deal with relax-
ation phenomena. In general, the time-domain
response provides conspicuous information
about the nonlinearity of the dielectric behav-
ior simply by varying the amplitude of the
applied step-function field.

The basic experimental arrangement for 
the measurements of the time-domain response,
(i.e., the transient charging or discharging
current, resulting from the application or the
removal of a step DC voltage) is shown
schematically in Figure 2-39(a).

This arrangement was originally used by
Williams.80 The circuit is self-explanatory. The
switch S1 has two positions: one for turning on
the step DC voltage to start the flow of the
charging current, the other for short-circuiting
the specimen to allow the discharging current
to flow after the specimen has been fully
charged to a steady-state level. The switch S2 is
used to short-circuit R1 to provide a path for
surge currents for a very short period of time to
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protect the circuit; it also gives a chance to
adjust the amplifier to a null position before
recording the transient current. It is important
to make the time constant of the amplifier,
which depends on the stray capacitance in shunt
with R1, much smaller than the time during
which the transient current is flowing. The
specimen has the guard and the guarded elec-
trodes, the outer guard electrode being con-
nected to ground to eliminate surface leakage
currents from the specimen. The charging or
discharging current is measured as a voltage
appearing across R1 by means of a DC ampli-
fier. The voltage drop from point A to ground
is made zero by a negative feedback in the
amplifier circuit, which produces a voltage
across R2 equal and opposite to that across R1,
thus making the applied step voltage across the
specimen only. The step voltage, and the charg-
ing and discharging current as function of time,
are schematically shown in Figure 2-39(b), in
which Io is the steady DC component of the
charging current and the width of the step
voltage is 63 seconds.

2.7.1 The Hamon Approximation
In principle, the equivalent frequency-domain
response of a dielectric material can be
obtained from a time-domain response by a
Fourier transformation which extracts all the
separate harmonic components from the charg-
ing or the discharging current. For a linear
dielectric material in a capacitor of unit area in
cross-section and d in thickness, as shown in
Figure 2-39(a), the complex dielectric constant
can be expressed as

(2-315)

where so is the steady DC electrical conductiv-
ity and f(t) is the decay function of the tran-
sient current J(t).81 Thus, f(t) can be written 
as

(2-316)

where F is equal to V/d. Note that f(t) does not
include the contribution to the observed tran-
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sient current J(t) from the steady DC conduc-
tivity of the specimen. By considering only the
relaxation component of the transient current,
the complex dielectric constant should not
include the term so/weo, although it is part of
the total loss factor. Thus, we have

(2-317)
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For a simple relaxation process involving only
one single relaxation time based on the Debye
theory, the decay function is

(2-318)

where

(2-319)

However, for relaxation processes involving
a distribution of relaxation times, as in poly-

A rs r o= - •( )e e t

f t( ) exp( )t A t o= -

Specimen

Step Voltage

Charge

Discharge

10 20 30 40 50 60 120

Time (sec)

I (
mm

A
)

S1

S2

A

B

V

V

t = 0 t = 63 sec

R1

R2

a

b

Amplifier

Meter

(a)

I0

(b)

Figure 2-39 Schematic diagrams illustrating (a) the basic experimental arrangement for the measurements of the charg-
ing and the discharging current resulting from the application and the removal of a step voltage, and (b) the step voltage
and the charging and the discharging current as functions of time. Io is the steady DC component of the charging current.
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mers, f(t) would be a complicated function of
time, and an explicit expression for the spectra
of er(w) and e¢r(w) cannot be deduced by 
analytical integration of Equation 2-317. Of
course, if f(t) can be determined experimen-
tally over the entire range of time, numerical
solution of Equation 2-317, with the aid of a
computer, would provide information about
er(w) and e¢r(w).

However, the frequency-domain response for
the case with a distribution of relaxation times
can be expressed by empirical equations (see
Equations 2-282 and 2-286 through 2-288),
hinting that the time-domain response can also
be expressed by an empirical equation such as

(2-320)

From Equation 2-316, the decay function can
be written as

(2-321)

in which B = A/eoF. At a fixed constant tem-
perature, the constant A (and hence the con-
stants B and r) can be determined for a specific
dielectric material by a direct fitting of Equa-
tion 2-320 to the experimental data of the
charging or the discharging current. Substitu-
tion of Equation 2-321 into Equation 2-317,
followed by integration, yields

(2-322)

(2-323)

where G(1 - r) is the gamma function.16,39 If B
and r are known, er(w) and e¢r(w) at any desired
value of w can be obtained from Equations 2-
322 and 2-323.

To simplify the calculation, Hamon82 has
proposed an approximation method, generally
referred to as the Hamon approximation. Equa-
tion 2-323 for e¢r(w) may be rearranged to the
form

(2-324)
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The basic criterion for the Hamon approxima-
tion is that at a certain value of t in Equation 2-
324 e¢r (or) value of t in Equation 2-324, e¢r(w)
at any desired value of w can be obtained
simply by the following expression

(2-325)

This criterion implies that

or

(2-326)

Hamon found that for 0.1 < r < 1.2, the right-
hand side of Equation 2-326 is approximately
constant at a value of p/5 = 0.63 at an accuracy
of about 3%. Based on the Hamon approxima-
tion, the loss factor can be expressed simply as

(2-327)

This equation indicates that the observed tran-
sient current J(t) at t = 1sec and 10sec corre-
sponds to the frequency f = w/2p = 0.63/2pt =
0.1/t = 0.1Hz for t = 1sec, and 10-2 Hz for t =
10sec. That means that we can obtain e¢r(w) at
f = 0.1Hz and 10-2 Hz using the value of J(t) at
t = 1 sec and at 10 sec, respectively. The dielec-
tric constant er(w), based on the Hamon approx-
imation, can be deduced from Equations 2-322
through 2-324. It is

(2-328)

The Hamon approximation is not rigorous,
since Equation 2-321 does not hold in practice
over the entire range of times. Williams83 has
shown that the Hamon approximation can be
derived more rigorously for low-frequency long
relaxation time or high-frequency short relax-
ation time for dielectric materials following the
Cole–Cole empirical relation (see Equation 
2-282). Later, Hyde84 treated this time-
frequency transformation problem based on the
data of the time-integral of the transient current,
i.e., the charge Q(t). The measurement of the
charge on the capacitor plates rather than the
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current through the specimen has some advan-
tages in principle. The decay function for Q(t)
can be obtained directly, and Q(t) is usually
bound at short times, while J(t) involves a much
longer time to reach a steady level though the
current is much easier to measure. Hyde’s
approach may be more accurate, but it involves
more computations. Using in-line computation,
Hyde’s method can provide a rapid means of
determining er(w) and e¢r(w) over the frequency
range of 10-4 to 106 Hz.84 The Fourier transfor-
mation technique has been extended to obtain
very high frequency (108 to 1010 Hz) data. The
experimental method is usually referred to as
time-domain spectroscopy. It involves the use
of a waveguide and very short-duration pulses
with fast rise times, the reflected or the trans-
mitted pulses being observed with a sampling
oscilloscope.85

However, the Hamon approximation is
useful for a rapid appraisal of the dielectric
losses and the dielectric constant from the
polarization or the depolarization current in
practical dielectric materials, such as polymers.

2.7.2 Distribution of Relaxation Times
Dipoles (permanent or induced) are generally
present in inorganic, organic, and biological
materials. Orientational polarization plays a
decisive role in dielectric phenomena in materi-
als. The behavior of a polar molecule in a mate-
rial is similar to a body of ellipsoidal shape in a
viscous fluid. If these bodies in the fluid are not
all identical in size, then their orientations will
involve more than one relaxation time. Since
molecules are generally ellipsoidal in shape, the
friction coefficients of the three axes are differ-
ent; hence, three different relaxation times 
may exist. Many reasons exist for the relaxa-
tion times to be distributed in solids, the most
obvious being the presence of inhomogeneities.
It is likely that not all dipoles in a solid are 
situated in the same environment, so some are
more free to rotate than others. Even in a single
crystal, dipoles may find certain orientations
more favorable than others and certain transi-
tions between orientations easier than others.
The variation of such local transition probabili-
ties reflects the variation of the activation energy

H for dipole orientation and hence the relaxation
time t, as well as the preexponential factor 
th based on Equation 2-289. In polymers, the
molecules are complex; the orientation of the
polar group related to the link segment along a
polymer chain may involve many relaxation
times. For example, in polyvinyl chloride, the
degree of rotation of the polar groups about the
C–C axis depends on the position and the angle
of the section of the C–C links.

If a system has more than one type of dipole,
the relaxation times will be distributed. Sup-
posing that N is the number of dipoles of one
type per unit volume, than we can write

(2-329)

where No is the total number of dipoles of all
different types per unit volume, f(t) is the dis-
tribution function of the relaxation time t or the
probability density of t. Thus, f(t)dt represents
the probability density of f(t) in the interval
between t and t + dt. So, we can write

(2-330)

Taking into account the distribution of relax-
ation times, the Debye equations, (Equations 2-
255 through 2-258) become

(2-331)

(2-332)

(2-333)

If t is distributed, then the peak value of e¢r
decreases and the spread width of e¢r increases,
as shown in Figure 2-40.

The area beneath the curve in Figure 2-40
can be expressed as

(2-334)
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By changing the integration order, we have

(2-335)

Since

Equation 2-330 reduces to

(2-336)

This equation implies that the area is not related
to the distribution function f(t). This means 
that the area beneath the e¢r - �nw curve for any
number of relaxation times is identical irre-
spective of the dispersion mechanisms of t and
irrespective of f(t). The quantity

(2-337)

is called the relaxation strength, which is an
important physical parameter in relaxation
processes.

Since f(t) is unknown, we cannot determine
er(w) and e¢r(w) from Equations 2-331 and 2-
332. Because the distribution of relaxation
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times makes e¢r(max) decrease, Fuoss and 
Kirkwood56 have proposed a parameter l with
0 < l < 1 to modify Equation 2-257 to take into
account the effect of the distribution of relax-
ation times empirically. They have changed
Equation 2-257 to the following form:

(2-338)

When wt = 1, the maximum value of the loss
factor, termed e¢r(max), occurs. It is

(2-339)

Substitution of Equation 2-339 into Equation 
2-338 gives the expression exactly the same as
Equation 2-288—the Fuoss–Kirkwood equa-
tion. When l = 1, Equation 2-338 returns to the
Debye equation in the case of only one relax-
ation time. So l < 1 implies that the relaxation
processes involve more than one relaxation
time. Thus, the smaller the value of l, the
higher the number of different relaxation times,
the wider the spread of e¢r(w), and hence the
smaller the value of e¢r(max). This implies that the
distribution function f(t) covers a wide range of
frequencies.

To find f(t), we can rewrite Equation 2-332
to the form86

(2-340)

If the summation is represented by a matrix M,
then e¢r = Mf(t), where the elements of the
matrix are

(2-341)

So the distribution function f(t) can be
expressed in terms of the inverse matrix as

(2-342)

If e¢r is known, f(t) may be determined.
However, this method is suitable for the con-
tinuous distribution of the relaxation times.
Great errors may result if the relaxation process
involves only a few, discrete relaxation times.
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Figure 2-40 The e¢r - �n w curves (A) involving only one
relaxation time, and (B) involving a set of relaxation times,
each having its Debye-type loss peak.
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If all dipoles follow Debye’s relaxation
model, f(t) may be expressed as

(2-343)

If the distribution of the relaxation times
assumes a Gaussian type of distribution, then
we have

(2-344)

where b is a constant and to is the central and
the most probable relaxation time. The empiri-
cal relation developed by Cole and Cole52 cor-
responds to the distribution function52,56

(2-345)

Based on Equation 2-289, we can write

(2-346)

The distribution function for activation ener-
gies for dipole orientation G(H) can be written
as

(2-347)

This expression represents the fraction of
dipoles having activation energy for orientation
between H - d (DH)/2 and H + d (DH)/2.

A great deal of work has been carried out 
in studying the distribution functions for the
relaxation times and their associated activation
energies. However, the molecular processes
leading to such various distributions are still not
well understood. We still rely on some empiri-
cal approaches. It is possible that a collective
and cooperative mechanism may be involved.

2.7.3 The Relation between Dielectric
Relaxation and Chemical Structure
This is a huge topic, and we shall not include a
detailed review of it in this chapter. There are
several excellent reviews dealing with this
topic, and the reader who is interested in more
details is referred to these reviews.26,39,87–94

Here, we shall briefly discuss the relation
between dielectric relaxation and chemical
structure, taking polymers as an example.
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In polymers, there are mainly two types of
dielectric relaxation: dipolar segmental relax-
ation and dipolar group relaxation. The dielec-
tric relaxation processes of these two types
exhibit loss peaks on the curves of the temper-
ature or frequency dependence of e¢r. In amor-
phous polymers, the most intensive peaks of e¢r
or tand occur in the region of the transition
from the glassy to the rubbery (high elastic)
state, i.e., near the glass transition temperature
Tg. Dielectric losses caused by dipolar segmen-
tal relaxation are associated with the micro-
Brownian motion of segments in polymeric
chains, while dielectric losses caused by dipolar
group relaxation are associated with the local-
ized movement of molecules. Several distinct
dielectric relaxation processes are usually pre-
sent in solid polymeric materials. They can be
observed by means of the thermally stimulated
relaxation technique.94 As the temperature is
raised, the mobility of various types of mole-
cules becomes successively enhanced, making
it easier for dipolar orientation to occur.
Usually, dielectric relaxation processes are
labeled by a, b, g, d, and so on, beginning at
the high-temperature end.

Figure 2-41 illustrates schematically the a,
b, and g peaks on the curve of the loss factor 
e¢r as a function of temperature at a fixed 
frequency. In this convention, the dipolar 
segmental relaxation corresponds to the a
relaxation, and the dipolar group relaxation
processes correspond to the b, g, d, relaxations.
The high-temperature a relaxation is mainly

Temperature

e¢

g

b

a

r

Figure 2-41 Schematic illustration of the loss factor e¢r as
a function of temperature showing the a, b, and g loss
peaks.
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associated with the micro-Brownian motion 
of whole chain (segmental movement). The
dielectric loss peak in the region of b relaxation
is mainly due to the movement of side groups
or small units of main chains. The relative
strength of the a and b dielectric relaxation
depends on the degree of the orientation of
dipolar groups through the limited mobility
allowed by the b process before the more diffi-
cult, but more extensive, mobility for the a
process comes into play. There is a partitioning
of the total dipolar alignment among the molec-
ular rearrangement processes.

The mechanisms for the b process may
depend on the nature of the dipolar group con-
cerned and its position on the polymeric chain.
Among the most important mechanisms are the
following91,92:

• Relaxation of a side group about a C–C
chain,

• Conformational flip of a cyclic unit involv-
ing the transition from one chain form to
another, altering the orientation of a polar
substituent,

• Local motion of a segment of the main
chain, since the small segment of a (CH2)n

chain can have such motion without involv-
ing the rest of the chain.

At lower temperatures, there is a g relaxation
peak due mainly to the movement of small
kinetic units of the main or the side chains,
which consist of a sequence of several carbon
atoms, such as the movement of several CH2 or
CF2 groups. Another possible mechanism for
the g relaxation is due to the crankshaft rota-
tion95 below the glass transition temperature. 
The g relaxation process has been observed in
polyethylene, aliphatic polyamides, polyester,
and some polymethacrylates containing linear
methylene chains in side branches.95 The pre-
sence in the polymeric chain of runs of three or
more CH2 units, each of which is linked to
immobile groups, would lead to the crankshaft
rotation, thus resulting in g relaxation in various
polymers.93,96 However, the available experi-
mental evidence indicates that g relaxation due
to crankshaft rotation is possible only in amor-

phous polymers, or in amorphous regions of
crystalline polymers, because crankshaft rota-
tion can only occur about two collinear bonds.
This condition is not fulfilled in crystalline
regions, where the sequences of methylene
groups form mainly transconformations. Relax-
ation processes at very low temperatures have
a quantum nature.93

To study the dielectric relaxation processes,
apart from the measurement of the thermally
stimulated relaxation as a function of tempera-
ture, we need also the data from isothermal
scans of the dielectric constant er and the loss
factor e¢r as functions of frequency, so that the
effective dipole moments and activation ener-
gies may be obtained. Typical results from such
measurements for polyvinyl chloride in the 
a relaxation region are shown in Figure 2-42.
The results are from Ishida.97 Such plots are
sometimes referred to as dielectric spectra.
From a series of such plots, the relaxation times
can be determined for the individual relaxation
processes as functions of temperature.

The a relaxation peak at T = Tg of an amor-
phous polymer is much narrower than the b
relaxation peak. Also, the temperature depend-
ence of the a process is much steeper than that
of the b process, indicating that a greater
thermal activation energy is required for the
motion. The a relaxation process near Tg is
largely dependent on free volume. Molecular
structure greatly affects the glass transition
temperature and hence the dielectric relaxation
times. Thus, a bulky side group would cause the
Tg to decrease, thus preventing the chains from
packing together tightly. Tg can also be delib-
erately reduced by doping a plasticizer into the
polymer, such as diphenyl doped into polyvinyl
chloride, which affects the a relaxation process
because of the decrease of Tg.98

The effect of the degree of crystallinity on
the dielectric properties of polymers has been
extensively studied. The so-called crystalline
polymers always consist of many fully crys-
talline and fully amorphous regions. So, the
overall dielectric relaxation processes may be
regarded as a superposition of the relaxation
processes in fully crystalline and in fully amor-
phous regions in the polymer. Usually, the
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amorphous regions make the major contribu-
tion to both er and e¢r. As a result, er and e¢r will
decrease with an increasing degree of crys-
tallinity. Such a dependence of the dielectric
properties on the degree of crystallinity is
usually observed at temperatures higher than Tg

of the amorphous regions. When the tempera-
ture is lowered further to the level at which t
becomes so large that wt >> 1, then the dielec-
tric constant becomes dominated by er•. Since
the value of er• for a number of nonpolar (e.g.,
polyethylene and polytetrafluoroethylene) and
polar (e.g., polyamids) polymers differs little,
at very low temperatures, the dielectric con-
stants of these polymers are almost identical.
Thus, when the relaxation spectra are frozen at
low temperatures, the difference between non-
polar and polar polymers will disappear—
at least, as far as the value of er is concerned.
This phenomenon has been experimentally
observed.93

Polymers may exist with linear, branched,
and cross-linked chain structures. Linear poly-
mers usually have long chains composed of a
large number of repeating units, such as poly-
ethylene and polytetrafluoroethylene. Branched
polymers have side chains attached to the main
chain, such as polymethyl methacrylate. Cross-
linked polymers have a three-dimensional

space network formed by chemical bonds. They
are sometimes called the network polymers.
There are many ways to cause the formation 
of a cross-linked network. Polyethylene under-
goes cross-linking under the action of ionizing
radiation. Cross-linking can greatly restrict
certain kinds of molecular movement and
hence can affect the dielectric relaxation
processes. In general, dielectric losses will
diminish with an increasing degree of cross-
linking. This tendency appears more promi-
nently in the region of the transition from the
glassy to the rubbery state. Thus, as the degree
of cross-linking increases, the magnitude of the
principal a relaxation peak decreases.

Obviously, the incorporation of any impuri-
ties into the polymer in order to modify the
dielectric properties will also affect the relax-
ation processes and hence the values of er and
e¢r. Examples include plasticizer to lower the
glass transition temperature and polar impuri-
ties to increase the dielectric relaxation for non-
polar polymers.
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3 Optical and Electro-Optic
Processes

3.1.1 Corpuscular Theory
The Outstanding Differences between
Photons and Electrons or Protons
There are several significant differences
between photons and electrons or protons.1

• Photons may be created and annihilated,
whereas electrons or protons are conserved.

• Photons do not interact with each other, and
they obey Bose–Einstein statistics; electrons
or protons do interact with each other and
obey Fermi–Dirac statistics.

• Photons do not have electrostatic charges,
spin moments, or rest mass; these are pos-
sessed by electrons or protons.

• All photons have a common constant veloc-
ity c in free space (constant velocity v = c/n
in materials), whereas the velocities of elec-
trons or protons are variable, depending on
the accelerating voltage.

• Photons have diffraction wavelength ld

equal to their radiation (conversion) wave-
length lE, whereas electrons or protons have
ld • V -1/2 but lE • V -1, where V is the accel-
erating voltage.

• Photons have momentum p and kinetic energy
Ek, depending on their frequency, whereas 
electrons or protons have momentum and
kinetic energy, depending on their velocity.

Frequency, Energy, and Momentum 
of Photons
On the basis of Einstein’s relativistic mechanics,
the relation between mass m and energy E, and
momentum p of a particle can be expressed as
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Optical and electro-optic processes are mainly
associated with the interaction of light with
matter. Light is simply energy and energy is
intangible, being apprehended only on its inter-
action with matter, which acts as an origin or
as a detector of energy. In this chapter, we shall
discuss such interaction processes.

3.1 Nature of Light

Optical radiation is electromagnetic radiation
covering a wide range of wavelengths, as was
shown in Figure 1-21. As mentioned in Elec-
tromagnetic Waves and Fields in Chapter 1,
light can be described by corpuscular theory 
or by wave theory. The two theories are not in
conflict but complementary.

According to quantum mechanics, radiation
is absorbed or emitted as particles, called
photons, having discrete values of energy in
quanta. Thus, photon energy can be written as

(3-1)

where h is the Planck constant, c is the speed
of light, and u and l are, respectively, the fre-
quency and the wavelength. Energy is itself
intangible; it can be apprehended only through
its interaction with matter. The interaction of
light with solids may produce diffraction or
photoelectricity, leading to the concept of
radiant energy, which can be described in terms
of photons or quanta. Light, like matter, is com-
posed of infinitesimal particles whose probable
behaviors are describable by wave equations
similar to those used for describing other
waves. So, light is energy and apparently has a
dual nature.

E h
hc

= =u
l

We can conceive darkness without thought of light, but we cannot conceive light without thought of
darkness.

Christopher Morley



(3-2)

(3-3)

in which mo is the rest mass of the particle, and
m is the mass of the particle when it is moving
at a velocity v. If v << c, Equation 3-2 can be
simplified to

(3-4)

of which Eo = mc2 is the rest mass energy and

is the kinetic energy of the particle.

For photons, we have the following relation
based on Equations 3-2 through 3-4:

(3-5)

Since the photon has no mass, so mo = 0, the
momentum of a photon is

or

(3-6)

It can be imagined that a particle like a photon,
whose rest mass is extremely small (m Æ 0)
and whose velocity is extremely large (v Æ c),
will have a finite momentum and energy.

3.1.2 Wave Theory
Light as an electromagnetic wave can be char-
acterized by Maxwell’s wave equation

(3-7)

(3-8)

where F and H are, respectively, the electric
and magnetic fields. F and H are transverse
waves, as shown in Figure 1-20. In free space,
the waves propagate at a speed of light c. In
other material media, the propagation speed is
given by
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where n is the refractive index of the medium,
which is given by

(3-10)

and

where eo and e are, respectively, the permit-
tivities of free space and the medium, and uo

and u are, respectively, the permeabilities of
free space and the medium.

In describing optical phenomena, we usually
deal with the electric field vector, because the
magnetic field vector behaves in the same way
as the electric field vector. In a one-dimensional
case, Equation 3-7 can be written as

(3-11)

The solution of the above equation is

(3-12)

where

k = wave vector = (the wave number

usually used is l-1)

f = phase

T = one period of the time for one cycle =

Figure 3-1 illustrates the variation of F with the
traveling distance x and the time t. Wavefronts
or wavesurfaces are the surfaces with a constant
phase, implying that on the wavefronts, F is a
constant magnitude. This means

(3-13)

This leads to

(3-14)

which is called the phase velocity.
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Principle of Superposition
According to the principle of superposition,
two or more waves can be added to form a
resultant wave. For example, by adding two
waves of the same frequency, but with differ-
ent amplitudes and phases, such as

(3-15)

(3-16)

the resultant wave becomes

(3-17)

which can be written in the form

(3-18)

with

(3-19)F F F F Fo
2

10
2

20
2

10 20 1 22= + + -cos( )f f

F F t kxo= - +sin( )w f

F F F

F F t kx

F F t kx

= +
= + -

+ + -

1 2

10 1 20 2
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( cos cos )sin( )

( sin sin )cos( )

f f w
f f w

F F t kx2 20 2= - +sin( )w f

F F t kx1 10 1= - +sin( )w f

(3-20)

Equation 3-18 implies that the resultant of two
sinusoidal waves of the same frequency 
is itself a sinusoidal wave with the same fre-
quency as the original waves.

In general, it is not possible in practice 
to produce perfectly monochromatic light.
Usually, light consists of a group of waves of
closely similar wavelength, moving in the form
of a packet. To illustrate the concept of the
wave packet, we use two waves, for simplicity,
to demonstrate how the two waves form a
packet. Let the two waves be

(3-21)

(3-22)

Based on the principle of superposition, these
two waves can be added to form a resultant
wave. This resultant wave is

(3-23)

As we assume dw << w and dk << k, Equation
3-23 can be simplified to

(3-24)

This is the wave of the same form as the orig-
inal waves, but it has the amplitude

(3-25)

It is also a traveling wave. However, it can be
seen from Equation 3-25 that there are maxima
(antinodes) occurring at dwt/2 - dkx/2 = mp
with m = 0, 1, 2, 3, . . . and minima (nodes) at

with m¢ = 1, 3, 5, 7, . . . .

These maxima and minima are generally
referred to as the beats. The propagation veloc-
ity of a specific beat is the signal velocity or
group velocity vg of the modulated wave. Thus,
by setting dwt/2 - dkx/2 = constant (the plane
of constant amplitude), we obtain
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Figure 3-1 The variation of the electric field vector F
with distance in x-direction and time t. (a) F as a function
of x at a fixed value of t (say t = 0) and (b) F as a function
of t at a fixed value of x (say x = 0).



(3-26)

Figure 3-2 illustrates this phenomenon of beats.
From Equations 3-9 and 3-14, using v instead
of c for phase velocity for general cases be-
cause in solids v = c/n, we can write

(3-27)

and obtain the group velocity in the form

(3-28)

Group velocity and phase velocity are identical
only in media in which the propagation veloc-
ity is independent of frequency, that is, the
wave propagation in nondispersive dielectric
media.

Note that in most cases, the light source is a
point source of light radiating in all directions.
The wavefronts are then a series of concentric
spherical shells. So, the electric field vector is
given by

(3-29)

where A is the strength of the light source and
r is the distance from the light source. Equation
3-29 implies that the amplitude of the electric
field vector F is proportional to r-1. Human eyes
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w and most light detectors are not sensitive to
electric field or magnetic field vectors; they are
sensitive to the power density of light, which is
the flow of energy per unit time per unit area
and is generally referred to as the irradiance I.
I is, in fact, the Poynting vector. For the present
case, the irradiance Ir can be written as

(3-30)

Interference and Interferometry
When two or more waves with different ampli-
tudes and phases are mixed, they will interfere
with each other. For example, when two waves,
such as those given by Equations 3-15 and 
3-16, are mixed, the resultant wave is given by
Equation 3-18, with Fo given by Equation 3-19.
In this case, the resultant irradiance can be
written as

(3-31)

If E10 = E20, then I becomes

(3-32)

It can be seen that as (f1 - f2)/2 varies from 0
to p, I will vary from 4F 2

10 to zero and then from
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Figure 3-2 Schematic diagrams showing the beats produced by two waves of slightly different frequencies for x = 0.



zero to 4F 2
10 . If F10 π F20, then I varies between

(F10 + F20)2 and (F10 - F20)2, as (f1 - f2) varies
between 0 and p.

In general, interference produces the so-
called interference fringes, which are the vari-
ation of the resultant amplitude and hence the
relative energy and illumination (or brightness)
from point to point in the field of view. They
are mainly caused by the different paths
between the interfering beams of light. The
conditions for the occurrence of interference
are as follows:

• The sources of light must be coherent. This
means that the waves emanating from the
sources, while they need not be exactly in
phase, must keep their phase relationship
unaltered during the period of interference.

• The amplitudes of two wavefronts must be
similar.

• The wavelengths of the light from the
sources must be the same.

• The ways for obtaining interference in
accordance with the above conditions can be
divided into two groups: division of wave-
front and division of amplitude.2,3

Division of Wavefront
The earliest experiment about interference

caused by the division of wavefront was per-
formed by Thomas Young in 1802.4 The experi-
ment basically involves two slits S1 and S2 with
a separation d between them, and light from a
monochromatic source A illuminating a narrow
slit S, which then acts as a light source to illu-
minate simultaneously S1 and S2, as shown in
Figure 3-3. Then the two narrow beams of light
of different cylindrical wavefronts from S1 and
S2 will fall upon the screen B. Generally, the
narrower the slit as compared with d, the
greater the illuminated area, because of dif-
fraction at the slits. The distances D1 and D2

determine the phase difference f1 - f2 between
the two waves. Thus, the phase difference
between the two waves on the screen can be
written as

(3-33)f f
p
l1 2 1 2

2
- = -( )D D

Obviously, at point O on the screen, D1 = D2,
both light waves from S1 and S2, are exactly in
phase (i.e., f1 - f2 = 0); bright fringe will appear
at point 0 on the screen. When x = l/2, as shown
in Figure 3-3, the two waves will be exactly out
of phase and tend to cancel each other, so there
will be no light (i.e., there will be darkness) at
point p on the screen. Bright fringes occur when
f1 - f2 = ±2mp, that is, when D1 - D2 = ml, 
and the dark fringes occur when f1 - f2 =

±(2m + 1)p, or when , 

where m is any integer, 0, 1, 2, 3, . . . . To find
a point on the screen at a distance y from point
0, we assume that both d and y are much
smaller than D. For this case, bright fringes
occur at the points p located at a distance y
from point 0 when y = ±2mlD/d.5 Similarly,
dark fringes occur for the points at y =
±(2m + 1)lD/d.

Division of Amplitude
The various colors appearing in a soap

bubble, or those reflected from the oil film on
the top surface of a pool of water, are examples
of interference encountered daily. This phe-
nomenon is due to the interference caused by
the division of amplitude.

The simplest example of interference caused
by the division of amplitude is the interference
from a thin film of refractive index n2 deposited
on a substrate of refractive index n3. This system
is placed in a medium of refractive index n1

(usually in air with n1 = 1), as shown in Figure

D D
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1 2
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2
- = ±

+( )l
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Figure 3-3 Schematic diagram showing the basic
arrangement of Young’s double-slit experiment on 
interference.



3-4. The beams emerging from A and B at the
interface between the medium and the film are
parallel; a lens is therefore required to bring
them together to produce interference. The
beam from A is due directly to the reflection of
the incident beam, while the beam from B is due
to the reflection of the refracted beam on the rear
surface of the film. For simplicity, we choose 
n1 = 1. The difference in optical path between
the beam from B and that from A is given by3

(3-34)

Using Snell’s law, n1sinq1 = n2sinq2, we obtain

(3-35)

Substituting Equation 3-35 into Equation 3-34,
we obtain

(3-36)

So, bright fringes occur when

(3-37)
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(3-38)

where m is any integer, 0, 1, 2, 3, . . . .
Applying the same principle of analysis for

two beams, it is quite straightforward to extend
the case for two beams to the cases for multi-
ple beams. Multiple beams will produce inter-
ference caused either by the division of
wavefront or by the division of amplitude. For
more details about this subject, the reader is
referred to two very good references.3,4 Many
applications are derived from the interference
phenomenon. Here, we just mention a few
examples.

Nonreflecting Surface—It is possible to
deposit or to insert a thin dielectric layer on the
surface of any object, when reflection of the
incident wave is not desired. Such a thin layer
or thin film, as shown in Figure 3-5, is some-
times called an antireflection coating. The inci-
dent wave reflected from the interface between
the film and the medium (usually the air with
n1 = 1), called wave A, and the wave reflected
from the interface between the film and the
object of refractive index n3, called wave B, will
interfere with each other. In order to make them
to interfere destructively, the optical thickness
of the thin film must be equal to l/4, so that 
the optical path difference between wave A and
wave B is equal to l/2, or their phase difference
equal to p. To satisfy this condition, the fol-
lowing relation, based on Fresnel’s reflection
equation, must be satisfied3:

2
2 1

2
2 2n d

m
cos

( )
q l=

+

120 Dielectric Phenomena in Solids

LensC

B

D

A
d

n1

n2

q2
q2

q1

n3

Interference
   pattern
      appearing
         on the
           focal plane

Figure 3-4 Schematic diagram showing the interference
caused by the division of amplitude due to beams of light
emerging from a thin film of refractive index n2 with n2 >
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Figure 3-5 Nonreflecting surface produced by insertion
of a dielectric film with thickness d = l/4 and refractive
index n2 = (n1n3)1/2.



(3-39)

This leads to

(3-40)

Appreciable reduction in the reflected irradi-
ance has been found with films of magnesium
fluoride or cryolite on the glass surface.

Interferometers—The various types of inter-
ferometers may be divided into two main
groups based on their operational principles:

• On the basis of the division of wavefront by
means of a number of apertures similar to
that used in Young’s experiment, or by
means of prisms and mirrors.

• On the basis of the division of amplitude by
means of semireflecting surfaces, part of the
light being reflected and part being trans-
mitted. The classical Michelson interferom-
eter belongs to this group.

The basic principle of interferometers is to
bring the reflected or transmitted beams
together to produce bright and dark interference
fringes. Based on the difference in the optical
paths and the associated bright and dark inter-
ference fringes, it is possible to determine the
distance between two points or the thickness of
a thin film. The classical method for measuring
the distance is the Michelson interferometer,
and in fact, nearly all other interferometers 
are variations of this basic instrument.6–8

Because our aim is to show the basic principle
of the interferometer, we have chosen a simple
one, called the Fizeau interferometer, because
the essential design of this instrument is origi-
nally due to Fizeau, but the arrangement shown
in Figure 3-6 is based on a more recent devel-
opment.9,10 In this instrument, light from a
quasi-monochromatic source Lp is collimated
by the lens L and falls on the film T at nearly
normal incidence. The light reflected from the
top and bottom surfaces of the film returns
through L and converges to an apparatus A,
which produces the bright and dark interference
fringes on the focal plane F. Usually, a black
cloth is placed at the base S of the instrument
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to absorb the transmitted light. The bright and
dark fringes appearing on the focal plane F
provide the information about the optical thick-
ness of the film.

Diffraction
If an opaque object is placed between a beam
of light and a screen, the shadow cast on the
screen is not perfectly sharp. Some light is also
present in the dark zone. Similarly, a beam of
light that emerges from a small aperture or a
narrow slit is observed to spread out. In daily
experience, we may have noticed that the
beams of a car’s headlights are spread out by
the mist on a foggy night; the mist is composed
of water particles, which scatter the light
beams. This phenomenon is called diffraction.
If the particles are extremely small, such as
atoms arranged in the lattice of a crystal, an
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Figure 3-6 The basic arrangement of the essential parts
for the Fizeau interferometer.



incident beam striking the crystal will undergo
Bragg diffraction. The arrangement of the
atoms and the structure of the crystal can be
determined by examining the angle and the
intensity of the diffracted beams. Since the sep-
aration between atoms (lattice constant) is
extremely small, the wavelength of the incident
beam must be small. This is why x-rays must
be used. This is well known as x-ray diffraction
spectroscopy.

The basic theory of diffraction is that of
Huygens and Fresnel, which is so far the most
powerful and adequate theory for treating 
most problems encountered in optical instru-
ments.11 Based on this theory, every point of a
wavefront may be considered a center of a 
secondary disturbance which gives rise to many
spherical wavelets spreading out in all direc-
tions. Secondary wavelets also mutually inter-
fere with each other. The waves of such
spherical wavelets from the center of the dis-
turbance will be superposed to form a new
wavefront.

Because of the diffraction effect, images 
of any object through a lens or a microscope
always have some defects, implying that the
images always have some distortion in shape
from the actual object. This may be caused by
diffraction, aberration, or optical noise. Here,
we will consider only the effect of diffraction.
Let us take the resolution of a microscope as an
example. Airy was the first to compute the dif-
fracted image,12 showing in 1834 that for a 
diffraction at a circular aperture of diameter D,
the angle a between the first maximum (meas-
ured from the center) and the first dark ring is
given by

(3-41)

where l is the wavelength of the light. The
maxima are separated by the minima, which
occur at the angle of diffraction. For a circular
aperture, the pattern would consist of a central
bright area surrounded by concentric dark and
bright rings. According to Airy, about 84% of
the light is concentrated within the central spot,
which is called the Airy or diffraction disk, 
as shown in Figure 3-7(a). For instance, when

sin
.

a
l

=
1 22

D

light from a lamp, through a small pinhole, falls
on a cardboard sheet located at a distance of
several meters, we can see a bright spot and
also dark rings. The same kind of pattern can
be observed when a pointed object is imaged
by a microscope.

Generally, a microscope is commonly used
to determine the separation between two small
objects. This is exactly what photolithography
does in today’s microelectronic technology. 
In this case, we may have three possible 
resolutions:

• The two objects produce an overlapping
image, so we can see only one object
through the microscope.

• The two objects can be observed distin-
guishably, but their relative positions are not 
distinguished.

• The two objects are clearly resolved. How-
ever, the demarcation between the “resolved”
and the “not resolved” is not perfectly sharp.

The Rayleigh criterion imposes the condition
that the two objects can be clearly distinguished
when the central maximum, created by object
A, coincides with the first minimum created by
the other object B, as shown in Figure 3-7(b).
Thus, for a distinguishable image, the separa-
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Figure 3-7 (a) Diffraction at the aperture of a lens
showing an Airy disk, and (b) the resolution limit of an
optical microscope.



tion S between the two objects should follow
the criterion

(3-42)

where n is the refractive index of the medium.
This means that for the two objects in the image
are just resolved, S must be the value not
smaller than that limited by Equation 3-42. The
numerical aperture (NA) is given by

So

(3-43)

Thus, the higher the value of NA of a lens, the
higher the quality of the lens. Based on this cri-
terion, if the system is placed in dry air, n = 1,
values of NA up to 0.95 have been used.
However, if the system is immersed in oil, the
value of NA can be higher than 1.45. Thus, for
l = 5500A, the minimum value of S having
good resolution is about 3.5 ¥ 10-5 cm in dry air
and about 2.5 ¥ 10-5 cm in oil. So there is some
advantage to placing the system in a medium
having a high n and hence high NA.

Polarization, Reflection, and Refraction
Any beam of ordinary light comprises many
individual waves, so the planes of the vibration
of the electric field vectors are randomly ori-
ented. Such a beam of light is unpolarized, and
the resultant electric field vector changes its ori-
entation randomly in time. A beam of light with
its electric field vector vibrating only in a spe-
cific plane is referred to as plane-polarized, as
shown in Figure 3-8. The wave propagates in
the z direction, while the electric field vector F
vibrates in the x–z plane (i.e., y = 0) and the
magnetic field vector H vibrates in the yz plane
(i.e., x = 0). We have mentioned that in describ-
ing optical phenomena, we usually consider
only the electric field vector F because the mag-
netic field vector H behaves in the same way as
F. The simplest form of polarization is plane
polarization. There are other forms of polariza-
tion. Suppose that we have two plane waves,

S
NA

=
0 6. l

NA n= sinq

S
n

=
1 22

2

.

sinq

one with Fx vibrating in the xz plane and the
other with Fy vibrating in the yz plane (see
Figure 3-8), then we can write

(3-44)

(3-45)

By eliminating wt and combining Equations 
3-44 and 3-45, we obtain

(3-46)

There are three special cases.

First, if Fxo π Fyo and , then Equation

4.46 can be simplified to

(3-47)

This is an elliptically polarized wave.

Second, if Fxo = Fyo and , then 

Equation 4-46 becomes

(3-48)

This is a circularly polarized wave.
Third, if Fxo π Fyo and q = ±p, then Equation

3-46 becomes

F F Fx y xo
2 2 2+ =

q
p

= ±
2

F

F

F

F
x

xo

y

yo

Ê
Ë

ˆ
¯ + Ê

ËÁ
ˆ
¯̃

=
2 2

1

q
p

= ±
2

F

F

F F

F F

F

F
x

xo

x y

xo yo

y

yo

Ê
Ë

ˆ
¯ - + Ê

ËÁ
ˆ
¯̃

=
2 2

22
cos sinq q

F F ty yo= +cos( )w q

F F tx xo= cosw

Optical and Electro-Optic Processes 123

H

H

F F

z

x

y

W
av

e 
Pro

pa
ga

tio
n

Figure 3-8 Plane-polarized light wave with the electric
field vector F vibrating in the x–z plane (y = 0) and the mag-
netic field vector H vibrating in the y–z plane (x = 0).



(3-49)

This is a linearly polarized wave.
Of course, if q were different from 0, p/2,

and p, the shapes of the polarized waves would
be different from the three cases just 
mentioned.

Polarizers
Certain sources provide polarized light

without the use of polarizers, such as light from
lasers and light from the blue sky, which is par-
tially polarized. However, plane-polarized light
may be produced from unpolarized light in a
number of ways. The earliest experiment to
produce plane-polarized light from ordinary,
unpolarized light is due to Malus.3,14 He used
two parallel, unsilvered mirrors, such as glass
plates, as shown in Figure 3-9. The light is
strongly reflected from G1. If mirror G2 is turned
in such a direction to reflect most of the light out
of the x–y plane, then mirror G1 makes the light
strongly reflected in the x–y plane and not in the
direction perpendicular to the x–y plane. In other

F

F

F

F
x

xo

y

yo

+ = 0
words, the first mirror G1 polarizes the light, and
the second mirror G2 reveals that it is polarized.
An apparatus that can produce a beam of plane-
polarized light from a beam of unpolarized light
is called a polarizer. This is similar to a filter,
which allows only a narrow band of frequencies
to pass through and filters out all other fre-
quencies. An apparatus that can detect plane-
polarized light is called an analyzer. Generally,
an apparatus capable of being a polarizer is also
capable of being an analyzer, and vice versa. We
shall consider two commonly used polarizers:
one is by reflection and the other by transmis-
sion; both are based on the condition of no
reflection at the Brewster angle. The former
suffers a great loss of light, since only a fraction
of the incident beam is reflected, while the latter
does not give complete polarization, though a
pile of glass plates is used.

Light Polarized by Reflection—When a beam
of unpolarized light strikes the boundary
between two media, the incident beam on the
plane of incidence perpendicular to the bound-
ary will be partly reflected and partly refracted,
thus changing the direction of propagation,
amplitude, and phase, as shown in Figure 3-
10(a). The electric field vector F of the incident
beam may be vibrating in any direction, such
as along the r-direction but in the rr1 plane.
However, F can be resolved into two compo-
nents: one vibrating in the plane of incidence
(i.e., parallel to the plane of incidence), termed
Fp, and the other vibrating perpendicular to the
plane of incidence (i.e., normal to the plane of
incidence), termed Fn, as shown in Figure 3-
10(b). The symbol used for Fp is ||||— and that for
Fn is ••••—. Thus, the symbol for an unpolarized
beam, with F mixed with Fp and Fn, is ||||••••—. 
The normal reflection and refraction for an
unpolarized light wave is shown in Figure 
3-10(c). However, when the angle of incidence
is equal to Brewster angle qB, (i.e., q1 = qB) if
the incident beam is a normally plane-polarized
beam, the reflected beam and the refracted
beam are both normally plane-polarized, as
shown in Figure 3-11(a). When the incident
beam is parallel plane-polarized, the incident
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beam and the refracted beam are parallel plane-
polarized, but there is no reflected beam, as
shown in Figure 3-11(b). For the incident un-
polarized beam, the refracted beam is still 
partially unpolarized, but the reflected beam 
is highly plane-polarized. In this case, the
plane-polarized reflected beam is polarized in
the direction normal to the plane of incidence.
Therefore, this method can be used to produce
a normally plane-polarized beam from an unpo-
larized beam.

From Figure 3-11, it can be seen that only for
the incident beam parallel plane-polarized at 
q1 = qB, there is no reflection. When q1 = qB,
then

(3-50)

Based on Snell’s law,

(3-51)

so from Equations 3-50 and 3-51, qB can be
expressed as

n n1 1 2 2sin sinq q=

q p q2 2= - B
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Figure 3-11 The reflection and refraction for the incident beam striking the boundary between two media at the angle of
incidence q1 = qB (Brewster angle): (a) for the normal plane-polarized beam, (b) for the parallel plane-polarized beam, and
(c) for the unpolarized beam.



(3-52)

If medium 1 is air, n1 = 1, and medium 2 is glass,
n2 = 1.5, then qB = 56.3°. For the reverse case—
medium 1 is glass and medium 2 is air—then qB

= 33.7°. At this critical angle qB, the reflectance
from the boundary is equal to zero for parallel
plane-polarized light.15,16 No reflection occurs,
because the electric field vector Fp in medium 2
sets the atomic electrons into oscillation. This
oscillation of atomic electrons acts like that of
Hertian oscillators, which radiate energy only in
the direction perpendicular to the direction of
the oscillation but radiate no energy in the direc-
tion of the oscillation. That is why there is no
reflection in medium 1 in the direction parallel
to the direction of the oscillation of the atomic
electrons in medium 2.

The reflectance, which is defined as the ratio
of the reflected to the incident energy, is given
by

(3-53)

for a parallel plane-polarized wave, and

(3-54)

for a normally plane-polarized wave. Both 
Rp and Rn depend on the angle of incidence q1

and on the optical constants of the medium. 
In general, the optical constants should be
expressed in complex form because of the dis-
persion of the material. The complex refractive
index is given by

(3-55)

where n is the refractive index and k is the
absorption index or the extinction coefficient,
which represents the attenuation of the wave
per unit wavelength. The calculation for the
reflectance in general is quite mathematically
involved. For the simple case, assuming that
medium 1 is a transparent material with n*1 = n1

and k1 = 0, and medium 2 is an absorbing mate-
rial with n*2 = n2 - jk2, then the reflectance can
be expressed as17

(3-56)
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(3-57)

Only for normal incidence (i.e., q1 = 0), Rp =
Rn. Otherwise, Rp and Rn are different. The
reflectance as a function of the angle of inci-
dence is shown in Figure 3-12. It can be seen
that only for Rp there is a Brewster angle qB, at
which Rp = 0.

Light Polarized by Transmission—Figure 3-
11(c) shows that some of the light polarized
normal to the plane of incidence is reflected; all
of the light parallel plane-polarized is transmit-
ted to medium 2. If a pile of glass plates is used
for this polarizing process, it is possible to filter
out the light normally plane-polarized, leaving
the portion parallel plane-polarized to pass
through, as shown in Figure 3-13. After passing
through a pile of glass plates, the transmitted
light becomes a highly plane-polarized light,
but in this case, the light is polarized parallel to
the plane of incidence.
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Total Internal Reflection
Based on Snell’s law, it is possible to make

the angle of refraction q2 = p/2 by changing the
angle of incidence to a critical angle termed 
qc. For this to occur, n1 must be larger than n2,
(i.e., n1 > n2). So, when a light beam in medium
1 strikes the surface of medium 2, which is a
less dense medium, at the critical angle qc,
which is

(3-58)

then the incident beam will be totally reflected.
Usually, the incident beam is not reflected at 
the striking point on the boundary surface, 
but penetrates some distance into medium 2
before it is reflected. The reflecting surface 
of the reflected beam is displaced slightly
behind the real reflecting surface. This is
known as the Goos–Hanchen effect.18 The total
internal reflection is important in optical fiber
waveguides.

Dispersion
A pulse or signal of any electromagnetic

waves may be constructed to form wave
packets by superposition of all harmonic waves
covering a frequency interval with prescribed
amplitudes. The velocities, with which the con-
stant phase surface of these component waves
are propagated, depend on the parameters e
(permittivity), m (permeability), and s (con-
ductivity) of the medium. If the medium is non-
conducting and e and m are independent of the
frequency of the waves, then the phase veloc-
ity is constant and the signal is propagated

qc n n= -sin ( )1
2 1

without distortion. Such a medium is not dis-
persive. On the other hand, if the medium is
conducting, then the propagating harmonic
waves suffer attenuation, relative displace-
ments in phase in the direction of propagation,
and the signal arrives at a distant point in a dis-
torted form. Such a medium, in which the phase
velocity is frequency-dependent, is dispersive.

At optical frequencies, a material may
exhibit this dispersive phenomenon even when
the conductivity due to free charges is totally
negligible. In nonmagnetic dielectric materials,
the phase velocity is related to the refractive
index n = (er)1/2. Strictly speaking, however,
there is no material free of dielectric losses;
therefore, there is no material completely free
of dispersion. Dispersion is an intrinsic prop-
erty of all dielectric materials, and all other
properties must coexist with it. So, the refrac-
tive index must be in complex form, as given
by Equation 3-55.

A dielectric solid may be considered an
assembly of oscillators (each atom or molecule
is an oscillator) set into forced vibration by the
excitation force or by the radiation of optical
frequencies. Under an applied electric field or
the electric-field vector of the incident electro-
magnetic wave of radiation, the bound elec-
trons (or ions) will be displaced from their
equilibrium positions, giving rise to polariza-
tion. These bound electrons (or ions) will also
experience a restoring force proportional to the
displacement Dx and a damping force propor-
tional to the velocity d(Dx)/dt. Thus, the motion
of an electron (or an ion) is governed by the fol-
lowing equation

(3-59)

where m is the mass of the electron (or the ion),
wo is the natural frequency of the oscillator, G
is the force constant, and Fx exp( jwt) is the
excitation field in the x direction. The solution
of Equation 3-59 is

(3-60)

Thus, we have the complex relative permittiv-
ity (or dielectric constant)
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Figure 3-13 Polarization by transmission through a pile
of glass plates with the incident unpolarized beam striking
the surface of the first glass plate at the Brewster angle.



(3-61)

Thus, we can write

(3-62)

This is the dispersion equation. It implies that
any light beam passing through a dielectric
medium will suffer attenuation and hence dis-
persion. More details about this topic will be
given in Section 3.3.4.

3.2 Modulation of Light

If optical beams are used as information car-
riers, then transmission of the information
requires the optical beams to be modulated.
This process of placing information onto an
information carrier is referred to as modulation,
and the converse process is referred to as
demodulation (the recovery of the informa-
tion). Optical beams can be modulated by
varying one or more of the wave parameters:
frequency, amplitude, phase, polarization, and
propagation direction. Frequency, amplitude,
and phase modulations are well known in radio
and microwave communications. Polarization
and propagation direction are related to the
variation of the refractive index. In this section,
we shall discuss several important effects that
lead to the modulation of light.

3.2.1 Double Refraction 
and Birefringence
In Section 3.1.2, we mentioned that the super-
position of two waves, one with the electric
field vector vibrating in the x direction and the
other vibrating in the y direction, will produce
elliptical, circular, or linear polarizations,
depending on the relative values in amplitude
and phase of the two waves. There are some
materials in which the refractive index for light
linearly polarized in one direction (e.g., in the
x direction) is different from that for the light
linearly polarized in another (e.g., in the y
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D direction). This implies that such materials are
anisotropic and that the light with the electric
vector in one direction travels faster than that
in another. Some materials consist of non-
spherical, long molecules, and these molecules
may be arranged with their long axes parallel
to each other. Because of the structure of 
the molecules, it is possible that the electrons
respond more easily to the electric field oscil-
lation in the direction parallel to the long axes
of the molecules than they would respond to the
electric field perpendicular to these axes. Such
materials, which have double refractive indices,
are said to be birefringent. If a light beam is
incident normally on such birefringent mate-
rials, the beam will be split in two upon refrac-
tion, except in certain preferred directions.
Since the x-directed and the y-directed electric
field vectors travel with different velocities,
their phases change at a different rate as the
light propagates through the material. Although
on the material surface the x-directed and the 
y-directed electric field vectors are in phase, 
the phase difference between these two electric
field vectors inside the material becomes pro-
portional to the depth the light has traveled 
into the material. Anisotropic materials, such 
as Calcite (CaCO3), quartz (SiO2), and KDP
(potassium dihydrogen phosphate, KH2PO4),
belong to this kind of material. If a narrow
beam of unpolarized light is incident normally
on the surface of a birefringent plate, the beam
will be split into two refracted beams: the 
ordinary ray (O ray) and the extraordinary ray
(E ray), as shown in Figure 3-14(a). The O ray
passes through the plate, but the E ray diverges
as it passes through the plate and then emerges
parallel to the original beam direction. If the
emergent beam from Plate I is allowed to fall
on Plate II, whose optic axis is parallel to that
of Plate I, the result is shown in Figure 3-14(b).
The combination of these two plates behaves
like a single plate of the thickness equal to the
sum of the thicknesses of the two plates (i.e.,
1d + d/2 = 1.5d). If Plate II is rotated through
an angle of p about the direction of the incident
beam, the deflections in the two plates are of
opposite signs. Thus, the combination of these
two plates behaves like a single plate of the
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thickness equal to the difference in thickness
between the two plates, (i.e., 1d - d/2 = d/2),
as shown in Figure 3-14(c).

The direction of polarization of the O ray is
perpendicular to that of the E ray. According to
Huygens,3 since there are two rays, the wave
should consist of two equiphase wavefront sur-
faces, one for the O ray and the other for the 
E ray. The O ray obeys Snell’s law in all direc-
tions, indicating that the surface to represent its
equiphase wavefront surface is a sphere, while
for the E ray, the surface to represent its
equiphase wavefront surface should be an ellip-
soid of revolution. Huygens also assumed that
all birefringent crystals can be considered uni-
axial and that the spheroid touches the sphere
either externally, as shown in Figure 3-15(a), or
internally, as shown in Figure 3-15(b), depend-
ing on whether the uniaxial crystal is positive

or negative. In either case, the whole surface is
formed by revolving the curves about the line
joining the points of contacts. If the wave prop-
agation is along this line, both the O ray and the
E ray have the same propagation velocity. This
line is called the optic axis. The two rays have
mutual perpendicular polarization. The plane
containing the optic axis and the O ray is called
the principal plane for the O ray, and that con-
taining the optic axis and the E ray is called the
principal plane for the E ray. The O ray is polar-
ized perpendicular to the principal plane of the
O ray, while the E ray is polarized in the prin-
cipal plane of the E ray. For positive uniaxial
crystals, the refractive index for the O ray no is
smaller than that for the E ray nE (i.e., no < nE),
as in quartz (SiO2), while for negative uniaxial
crystals, the refractive index for the O ray is
larger than that for the E ray (i.e., no > nE).
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Suppose that a point source of light is radi-
ating uniformly inside the crystal; the O ray
component is polarized with its electric field
vector perpendicular to its principal plane and
has a spherical equiphase wavefront surface.
This is why the O ray propagates at the same
velocity in all directions and the crystal for 
the O ray behaves like an isotropic crystal. The
E ray is polarized in its principal plane and
orthogonally to the O ray. Its equiphase wave-
front surface is a spheroid, and this is why the
velocity of the E ray propagation varies with
direction. Only along the optic axis, its propa-
gation velocity is the same as that of the O ray.
At right angles to the optic axis, the propaga-
tion velocity of the E ray is either a maximum

for the negative uniaxial crystal, in which 
no > nE, or a minimum for the positive uniaxial
crystal, in which no < nE, as shown in Figure 
3-15. If an unpolarized light beam is incident
on the surface of a birefringent material, there
are two refracted beams inside the material: the
O ray and the E ray. Their refraction angles
depend on the value of no and nE, as shown in
Figure 3-15.

Quarter-Wave Plates (QWP)
It can be seen from Figure 3-15 that when a
light beam propagates along the direction per-
pendicular to the optic axis in a uniaxial crystal,
the difference in velocity between the O ray and
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the E ray is the greatest. Therefore, there will
be a phase difference between the two beams.
After these two beams have traveled a distance
d inside the crystal, the phase difference is

(3-63)

Suppose we have a uniaxial crystal plate of
thickness d. If the difference in optical paths 
(no - nE) d = l/4 (quarter wavelength), then the
phase difference between the O ray and the E
ray becomes

(3-64)

Thus, the combination of these two rays will
have a resultant electric field vector that will
trace an ellipse on the exit facet of the crystal.
Based on the same principle, we can also
produce half-wave or whole-wave plates. In
addition, we can adjust the direction of the inci-
dent beam relative to the optic axis. If the angle
between the direction of the incident beam and
the optic axis is 45°, the emergent beam will be
circularly polarized. However, a variety of the
forms of polarization can be obtained using uni-
axial crystal plates. Such plates are often used
in light modulation systems.

Optical Activity
When a beam of plane-polarized light passes
through certain types of crystals, the light
remains plane-polarized but rotates about the
direction of polarization, either in clockwise
rotation (called right-hand or positive rotation)
or in counterclockwise rotation (called left-
hand or negative rotation). Such crystals are
generally referred to as optically active mate-
rials, and such an intrinsic phenomenon is
referred to as natural optical activity. Obvi-
ously, only anisotropic crystals may have this
property. Some birefringent crystals exhibit a
gyration phenomenon due to this natural rota-
tion of the polarization plane. However, optical
activity can be induced by an external excita-
tion force. Some materials, which are normally
isotropic in their optical properties, may
become anisotropic and optically active by an
external force, such as an applied electric field,

Df p= 2

Df
p
l

= -
2

( )n d n do E

a magnetic field, optical radiation, or mechani-
cal stress. This leads to many ways to produce
light modulation. In the following sections, we
shall discuss some commonly used methods for
making material optically active.

3.2.2 Electro-Optic Effects
This section deals with the ways of making
some crystals optically active by means of an
applied electric field. An applied electric field
across a crystal will alter the normal distribu-
tion of electrons in it and hence cause changes
in polarization P and refractive index n. Thus,
the field dependence of the refractive index can
be written as

or

(3-65)

where n is the refractive index in the absence
of an applied field (i.e., F = 0), Dn is the change
of the refractive index, and a and b are electro-
optic constants. The effect of the electric field
on the change of the refractive index is referred
to as the electro-optic effect. It is evident that
if a crystal has a center of symmetry or a 
material has a random structure, there is no
electro-optic effect. Only crystals that are 
noncentrosymmetric exhibit the electro-optic
effect. In the following sections, we shall
discuss two well known electro-optic effects
commonly used in light-modulation systems.

The Pockels Effect or Linear 
Electro-Optic Effect
The Pockels effect is the first order electro-
optic effect, which was first discovered by 
F. Pockels in 189319 and is now probably 
the most useful element in modulation applica-
tions.20 Let us consider a three-dimensional
dielectric ellipsoid, as shown in Figure 3-16,
whose shape varies with the electric field. In the
absence of an applied electric field (F = 0), the
refractive index is isotropic, and the ellipsoid
should be a sphere. Suppose a beam of plane-
polarized light is propagating in the z direction

Dn n n aF bFF= - = + +2 . . .

n n aF bFF = + + +2 . . .
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through an electro-optic crystal such as KDP,
and also an electric field F is applied across 
the crystal along the z direction. The refractive
index does not change in the z direction but
changes in the transverse direction. For KDP, if
F is along the z direction, then the original prin-
cipal axes of the ellipsoid are rotated through
45° into new principal axes x¢ and y¢, due to the
induced optical activity. The refractive index
changes in such a way that the refractive index
for the polarization in the x¢ direction changes
by +Dn and that for the polarization in the y¢
direction by -Dn, so we can write

(3-66)

where

(3-67)

and r is the electro-optic coefficient for the
Pockels effect and n is the refractive index in
the absence of an applied electric field. The 
derivation of the Pockels coefficient r is based
on the dependence of the refractive index on 
the electric polarization P, and the analysis
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involves tensors. A linear electro-optic effect 
in quartz was first analyzed by F. Pockels in
1893.19 For the details about the derivation, see
references 5 and 19–23.

The basic arrangement of a Pockels light
modulator is shown in Figure 3-17. Since the
two beams travel at different velocities in the
crystal, the emergent beams will have a phase
difference given by

(3-68)

where d is the thickness of the crystal and V
is the applied voltage (V = Fd). With this phase
difference, the emergent beam is generally
elliptically polarized. This elliptically polarized
beam is then made horizontally plane-polarized
by an analyzer before it is transmitted to the
other optical transmission system.

Since the electric field vectors Fx¢ and Fy¢

of the beam emerging from the electro-optic
crystal depend on the phase difference Df, we
can write

(3-69)

(3-70)

It can easily be shown that the total electric
field vector FT = Fx¢ + Fy¢, after passing through
the horizontal polarizer (analyzer), is in a form
similar to Equations 3-18 and 3-19. The trans-
mitted light intensity (i.e., irradiance) is I•F 2

T.
It can be shown that the transmitted light inten-
sity is given by

(3-71)

where Io is the irradiance (i.e., intensity) of 
the light incident on the electro-optic crystal.5

The irradiance of the output light varies with
applied voltage, and there is a maximum out-
put, which occurs at V = Vm when
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(3-72)

or when

The variation of I/Io with V is shown in Figure
3-18(a).

If the applied voltage V is superimposed 
on a small signal, the transmitted light will 
be modulated according to the small signal, 
as shown in Figure 3-18(b). Obviously, the
Pockels electro-optic cell can be used as a light
switch. We can adjust the irradiance of the light
output from its maximum value by increasing
the applied voltage to the value of Vm, and we
can turn off the light by reducing the applied
voltage to zero, as indicated in Figure 3-18(a).

The Kerr Effect or Quadratic 
Electro-Optic Effect
The Kerr effect is the second order electro-optic
effect. In 1875, John Kerr was the first to show
that many isotropic materials behave like a 
uniaxial crystal with the optic axis in the direc-
tion of the electric field.24 When an electric field
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is applied across the material in the direction
perpendicular to the incident light beam,
however, birefringence will be induced. Kerr
used glass at that time to show this effect.3,20,24

If the applied field F or the applied voltage (V
= FL) is in the direction perpendicular to the
incident light beam, the change in refractive
index is given by

(3-73)

where K is the Kerr constant (or the birefrin-
gence coefficient) and l is the wavelength of
the incident light in free space. The dimension
of the Kerr constant is mV 2.

If an optically inactive, transparent, dielec-
tric liquid is composed of long asymmetric
molecules and these molecules are polar, pos-
sessing permanent dipoles, then at zero applied
field, the dipoles are randomly oriented; how-
ever, at high applied fields, the molecules will
be polarized and the dipoles will tend to line
up, making the liquid become anisotropic and
birefringent, and exhibit optical activity. This
means that under a high applied field, the prop-
agation velocity of the incident light polarized
in the direction parallel to the optical axis is dif-
ferent from that normal to the optical axis. The
applied electric field F produces two effects:

Dn n n K Fp n= - = l 2
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The first effect is the orientation of the dipolar
molecules (dipoles) with their axes of greatest
polarizability in the direction of the field, and
the other effect is the orientation of these
dipoles. In nonpolar materials, only the first
effect is present, but in polar materials, both
effects will occur, with the second effect
usually dominant. The field dependence of the
difference between the refractive index np when
the electric field vector of the light wave Fp is
parallel to the applied field F, and nn when the
field vector Fn is normal to F, is shown in
Figure 3-19.

It can be imagined that molecular dipoles 
are very sluggish in responding to the periodic
change of the electric field vector of the light
beam, whose frequency is of the order of 
1014 Hz. This implies that it is the applied elec-
tric field F that causes the orientation and polar-
ization of the molecules, resulting in the change
of the refractive index. In the Fundamental
Concepts section of Chapter 2, we assumed the

electric susceptibility c and polarizability a
to be independent of applied electric field.
However, in nonlinear optics, the polarization
P is no longer just equal to ceoF, but should be
written as

(3-74)

If we consider only the quadratic field depend-
ence, P may be simplified to

(3-75)

Based on this field dependence of the polariza-
tion, the Kerr constant K has been derived to
find the permittivity of the material at the
optical frequency.5,25,26 This constant is given by

(3-76)

where N is the number of molecules per unit
volume, uo is the dipole moment of the molec-
ular dipole, Da = ap - an, and ap and an are,
respectively, the induced polarizability along
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the optic axis and that perpendicular to the optic
axis. For more details about the Kerr effect, see
references 25–28.

The electric field that induces optical
anisotropy can be either a static or a time-
varying field. In the former case, the Kerr effect
can be used for light modulators or light
switches; in the latter case, the Kerr effect can
provide information about molecular reorienta-
tion. The Kerr effect can also be used as a
method for measuring the spatial distribution 

of space charges or electric field in fluids with
high Kerr constants.29 If the field for inducing
the Kerr effect is in the optical frequency range,
the effect is called optically induced birefrin-
gence. This effect has been theoretically
studied and experimentally observed in several
liquids by several investigators.30,31 This effect
can be used for self-focusing of laser beams,
because the intense field vector of the beams
can enhance the refractive index.32 In polar
materials, the optically induced birefringence is
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smaller than the static field–induced birefrin-
gence for the same field intensity, since in the
optical frequency fields, the orientation of the
molecules is due only to the anisotropy of 
the polarizability, while in the static fields the
orientation of the permanent dipoles becomes
more important.

Liquid Kerr cells containing CS2, nitroben-
zene, or other similar liquids have been used
either as a light modulator or as a light switch.
Practical Kerr cells usually employ one of the
molecular liquids, since the reorientation of 
the molecules in those liquids under an applied
electric field can produce a large change in
refractive index. However, even though those
liquids have a high value of the Kerr constant
K, a high voltage of the order of 25kV is some-
times required to produce sizable amplitude
modulation. This is why most of electro-optic
light modulators used with lasers are Pockels
cells, which use one of the noncentrosymmet-
ric crystals and produce birefringence through
the second order nonlinearity, which induces a
linear rather than a quadratic birefringence, as
discussed earlier. Adequate modulation can be
achieved in most applications with the modu-
lation voltage of a few kV or less. The most
important materials for Pockels cells are potas-
sium dihydrogen phosphate (KDP) and ammo-
nium dihydrogen phosphate (ADP), or Lithium
niobate (LiNbO3).

Electro-Optic Ceramics
Before closing this subsection, it is worth men-
tioning the electro-optic effect in ceramic mate-
rials. About 1960, highly transparent ceramics
in the PbZrO3 - PbTiO3 - La2O3 (PLZT) system
were developed.33–35 These materials have a
remarkable facility for changing their polar
state under an applied electric field. Since these
materials are made of many compounds, a
highly homogeneous mixture is necessary for
electro-optic applications in order to avoid scat-
tering due to local variation in composition 
and to ensure uniform electro-optic properties.
This is why material fabrication processes 
are extremely important for producing PLZT
ceramics for optical applications. For details

about ceramic fabrication processes, see refer-
ences 36–38.

The optical transparency of the PLZT ceram-
ics is highly dependent on the concentration of
lanthanum oxide (La2O3) in the material. The
specific concentrations of La that yield high
optical transparency are dependent on the con-
centration ratio of Zr/Ti. For Zr/Ti = 65/35,
the concentrations of La expressed in atomic
percentage should be in the range of about 5 
to about 16 atomic percentage. The type of 
hysteresis loop depends on the composition of 
the PLZT ceramics. For a Zr/Ti ratio of about
65/35 and a concentration of La of about 5
atomic percentage percent, the hysteresis loop
is a square loop with a low coercive field, 
as shown in Figure 3-20(a), while for a Zr/Ti
ratio of about 35/65 and a concentration of 
La of about 8 atomic percentage, the hysteresis
loop is also a square loop, but with a high 
coercive field, as shown in Figure 3-20(b). By
increasing the concentration of La to about 11
atomic percentage for the case of a Zr/Ti 
ratio of about 65/35, the hysteresis loop
becomes a slim loop exhibiting field-enhanced
ferroelectric behavior, as shown in Figure 3-
20(c). The corresponding variations of the
change in refractive index Dn = (nE - no), with
the applied electric field for the three main
types of characteristics, are also shown in
Figure 3-20. The experimental data are from
Haertling.36,39,40

Ferroelectric materials are noncentrosym-
metric and possess the property of birefrin-
gence. These materials have one optic axis. A
light beam traveling in the direction of the optic
axis with its electric field vector vibrating in the
direction perpendicular to the optic axis has 
a phase velocity c/no, while a beam traveling in
the direction perpendicular to the optic axis
with its electric field vector vibrating in the
direction parallel to the optic axis has a phase
velocity c/nE, in which no and nE are the same
as those defined for the ordinary and extra-
ordinary rays. Let us go back to Figure 3-20.
The hysteresis loop shown in (a) is suitable for
memory applications (see Ferroelectric Materi-
als and Application of Ferroelectrics in Chapter
4). However, the PLZT with the hysteresis loop
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shown in (b) exhibits a linear electro-optic
effect similar to the Pockels effect. The com-
position of this PLZT system is rich in the con-
centration of PbTiO3. A high concentration of
PbTiO3 favors tetragonal distortion from the
cubic structure, and a high tetragonality yields
a high coercivity. The hysteresis loop shown in
(c) is a slim loop; the PLZT exhibits a quadratic
electro-optic effect similar to the Kerr effect.

The composition of this PLZT system lies close
to the ferroelectric rhombohedral-tetragonal
boundary (see the phase diagram for the PZT
system, Figure 4-19, in Phenomenological
Properties and Mechanisms in Chapter 4).

For more information regarding the proper-
ties and applications of electro-optic materials,
the reader is referred to some excellent refer-
ences, 36–43.
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3.2.3 The Photorefractive Effect

Some materials’ refractive index will change
when they are subjected to light radiation. This
phenomenon is referred to as the photorefrac-
tive effect. Several investigators discovered in
1966 that an intensive blue or green laser beam
irradiating LiNbO3 or LiTaO3 crystals caused a
change in refractive index of these materials.44

They also found that such crystals, after their
refractive index was changed by irradiation,
could be returned to their original homoge-
neous and equilibrium state by being heated to
about 200°C in a short period of time. Since
then, many investigators have studied this
effect in three directions: the mechanisms
responsible for this effect, the materials exhibit-
ing this effect, and the applications of this
effect.45–50 The photorefractive effect simply
refers to the optically induced changes of 
the refractive indices. This effect has been
observed in a variety of electro-optic materials,
including BaTiO3, KNbO3, CdS, etc. Depend-
ing on the band gap of the material, the refrac-
tive index changes may be induced not only by
visible light but also by infrared or ultraviolet
light.

The basic experimental arrangement for
detecting the optically induced changes of
refractive indices in crystals is shown in 
Figure 3-21(a). Both LiNbO3 and LiTaO3 have
a large linear electro-optic effect and large
spontaneous polarization of the order of 
60mCcm-2.51,52 The laser beam is illuminating
the specimen in the direction perpendicular to
the c-axis (the polar axis of the crystal), and
only a small region of the specimen is illumi-
nated. For the specimen with a size of about
1.25cm along the a-axis, 0.25cm along the 
c-axis, and 0.25cm along the b-axis, the diam-
eter of the illuminating beam is about 10-2 cm.
Usually, the incident beam is linearly polarized,
with the plane of polarization at 45° from the
c-axis of the crystal. The incident light beam in
this case is found to split into three beams
inside the crystal: one beam (the ordinary ray)
does not change the direction, while the other
two beams (extraordinary rays) are displaced
from each other. The splitting of the light beam

indicates that the laser beam has caused the
changes of refractive indices most for the
extraordinary rays and least for the ordinary
ray, resulting in nE < no for LiNbO3. The change
of the refractive index Dn = |nE - no| is the
highest at the center of the c-axis (i.e., the
region in which the intensity of the laser beam
is the highest) and Dn gradually decreases along
both sides of the c-axis and the b-axis from 
the center, as shown schematically in Figure 
3-21(b). The refractive index changes Dn =
|nE - no| within the illumination region increase
linearly with increasing laser beam intensity
and also with increasing the light exposure
time, as shown in Figure 3-22. The experimen-
tal results are from F.S. Chen.46

When a crystal specimen is illuminated by a
light beam, the illumination inside the speci-
men is not uniform. The amount of photo-
generated charge carriers depends on the 
concentration of suitable donors present in the
specimen, as well as the intensity of the light
beam. Most of the crystals of interest are trans-
parent to visible light, so electrons and holes
excited from impurities present in the crystal
are important. All charge carriers generated by
light will diffuse from the region of high light
intensity to the region of low light intensity, or
to the region without illumination. These
charge carriers may also move by drift due to
the photovoltaic effect. The migration of the
charge carriers will form space charges along
the c-axis and the b-axis, and hence create an
internal field (called a space charge field). This
internal field causes the changes of refractive
indices based on the electro-optic effect. The
basic difference between the conventional
electro-optic effect and the photorefractive
effect lies in the fact that for the former, the
change of the refractive index is caused by an
externally applied electric field, while for the
latter, it is caused by the internal field created
by space charges and the photovoltaic effect
due to the optical excitation.

However, for a large photorefractive effect,
suitable donors, traps, and efficient charge
carrier movement are essential. In crystals,
traps are present due either to structural defects
or to chemical defects (irregular composition or
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impurities). Materials doped with Fe impurities
have a high photorefractive effect since Fe acts
as a donor-acceptor trap via intervalence
exchanges, such as Fe2+ X Fe3+. The ion Fe2+

acts as a donor, and Fe3+ acts as an acceptor,
which may act as an electron trap to capture 
an electron from the conduction band or as 
an acceptor to produce a hole in the valence
band. The change of refractive index is more
concentrated in the illuminating region along
the c-axis, as shown in Figure 3-21(b). This

may indicate that a higher internal field may 
be created not only by space charges similar 
to the Dember photovoltaic effect, but also 
by anomalous photovoltaic effect, due to 
an asymmetric charge transfer process and
Franck–Condon shifts of the excited ions 
along the polar axis (c-axis) of pyroelectric
crystals, such as LiNbO3.48 It has been reported
that even in pure ferroelectric or electro-optic
materials, electron-phonon coupling and col-
lective Franck–Condon relaxation processes
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may produce an anomalous photovoltaic
effect.53,54

We will consider a simple case to illustrate
the factors controlling the photorefractive
effect, assuming that only electrons in the con-
duction band are mobile carriers, that the
donors and other impurities or traps are immo-
bile, and that the formulation is for the one-
dimensional case (i.e., along the c-axis
[x-axis]). The equations governing the behavior
of the photorefractive effect are as follows.

The equation for the rate of photoionization
is

(3-77)

where ND and N+
D are, respectively, the concen-

trations of the total donors and the ionized
donors, n is the mobile electron concentration,
R is the recombination coefficient, S is the
cross-section of photo-ionization, and I is the
incident light intensity expressed in the number
of photons per unit area and per unit time (I
expressed in mWcm-2 must be converted to the
number of photons per cm2 and per second by

∂
∂
N

t
SI N N RnND

D D D

+
+ += - -( )

multiplying it by (hu)-1 or (hc/l)-1, where hu is
the energy of each photon).

The current flow equation is

(3-78)

The continuity equation is

(3-79)

and Poisson’s equation is

(3-80)

where Fph and Fsc are, respectively, the photo-
voltaic field and the space charge field; D is the
diffusion coefficient, which is equal to ukT/q
based on Einstein relation; rsc(x, t) is the space
charge density, which is q(n - N+

D + N -
A); and 

N -
A is the concentration of trapped electrons

captured by traps other than the ionized donors,
which also act as electron traps.

Even if we ignore the photovoltaic field Fph,
to obtain Fsc by solving Equations 3-77 through
3-80, we need to know the spatial distribution
of N +

D, n, and u. It is much easier to solve this
problem if we use a light source having a def-
inite spatial distribution of its light intensity. In
the following, we describe briefly a simple
double-beam coupling system that can provide
a stable spatial distribution of the incident light
intensity. With two light beams of intensities I10

and I20 incident on the specimen surface at an
angle q from the a-axis, as shown in Figure 
3-23, the spatial distribution of the resultant
light intensity is given by

(3-81)

along the x-axis (c-axis) for the one-dimen-
sional case, where a is the light absorption
coefficient, K = 2p/L is the spatial frequency,
L = l/2 sinq is the interference fringe spacing,
Io = I1 + I2, and I1 and I2 are, respectively, the
light intensities of the two incident interfering
beams (I10 and I20) with a modulation index
m.49,55 The value of m is given by
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(3-82)

With this double-beam coupling system, the
generation of photo-induced electrons can be
considered to be uniform over the crystal length
along the z direction. The generation rate of
photo-induced electrons along the x direction
(c-axis) can be written as

(3-83)

where go is given by

(3-84)

where b is the quantum efficiency for exciting
a charge carrier from the donor.

Using the double-beam coupling system,
several investigators have solved Equations 3-
77 through 3-80 for the space charge field Fsc.
By ignoring the contribution from the anom-
alous photovoltaic effect, the space charge field
along the c-axis (x-axis) is given by

(3-85)

where

(3-86)

and N +
D(av) is the mean value of N+

D distributed
along the x-axis.49,56 Once Fsc is known, the
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change of refractive index for the linear electro-
optic crystals induced by the photorefractive
effect can be estimated by

(3-87)

These expressions are similar to that for the
Pockels effect. The electro-optic coefficients 
r13 and r33 are related to the relative direction 
of the O ray and that of the E ray to the direc-
tion of Fsc. For most crystals, r33 > r13. For
example, BaTiO3 has r13 = 10pmV -1 and r33 =
93pmV-1.57,58

Since the discovery of the photorefractive
effect, a great deal of effort has been devoted
to insight into the microscopic mechanisms
responsible for this photorefractive phenome-
non and the factors controlling its behavior
under various conditions. Details about devel-
opments in this area are beyond the scope of
this book. However, before closing this sub-
section, we would like to mention some general
information about the materials and applica-
tions. Up to the present, the materials exhibit-
ing the photorefractive effect may be placed
into three groups:

Group 1: This group includes mainly ferro-
electric materials. The oxygen-octahedral
materials, particularly those containing Fe,
exhibit the largest electro-optic effect, such
as LiNbO3, LiTaO3, KNbO3, and BaTiO3.
Highly transparent ferroelectric ceramics of
the PZT family, with the perovskite structure
with part of lead ions substituted by lan-
thanum ions, form a (Pb1-xLax) (ZryTiz)O3 or
PLZT system.

Group 2: This group includes mainly nonferro-
electric or paraelectric materials, such as
Bi12SiO20, and Bi12GeO20. They possess
electro-optic and photoconductive properties.

Group 3: This group includes mainly semi-
conducting materials such as GaAs, InP, and
CdTe. These materials are transparent up to
the infrared frequency region, so they exhibit
the photorefractive effect in the infrared 
frequency range.
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To select material for a specific application, 
it is important to consider the following 
factors:

• Photorefractive sensitivity

• The range of the refractive index changes

• The phase shift between the refractive index
and light intensity distributions

• Photorefractive signal recording time and
erasure time

• Spatial frequency dependence

• Electric field dependence

• Light wavelength (i.e., photon energy) for
inducing refractive index changes

• Resolution

• Signal-to-noise ratio

• Operation temperature

Similar to the electro-optic effect, there are a
variety of applications of the photorefractive
effect.49,59 Here we just mention a few because
of the limited space of this subsection. Some
important applications are volume hologram
storage,47,49,60 real-time holography and inter-
ferometry,61,62 real-time information process-
ing,63,64 and coherent light amplification.49,65

3.2.4 The Magneto-Optic Effect
In general, any method that can change the
refractive index of a crystal can be used to
deflect a light beam and hence to modulate a
light beam. Obviously, the electro-optic effect
is a more efficient and convenient means for
modulating light than the magneto-optic effect.
The magnetic field may also change the optical
properties of some materials, but the handling
of an electric field is much easier than the han-
dling of a magnetic field, so any optical devices
based on the electro-optic effect are preferred
to those based on the magneto-optic effect.

The Faraday Effect
Faraday discovered in 1848 that when a plane-
polarized light beam passed through a glass
plate in the direction of an applied magnetic
field, the plane of polarization was rotated.66,67

The amount of rotation in angle is proportional
to the magnetic field H and is given by

(3-88)

where L is the path length in the material and
V is the so-called Verdet constant, whose
dimension is the rotation per unit path length
and per unit magnetic field.

The Faraday effect is usually small and
depends on the wavelength of the light beam.
For example, the rotation in quartz at a mag-
netic field of 104 oersteds and the wavelength
of the light beam of 5900Å is only about 2°46¢
for a path length of 1cm. A plane-polarized
light beam will become circularly polarized
when the crystal is subjected to a strong mag-
netic field along the direction of the light beam
propagation. Depending on the electric field
vector direction, the circularly polarized wave
can be a right-hand circularly polarized
(RHCP) wave or a left-hand circularly polar-
ized (LHCP) wave. As a result, the two counter-
rotating circularly polarized waves propagating
along the direction of the magnetic field in the
z direction have different phase velocities, c/nR

and c/nL, where nR and nL are, respectively, the
refractive indices for the RHCP and the LHCP
waves. So q can also be expressed in terms of
nR and nL as

(3-89)

It can be seen from Equations 3-88 and 3-89
that nR - nL depends on H. Thus, by varying the
magnetic field H, we can modulate the light
beam for various applications.

The Voigt Effect
Voigt found in 1905 that a magnetic field may
also induce birefringence for a plane-polarized
light beam passing through a crystal in the
direction perpendicular to the magnetic field.
The component of a linear polarized light beam
with the electric field vector parallel to the mag-
netic field travels at a phase velocity different
from that with its electric field vector perpen-
dicular to the magnetic field, thus causing the
emerging light beam from the crystal to become
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elliptically polarized.68,69 We may consider the
Faraday effect as the magnetic counterpart to
the Pockels effect and the Voigt effect as the
magnetic counterpart to the Kerr effect.

3.2.5 The Acousto-Optic Effect
The refractive index of a medium can be
changed by the mechanical strains caused by
the passage of an acoustic wave through the
medium. The relation between the change of
the refractive index and the change of the
mechanical strain and stress is rather compli-
cated.70 However, we may explain this effect
from the Lorentz–Lorenz equation (see Chapter
2, Equation 2-192), which is given by

(3-90)

The basic mechanism responsible for the
change of the refractive index is the change of
the density of the molecules by DN due to the
mechanical strain produced by the acoustic
wave. So we can write

(3-91)

From Equations 3-90 and 3-91, the change of
the refractive index may be expressed as71

(3-92)

or expressed in the form of

(3-93)

The acoustic wave causes only the locally
elastic change in the density of the molecules
in the region where the wave passes through.
There is no change in the total mass of the
medium, so the acoustic wave causes only a
fractional change in volume of the medium DV.
So, we can express the tensile strain h as

(3-94)

The photoelastic constant is given by
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Substitution of Equations 3-94 and 3-95 into
Equation 3-93 yields

(3-96)

The change of the refractive index Dn is
directly proportional to the mechanical strain h.

The acousto-optic effect is sometimes
referred to as the elasto-optic effect or the
photoelastic effect, referring mainly to the
change induced in the relative dielectric imper-
meability tensor by mechanical strain.71 The
relative dielectric impermeability tensor is
defined as Bij = (e-1

r )ij, which is a second-rank
tensor. The impermeability Bij is symmetrical,
so Bij = Bji. For a weak strain, such as that
caused by an acoustic wave, the change of the
tensor can be considered as a linear function of
strain. However, since the relative dielectric
impermeability tensor and the strain tensor
each involves nine tensor components, the solu-
tion of this problem for the acousto-optic effect
would be quite complicated. Because it is
beyond the scope of this book, we shall not
discuss the mathematical involvement further.

When a light beam enters an elastic medium
in which an acoustic wave has already pro-
duced a sinusoidal variation of elastic pressure
in the medium, the portion of the light wave-
fronts near the pressure maxima will encounter
a higher refractive index and hence travel at a
lower phase velocity than the portion of the
wavefronts near the pressure minima. Thus, the
light wavefronts in the medium exhibit a wavy
variation according to the variation of the
acoustic wave. The velocity of an acoustic
wave (i.e., a sound wave) is much lower than
that of a light wave. So, we may ignore the
small wave variation of the wavefront and con-
sider the variation of the refractive index to be
stationary in the medium.

In general, acousto-optic modulation cells
are produced by means of moving gratings in
an elastic medium produced by the strain
accompanying acoustic waves. The light beam
passing through the gratings will suffer diffrac-
tion; the light beam will then be spatially
deflected, and the deflected beams have phases
different from each other. There are two types

Dn
n ph

=
3

2
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of diffraction: Raman–Nath diffraction and
Bragg diffraction. For Raman–Nath diffraction,
the grating is thin so that the light beam will be
diffracted producing deflected beams. The
amplitude of the deflected beam depends on the
deflection angle from the direction of the inci-
dent light beam. If only the deflected beam in
the same direction as that of the incident beam
is considered, then the modulated beam will
follow the modulating signal directly. For
Bragg diffraction, we consider a plane-polar-
ized light beam incident on the grating planes
at an angle of incidence q in a manner very
similar to the Bragg diffraction of x-rays from
the planes (layers) of atoms in a crystal. The
grating planes can be considered stationary
acoustic wavefronts, so the incident beams are
scattered from the successive planes. Construc-
tive interference is formed by mixing the beams
reflected from each of the planes (the grating
planes imply a thick grating). So, the amplitude
of the modulated beam is directly related to the
modulating signal. Here, we have used a simple
approach to describe the basic concept of the
interaction between light waves and acoustic
waves. For more details, the reader is referred
to some excellent references, 5 and 71–74.

3.3 Interaction between Radiation
and Matter

The interaction between radiation and matter
deals primarily with the processes of energy
exchange between radiation and atoms. There
are discrete energy levels in an atomic (or
molecular) system. The system can make a
transition from a state at a lower level E1 to a
state at a higher level E2 by the absorption of a
photon of energy DE = E2 - E1 = hu. The system
can also reverse the process; that is, an atom in
a state of energy level E2 may change to a state
of lower energy level E1 by the emission of a
photon of the same energy DE = E2 - E1. The
optical spectra are associated with the motion
of the outermost valence electrons of atoms or
molecules and with the motion of the atoms or
molecules, which occur in the microwave,
infrared, visible, or ultraviolet frequency
regions. The optical spectra provide informa-

tion about the behavior of the outermost
valence electrons of an atom,75–77 while X-ray
spectra give information about the inner elec-
trons in the atom.77,78 This is a huge subject. In
the limited space of this chapter, we shall deal
only briefly with the topics related to dielectric
phenomena.

3.3.1 Generation of Radiation
Radiation generated from candlelight, the fire
in a fireplace, or sunlight is common in our
daily lives, and we often overlook its presence
and importance. But life could not exist without
radiation.

There are two outstanding processes by
which a material can generate radiation after
absorbing suitable extraneous primary energy.
The energy thus given to the electrons in solids
may be transformed into thermal energy by col-
lisions with neighboring atoms or molecules,
resulting in thermal radiation. The energy given
to the electrons may also be used to raise them
from a state at a relatively lower energy level
to another state at a relatively higher energy
level, resulting in luminescent radiation.

Thermal Radiation
Radiation can emerge from a small hole in a
highly polished cavity, as shown in Figure 3-
24(a). It should be noted that almost every
heated metal, such as tungsten filament, pro-
duces a radiation spectrum. The spectral 
radiation pattern depends on the radiator tem-
perature. The ability of a body to radiate is
closely related to its ability to absorb radiation.
This is to be expected, since a body at a con-
stant temperature in thermal equilibrium with
its surroundings must absorb energy from those
surroundings at the same rate as it emits energy.
Generally, we consider an ideal body that
absorbs all radiations incident upon it, regard-
less of frequency. Such a body is called a black-
body. The cavity shown in Figure 3-24(a) is a
good approximation of an ideal blackbody. A
small fraction of the thermal radiation can
escape through a small hole in the wall of the
cavity. Both the density and the wavelength of
the emerging radiation can be measured by
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standard apparatus. In order to obtain emission
of thermal radiation from a solid in the visible
frequency region, the temperature of the solid
must be raised to a temperature higher than 
900K to achieve an appreciable probability of
getting 1.7eV (or greater) for electronic excita-
tion by the accumulative action of phonons.

The thermal radiation of a solid approxi-
mates closely the thermal radiation of an ideal
black body. Thus, the total energy (for all wave-
lengths) emitted in unit time per unit area of 
the wall of the cavity, according to Stefan’s 
law,3,79 is given by

(3-97)

where a is Stefan’s constant, which is 5.67 ¥
10-8 Wm-2K-4 for an ideal blackbody. Most hot
material surfaces only approach the ideal;
therefore, a would be smaller than this value.

The distribution of energy with wavelength
can be described by a function r(l). This means
that the total energy, with a wavelength range
between l and l + dl, is r(l)dl. This function
r(l), according to Planck’s radiation law, is
given by

(3-98)

or in term of frequency u instead of wavelength

(3-99)
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The radiation energy distribution r(l) as a
function of wavelength for three different tem-
peratures is shown in Figure 3-24(b). It can be
seen that r(l) has a peak value at lm, and the
wavelength for the occurrence of the peak is
inversely proportional to temperature T, accord-
ing to Wien’s displacement law, given by

(3-100)

Luminescent Radiation
Strictly speaking, luminescence is a process
whereby matter generates nonthermal radia-
tion. This implies that luminescence affords
photon emission in excess of that produced
entirely by thermal radiation. Luminescence is
generally produced by the excitation of a solid
by primary photons or charge particles in a
material having individual energies ranging
from about 1eV to over 106 eV and affording
emitted photons with energies in excess of 1eV.
The luminescence process as a whole includes
excitation, temporary storage of the energy, and
radiation (or emission). Various processes for
producing luminescence will be discussed in
Section 3.4.

Units of Light
In Gauss’s law in Chapter 1, we discussed the
fundamental and derived units of the SI system.
Here we describe just briefly the units for light.

lmT n= co stant
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The method of measuring the energy of elec-
tromagnetic radiation, when all frequencies
involved are treated equally, is called radiome-
try. The watt is a radiometric unit. Light is a
form of energy, and radiant energy and power
are measured in joules and watts, respectively.
Radiant power is sometimes referred to as flux.
The amount of flux per unit area delivered to a
surface is the irradiance I. In fact, this unit is
often referred to as radiation intensity. In SI
units, however, it is called irradiance and
expressed in watts. If the light is from a point
light source, the irradiance I is not expressed in
watts alone because the irradiance measured at
point P depends on the distance r from point P
to the point light source, so it must be expressed
in watts per unit solid angle: radiant power per
unit area within a unit solid angle (i.e., watts
per steradian [W/sr-1]).

Photometry was the method used to measure
the radiation energy or power in the past. The
fundamental difference between radiometry
and photometry is that in radiometry, the meas-
urements are made with electronic instruments,
while in photometry, the measurements are
based on the human eye. Therefore, different
units are used in photometry for radiant power.
The unit is lumens (lm) instead of watts. The
unit for power density is lux (lumens per square
meter) instead of watts per square meter. In this
book, we use mainly the SI units based on
radiometry.

3.3.2 The Franck–Condon Principle
The concept of the configuration diagram,
based on the Franck–Condon principle, is
useful in explaining the nonradiative transition.
In the Born–Oppenheimer approximation, the
total wave function of a vibronic state Y can be
expressed as the product of electronic wave
function fe and vibrational wave function fv.
Thus, we may write

(3-101)

as the total wave function of the �i vibronic
state, where i indicates the ith vibrational state
of the lower electronic state �, and

(3-102)y f fmj me mjq r r= ( , ) ( )

y f fl l li e iq r r= ( , ) ( )

as the total wave function of the mj vibronic
state, where j indicates the jth vibrational state
of the higher electronic state m, and q and r are,
respectively, the electronic and nuclear coordi-
nates. According to the Franck–Condon princi-
ple, there are no changes in the nuclear
coordinates during an electronic transition, and
therefore, the most probable vibronic transi-
tions are vertical because the time (less than 3
¥ 10-14 sec) required for an electronic transition
is negligibly small compared to the period of
nuclear vibration. Electronic transitions are
most probable when the kinetic energies of the
nuclei are minimal (that is, at the end points of
their vibrations; for example, at a2c2 and a*2c*2
in Figure 3-25). The lowest vibrational levels
may be possible exceptions to this principle.80

If the molecule is in its ground state E� with
vibrational energy corresponding to lowest sub-
level aoco, as shown in Figure 3-25, the electron
may be excited from this level to state Em at
vibrational-level end point a*2 by absorption of
a proton with energy EA = huA. The excited mol-
ecule then vibrates between a*2 and c*2 and may
emit phonons and relax to sublevel a*oc*o. Then,
it may proceed back to state E� at sublevel a2c2

by emitting a photon of energy EB = huB The
molecule can relax to its lowest sublevel a*oc*o
by emitting phonons.

The energy emitted EB is lower than the
energy absorbed EA. The difference between
these two energies is called the Franck–Condon
shift. In general, the degradation of optical
energy is called the Stokes shift. Thus, the
Franck–Condon shift is a Stokes shift due to the
displacement of the molecule Dr. The absorp-
tion spectrum depends on the relative position
of the minimum potential energy level and on
whether the molecules are in vapor or in solu-
tion, as shown in Figure 3-25.

3.3.3 Radiative and Nonradiative
Transition Processes
The emission of radiation is the inverse of 
the absorption process. An electron occupying
a quantum state at a level relatively higher than
it would under thermal equilibrium conditions,
will tend to make a transition to an empty state
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at a lower energy level, and all or most of 
the energy released due to this transition will be
emitted as electromagnetic radiation. The radia-
tive transition rate is determined by the product
of the density of the occupied upper states and
the density of the empty lower states, and also
the probability P per unit volume for one carrier
in the upper state to make a radiative transition
to one lower empty state. Thus, the radiative
transition rate can be written as

where nu and n� are, respectively, the densities
of the occupied upper states and the empty
lower states.

The Franck–Condon configuration diagram
indicates that the phonon emission process may
accompany radiative transition when the elec-
tron is excited from the ground state at the ao

level to the excited state at the a*2 level; the

R Pn nu= l
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system will then partly relax to the a*o before
making the transition to return to its ground
state, as shown in Figure 3-25. This involves a
displacement Dr of the atom. The excited elec-
tron loses some energy in this process, and the
energy thus lost is dissipated in the atomic dis-
placement, that is, in the form of phonon emis-
sion. When the electron returns to the ground
state at the c2 level, a new atomic displacement
will take place for c2 Æ co, again in the form of
phonon emission.

However, whether the transition made by an
electron from an excited state at level m to a
state at a lower level � is radiative or non-
radiative depends on the transition moment (or
matrix elements of the electric dipole moment)
between two states y�i and ymi given by Equa-
tions 3-101 and 3-102, based on the Franck–
Condon principle. The transition moment can
be expressed as

(3-103)

where M is the electric dipole operator, 
is the mean electronic transition moment, and
Smj,�i is the vibrational overlap integral. The
Franck-Condon maximum, which represents a
vertical transition on the configuration diagram,
corresponds to a maximum overlap integral
(|Smj,�i|). The probability of the radiative tran-
sition from a state corresponding to wave 
function ymj to a state corresponding to wave
function y�i is proportional to the square of the
electronic transition moment

(3-104)

where F is the Franck–Condon factor, which is
equal to |Smj,�i|2; AmÆ� is Einstein’s coefficient of
spontaneous emission, which is equal to | m�|2
and is given by

(3-105)

in which h is the Plank constant, h is the 
refractive index of the medium where a 
molecule undergoes a transition, c is the light
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velocity, umjÆ�i is the radiative frequency corre-
sponding to the energy difference between 
the states mj, and �i, BmÆ� is Einstein’s 
coefficient for induced absorption or induced
emission.70,81

The probability of nonradiative transition
from a state of wave function ymj to a state of
wave function y�i is proportional to the elec-
tronic factor

(3-106)

where

(3-107)

in which

(3-108)

where |Jm�|2 is the electronic factor and JN is the
nuclear kinetic energy operator.81

Nonradiative transition processes always
compete with radiative transition processes,
and are therefore very important in energy
transfer processes and luminescent phenomena.
Unfortunately, these processes are poorly
understood. Both |Mm�|2 and |Jm�|2 involve 
the wave functions of the initial and the final
electronic states, so nonradiative transitions are
subject to the same multiplicity, symmetry, and
parity selection rules as radiative transitions.81

So far, we have discussed only the transitions
in a completely isolated molecule. But the
analysis of a solid containing interreacting mol-
ecules or atoms involves a complete Hamilton-
ian and would therefore become formidable. As
our aim is to understand the basic concept of
radiative and nonradiative transitions, we will
use a simple model to show the rules govern-
ing the transition processes. We consider one
electron in a one-dimensional box, whose
behavior is governed by the time-dependent
Schrodinger equation. In the box, there are
quantum states of various discrete energy
levels. Let us look into the behavior of this elec-
tron between any two states: one state n at an
energy level higher than the other state, called
state m. When the electron in state n makes a
transition to state m, starting at time t = 0, how
does this electron move during the time inter-
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val (0 < t < t), where t is the time required for
the electron to reach state m? By solving the
Schrodinger equation for this simple case, it
can be shown that the wave function y(x,t) of
this electron during the time interval of transi-
tion is given by

(3-109)

where yn and ym are, respectively, the wave
functions of the electron in state n and in state
m. They are

(3-110)

(3-111)

The electron is in state n at t = 0, and in state
m at t = t. The average value (or the expecta-
tion value) of the energy for the electron is

(3-112)

where is the complex conjugate of y. Simi-
larly, the average position (or the expectation
position) of the electron in the box is

y

E j
t

dx

E E E
t

o

L

m n m

=

= + -

Ú y
∂
∂

y

p
t

h

( )cos
2

y
p

m m
L

m x

L
jE t= ( )2

sin exp h

y
p

n n
L

n x

L
jE t= 2

sin exp( )h

y y
p
t

y
p
t

t( , ) cos sin ,x t
t t

tn m= + < <
2 2

0

(3-113)

where m and n are integers signifying the
energy levels of the quantum states.

By examining Equations 3-112 and 3-113, it
can be concluded that when n - m is an odd
number, the position of the electron ·xÒ oscil-
lates about its average position at ·xÒ = L/2, and
the oscillation frequency is (En - Em)/h during
transition, as shown in Figure 3-26. This
implies that the transition generates photons 
and is thus radiative, producing luminescence.
Based on the classical theory of radiation, an
electron oscillating in space will radiate elec-
tromagnetic waves.

If n - m is an even number, ·xÒ = L/2, imply-
ing that there is no time change of the electron
position during transition. This means that the
transition generates phonons whose energy is
dissipated as energy loss to the lattice vibration.
The above model, though very simple, shows
the transitions typical to electric dipole transi-
tions governed by the selection rules.

The performance of a laser depends on a par-
ticle (electron, atom, ion, or molecule) chang-
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Figure 3-26 Schematic diagrams showing (a) the displacement (oscillation) of an electron in a one-dimensional box during
the transition from state n to state m, and (b) the average energy of the electron in the box during transition from t = 0 at
state n to t = t at state m.



ing its energy state; in so doing, a photon can
be generated. There are two basic types of
solid-state lasers: one consists of rather well-
isolated ions embedded in a host crystal, and
the other is generally a semiconductor. The
former can be considered a molecule with
tightly bound electrons having discrete energy
levels, somewhat similar to the simple model
just discussed.

In general, there are five processes for radia-
tive transitions in solids82:

1. Band-to-band transitions

2. Transitions via shallow donor or acceptor
levels

3. Donor-acceptor transitions

4. Transitions via deep recombination centers

5. Exciton transitions

In inorganic semiconductors, processes 1–4
may be dominant. However, in organic semi-
conductors, process 5 is the most important
transition process. The quantum yield of lumi-
nescence depends on the relative probability of
radiative and nonradiative transitions, and the
relative efficiency of producing radiative 
excitons. There are many possible processes for
nonradiative transitions. In inorganic semicon-
ductors, multiphonon transition and Auger
recombination processes are the dominant 
nonradiative transition processes.83 In organic
semiconductors, however, again the process 
of exciton transitions leading to nonradiative
transitions is the most important nonradiative
transition process. In the following sections, 
we shall discuss briefly some nonradiative 
transition processes. The radiative transition
processes will be discussed in Section 3.4,
dealing with luminescence.

Multiple-Phonon Transition
The excited electron in the Franck–Condon
configuration diagram, shown in Figure 3-27,
can be excited from point A at the lower level
at ra to point B at a higher level at rb by thermal
excitation at a higher temperature. At such a
high temperature, the electron at point B may
have enough energy to cross over to the ground

state, and then relax to a lower level in the
ground state by the emission of phonons. This
type of multiple-phonon nonradiative transition
process may occur in narrow bandgap materi-
als, such as Ge and Si.84,85 For more informa-
tion about multiple-phonon transition, see the
original work on this process.86,87

Auger Recombination Processes
A number of Auger recombination processes
are possible, depending on the nature of the
transition and the concentration of carriers.
This is a three-body collision event. Figure 
3-28(a) shows the processes without involving
localized states in the band gap; it is a band-to-
band recombination but requires first the colli-
sion of two electrons in the conduction band or
two holes in the valence band. Figure 3-28(b)
shows the processes involving one level of
localized states, which may be near either the
conduction band or the valence band, and (c)
shows the processes involving two levels of 
the localized states. The illustrations are self-
explanatory. For example, in the case of band-
to-band recombination, after electron–electron
collision, one electron will recombine with a
hole in the valence band, and the energy
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released due to this recombination will be trans-
ferred to another electron, making it a hot elec-
tron. This hot electron will then relax to a low
energy level by emission of multiple phonons.

The Auger effect depends mainly on carrier–
carrier interaction. Thus, this effect increases
with increasing concentration of carriers.88

Since the concentration of carriers increases
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with increasing temperature, this effect also
increases with increasing temperature. The
Auger effect is an important nonradiative tran-
sition process. It plays an important role in the
electrical discharge and breakdown processes
in dielectric materials. It accounts for the non-
radiative trapping and recombination of the 
carriers injected from the electrical contacts at
high fields, thus causing gradual degradation of
the material.89

Nonradiative Transition due to Defects
There are always surface states at the surface of
a crystal or the interface between two different
materials, such as the metal–semiconductor
interface, because of the presence of dangling
bonds. These surface states create shallow and
deep traps in the band gap. This makes band-
to-band recombination unable to take place
near the surface, implying that the recombina-
tion nearby must go via the surface states, thus
rendering the recombination nonradiative. This
effect occurs also in the internal interface
between the inclusion (e.g., foreign particle)
and the host material.

A crystal always consists of various de-
fects, either structural or chemical, such as
microvoids or pores, grain boundaries, disloca-
tions, a cluster of vacancies, or precipitates 
of impurities. Such defects cause nonradiative
transitions.

Nonradiative Transition in Indirect
Bandgap Materials
Group IV elemental semiconductors and some
III–V compounds belong to the category of
indirect bandgap materials. In the energy band
structure of direct bandgap materials, the wave
vector kc of the conduction band edge (the
bottom of the conduction band) and the wave
vector kv of the valence band edge (the top of
the valence band) are the same, so the law of
the conservation of wave vectors (momenta)
for optical transition is automatically satisfied.
Since the wave vector of electrons is of the
order of p/a, where a is the lattice constant, and
the wave vector of photons is 2p/l, where l is
the wavelength of the light wave, the photon

wave vector is much smaller than the electron
wave vector for visible light or even higher
optical frequencies. So, an electron must make
a transition between states having the same
wave vector. This means that only vertical tran-
sition is allowed, so both the optical absorption
and the emission are a direct transition process.
However, in indirect bandgap materials, the
wave vector kc of the conduction band edge and
kv of the valence band edge are not the same,
so the law of the conservation of momenta for
optical transition is not satisfied. For this case,
absorption or emission of phonons is required
to provide momenta to satisfy the momentum
conservation law. Such a transition involves
either absorption or emission of phonons in an
indirect transition process.

In general, an electron may be excited
without change of wave vector from the top of
the valence band to the conduction band by
direct transition in an indirect band gap mate-
rial, as shown in Figure 3-29(a). This transition
creates a hole at the top of the valence band,
but the electron in the conduction band is in a
state with a higher energy than that at the con-
duction band edge (the bottom of the conduc-
tion band). This electron will quickly make a
transition to the state at the bottom of the con-
duction band with emission of phonons.

If the photon energy hu is less than Eg or
higher than Eg, optical transition is still possi-
ble. For the case hu < Eg the transition process
is as follows:

or

involving absorption of a phonon.
If the photon energy is Eg < hu < Eg + DE2,

then we have

or

involving emission of a phonon.
These optical absorption processes are

shown in Figure 3-29.

h E Egu = + D 2

E h Eg = -u D 2 ,

h E Egu = - D 1

E h Eg = +u D 1
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Similarly, we can easily write the processes
for radiative emission. Suppose now that an
electron in the bottom of the conduction band
makes a transition to recombine with a hole in
the valence band, but the hole is available only
at the top of the valence band. In this case,
absorption or emission of a phonon is again
required to satisfy the momentum conservation
law. If the emitted photon has energy hu
smaller than Eg, then

or

involving emission of a phonon.
If the energy of the emitted photon is larger

than Eg, then we have

or

involving absorption of a phonon.

h E Egu = + D 2

E h Eg = -u D 2

h E Egu = - D 1

E h Eg = +u D 1,

These optical emission processes are shown
in Figure 3-30.

Phonon energies are of the order of 0.01 eV,
much smaller than Eg. The phonon energies are
mainly from the lattice vibrations. The indirect
transition involves three particles—electron,
hole, and phonon—and the three particles must
match each other perfectly before the transition
would become radiative. Furthermore, any 
transition involving the absorption of more than
one phonon is very improbable. Obviously, it is
highly improbable that the three particles will
match each other perfectly to produce radiative
transition. This is why the probability of radia-
tive band-to-band recombination p is very small
for indirect bandgap materials. The probability
of band-to-band radiative transition for indirect
bandgap materials, such as Si and Ge, is some
106 times smaller than that for direct bandgap
materials, such as GaAs. This implies that the
band-to-band carrier recombination in indirect
bandgap materials is mainly nonradiative. For
more details about this subject, the reader is
referred to references 90–92.
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For more information about nonradiative
transition processes, see references 93 and 94.

3.3.4 Absorption and Dispersion
Suppose a monochromatic light beam of inten-
sity Ii is incident perpendicularly on the flat
surface of an absorbing material, as shown in
Figure 3-31. This light beam will be partly
reflected from the surface and will partly enter
the material. The intensity of the light beam
entering the material is thus

(3-114)

where Ir is the intensity of the reflected light.
Because of the absorption of the material, 
the intensity of the light will decrease with the
distance it has traveled. The probability (or 

I z I Ii r( ) = -

the rate) of absorption in any element dz is 
constant, so the decrease of the light intensity
is -dI(z)/dz, and it is proportional to the light
intensity at z. Thus, we can write

or

(3-115)

where a is the absorption coefficient. Using the
initial boundary condition I(z) = Io at z = 0, the
solution of Equation 3-15 gives

(3-116)

The dimension of the absorption coefficient is
cm-1, and it depends on the wavelength of the
light and the material.

The complex dielectric constant of dielectric
materials is given by

(3-117)

where er is the dielectric constant (or relative
permittivity) and e¢r is the loss factor (see The
Complex Permittivity in Chapter 2). Since 
ur = 1 for nonmagnetic dielectric materials, the
complex refractive index n* can be written as

(3-118)

This equation leads to

(3-119)
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Figure 3-30 Optical emission processes in indirect bandgap semiconductors (a) involving emission of a phonon of energy
DE1, and (b) involving absorption of a phonon of energy DE2.
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Figure 3-31 The incident II, the reflected Ir, and the trans-
mitted I(z) light beams from a transparent medium to an
absorbing material.



From Equation 3-119 we can obtain n and k as
a function of er and e¢r, and they are

(3-120)

(3-121)

For lossless materials, e¢r = 0 and k = 0, then 
.

Consider a plane-polarized light beam prop-
agating in the z direction in the absorbing mate-
rial. The velocity of the light wave inside the
material is

or

(3-122)

The electric field vector F(z,t) of the propagat-
ing wave can be written as

(3-123)

The term exp (-wkz/c) is a damping factor, 
representing the attenuation of the amplitude 
of F(z,t) with z due to the absorption of the 
electromagnetic energy of the light wave by 
the material. Thus, the light intensity at point z
can be determined by the following relation:

(3-124)

Comparing Equation 3-124 to Equation 3-116,
the absorption coefficient can be expressed in
terms of wavelength and the absorption prop-
erty of the material

(3-125)

In Section 3.1.2, we mentioned the disper-
sion phenomenon. Strictly speaking, there is no
material free of dielectric loss; therefore, there
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is no material free of dispersion. This means
that there is no material with completely 
frequency-independent er and e¢r. In fact, the
dispersion of er and e¢r is an intrinsic property
of all materials, and all other properties must
coexist with it. Also in Section 3.1.2, we men-
tioned that a dielectric solid can be considered
an assembly of oscillators set into forced vibra-
tion by the external excitation force. The elec-
tric field vector of an electromagnetic wave of
a light beam of frequency w may cause the
bound electrons or ions to be displaced from
their equilibrium positions, giving rise to polar-
ization. Equation 3-59 is the equation govern-
ing the displacement of the bound electrons or
ions, and Equation 3-61 gives the complex
dielectric constant resulting from this displace-
ment by the electric field Fx.

In The Complex Permittivity in Chapter 2,
we assumed that electronic and atomic polar-
ization can immediately follow the electric
field, and there is practically no time lag
between Pe (or Pa) and F. This is true only at
frequencies much lower than 1013 Hz. In the
optical frequency region, the time lag becomes
significant. In this case, there is a component of
Pe (or Pa) with p/2 lagging from the applied
electric field. This component contributes to the
dielectric losses. Obviously, the damping force
results in such losses due to mechanical fric-
tion. In the optical region, e*r is still a complex
quantity, which is given by Equation 3-61.
From Equations 3-61 and 3-62, we obtain

(3-126)

(3-127)

where N is the density of oscillators (atoms or
molecules). These equations indicate that in the
neighborhood of w = wo there is an absorption
maximum and that n increases rapidly on
decreasing w through this region. With contin-
uing decrease in w, n will pass a maximum and
then fall asymptotically as w goes further away
from wo. The resonance frequency wo is actu-
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ally the frequency at which the AC conductiv-
ity 2wnk is maximum, or at which the absorp-
tion or the dielectric loss is the highest. The
force constant or the damping factor G can be
interpreted in this way: the AC conductivity is
half the maximum value when |w - wo| is about
G/2. Thus, G is about the bandwidth of the 
resonance curve, as shown in Figure 3-32.

As w Æ 0,e¢r and hence k approaches zero, n
becomes

(3-128)

This is the undispersed refractive index, gener-
ally referred to as the refractive index of a mate-
rial for w << wo; n2

o is also referred to as the
high-frequency dielectric constant. However, 
in general no is different from the static or low-
frequency (or nonoptical) dielectric constant.

In Figure 3-33, the dielectric constant and the
loss factor are plotted as functions of frequency.
When the loss factor exhibits a maximum at wo,
the material in this frequency region is opaque
to the electromagnetic wave of frequency in
this region. As w rises from values lying below
wo, the dielectric constant (or the refractive
index) reaches a peak at w1 and then falls off
rapidly to a value less than unity at w2, whence
it increases again with frequency w and finally
approaches unity, as shown in Figure 3-32. In
the region from w1 to w2, an increase in fre-

n Nq mo o o= +[ ]1 2 2 1 2e w

quency results in a decrease in refractive index
and an increase in phase velocity. This type of
dispersion is generally referred to as anomalous
dispersion. In fact, dispersion introduced by 
the conductivity of the materials is anomalous.
Anomalous dispersion occurs pronouncedly in
gases. In liquids and solids, the general form of
the dispersion curves is not greatly affected. It
should be noted that Equations 3-126 and 3-127
are derived on the basis of a single oscillator,
which described well the behavior of er and e¢r
in the neighborhood of a single resonance fre-
quency. Actually, a molecule is a complicated
dynamic system possessing many natural fre-
quencies, each affecting the reaction of the 
molecule to the incident field. Furthermore, the
interaction between molecules in condensed
materials also plays a role in affecting the reac-
tion of the system to the incident field. The
location of the natural frequency wo cannot 
be determined accurately by the classical
approach. However, the development of the
quantum mechanical theory of dispersion is
based on the assumption that the interaction
between the excitation field and the absorbing
atoms can be represented by a set of linear
oscillators, each of which has a resonance fre-
quency corresponding to an optical absorption.
Based on this theory, er and e¢r are given by

(3-129)

(3-130)

where fi is the ith oscillator strength, measuring
the magnitude of the contribution of this 
oscillator. For details, see references 91 and
95–98. Equations 3-129 and 3-130 are closely
similar to Equations 3-126 and 3-127, indicat-
ing that the equations involving a set of linear
oscillators give a more satisfactory agreement
with experimental results over a wide range of 
frequencies.

It can be seen in Figure 3-33 that the 
frequencies corresponding to photon energies
lower than 1019 Hz cannot excite the electrons
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in the inner shells; thus, these inner electrons
will not contribute polarization to the material
for frequencies lower than 1019 Hz. In region A,
the polarization is due completely to electron
polarization. In region B, it is due to the com-
bination of electronic and atomic polarization,
and so on. The frequency spectra of er and e¢r
are self-explanatory.

3.3.5 The Franz–Keldysh Effect
For narrow bandgap materials, electrons in the
valence band may be able to tunnel to the con-
duction band under a very high electric field.
This is referred to as the Zener effect (see
Chapter 8, Electrical Breakdown in Solids).
The Franz–Keldysh effect is that the electron
tunneling probability can be increased by
absorption of photons from an illuminating

light beam.99–102 The wave function of a tun-
neling electron is

(3-131)

where k1 is an imaginary wave vector for the
electron in the band gap.103 This means that k1

becomes a damping factor in the bandgap. 
If the wave function y1 decays to a very low
value before reaching the conduction band
edge, the tunneling probability (or the electron
transfer to the conduction band) is very small.
This tunneling probability depends on barrier
width, which is Dx, and barrier height, which is
DE, as shown in Figure 3-34. Thus, we can
write

or

qF x ED D=

y1 1 1 1= ( ) = -( )u jkx u k xexp exp
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(3-132)

where F is the applied electric field. It is 
clear that Dx decreases with increasing applied 
field F.

The wave function of the tunneling electron
before reaching the conduction band edge in the
band gap is

(3-133)

The overlap of the two wave functions y1 and
y2 determines the probability of tunneling.
Without light illumination, the barrier width is
Dx and the barrier height is DE.

However, with photons of energy, hu from
light illumination, the barrier width will change
to

(3-134)

The barrier height is also reduced by the illu-
mination, as shown in Figure 3-34. This implies
that the overlap of y1 and y2 is increased, thus
increasing the tunneling probability. This phe-
nomenon has been observed in Si, Ge, GaAs,
and CdS.104–107

Note that electron tunneling involves only the
longitudinal component of the momentum. The
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imaginary values of k1 and k2 occur only in the
band gap in the longitudinal direction, that is, in
the tunneling direction, which is also parallel to
the applied field, and they become zero at the
band edges. For optical transition, only the
transverse (i.e., the vertical momentum) must
be conserved. For more details about the treat-
ment of electron tunneling involving photon
absorption, see references 102, 108, and 109.

3.3.6 Formation and Behavior 
of Excitons
Absorption and reflectance spectra often show
the structure for photon energies below the
energy band gap, indicating that there are
excited states of energy levels below Ec and
above Ev. If the excited states are located at
energy level Eex, then the excited electron at this
level is electrostatically bound with the hole 
in the valence band to form an exciton. The
binding energy of the exciton is Ec - Eex

referred to as a free electron and a free hole,
and the absorption or excitation energy is Eex -
Ev, which is smaller than Ec - Ev = Eg.
Excitons are unstable with respect to the ulti-
mate recombination, in which the electron
drops into the hole, producing either a photon
or phonons.

Excitons can be formed in almost any insu-
lating crystals, although some types of excitons
are intrinsically unstable with respect to disso-
ciation into free electrons and holes. Excitons
can be generated by direct optical, indirect
optical, and carrier injection (double injection)
processes. In general, when the electron and
hole group velocities are equal, the electron and
hole may be bound by their coulombic attrac-
tion to form an exciton. Excitons can be classi-
fied into two groups, based on two different
limiting approximations: One group is based 
on the tight-binding approximation, which was
first investigated by Frenkel110 and Peierls,111

and is generally referred to as Frenkel excitons;
and the other group is based on the weakly
binding approximation, which was first pro-
posed by Wannier112 and Mott,113 and is gen-
erally referred to as Wannier excitons. In the
former, an excited state of a molecule is a state

158 Dielectric Phenomena in Solids

DE

Dx′

Dx

DE ′

hn

x 

Valence
Band

Conduction 
Band

Figure 3-34 Schematic illustration showing the photon-
assisted electron tunneling—The Franz–Keldysh effect.



in which an electron has been removed from the
filled orbital and occupies a previously empty
orbital of higher energy, leaving a hole in the
original orbital (ground state); the excitation is
confined within or near the molecule. In the
latter, the molecules (or atoms) are packed so
closely that interaction among molecules is
strong, which reduces the coulombic interac-
tion between the electron and the hole and
hence increases their separation, as shown
schematically in Figure 3-35.

In molecular crystals, the covalent binding of
atoms within a molecule is much stronger than
the van der Waals binding between molecules.
This is indicated by the fact that electronic exci-
tation lines of an isolated molecule appear also
in the crystalline solid with the same molecules,
with only a slight shift in frequency. At low
temperatures, the excitation lines are quite

sharp, although there may be more structures 
to the lines in the crystal than in the isolated
molecule, due to Davydov splitting.114 On this
basis, the Frenkel model of excitons has 
been used extensively to explain luminescent
phenomena.

However, Wannier excitons are most
common in inorganic materials with covalent or
ionic bonds, in which the interaction energy is
large and the dielectric constant is high. In
dealing with the motion of electrons in a perfect
crystal, we usually ignore the mutual repulsion
of the electrons. The mutual interaction of the
electrons gives rise to scattering and leads to
attraction between a hole and an electron, thus
forming a Wannier exciton with excited states
of various energy levels just below the con-
duction band. It corresponds, in a sense, to an
excited state of an atom of the crystal being
passed on to neighboring atoms by quantum
mechanical resonance.112

For Frenkel excitons, the exciton radius is of
the order of one lattice constant, while for
Wannier excitons, the exciton radius is of the
order of several lattice constants. This implies
that for a tightly binding Frenkel exciton
model, the atoms or molecules are well sepa-
rated, such as those in molecular crystals. In
this case, the electron and hole are close to one
another and interact by way of coulombic and
exchange energies. This means that the excited
states of the Frenkel exciton can be character-
ized by atomic parameters. For the weakly
binding Wannier exciton model, a dielectric
medium is involved between the excited elec-
tron and the hole. This reduces the coulombic
interaction between the electron and the hole by
er times, implying that the orbit of the excited
electron encloses more atoms. This means that
the excited states of the Wannier exciton must
be characterized by coulombic interaction
energy in a dielectric medium. Thus, the optical
transition for large-radius Wannier excitons
inside the solid should resemble the Rydberg
transition in the hydrogen atom.

Ignoring, for simplicity, the motion of 
the center of mass of the electron and hole, the
energy levels of the excited states of the
Wannier exciton can be written as
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(3-135)

where m is the rest mass of the electron and mr

is the reduced mass of the electron and the hole,
which is given by

(3-136)

in which m*e and m*h are, respectively, the effec-
tive masses of the electron and the hole; eo and
e are, respectively, the permittivities of free
space and the material; n = 1, 2, 3, . . . signifies
the energy level; and EH is the Rydberg energy,
which is the energy of the ground state of the
hydrogen atom, that is, when n = 1, which is
given by115

(3-137)

The energy levels of the excited states of the
Wannier exciton are shown schematically in
Figure 3-36. So, in inorganic dielectric materi-
als or semiconductors, the excited states of the
Wannier excitons appear as additional structure
in the energy region below that of the funda-
mental absorption edge. The absorption spec-
trum of cuprous oxide (Cu2O) at 77K is a good
example, illustrating the energy levels of the
excited states of the Wannier exciton, as shown
in Figure 3-37. The result is from Baumeister.116

The dielectric constant and the reduced mass of
Cu2O are 10 and 0.7m, respectively. Similar
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absorption spectra have also been observed in
CdS, CdI2, PbI2, and AgI2.117 In general, the
absorption lines created by Wannier excitons
can be observed at very low temperatures,
because at high temperatures the excitons may
be thermally dissociated into free electrons 
and holes.

Between the small-radius Frenkel excitons
and the large-radius Wannier excitons is an
intermediate case, in which the excited electron
remains correlated with the hole and both are
located on the same molecule site. But the
excited states occur when the excited electron
is transferred to the nearest or next-nearest
neighboring molecule site and still remains cor-
related with its parent hole. Such a correlated
electron–hole pair with a spatial separation of
one or two lattice constants is referred to as a
charge-transfer (CT) exciton. In homomolecu-
lar crystals, consisting of only one kind of mol-
ecules, the absorption line of the CT exciton is
very weak, since the energy involved in the
optical transition is too close to that for Frenkel
excitons. However, in heteromolecular crystals,
consisting of more than one kind of molecules
(such as CT complexes involving donors and
acceptors), the absorption lines are much
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stronger. The excited states correspond to the
transfer of one electron from the donor (D) to
the acceptor (A), implying that the optical 
transition involves the motion of an electron 
in the highest occupied orbital of the donor 
in the molecule of one kind to the lowest unoc-
cupied orbital of the acceptor on the molecule
of the other kind, such as

Polymers containing donor and acceptor groups
may form donor-acceptor (DA) complexes with
suitable monomers.

However, CT excitons can be considered 
the intermediates in carrier recombination. A
CT exciton that is a nearest-neighbor pair of 
an electron and a hole, can move through 
the lattice and occasionally be dissociated 
by thermal excitation into a free electron and 
a free hole; then they recombine, producing
luminescence. For more information about CT
excitons, see references 118–120.

Most organic dielectric materials have weak
bonding between molecules, like molecular
crystals. In these materials, such as polymers
and organic semiconductors, Frenkel excitons
play a very important role in optical transition
processes. In the following section, we shall
discuss briefly the behavior of excitons with
particular reference to Frenkel excitons.

Exciton Transport Processes
Excitation can transfer energy, but not charges,
in wave packets of excitation. Excitons con-
sisting of electron–hole pairs can move, imply-
ing that the energy can be transported by
excitons a certain distance from where they are
formed.

We mentioned earlier that when the electron
and hole group velocities are equal, the
coulombic attraction between the electron and
hole may form an exciton. If both the electron
and hole concentrations are high, the elec-
tron–electron and hole–hole coulombic repul-
sions are large, which tends to reduce the
attractive coulombic interaction. The internal
field created by the potential fluctuations of the
band edges due to high concentrations of both

AD A DAD ADAD A Dh+ - + -æ Ææu

types of carriers tends to separate the electrons
and the holes, causing the dissociation of exci-
tons. However, if the internal field is due to a
deformation potential, the direction of the force
acting on the electron will be the same as that
acting on the hole, thus causing the exciton to
move as an entity from a large energy-gap
region to a low energy-gap region.

Generally, there are three basic mechanisms
of exciton energy transport:

Electromagnetic wave packet transport: The
energy is transported by a polariton, which is
an intimate mixture of a photon and an
exciton. When a photon contributes one
quantum of excitation to the electromagnetic
flux, it will travel as a wave packet inside a
crystal.120,121

Hopping transport: If the exciton is self-
trapped, it might jump to another site of the
perfect lattice along a chain of molecules
(e.g., anthracene molecules) until it falls 
into a trap (e.g., tetracene molecule), as in
sensitized luminescence.122,123

Long-range resonance transport: This trans-
fer process is based on the dipole–dipole
coupling mechanism, in which it is not nec-
essary to have a chain of molecules to carry
the energy. Suppose that an acceptor mole-
cule A undergoes an absorption transition
which coincides in energy with luminescent
transiton of a donor molecule D, then both
may occur simultaneously without involving
radiative emission. This implies that the
excitation energy is transferred from D to A
due to coupling between these two systems.
In other words, the photon is absorbed by A
before D has finished emitting.124,125

In molecular crystals, the overlap between mol-
ecules is small and the electrons are highly
localized. This implies that intermolecular
interaction is small, and carriers or excitons do
not move easily through the solid. However,
there are two limiting cases generally used 
for analyzing exciton transport problems—
coherent transport and incoherent transport:

Coherent Transport: In coherent transport, the
time required for an exciton to transfer from
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one molecule to another tet is much shorter
than the displacement time required for 
molecules to change from the old to the new
equilibrium positions tmd under a change 
in the force of interaction between neighbor-
ing molecules upon excitation of one mole-
cule in the solid. This means that the motion
of an exciton is not accompanied by a local
lattice deformation, and therefore, can be
described using a band model because its
mean free path is greater than the lattice
spacing, and it can move coherently over
several lattice spacings before being scat-
tered. In general, coherent exciton motion
may be expected to occur only in ultrapure
organic crystals at low temperatures, at which
both impurities and phonons are ineffective
in limiting the exciton mean free path.

Incoherent Transport: The wavelength of the
light that is absorbed to create excitons in a
crystal is much larger than both the absorp-
tion length and the intermolecular separation
in most cases. A typical example is l =
5000Å, a-1 = 100Å, and a = 10Å. There-
fore, it would be expected that some coher-
ence in all excitons should exist at the time
of their creation. It probably does exist for a
very brief instant, but in most situations, 
the initial coherence associated with the
photon’s spatial extent is washed out by
vibrational broadening.

Electron–phonon interaction is strong. For inco-
herent transport in the case of the slow exciton
limit, the exchange energies of the exciton are
small compared to phonon dispersion energies,
and the transfer of the electron between adja-
cent molecules is rate-determining. In this slow
exciton limit case, the hopping diffusion coeffi-
cient decreases with decreasing temperature.
However, at low temperatures, coherent diffu-
sion becomes important. In the case of the slow
phonon limit, the electron exchange energies
are large compared to the phonon dispersion
energies, and the transfer of the electron
between adjacent molecules is limited by the
rate of the phonon transfer. In this case, the
hopping diffusion coefficient increases with
decreasing temperature.

The overall diffusion coefficient is the sum
of the coherent and incoherent contributions.
However, it is generally agreed that coherent
transport prevails at low temperatures and 
incoherent transport is dominant at high 
temperatures.

Exciton Interactions
There are several possible ways in which an
exciton can interact with another exciton or
other particles. We shall discuss briefly 
various exciton interactions that are directly
associated with photoluminescence and 
electroluminescence.

Free Exciton–Free Exciton Interactions
The collision of two free excitons will

produce fluorescence or phosphorescence and
phonons. Let us take anthracene crystals as an
example. The singlet–singlet exciton interac-
tion processes can be described by

or

or

where S1 and So are, respectively, the excited
singlet state (exciton) and the ground states; S*1
and T*1 are, respectively, the singlet and the
triplet at high vibronic-electronic levels (hot
excitons); and e and h are, respectively, the
electrons and holes. The above processes are
self-explanatory. Similarly, we can write the
triplet–triplet interaction processes as

or

T T T S T S phonons

phosphorescence

o o1 1 1 1+ Æ + Æ + +*

T T S S S S phonons

fluorescence

o o1 1 1 1+ Æ + Æ + +*

S S T T1 1 1 1+ Æ +* * (fission)

S S e h1 1+ Æ + (auto-ionization)

S S S S S S phononso o1 1 1 1+ Æ + Æ + +*

fluorescence
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These interaction processes have been observed
experimentally in anthracene and naphthalene
by several investigators.126–129

Free Exciton–Trapped Exciton Interactions
In real crystals, there are always traps cap-

turing excitons. Exciton traps are sites capable
of holding the energy that otherwise propagates
through the lattice. These traps are generally
localized and nonperiodic states in the crystals.
Thus, the radiative transiton rate is determined
by the specific electronic structure of the trap
site. The presence of traps changes the spectral
energy distribution, especially the fluorescence
and electroluminescence, and also changes the
time dependence of exciton population and
depopulation. In molecular crystals, three types
of traps have been identified: guest molecules,
such as tetracene doped in anthracene; defects
or lattice imperfections—(structural defects);
and self-trapping due to a lattice relaxation
induced by excitons.130,131

In general, the molecule that transfers the
energy is referred to as the sensitizer, and the
molecule that receives the energy is the activa-
tor. Either a host molecule or an impurity
(guest) molecule can be the sensitizer. Energy
transfer implies exciton migration through sen-
sitizers, and the energy eventually given to an
activator is referred to as exciton trapping.

Let us take free singlet–trapped singlet inter-
action as example. The interaction process can
be written as

For more details about the singlet exciton
energy transfer processes, the reader is referred
to a comprehensive review [132].

Exciton–Charge Carrier Interactions
Again, we use anthracene as an example. The

interactions of singlet excitons or triplet 
excitons with free electrons or holes, or with
trapped electrons or trapped holes, can lead 
to their annihilation. When the interaction
involves trapped electrons or trapped holes, it

S S S S phonons

non radiative or
radiative transition

trap G o1 1 1+ ( ) Æ + +

-

will give rise to detrapping of trapped carriers,
resulting in an increase of photoconduction.
Such nonradiative destruction of excitons has
been observed by several investigators.133,134

Obviously, exciton–charge carrier interac-
tions lead to a decrease in both fluores-
cence intensity and exciton lifetime. However,
such interactions provide an additional 
channel for nonradiative exciton decay. In other
words, excitons can be quenched by charge 
carriers.133,134

Exciton–Surface Interactions
There are two processes for quenching the

mobile molecular excitons at the boundary
between a molecular crystal and an electrode:

Charge transfer: An exciton can transfer an
electron to an adjacent trapping center at the
interface, producing a free hole in the crystal
(for example, oxygen molecules adsorbed at
the surface can act as electron trap centers).

Energy transfer: An exciton can transfer its
energy to the acceptor molecules present at
or adjacent to the surface of the molecular
crystal. Usually, such an electron transfer is
a rather slow process compared to the energy
transfer between the crystal and an electrode.

A metal on the surface of a molecular crystal
can influence the electronic states of the surface
molecules in two ways: First, it can modify
their energetic position; secondly, it can affect
the lifetime of excited states. The first effect
results from the discontinuity of the dielectric
constant across the interface, which leads to a
change in the molecular polarization energy. If
the polarization is enhanced, surface molecules
may act as traps for excitons. The second effect
results from nonradiative transitions induced by 
metallic electrodes.

In general, the exciton quenching zone at the
surface is very narrow (about 20Å).135 In the
case of electroluminescence, the excitons are
generated from electron–hole recombination,
and the recombination zone is of the order of
103 Å. Thus, in this case, exciton–surface inter-
actions may not be so important, compared to
other nonradiative transitions. However, in the
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case of photoconduction, the dissociation of
excitons at the boundary generates free carriers
and is therefore one of the important processes
for photocarrier generation. The behavior of
excitons in contact with a metal surface has
been studied theoretically and experimentally
in some detail by several investigators.136,137

Exciton–Photon Interactions
Exciton–photon interactions lead to photo-

ionization of excitons. The photoionization of
either singlet excitons or triplet excitons will
produce free electrons and holes. This process
of producing free electrons and holes by photo-
ionization may compete with the exciton–
exciton interactions, which may also produce
free electrons and holes by autoionization 
mentioned earlier.

Exciton–Phonon Interactions
The effects of the interaction between

Frenkel excitons and phonons arising from
intramolecular vibrations can be summarized as
follows138:

• The main effect is the reduction of the band-
width relative to the free exciton value; in
general, the upper half of the band is com-
pressed much more than the lower half.

• The effective mass of the exciton increases 
with increasing exciton–phonon coupling
because exciton motion is retarded by
nuclear displacements.

• The wider the free exciton band, the less
effective is the exciton–phonon coupling.

• Exciton–phonon coupling affects the elec-
tronic transition intensity spectrum.

The intermolecular vibrations or lattice vibra-
tions interact with phonons, causing a broaden-
ing and a shift of exciton energy levels.138

Exciton–phonon coupling greatly affects
exciton migration. In extremely pure crystals,
the energy transfer rate constant increases with
increasing temperature, indicating that exciton–
phonon coupling is the dominant path-limiting
mechanism. The nature and the effects of

exciton–phonon interactions are not yet fully
understood. However, for details of the present
state of knowledge in this area, see references
120, 138, 139.

3.4 Luminescence

Luminescence was known and studied long
before the discovery of the quantum picture of
atoms by Rutherford and Bohr. Luminescent
spectra can provide information about the
nature, structure, and excited states of an atom
or a molecule in a solid. Luminescence and 
its related phenomena have been technically
employed for various optical devices, including
scintillation counters, electroluminescent devi-
ces, etc. The process of luminescence is the de-
excitation of excited atoms or molecules (or the
annihilation of excitons through recombina-
tion) by reemission of the absorbed energy as
light. Whatever the form of the energy input to
the luminescent materials, the final stage in the
process is an electronic transition between two
energy levels. There are many types of lumi-
nescence, depending mainly on the methods of
excitation:

Photoluminescence: The excited atoms or
molecules are produced by the absorption of
photons.

Cathodoluminescence: The excited atoms or
molecules are produced by the bombardment
of high-energy electron beams. Many display
devices are based on the cathodoluminescent
process, employing a luminescent screen
made of a layer of small phosphor granules
adhering to a glass faceplate, as in cathode
ray tubes and television screens.

Electroluminescence: Luminescence is due to
the recombination of the electrons and holes
injected from electrical contacts.

Triboluminescence (or sonoluminescence):
Excited atoms or molecules are produced by
mechanical disruption, such as friction,
grinding, or sound and shock waves.

Thermoluminescence: Excited atoms or 
molecules are produced by heat, converting
thermal energy to optical energy.
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Chemiluminescence: Light emission is due to
chemical reactions.

Bioluminescence: Excited molecules are pro-
duced by biochemical reactions or biological
processes, including the motion of electrons,
the vibrational energy of nuclei, and the rota-
tional energy of molecules in the macro-
molecular system.

Ionoluminescence (or radioluminescence):
Excited molecules are produced by a parti-
cles or ions.

We discussed thermoluminescence in Section
3.3.3. In this section, we shall confine ourselves
to a discussion of photoluminescence and 
electroluminescence.

3.4.1 Photoluminescence
In general, after or during absorption of light
photons, a luminescent material will be excited
to excited states. The de-excitation will then
produce photoluminescence. Photolumines-
cence is the emission of photons from elec-
tronically excited states. It is generally divided
into two types—fluorescence and phosphores-
cence—depending on the nature of the excited
states and the ground states. Suppose that a
luminescent material is excited by optical exci-
tation from the ground state to the excited state,
as shown in Figure 3-38. If the return of the
excited state to the ground state takes place by
a spontaneous transition and emits light at a
time of about 10-8 sec after excitation, as shown
in Figure 3-38(a), this luminescent phenome-
non is referred to as fluorescence. If, on the
contrary, the emission of light takes place with
the intervention of a metastable state, followed
by the return to the excited state due to the addi-

tion of energy, as shown in Figure 3-38(b), the
emission will persist for a period of time
ranging from milliseconds to seconds after the
excitation ends. This way of emitting light is
referred to as phosphorescence. This also
implies that for fluorescence, the rate of emis-
sion is 108 sec-1 and the fluorescence lifetime is
10-8 sec; while for phosphorescence, the rate of
emission is about 1-103 sec-1 and the phospho-
rescence lifetime is about 10-3-1sec. The life-
time is the average period of time an excited
electron remains in the excited state.

In the excited state of a singlet, the electron
in the higher energy orbital has the opposite
spin orientation as the electron in the lower
energy orbital, that is, the two electrons are
paired. In this case, the transition of the elec-
tron in the higher energy orbital to the lower
one is quantum-mechanically allowed, thus
resulting in the emission of fluorescence. In
contrast, for a triplet state, these two electrons,
one in the higher and the other in the lower
energy orbitals, have the same spin orientation,
that is, they are unpaired, so the return of the
electron from the higher to the lower energy
orbital is not allowed. This implies that a
change in spin orientation is needed for the
transition of an electron from the triplet excited
state to the singlet ground state. Thus, depend-
ing on the de-excitation processes, the rate of
light emission is small and hence the lifetime is
long for phosphorescence.

Fluorescence
Singlet excitons can be generated not only
directly by absorption of light but also indi-
rectly by triplet–triplet annihilation, as dis-
cussed in the previous section. Since there is a
great difference in lifetime between singlet and
triplet excitons (e.g., for anthracene they are
about 10-8 and 10-2 sec, respectively), fluores-
cence produced by singlet excitons generated
directly by absorption of light or other external
means is referred to as prompt fluorescence,
and that produced indirectly through triplet–
triplet annihilation as delayed fluorescence.

The absorption and emission of light in most
organic crystals can be described by a simple
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energy level diagram, shown in Figure 3-39.
Absorption and emission of photon energy by
a bound electron occur between the allowed
energy levels and must obey certain selection
rules. Important first-order selection rules are
summarized as follows:

The change of the orbital angular momentum
quantum number � must not exceed ±1, that
is, D� = ±1. The change of the resultant
orbital angular momentum quantum number
of all the electrons in an atom L must not be
beyond 0, +1, that is, DL = 0, + 1 and L = 0
Æ L = 0 is not allowed.

The change of the resultant spin angular
momentum quantum number of all the 
electrons in an atom S must be zero, that is,
DS = 0.

The total angular momentum quantum number
J, that is, the resultant of L and S so that 
|L - S| £ J £ |L + S|, may change by 1, 0,
-1, except for J = 0 Æ J = 0, which is 
forbidden.

The value of S is called the multiplicity. For a
singlet, S = 0; for a doublet, S = 1/2; and for a
triplet, S = 1.

All optical transitions between electronic
levels are vertical, since this process occurs in
about 10-15 sec, a time too short for significant
displacement of nuclei based on the Franck–
Condon principle.

In general, fluorescence is the result of a
three-stage process in fluorescent materials,
which are generally called the fluorophors or
fluors. These three stages are
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Excitation: The fluorophor must absorb a
photon of energy sufficiently large to create
an excited electronic singlet state.

Excited state lifetime: The excited state exists
for a period of time of about 10-9 to 10-8 sec.
During this short period of time, the 
fluorophor undergoes interactions with 
surrounding molecules, resulting in two 
possible changes: intersystem crossing to
transfer some of its energy to the triplet state,
or internal conversion to bring, by emission
of phonons, the excited singlet state to 
the lowest level S1, which produces 
fluorescence.

Emission: Because part of the energy is taken
away during the excitation lifetime and part
is dissipated in nonradiative transition, the
energy left over for fluorescence is lower;
therefore, in the absorption and emission
spectra, the wavelength of the emitted fluo-
rescence is longer than that of the excitation
(absorption). The difference between the
excitation energy huEX and the emission
energy huEM is referred to as the Stokes shift.
Thus, the quantum yield for the fluorescence
ffl can be written as

(3-138)

Fluorescence spectra vary widely, depending
on the structure and the defects of the fluo-
rophor and also on the solvent in which the
fluorophor is dissolved. The typical fluores-
cence emission spectrum for perylene dissolved
in benzene is shown in Figure 3-40. For pery-
lene, the spectrum shows structure due to the
individual vibronic energy levels of the excited
and the ground states. The absorption spectrum
appears at a lower wavelength than the emis-
sion spectrum because of the Stokes shift.140

After optical excitation, the emitted fluores-
cence will decay with time. The decay process
depends on whether it involves one body or
two. The former, having the first-order kinetics,
is referred to as the monomolecular or unimo-
lecular mechanism; the latter, with the second-
order kinetics, is referred to as the bimolecular
mechanism. These terms are taken from chem-
ical kinetics as synonymous for such processes.
A monomolecular reaction involves only 
one molecule, while a bimolecular reaction

f fl
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=
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involves the combination of two molecules. In
photoconducting luminescent materials, there
occur in all cases monomolecular and bimo-
lecular recombinations. These two kinds of
recombination processes are now briefly
described.

Monomolecular or Unimolecular Mechanism
The rate of decrease of the number of excited

electrons n is proportional to n. Thus, we can
write

(3-139)

where a is a constant that represents the 
probability for the annihilation of the excited
electrons for luminescence. The solution of
Equation 3-139 gives

(3-140)

where no is the initial value of n, that is, the
value just before the excitation ends. 
Luminescence intensity I = -dn/dt, so I can be
expressed as

(3-141)

When a molecule inside a crystal is excited or
ionized, the excited or emitted electron is still
close to the molecule. It is possible that such an
electron will undergo geminate recombination,
but the yield would be very low and depends
markedly on the electric field. Generally, the
emitted electron tends to diffuse away from 
its parent molecule, as suggested by Onsager.141

However, if the excited electron comes from
the molecules inside the crystal and returns to
the ground state of the molecules, as in the
return of excited singlet state S1 to its ground
state So, the process is monomolecular.

Bimolecular Mechanism
The rate of decrease of the number of excited

electrons n is proportional to n2, since the prob-
ability for the annihilation of the excited elec-
trons for luminescence (or recombination) is
also proportional to the number of available
centers for the recombination. Thus, we can
write

I I t no= - =exp( )a a

n n to= -exp( )a

dn

dt
n= -a

(3-142)

where b is a constant related to the probability
of the annihilation of excited electrons. The
solution of Equation 3-142 yields

(3-143)

In this case, n decreases hyperbolically with
time. The luminescence intensity is

(3-144)

The luminescence decays more rapidly as the
excitation intensity is increased.142

Recombination processes may involve one
body, two bodies, or three bodies. The so-called
bodies may mean the quasi-particles that obey
the Fermi–Dirac statistics, such as electrons
and holes. The recombination that involves one
free carrier at a time, such as indirect recombi-
nation through a recombination center (e.g., an 
electron captured by a recombination center
and then recombined with a hole, each process
involving only one carrier), is generally
referred to as monomolecular recombination.
The recombination that involves two free car-
riers simultaneously, such as direct band-to-
band recombination, is generally referred to as
bimolecular recombination. The recombination
that involves three free carriers simultaneously,
such as a three-body collision in the Auger
intrinsic recombination (in which one electron
in the conduction band recombines with a hole
in the valence band and the energy released is
taken up by a third particle-electron), is gener-
ally referred to as trimolecular recombination
or three-body recombination (or simply as
Auger or impact recombination).

So far, we have discussed prompt fluores-
cence. As shown in Figure 3-39, some light may
be absorbed in the excitation of triplets 
to their excited states, particularly for the light
photons of lower energy—lower than the lowest
energy required for creating excited singlets S1

but higher than that for creating excited triplets

I
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dt
n
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I t
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T1, although the absorption is very low due to
the fact that the optical transition (absorption
and emission) is generally forbidden by the
first-order selection rules. However, there is
always some way to circumvent the selection
rules, so optical transition in triplets is never
zero.1 It is possible that the interaction of two
triplet excitons leads to indirect creation of an
excited singlet by triplet-triplet annihilation,
resulting in delayed fluorescence emission.143,144

The interaction process can be simply described
as follows:

The delay time is approximately of the order 
of the lifetime of the excited triplet state. The
delayed fluorescence intensity is proportional
to I 2

ex, where Iex is the intensity of the excitation
light and depends on the traps in the crystal.118

Furthermore, the interaction between excitons
and charge carriers always results in quenching
of delayed fluorescence.133,145

Fluorescence spectra under various tempera-
tures and applied electric fields provide a great
deal of information about the structure of the
material, including structural and chemical
defects, as well as charge carriers. Therefore,
fluorescence spectroscopy has been widely
used for investigating the properties of biologi-
cal macromolecules.140,146,147

Phosphorescence and Phosphors
Short-persistent fluorescence emission involves
transition between states with the same multi-
plicity, whereas long-persistent phosphores-
cence involves delays in the quasi-metastable
states having different multiplicities from the
ground state. In this case, there is still a low 
but appreciable probability of a spontaneous 
transition to the ground state, producing the 
so-called beta phosphorescence.1 Metastable 
states are presumed to be the lowest triplet state
in the molecule in which it is possible for an
electron to absorb thermal energy to raise the
system to a nonmetastable singlet state, whence
it can make a delayed fluorescence transition to

T T S S S S Phonons

Delayed Fluorescence

o o1 1 1 1+ Æ + Æ + +*

the singlet ground state, producing the so-called
alpha phosphorescence.

Phosphorescence may be considered a 
temporary storage of potential luminescence
energy in the form of trapped excited electrons
or electrons in metastable states. Electrons 
in metastable states are not allowed to make
radiative transitions to lower, unoccupied states
by the first-order selection rules. However,
electrons in metastable states may be raised 
to higher levels, where radiative transitions to
lower levels are allowed. In this respect,
metastable states are similar to traps. An elec-
tron in a particular trap may have to be ther-
mally excited to another, higher level, where it
may be able to travel to meet a hole appearing
nearby to make a radiative transition.

Metastable states acting as traps are responsi-
ble for the persistence of phosphorescence. A
trapped electron may remain in a trap for some
time. It may be released from the trap for a 
while and then be retrapped in another trap. In
this case, the ultimate phosphorescence will be
further delayed. In general, thermal excitation is
required to release a trapped electron from the
trap, as shown in Figure 3-38(b). The thermal
energy comes from phonon interaction with 
the surroundings. The number of escapes per
second for the thermal release of a trapped elec-
tron depends on the energy level of the trap and
temperature, which, according to the general
thermal activation law, can be expressed as

(3-145)

where Et is the energy level of the trap below
the conduction band (or the excited state), and
s is a constant approximately equal to the rate
of natural fluorescence emission, which is of
the order of 108 sec-1. It can be seen that p
decreases with increasing depth of the traps and
with decreasing temperature. As the delay time
for phosphorescence emission after the original
excitation t is equal to 1/p, so the delay time t
increases with increasing depth of the traps and
with decreasing temperature. For example, for
Cu-doped ZnS crystals, Et = 0.65eV below the
conduction band edge, the delay time is about
three minutes at 18°C and becomes about one
day at -50°C.142

p s E kTt= -exp( )
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Materials exhibiting phosphorescence are
referred to as phosphors. Since most organic
luminescent materials have instability prob-
lems at elevated temperatures, low absorption
power, and short afterglow, most phosphors 
are inorganic materials. Artificial inorganic
phosphors are not only much more efficient,
versatile, and stable than naturally occurring
minerals, they are also better defined and hence
more suitable for practical applications. Gener-
ally, artificial phosphors depend on the pres-
ence of some impurity ions, called activators,
inside the crystal for persistent luminescence.
Such impurity ions usually substitute some of
the host ions in the crystal lattice. If the charge
of the doped activator ions is not identical to
that of the host ions, then it is necessary to
introduce other impurity ions, called coactiva-
tors, into the crystal to balance the charges. 
The persistence of the luminescence is directly
related to the lifetime of the excited state of the
activators. For atomic electric dipole transition,
the persistence time is of the order of 10-8 sec.
But for phosphorescence transition, the persist-
ence time can be much longer, as mentioned
earlier. For phosphors, the activators and the
coactivators are usually considered accep-
torlike electron traps and donorlike traps,
respectively.

There are two types of luminescence:

Characteristic luminescence: Excitation, emis-
sion, and persistence depend on the acti-
vators.

Noncharacteristic luminescence: Excitation,
emission, and persistence depend on the
action of both the host atoms in the crystal

lattice and the activators, as well as the 
coactivators.

For characteristic luminescence, an electron in
the ground state can be excited directly to the
activator, and the electron in the activator can
make a direct transition to the ground state, 
producing luminescence. For noncharacteristic
luminescence, activators are generally chosen
with multiplicity different from that of the
ground state, so the direct transition from the
activator to the ground state is not allowed. In
this case, optical absorption first creates elec-
tron–hole pairs in the host lattice. The excited
electrons will quickly be trapped in the activa-
tors and the holes in the coactivators. The
trapped electrons may remain in the traps for
some time before being released thermally. The
time that an electron spends in the trap depends
on the depth of the trap energy level below the
conduction band and temperature, governed by
Equation 3-145, as mentioned earlier.

For phosphors involving activators only (i.e.,
when the charge of the activator is identical to
that of the host atom it replaces), some of the
thermally released electrons may make a tran-
sition to the valence band, producing lumines-
cence, and some may go on to be retrapped
before being detrapped again to make a lumi-
nescent transition, as shown in Figure 3-41(a).

For phosphors involving both activators 
and coactivators, the thermally released trapped
electrons may have a better chance to recom-
bine with holes trapped in the coactivators, as
shown in Figure 3-41(b). It should be noted that
transition between donors and acceptors can be
very efficient. Many phosphors have activators
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Figure 3-41 Schematic diagrams showing the optical absorption and emission process in (a) phosphors involving activa-
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as acceptors and coactivators as donors. These
two impurity atoms can be thought of as an
impurity molecule formed by their coulombic
interaction, as shown in Figure 3-41(c). The
electron in the activator can recombine with the
hole in the coactivator, producing luminescence

(3-146)

where r is the separation between the donor and
the acceptor, and e is the permittivity of the
phosphor. Obviously, the emission spectrum
would be broad, due to the large range of the
possible impurity atom separations. In fact, the
emission of red light from GaP is due to Zn sub-
stituting for Ga and 0 substituting for P in the
GaP-doped crystal, with Zn and 0 forming a
donor-acceptor complex.148

Group II–VI compounds are an important
class of luminescent materials. ZnS is one of
these materials that has been extensively
studied. In general, the electronic properties of
group II–VI compounds are between those of
group I–VII and group III–V compounds. For
example, the energy band gap of ZnS is about
3.7eV, as compared to about 9.4eV for KCl 
and 1.4eV for GaAs. Regarding the bonding 
of atoms, the ZnS lattice is about 75% ionic,
compared to predominantly ionic KCl and 
predominantly covalent GaAs.

Most widely used phosphors are made of
group II–VI compounds activated by suitable
impurities as activators and coactivators. As
mentioned earlier, the charge balance is impor-
tant when choosing impurities to replace the
host atoms. For example, ZnS:Cu means ZnS
activated by Cu activators, Cu+ to replace Zn2+

creates a charge imbalance problem. So, it is
necessary to introduce another impurity ion,
such as Ga3+, into the crystal as coactivator to
compensate for the charge difference. In this
case, one Cu+ and one Ga3+ replace two Zn2+.
Alternatively, a halide ion, such as Cl-, can be
used to replace S2-. In this case, the Cu+ and Cl-

pairs do not produce any charge imbalance
problem.

On the basis of the basic principles for phos-
phors given here, the properties of phosphors,
including persistence and the luminescence
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r
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spectrum, can be tailored to suit any particular
applications by selecting suitable impurities for
activators and coactivators. For example, the
phosphors used for the color displays involve
the production of three primary colors: blue,
green, and red. The phosphors commonly 
used for this purpose are ZnS:Ag for blue,
ZnxCd1-xS:Cu for green, and Y2O2S:Eu,Tb for
red.5 For more details about phosphors and
luminescence in general, see references 103,
142, and 148–150.

3.4.2 Electroluminescence
Electroluminescence in a broad sense is the
phenomenon of converting electrical energy
into light energy. This implies that lumines-
cence can be produced by electrical activation.
There are two major types of electrolumines-
cence. One type does not involve carrier in-
jection from electrical contacts; this type is
generally referred to as classical electrolumi-
nescence. The other type involves carrier injec-
tion and is generally referred to as injection
electroluminescence.

Classical Electroluminescence
Without involving charge carriers injected
externally through electrical contacts, this type
of electroluminescence is sometimes referred to
as intrinsic electroluminescence. In this case,
the excited electrons must be produced by elec-
trical activation. The idea of intrinsic electrolu-
minescence was first proposed and developed
in 1936 by Destriau, who used a thin layer of
phosphor powder suspended in an insulating
medium.151 The early structure of this type 
of electroluminescence (EL) device is very
simple. The phosphor powder (usually ZnS:Cu
phosphor particles) is suspended in a trans-
parent insulating medium and sandwiched
between two electrodes, one of which is trans-
parent. Later, instead of using the phosphor-
powder dispersion method (which has many
disadvantages, such as short life, low stability
and brightness), the techniques of producing
thin phosphor films by vacuum deposition or
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other methods were developed.152–154 We shall
discuss briefly the performance of such thin
phosphor film EL devices, but before doing so,
we would like to mention two possible mecha-
nisms that may be responsible for intrinsic elec-
troluminescence: electron tunneling and impact
ionization.155

Electron Tunneling Mechanism
If the phosphor film is thin and the applied

electric field is sufficiently high, electrons at the
acceptor level may be able to tunnel to the con-
duction band and subsequently recombine with
the hole (empty acceptor) nearby, producing
luminescence, as shown in Figure 3-42(A).
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Figure 3-42 Schematic diagrams showing possible mechanisms for producing electroluminescence, (A) involving tun-
neling: (a) an electron in the acceptor state may tunnel to a state in the conduction band of the same energy, and (b) this
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acceptor state just created by (b), resulting in radiative emission.



Impact Ionization Mechanism
Electrons in the conduction band that are

accelerated under a sufficiently high field may
acquire enough energy to cause impact ioniza-
tion in the material, producing electron–hole
pairs. The holes will quickly be trapped at the
acceptor sites nearby, while the electrons in the
conduction band will move until they find suit-
able empty acceptor sites and then recombine
with holes there, producing luminescence, as
shown in Figure 3-42(B). This phenomenon has
been observed in the ZnS:Mn phosphor film EL
devices.

The typical thin-film EL device is the
LUMOCEN (LUminescence from MOlecular
CENters). This EL device consists of phosphor
with special luminous centers, made of rare
earth–halide molecules.153 Figure 3-43 illus-
trates schematically a representative structure
of a LUMOCEN device. Normally, ZnS phos-
phor is used as the host phosphor material and
TbF3 as the luminous centers. The SnO2 film
serves as the transparent electrode. However,
this structure has not been developed further 
for practical applications because of many
inherent shortcomings. Several better thin-film
EL devices have been developed, including
ZnS:Mn thin-film EL devices, radio-frequency
sputtered ZnS:Mn, Cu thin-film EL devices,
ZnS:Mn thin-film EL devices with double insu-
lating layer structure, etc.154,156

We use the ZnS:Mn thin-film EL device with
a double insulating layer structure as an 
example to show the typical performance of
classical electroluminescence devices. Figure
3-44(a) illustrates schematically the fundamen-
tal structure of the EL active film sandwiched
between two insulating layers. These two insu-

lating layers prevent leakage current from
flowing through the EL film and keep the
applied electric field for producing lumines-
cence across the active element of ZnS:Mn
phosphor. The materials for the insulating layers
must have a high breakdown strength and a high
dielectric constant, so that they do not take away
a large portion of the applied field, and they
must be transparent. Usually, Y2O3, Si3N4, or
Al2O3 is used for insulating layers.

The general performance of this device is
good and has a long life of operation. This
device emits bright, yellowish-orange light
under an AC field. The luminescence spectrum
is not affected by the amplitude of the driving
AC field and frequency. The typical brightness-
voltage characteristics of this device are shown
in Figure 3-44(b). The brightness depends
strongly on the applied voltage in the lower
voltage region and tends to saturate in the
higher voltage region. The brightness-voltage
characteristics shift to higher voltages as time
elapses, but the saturation value does not
change. This shift is not due to the degradation
of the device but to a kind of stabilization
process similar to the thermal annealing
process. After the completion of such a stabi-
lization process, the device becomes extremely
stable for three years, without any change in
brightness. The stabilization process can be
accelerated by elevating the temperature and
applying a suitable voltage on the device at the
same time. For example, if a voltage in the sat-
uration region is applied across the device at
200°C, the time required to complete the stabi-
lization process is within one hour.156

Injection Electroluminescence
Injection electroluminescence is sometimes
referred to as extrinsic electroluminescence,
because the electrons and holes undergoing
radiative recombination are supplied externally
by carrier injection through electrical contacts.
Light emission from electrical contacts is, of
course, very similar to light emission from p–n
junctions, on which most light-emitting diodes
(LED) and semiconductor lasers are based.
However, for many luminescent materials, such
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as molecular crystals and II–VI compounds, 
p–n junctions are not feasible. In such cases,
other methods of carrier injection must be used.
In the following sections, we shall discuss
briefly some commonly used methods of carrier
injection.

Carrier Injection from Electrical Contacts
Filamentary Charge-Carrier Injection in

Solids in Chapter 7 discusses the theory of fila-
mentary double injection in solids. It is likely
that multiple current filaments may simultane-
ously exist between two parallel plane elec-
trodes. In such a case, we can always consider
that within a domain of radius rd is enclosed only
one current filament and that the total current be-
tween the plane electrodes may be expressed as

(3-147)

I I I I HIT domain domain n
n

= + + = Â1 2 . . . �

This means that the total current can be repre-
sented by the current in one domain I multiplied
by a constant H. We can also assume that the
current is uniformly distributed within the area
of pr 2

d, provided that rd is small enough to
satisfy this condition.

In molecular crystals—for example, in
undoped and doped anthracene—both the elec-
tron and hole mobilities are generally small and
the recombination rate constant is large, result-
ing in a small space charge overlap. Thus, 
the simultaneous injection of electrons and
holes from the contacting electrodes will
produce two-carrier space charge limited cur-
rents within the filament, and lead to electrolu-
minescence when two types of carriers meet
and recombine radiatively.

After the onset of electroluminescence in a
molecular crystal with a fixed emission spec-
trum, the electroluminescent brightness is gov-

174 Dielectric Phenomena in Solids

1

2

3

4

5

6

(a)

(b)

103

102

10

1
150 200 250 300

5 kHz

Applied Voltage (Volts)
t =

 0

t =
 1

t =
 1

6

t =
 8

0,
90

,1
02

,1
40

 h
rs

B
rig

ht
ne

ss
 (

ar
bi

tr
ar

y 
un

its
)

Figure 3-44 (a) Schematic diagram showing the ZnS:Mn thin-film electroluminesence device with a double-insulating
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layer (2000 Å); 5: SnO2 transparent electrode; 6: glass substrate, and (b) the brightness-applied voltage characteristics of the
ZnS:Mn thin-film device.



erned by the external quantum efficiency,148 hq,
given by

(3-148)

where hi is the carrier injection efficiency,
which is the ratio of the current due to minor-
ity carriers to the total current. If it is assumed
that Jn is the current due to minority carriers,
then

(3-149)

hg is the light generation efficiency; hint = hihg

is the internal quantum efficiency, which is a
function of the total current density and tem-
perature of the electroluminescence specimen;
and he is the light extraction efficiency, which
is defined as the ratio of power loss due to the
light transmission within the electrolumines-
cence specimen to the total power losses, which
consist of both the losses in the bulk and on the
surface. This can be considered fixed for a
given specimen.

For double injection, the recombination of
the injected electrons with the injected holes 
in the molecular crystal will yield singlet and
triplet excitons. It is generally accepted that 
the singlet excitons producing fluorescence are
partly generated directly by electron–hole
recombination and partly generated indirectly
by triplet–triplet recombination in pairs, ac-
cording to the following relation157,158:

where e and h represent, respectively, the elec-
tron and the hole; [S]dir and [S]ind represent,
respectively, the singlet excitons produced by
the direct and the indirect processes; and [T]
represents the triplet excitons. It is the effi-
ciency of generating [S]dir and [S]ind and their
subsequent population in the crystal that
governs the electroluminescent intensity, but
the threshold voltage is mainly governed by
local field effects on the electrode surfaces.
Since there is a great difference in lifetime
between the singlet and the triplet excitons in
molecular crystals (for example, in anthracene
they are 10-8 and 10-2 sec, respectively), the
total electroluminescence consists of prompt
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electroluminescence due to [S]dir and delayed
electroluminescence due to [S]ind and exhibits
time constants corresponding to both of these
decays. In the steady state, however, electrolu-
minescence is the combination of these two.

Through a semitransparent planer electrode,
Hwang and Kao have observed that electrolu-
minescence in anthracene occurs within a
single filament, and its brightness decreases
with increasing distance from the center of 
the filament in a manner similar to the variation
of the current density with radial distance
described in Filamentary Charge-Carrier 
Injection in Solids in Chapter 7.159 As the
applied voltage is increased, multiple filaments
are observed and the overall electroluminescent
brightness increases. Since the normal parallel-
plane electrodes have sharp edges, the filaments
are generally formed near the edges, because
the field is higher there.159

Electroluminescent intensity (or brightness)
is dependent on the injection current density. 
At a high injection level, bimolecular decay is
dominant, so the electroluminescent brightness
is proportional to the injection current. At a low
injection level, monomolecular decay becomes
dominant, so the electroluminescent brightness
is proportional to the square of the injection
current.131,159,160 Some typical results for the
total brightness BT as a function of the injection
current I for anthracene are shown in Figure 
3-45. The experimental results are from
Williams and Schadt161; Schwob and Zschokke-
Granacher163; Kawabe, Masuda, and Namba164;
and Hwang and Kao.159

If the current-voltage (I-V) characteristics are
known, the relationship between electrolumi-
nescent brightness and applied voltage can
easily be deduced. It is most likely that prior 
to the onset of observable electroluminescence,
the current is dominated by one type of charge
carrier from one electrode, the other being a
neutral or blocking contact. But when the
applied voltage V > Vth, the space charge built
up near the blocking contact becomes sufficient
to turn on the carrier injection; therefore, the
current increases sharply to another regime. In
this regime, both types of carriers, holes and
electrons, play almost equally important roles
in the conduction current, and both electrodes
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under such a condition can be assumed to be
ohmic contacts, but the effects of field-
enhanced detrapping and reabsorption of elec-
troluminescence are excluded. If these effects
are taken into account, it would be expected
that I and hence BT would increase more rapidly
with V. This trend of BT -V relationship has been
observed in anthracene.159

Electroluminescent intensity is also depend-
ent on temperature. The temperature-dependent
phenomenon may be explained in terms of
three processes:

• Exciton–trapped exciton interactions

• Exciton–carrier interactions

• Exciton–surface state interactions, which
control the electroluminescent intensity and
are temperature-dependent

The surface states at the interface between the
contacting electrode and the anthracene crystal

quenches singlet excitons, and the quenching
rate decreases with increasing temperature.
However, the effect of surface states may be
very small compared to those of processes 1
and 2,145 and for most cases, process 3 may be
ignored.

If the temperature for peak electrolumines-
cent brightness is defined as the brightness
characteristic temperature Tb, then it is possible
that for temperatures lower than Tb, process1 is
dominant, and for temperatures higher than Tb,
process 2 becomes important. Tb can be thought
of as the characteristic temperature of these
processes, at which the singlet exciton-
attempt-escape frequency is equal to the
carrier-singlet exciton reaction rate.159

For temperatures lower than Tb, brightness
increases with increasing current. Since BT is
proportional to I in the high-injection case, the
temperature dependence of BT can be explained
in terms of the temperature dependence of I.

For temperatures higher than Tb, brightness
decreases although the current still increases
with increasing temperature, and electrolumi-
nescence disappears at a certain temperature,
depending on the applied voltage. It has been
experimentally observed that the interaction 
of singlet excitons165 or of triplet excitons133

with charge carriers quenches fluorescence.
The change of temperature may not greatly
affect the carrier injection from the elec-
trodes, but it would greatly affect the ratio of
the free carrier density to the total carrier
density, which includes both free and trapped
carriers.

Typical temperature-dependent electrolumi-
nescence results are shown in Figure 3-46. The
experimental data are from Hwang and Kao.159

It should be noted that the nature of
exciton–trapped exciton interactions and
carrier–exciton interactions is still not fully
understood. However, the argument here
serves, at least, to explain qualitatively this
temperature-dependent phenomenon.

Electroluminescence consists of two compo-
nents: the fast component (generally referred to
as prompt electroluminescence) and the slow
component (generally referred to as delayed
electroluminescence). The “fast” light transient
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Figure 3-45 Electroluminescent brightness as a function
of current for (a) undoped anthracene crystals and (b)
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marks the time when the two leading carrier
fronts meet in the specimen, while the “slow”
light transient involves triplet-triplet annihila-
tion and electron and hole detrapping
processes. The time dependence of the “fast”
current transient enables the determination of
the carrier recombination rate constant, and the
“slow” current transient can be used to monitor
any change of exciton generation rate that may
arise from a decrease of mobile carriers due to
trapping.

The steady state (or DC) electrolumines-
cence spectrum is independent of the electrode
material but depends on temperature and
crystal preparation. Under pulse voltage condi-
tions, however, a carrier-injection mechanism
of a normally blocking contact becomes ap-
parent. Electroluminescence first appears at the
time, after the application of a voltage pulse,
corresponding to the transit time of d2/
(mn + mp)V in cases of both electron-injecting
and hole-injecting contacts. But in cases of one
electron-injecting contact and one normally
hole-blocking contact, electroluminescence
appears at the time corresponding to the transit

time of electrons alone, that is, on the arrival 
of the electron space charge front at the anode
to enhance the hole injection. In cases with 
two carrier-injecting contacts, electrolumines-
cent intensity is proportional to the current,
irrespective of the current level, while in cases
with only one carrier-injecting contact and one
normally blocking contact, the relationship
between the electroluminescent intensity and
the current depends on the current level.161

Electroluminescent intensity depends on the
frequency under applied sinusoidal AC fields.
Using a sodium electrode as the electron-
injecting contact and a silver electrode as the
hole-injecting contact (a silver electrode is a
hole-blocking contact at low fields and can
become a hole-injecting contact only at high
fields), Kunkel and Kao have studied electrolu-
minescence under continuously sinusoidal AC
fields at various temperatures.166 The typical
wave forms of the AC voltage applied across
the specimen and the corresponding electrolu-
minescence produced in it are shown in Figure
3-47. It can be seen that electroluminescence
appears only when the silver electrode is at the
positive voltage half-cycles, indicating that
neither the sodium electrode injects holes nor
the silver electrode injects electrons, that there
is a time delay (td) between the time when the
voltage is applied and the time when the elec-
troluminescence appears, and that there is also
a phase shift (q) between the peak of the
applied voltage and the peak of the electrolu-
minescent intensity.

Peak electroluminescent brightness as a
function of frequency for various temperatures
is shown in Figure 3-48. Brightness decreases
monotonically with increasing frequency.
Brightness increases with increasing tempera-
ture, reaches a peak at a certain critical tem-
perature, and then decreases with increasing
temperature in a manner similar to that for 
DC electroluminescence, discussed earlier. The
delay time (td) shown in Figure 3-47 is also fre-
quency-dependent, as shown in Figure 3-48 in
a dashed curve. The phase shift q also increases
with increasing frequency; it is not noticeable
at 20Hz but becomes significant at 5000Hz.
The leading portion of the wave form of 
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Figure 3-46 Electroluminescent brightness as a function
of temperature for undoped anthracene crystals of about 
1 mm in thickness for (a) 1.2 kV applied voltage and (b) 
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electroluminescence is similar in shape to that
of the applied voltage for all frequencies, but
the tailing portion is different. There is a sig-
nificant exponential tail developed on the trail-
ing edge at high frequencies, as shown in
Figure 3-47(b). Usually, when the applied
voltage reaches the zero point, the electrolumi-
nescence wave form becomes exponential,
since beyond this point light output results pre-
dominantly from delayed fluorescence.

Carrier Injection through P–N Junctions
Most LEDs and semiconductor lasers are

based on the principle of p–n junctions under
forward-bias conditions. Several p–n junction
structures formed by luminescent materials
produce injection electroluminescence.167 In
this section, we will briefly describe some of
the most commonly used p–n junction devices
for electroluminescence.

P–N Homojunction Devices—Since group IV
elements, such as Si and Ge, are not lumines-
cent materials, and group II–VI compounds
cannot be readily doped to form n- or p-type
materials, group III–V compounds are the
major luminescent materials for p–n junctions.
For example, p–n junctions are readily formed
in GaAs by doping with Si as donors by replac-
ing Ga, or as acceptors by replacing As. Simi-
larly, p–n junctions can be formed by diffusing
Zn into pulled crystals of n-GaAs.

P–n junctions can be made as step (or abrupt)
junctions, in which the p-type semiconductor is
uniformly doped with acceptor impurities and
the n-type semiconductor is uniformly doped
with donor impurities up to the metallurgical
junction. P–n junctions can also be made as
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Figure 3-47 Oscillograms illustrating the waveform of
AC voltages and that of corresponding electrolumines-
cence, which appears only when the silver electrode is at
the positive-voltage half cycle, td is the time delay and q is
the phase shift. (a) frequency: 500 Hz, temperature: 40°C,
vertical scale: voltage, 400 V/div; brightness, 0.5 V/div;
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Figure 3-48 The peak electroluminescent brightness
(solid curves a–e) and the delay time (dashed curve) as a
functions of frequency of the applied sinusoidal AC voltage
of 1600 V peak to peak at various temperatures, a: 20°C,
b: 30°C, c: 40°C, d: 0°C, e: -20°C. The delay time is meas-
ured at 40°C.



graded junctions, in which the concentration of
the doped acceptor and donor impurities are
distributed either linearly or following a partic-
ular distribution function up to the metallurgi-
cal junction. However, when a p–n junction is
formed, the requirement of the constant Fermi
level throughout the device in thermal equilib-
rium results in the formation of a depletion
region due to the transfer of electrons and holes
across the junction, as shown in Figure 3-49. A
full discussion of the p–n junctions is beyond
the scope of this book. For details, see the 
standard references, such as reference 168.
Here, we will use abrupt p–n junctions to illus-
trate the basic concept of p–n junctions’ pro-
duction of light emission.

The basic normal p–n junction is shown in
Figure 3-49(a). For example, GaAs has an
energy bandgap of 1.43eV corresponding to 
the wavelength of 861nm. The most probable
energy of the electrons in the conduction band
is kT/2; thus, the wavelength of the emitting
light due to band-to-band transition is slightly
shorter than 861nm. Furthermore, the light pro-
duced will be attenuated due to self-absorption
during its travel to the surface of the semicon-
ductor (i.e., the semiconductor–air interface).
The light intensity will be reduced by 
exp(-a�), where � is the length of the semi-
conductor. Reaching the surface, part of the
light will be reflected according to the reflec-
tion coefficient R given by Equation 3-57. 
So, the external quantum efficiency hq can be
written as

(3-150)

where qc = sin-1(1/n), n is the refractive index
of the semiconductor, and hint is the internal
quantum efficiency, which is given by

(3-151)

In general, all recombination processes involve
both radiative and nonradiative transitions. For
radiative transition, the effective carrier life-
time is tR, and for nonradiative transition it is
tNR. The internal quantum efficiency can also be
expressed as

hint = +Ê
Ë

ˆ
¯

Radiative Transition
Radiative Transition

Nonradiative Transition

h h q aq cR= - - -int ( )( cos )exp( )1 1 l

(3-152)

Thus, to achieve high hint, the tNR must be made
as long as possible. However, although hint may
be close to 100%, the actual hq in practical
LEDs is generally less than 10%.

Since radiative transition is not limited to
band-to-band recombination, depending on the
dopants and their concentration, radiative tran-
sition may take place between the conduction
band and the acceptor level or between the
valence band and the donor level. In this case,
the peak of the light emission spectrum may not
occur at 861nm but at a longer wavelength. 
For example, the peak of the electrolumines-
cent emission spectrum for an Si-doped GaAs
LED occurs at wavelengths between 910 and
1020nm.

In general, light emission intensity is pro-
portional to forward-biased current I at high
current levels, that is, under high forward-bias
conditions, in which the radiative transition
occurs mainly outside the depletion region 
due to diffusion current. At low current levels,
that is, under low forward-bias conditions, the
radiative transition takes place mainly in the
depletion region; hence, the light emission
intensity is proportional to I2 due to the recom-
bination current in the depletion region.

To reduce the reabsorption (or self-
absorption) of the emitting light in the semi-
conductor, p–n junction LEDs usually have one
side much more heavily doped, as shown in
Figure 3-49(b), or both sides heavily doped, as
shown in Figure 3-49(c), since the emitting
photons have an energy of Eg lower than the
reabsorption energy level, which is Eg + DE.
When both sides of the junction are heavily
doped, the n-side becomes n+ degenerate mate-
rial and the Fermi level lies inside the conduc-
tion band. Similarly, for the p+ degenerate
material on the p side, the Fermi level lies
inside the valence band. In this case, when the
junction is forward-biased with a voltage nearly
equal to Eg/q, the numbers of electrons and
holes injected across the junction are sufficient
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to create a population inversion in a narrow
region, called the active region. The thickness
of the active region is approximately of the
order of the minority carrier diffusion length.
The radiation produced by recombination in

that region may interact with valence electrons
and be absorbed, or interact with electrons in
the conduction band, thereby stimulating the
production of further photons of the same
energy. If the injected carrier concentration
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becomes large enough, the stimulated emission
can exceed the absorption, so the optical gain
can be achieved in the active region, resulting
in laser oscillations.

P–N Heterojunction Devices—When the p-
type material and the n-type material, having
different energy bandgaps, form a p–n junction,
such a junction is called the p–n heterojunction,
as shown in Figure 3-50(a). When a forward-
bias voltage across the junction is sufficient to
flatten the valence band edges, as shown in
Figure 3-50(b), holes are injected freely into the
n-type semiconductor without a barrier. But 
it is difficult for the minority electrons to be
injected into the p-type semiconductor because
of the large barrier height. Obviously, radiative
recombination will then occur in the lower-gap
semiconductor, as shown in Figure 3-50(b). For
example, in the p(GaAs)-n(GaSb) heterojunc-
tion, the injection electroluminescence occurs
at about 0.7eV, which is near the energy
bandgap of n-GaSb. The larger-gap semicon-
ductor side. such as p-GaAs is, in general, 
transparent to the radiation generated in the
lower-gap semiconductor and therefore serves
as a window for transmitting the radiation.

In practice, heterojunctions suffer from inter-
facial problems. In order to make a compromise
with this interfacial difficulty, p–n heterojunc-
tions can be made from different compositions
of miscible alloys having similar lattice con-
stants, such as Al1-xGaxAs. This alloy can be

made either n-type or p-type by adjusting the
value of x.168

3.5 Photoemission

Photoemission is generally referred to as emis-
sion of electrons into a vacuum from a solid, or
injection of electrons or holes from a solid 
into another solid, resulting from an interaction
between photons and a solid. The photoemis-
sion of carriers from a solid into a vacuum is
referred to as external photoemission, while
that from a solid into another solid (such as
from a contact electrode to a semiconductor) is
referred to as internal photoemission. Photo-
emission has been extensively studied as a tool
to study energy levels, particularly ionization
energies of molecular crystals,169,170 as well as
to obtain information about the injecting
contact, potential barriers, surface states, and
electronic structures of solids.171–173 In this
section, we shall discuss photoinjection from a
contacting electrode to a crystalline solid and
photoemission from a crystalline solid to a
vacuum.

3.5.1 Photoemission from 
Electrical Contacts
An extensive compilation of experimental data
on this subject is available in the literature for
inorganic semiconductors,171,174 as well as for
organic semiconductors.173 Metallic contacts
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can be roughly classified into two groups:
ohmic contacts and blocking contacts.175 An
ohmic contact can be considered a reservoir of
carriers that are always ready to supply as many
carriers as needed. Usually, at a given field, the
ohmic contact can supply more carriers than 
the bulk material can carry. Thus, the current 
is bulk-limited. Further increase in current-
injection by photoexcitation does not affect the
current; therefore, no photoemission current
can be observed.

A blocking contact can inject only a very few
carriers—much less than the bulk material can
carry. Thus, the current is contact limited. If a
light of energy hu ≥ fB (where fB is the poten-
tial barrier height—the difference between the
Fermi level of the metal and the conduction
band edge of the semiconductor, as shown in
Chapter 6, Figure 6-4) illuminates the metallic
contact, photoinjection from the contact will
take place. The photoemission, without taking
into account the effects of scattering and relax-
ation, can be written, according to the Fowler
theory176,177 as

(3-153)

This equation is valid only for fB ≥ 0.5eV, that
is, if hu - fB is greater than some multiple of
kT (>6kT) or hu £ 1.5fB. Beyond this range,
the assumptions for the simple Fowler theory
are no longer valid.178 Furthermore, Equation 
3-153 is valid only for photoinjection from a
metal to a semiconductor having wide energy
bands (with bandwidths larger than 0.5eV).
Most metals, inorganic semiconductors, and
insulators can satisfy these conditions. For
materials and conditions for which Equation 3-
153 is valid, the measurements of Jph as a func-
tion of hv, and then the extrapolation of the plot
of versus hv to Jph = 0, yields fB. However,
Equation 3-153 cannot be applied to narrow
energy band materials, such as most low-mobil-
ity organic semiconductors (e.g., anthracene).
In narrow energy band materials, an electron
injected into the narrow band can diffuse only
a few angstroms (about 5Å) and would then be
captured in a bound state of the coulomb image
potential (see Figures 6-12 and 6-13). There-

Jph
1 2

J C h hph B B= - ≥( )u f u f2 for

fore, an injected electron must have a sufficient
momentum perpendicular to the surface before
it can escape from the image force to enter the
conduction band.

From a Metal into Wide Bandwidth
Semiconductors
This is the most common case, and it has been
treated in detail by investigators.177–179 As men-
tioned before, in this case, photoemission
measurements would directly yield the barrier
height of the blocking contact fB. For semicon-
ductors for which the image-force effect is neg-
ligible, the photoemission method is reasonably
accurate for determining fB. A typical example
is given in Figure 3-51 for a gold contact to 
a CdS crystal specimen, in which fB = 0.7eV
is obtained for this contact potential barrier
height. The experimental data are from
Goodman.180 A similar agreement to the Fowler
theory has also been reported for Si and for
other inorganic semiconductors.181 By measur-
ing the threshold energy hv0 = fB for electron
emission and that for hole emission, the sum of
these two threshold energies gives the energy
band gap of the semiconductor. For example,
the threshold energy for electron emission from
Au to n-GaP is 1.30eV182 and that for hole
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emission from Au to p-GaP is 0.72eV.183

The sum of these is 2.02eV, which is about 
the energy band gap of GaP, which is 2.18eV.184

It should be noted that the barrier heights 
determined by means of photoemission 
measurements depend on the specimen’s
surface conditions. The effects of surface states
have been discussed by several investiga-
tors.180,181

For large bandgap materials, the Fowler plot
at hu close to hu0 is usually not linear, which
means (Jph)1/2 is not proportional to (hu - fB),
or deviates from the linear Fowler plot. Figure
3-52 shows a typical (Jph)1/2 versus hu curve for
an MIM (metal-insulator-metal) structure; the
results are from Kadlec and Gundlach.185 The
asymmetry of Al-Al2O3-Al (f1 > f2) shown in

the inset of Figure 3-52 is probably due to 
the different prehistories of the two interfaces.
This nonlinear behavior or deviation has 
been observed by many investigators,186,187 and
makes it difficult to determine accurately the
value of fB. Several factors may be responsible
for this deviation178:

• The electron distribution may be smeared
out about the Fermi level, but the deviation
is too large to be explained by this effect.

• The scattering of electrons in the conduction
band may play a role, but it is likely that it
can be important for thick specimens and not
for films thinner than 50Å.

• The quantum mechanical transmission coef-
ficient, which affects the photocurrent, is not
equal to zero for Ex < fB, because some of
the electrons can tunnel through the poten-
tial barrier, and is not equal to 1 for Ex > fB,
because some of the electrons are reflected,
where Ex = mv2

x /2 and v* is the electron
velocity in x direction.

• It is possible that the barrier height is not
uniform over the whole area of the interface.

It should be noted that the barrier height may
depend on specimen thickness and light inten-
sity, possibly due to space charge effects.188

Obviously, because of the image force effect,
the barrier height is field dependent. Berglund
and Powell189 have derived the expression for
the photoemission current versus applied
voltage characteristics for an MIM structure. It
is given by

(3-154)

where S is thickness of the specimen, xm is the
distance from the illuminated electrode to 
the location of the maximum barrier height, l is
the mean free path, and p is a parameter depend-
ing on the kind of electron excitation and lies 
1 < p < 3. If the insulator is too thin, the 
incident light illuminating the first electrode can
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also reach the second electrode (opposite to the
first) and excite carriers there. Consequently, the
photoemission current is composed of two types
of currents (electrons and holes) under an
applied field. Unless the component from the
opposite electrode is negligibly small, the pho-
toemission consisting of two types of carriers
would influence the thickness and hu depend-
ence of Jph. Furthermore, the electron–electron
and electron–phonon interactions also play an
important role in this dependence. All these
effects on the internal photoemission—as well
as the application of various internal photo-
emission experiments for the determination of
barrier height, potential barrier shape, charge
distribution in the insulator, topographical dis-
tribution of the barrier height, trap distribution
in the barrier, and the mean free paths and energy
losses of the carriers—have been critically
reviewed by Kadlec and Gundlach.178,186,190

From a Narrow Bandwidth Emitter into
Wide Bandwidth Semiconductors
A degenerate n-type or p-type silicon or similar
semiconductor can act as a narrow bandwidth
emitter. Photons with energies hu0 or hu1 can
excite electrons from the conduction band, and
those with energy hu2 can excite electrons from
the valence band of a degenerate n-type semi-
conductor into the conduction band of an insu-
lator, as shown in Figure 3-53. For a given
photon energy hu, the excited electrons are dis-
tributed over only a narrow band of the width

within a few kT of the bottom of the conduc-
tion band, far narrower than those excited from
the metal. Thus, within the range of photon
energies fB £ hu £ fB + Eg, the photoemission
current (or the quantum yield for photoemis-
sion) as a function of photon energy is simply

(3-155)

For the Si-Si02 system, the experimental results
fit Equation 3-155 if the photon energies hv are
less than fB + Eg, and then fit Equation 3-153
(rather than Equation 3-155) when hv > fB + Eg,
because at higher photon energies, the electrons
excited from the valence band become domi-
nant, as shown in Figure 3-53.

From a Metal into Narrow 
Bandwidth Crystals
The narrow band can be considered a delta
function. This means that within the band, the
energy distribution of excited holes (or excited
electrons) is uniform and implies that the
quantum yield for photon energies above the
threshold hv0 is independent of photon energy,
as shown in Figure 3-54(a). In organic crystals,
there are usually several narrow bands sepa-
rated by roughly equally spaced levels, due 
to molecular vibrations. For example, in
anthracene, the molecular vibration has fre-
quencies corresponding to energies of approxi-
mately 0.2eV, but the electronic bandwidth is
about 0.02eV. For clarity, only two such narrow
valence bands are shown in Figure 3-54(b).
Each band gives rise to a step-function of
photoemission current, starting at different
photon energies. The combination of these
step-functions gives a staircase quantum yield
Y, and the derivative dY/d(hv) gives a clear
picture of energy-level splitting by molecular
vibration, as shown in Figure 3-54(b).

Figure 3-54(b) gives only the basic concept
of the behavior of narrow bands. In fact, the
quantum yield of the ith narrow band should be
proportional to (hv - fBi), since the number of
excited carriers that can surmount the potential
barrier fBi is proportional to (hv - fBi), as shown
in Figure 3-54(c). See also the top energy
diagram of Figure 3-54(b). The total quantum

J C h hph o= -( )u u
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yield Y from all the vibrationally split levels
should be the sum of the linear ramps, as shown
in Figure 3-54(c). In this case, the derivative
dY/d(hv) gives a series of step-functions, start-
ing at different photon energies. For photo-
emission from a metallic contact to an organic
crystal, the quantum yield Y should follow the
relation schematically shown in Figure 3-54(c)
and Yµ(hv - fB)2, rather than those shown in
Figure 3-54(b) with Ya (hv - fB).

Several investigators have reported that the
quantum yields for the photoemission of holes
into organic semiconductors, measured as func-
tions of photon energy using various metallic
electrodes, are in good agreement with the the-
oretical prediction discussed here.171–174,191,192

Obviously, these arguments for photoemission
of holes from metal to narrow band crystals
apply equally well to cases of photoemission of
electrons from metal to narrow-band crystals. It
should also be noted that, from the arguments
given earlier in this chapter in Photoemission
from Electrical Contacts, it is possible to esti-
mate the photoemission spectrum in cases of a
narrow bandwidth emitter into crystals with a
series of narrow bands.

3.5.2 Photoemission from 
Crystalline Solids

In general, photoemission from crystalline
solids means volume photoemission resulting
from optical absorption in the bulk, which
should be distinguished from surface photo-
emission resulting from optical absorption at
the surface. The contribution from excitation of
surface states is small, because the total number
of surface states is small compared to the
number of states in the bulk that can participate
in photoemission processes. Therefore, photo-
emission is mostly a volume effect. The 
photoemission quantum yield increases with
increasing specimen thickness and reaches a
saturation value when specimen thickness
exceeds the penetration (or absorption) depth or
the escape depth. If specimen thickness is
smaller than penetration depth, photoemission
may exhibit a roughly periodic nature of its
variation with specimen thickness, going
through a minimum at thicknesses equal to 
an odd number of quarter-wavelengths and
through a maximum at thicknesses equal to an
integral number of half-wavelengths of the
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incident light.193 To simplify matters, such an
interference effect is ignored in the following
discussion, and photoemission is assumed to be
a bulk phenomenon.

Photoemission consists of three steps:

1. Excitation of an electron to a high-energy
state by the absorption of a photon

2. The scattering of the excited electron on its
way to the vacuum-solid interfaces

3. The escape of the electron over the poten-
tial barrier at the surface of the solid

Surface states may affect volume photoemis-
sion indirectly through band bending. However,
for the sake of simplicity, we will neglect the
band-bending effects. Figure 3-55 illustrates
the three steps, the band diagram, and the rela-
tive energy levels for photoemission from an
organic crystal into a vacuum. The light inten-
sity of the excitation with photon energy hu at
the same distance x from the vacuum-solid
interface is

(3-156)I x I R xo( , ) ( )exp( )u a= - -1
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where Io is the light intensity in vacuum; R and
a are, respectively, the reflection and the
absorption coefficients of the crystal, which
depend on light wavelength. I(v,x) can be
defined as the number of photons of energy hv
arriving at x per second.

Before going to organic crystals, we will take
a simple inorganic semiconductor as an
example to illustrate the procedures of deriving
an expression for the photoemission yield Y.
Supposing that the energy of incident photons
hv is larger than Eg + c, then the concentration
of photocarriers generated within dx at x is

(3-157)

where P is the probability that a photon
absorbed will excite an electron to a high-
energy state. The energy hv > (Eg + c) may
excite some electrons to a high-energy state
above the vacuum level, but it may also excite
some to a level below the vacuum level if the
electrons being excited are located much lower
than Ev in the valence band. Clearly, only those
above the vacuum level can lead to photoemis-
sion. Furthermore, even though some excited
electrons at x may have energies above the
vacuum level, they will lose part of their ener-
gies by the scattering processes during their
motion toward the vacuum-solid interface.
Thus, by the time they reach the interface, some
may have lost so much energy that their ener-
gies become lower than the vacuum level, and
they will not be able to escape over the poten-
tial barrier. The probability for an excited 
electron at x to escape to contribute to photo-
emission can be written as194

(3-158)

where B(u) is constant and Lesc is the escape
depth. Both B(u) and Lesc are dependent on
electron energy. The total photocarriers emitted
from the crystal specimen are then
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The quantum yield is defined as

(3-160)

Since B and Lesc are functions of electron
energy, they must be directly related to scatter-
ing mechanisms and absorption processes
(direct transition, without a change in momen-
tum, or indirect transition, involving a change
in momentum). Kane has analyzed theoreti-
cally the quantum yield versus photon energy
characteristics near the threshold for a general
band structure and for a variety of photocarrier
generation and scattering mechanisms involv-
ing volume and surface states (volume and
surface scattering processes) in semiconduc-
tors.195 The initial fast-rising portion of the Y -
hv curve can be expressed in the form

(3-161)

where A and S are constants and Eth is the
threshold energy required for photoemission.
For intrinsic and lightly doped semiconductors
Eth = c + Eg. Depending on the photocarrier
generation and scattering mechanisms, S varies
from S = 1 to S = 5/2.195 For cases that do not
involve surface scattering, the values of S are
as follows:

S = 1 for direct transition without volume 
scattering

S = 2 for direct transition involving elastic 
scattering

S = 5/2 for indirect transition with or without
elastic scattering

In practical cases, photocarriers suffer both
volume and surface scattering. However, that 
S = 1 in the high-energy region and S = 3 in the
region near the threshold has been experimen-
tally observed in III-V compounds, such as
InSb, GaSb, InAs, and GaAs.196 Kane’s theory,
however, depends on the shape of the edge of
the valence band. Therefore, it cannot be
applied to organic crystals with narrow valence
bands.

In organic molecular crystals, excitons are
generally the intermediate states in the photo-
carrier generation processes. Also, the molecu-
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lar vibrations split each valence band into many
well-separated narrow bands with an energy
separation of one vibrational quantum, hvv. The
electron escape probability Pesc involves both
the scattering probability and the surface trans-
mission probability. Near the threshold, Pesc

may be considered due mainly to surface trans-
mission probability, because scattering proba-
bility varies slowly in this energy region.170 On
the basis of this consideration, several investi-
gators170,197,198 have derived a relation between
the quantum yield and the photon energy near
the threshold, which is given by

(3-162)

with 1/2 £ S £ 3. This expression is similar to
Equation 3-161. However, for a large number
of molecular crystals, the experimental results
on the quantum yield near the threshold are in
agreement with Equation 3-162 with S = 3, such
as anthracene, tetracene, and pentacene.170,199 It
should be noted that, because many factors may
affect the value of S, it is often possible to
obtain fits to the experimental data versus hu
with S other than 3. When photon energy is in
the above-threshold region, the value of S may
become 1/2. It is likely that the extrapolation of
the plot of Y 2 as a function of hu to Y 2 = 0 yields
the value of Eth corresponding to the first
maximum in the photoelectron energy distribu-
tion spectrum (from the most probable position
of the first valence band to the vacuum level),
while the cubic law extrapolation gives the
value of Eth corresponding to the onset of 
photoemission.198 For more details about 
photoemission in molecular crystals, see refer-
ences 198–200.

Effects of Surface Conditions
In the preceding analysis, the energy bands are
assumed to be flat up to the surface. In fact,
there are always surface states present at the
surface that induce space charge near it, causing
the band to bend up or down, as shown in
Figure 3-56. Gases such as oxygen adsorbed on
the surface may result in a change of the order
of 1eV in Eth. If the space charge causes the

Y h E Sµ -( )u th

band to bend up by DE the threshold energy for
photoemission Eth = |Eth|flat band + DE. Conversely,
if the band is bent down by DE then 
Eth = |Eth|flat band - DE. To include the effects of
surface conditions, we must know the variation
of Ev with x measured from the vacuum level.
Of course, the analysis for the Y - hu relation
will be very mathematically involved.

Effects of Defects in Crystals
Obviously, defects in a crystal will affect the
photoemission spectrum. It is likely that the
adsorbed gases in the crystal lead to the forma-
tion of deep traps, particularly in the surface
layers of the solid. Electron acceptors, such as
O2, produce electron traps, while electron
donors, such as H2, produce hole traps. Local
changes in polarization energy and impurities
with low ionization energy present in the
crystal lattice would cause changes in the pho-
toemission spectrum. In general, the defects
tend to broaden the low energy tails, causing a
decrease in the threshold. Thus, in studying
photoemission from solids, there are two intri-
cate problems: the determination of the thresh-
old photon energy, and the identification of the
origin of the emitted electrons. For example,
the values of Eth change as oxygen is incorpo-
rated into tetracene,194 or for alkali metals such
as caesium, potassium, and sodium doped into
anthracene crystals.201
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Energy Distribution of Emitted Electrons
The energy distribution of the emitted electrons
can be measured by several techniques. The
most commonly used technique is the retarding
potential method. This method simply employs
a bias, acting as a retarding potential VR, which
collects only those emitted electrons with a
kinetic energy Ek greater than the retarding
potential energy qVR. By sweeping the retard-
ing potential over a range of bias, a complete
energy distribution curve (EDC) can be
obtained.202,203 All energies above the vacuum
level (see Figure 3-55) are available as kinetic
energy for the emitted electrons. So, the inci-
dent photon energy Ep must be at least equal to
the energy between the valence band edge Ev

and the vacuum level Evac. Thus, the minimum
retarding potential VR(min) that can completely
block the photoemission current should be

(3-163)

From the EDC, it is possible to determine the
band structure in the crystal,204 as well as to
obtain information about the density of states
in the valence and the conduction bands.

Figure 3-57 shows schematically the varia-
tion of the photoemission current I and the
number of emitted electrons per unit times per
unit energy N with retarding potential VR. For
the latter, N can be expressed as

(3-164)

It can be seen that N = 0 when VR = VR(sat) and
VR = VR(min). N increases with VR from VR(sat), as
expected, since the attenuation of the absorbed
optical energy varies exponentially with the
depth from the surface of the solid specimen.
So, a greater fraction of excited electrons lies
in the region close to the surface. Fewer elec-
trons are excited deeper inside the crystal; these
electrons will find greater difficulty in emerg-
ing because their kinetic energy is close to zero.
Thus, electrons excited closer to the surface
will be greater in number and their energies
close to the maximum kinetic energy. The peak
of the N - qVR curve occurs at qVR = EA, imply-

N
q

dI

d qV q

dI

dVR R

= =
1 1

2( )

V E E qR p(min) ( )= - vac

ing that the loss of electron energy for qVR < EA

results in a decrease in the number of emitted
electrons with kinetic energies less than EA.
There are many possible causes of the loss of
electron energy. For example, the loss may be
due to the excitation of bound molecular states
by the electrons before they emerge from the
crystal. The width of the peak at EA could be
due to a variety of causes; for example, not all
of the emitted electrons travel in the direction
perpendicular to the surface of the collecting
electrode [see the insert of Figure 3-57(a)] due
either to scattering, to the excitation of bound
molecular states, or to a particular distribution
in the intrinsic density of states. Furthermore,
the vibrational modes of the molecular ions, 
as well as the fluctuation of intermolecular 
electronic polarization, may also cause N to
decrease for qVR greater and smaller than EA.
The second peak at qVR = EB may be due to the
structure of the crystal. Depending on the inci-
dent photon energy and the structure of the
crystal, the N - qVR curve may exhibit one
peak, two peaks, or one peak with several
shoulders. For example, for the inorganic cesi-
ated GaAs crystal, the N - Ek curve exhibits one
peak if it is excited by photons of about 1.4eV.
But at photon energies greater than 1.7eV, the
valleys can take electrons. If the photoemission
time is comparable to the intervalley relaxa-
tion time, then the crystal will exhibit two
peaks in the N - Ek curve.205 For the organic
anthracene crystal, there are many shoulders
before the occurrence of the peak in the N - Ek

curve.170 A wide variety of phenomena can 
be studied using the experimental data on the
photoemission of electrons with a definite
kinetic energy.

Multiquantum Processes
So far, our discussion has been limited to phe-
nomena based on one-quantum processes. For
example, when an anthracene crystal is excited
by light of the energy hv < 5eV there is still
photoemission below the ionization threshold,
which is 5.7eV. But in this case, the quantum
yield Y varies as the square of the incident
photon energy. This phenomenon was first 
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discovered by Pope et al.206 It can only be
explained by the double-quantum processes.

If the rate of photoemission is proportional
to light intensity, excitation is a one-photon
process; if it varies quadratically with light
intensity, excitation is a two-photon process.
The mechanisms that may contribute to this

double-quantum process are direct two-photon
excitation, exciton photoionization, exciton–
exciton collision ionization, exciton–conduc-
tion electron ionization, and conduction 
electron ionization. The excitons involved
could be neutral singlet or triplet excitons or
ionic excitons.169
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3.6 Photovoltaic Effects

Photovoltaic effects generally refer to phenom-
ena resulting from the conversion of light
energy into electrical energy. This conversion
process can be considered the reverse of elec-
troluminescence. However, the criteria for
achieving the conversion are different. For
electroluminescence, only radiative recombina-
tion produces light, and the carriers involved in
producing light can be free or bound carriers.
But for photovoltaic effects, optical absorption
must produce free carriers, and the carriers
involved in generating photovoltages must be
free (mobile) carriers.

A photovoltaic device is a photodiode in
which electron–hole pairs can be generated by
photon absorption, and they will be separated
by a force due either to the diffusion of these
photogenerated carriers with different mobili-
ties in the bulk, to the contact potential (or dif-
fusion potential) associated with the contact
between two different materials, or to photo-
synthesis. We may detect this charge separation
in two ways. If the device under photon radia-
tion is left on an open circuit, then the poten-
tial between two terminals can be measured as
the open-circuit voltage. This is known as the
photovoltaic mode of operation. On the other
hand, if the device under photon radiation is
short-circuited, then an external current can be
measured under the short-circuit condition or
through a small resistance. This is known as the
photoconductive mode of operation.

Photovoltaic effects in solids may therefore
be caused by

Bulk photovoltaic effects: A photovoltage
arises due to the diffusion of nonequilibrium
photogenerated carriers with different elec-
tron and hole mobilities in the bulk of the
solid.

Contact potential photovoltaic effects: A
photovoltage arises due to the potential
barrier at the interface between two different
materials, such as the Schottky barrier at 
the metal-semiconductor or metal-insulator
contacts; the p–n junction between a p-type
and an n-type semiconductor; or the p–i–n

structure, with an insulator between a p-type
and an n-type semiconductor.

Photosynthesis photovoltaic effects: A photo-
voltage arises due to the photosynthesis of a
dye sensitizer and an electrolyte.

Anomalous photovoltaic effects: A photovolt-
age arises due to a combination of several
mechanisms, such as the Dember effect in
microregions, photovoltaic effects at p–n
junctions, Schottky barriers or strains at
grain boundaries.

Any photovoltaic effects occurring in a solid
involve

• Light absorption in the solid

• Mobile charge carriers generated by the 
absorption

• An internal discontinuity or nonuniform dis-
tribution of impurities or defects giving rise
to the creation of an internal electric field to
separate the two types of carriers

• Electrical contacts

In this section, we shall discuss briefly various
photovoltaic effects.

3.6.1 Bulk Photovoltaic Effects
As early in 1931, Dember observed an electric
potential developed across a cuprous oxide
specimen when subjected to illumination with
a strong light in the absorption region of this
material. Later, this phenomenon was referred
to as the Dember effect 207 and was soon found
also in diamond and zinc sulfide,208 in Ge and
Si,91,209,210 in CdS,211 and in organic crystals.212

This phenomenon is attributed to the diffusion
of photogenerated electrons and holes with 
different mobilities. In general, the spectral 
distribution of the photovoltage amplitudes 
correlates closely to the absorption spectrum,
and the change in light intensity changes 
only the photovoltage amplitude; it does 
not affect this correlation. Photovoltaic behav-
ior is sensitive to the surface condition of the
device. Adsorption of oxygen on the crystal
surface may reduce greatly the photovoltage
amplitude.
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The Dember Effect

The light-induced creation of a photovoltage in
the bulk of a solid is referred to as the Dember
effect. Conditions necessary for this effect to
occur are nonuniform illumination, which gives
rise to a concentration gradient of the photo-
generated carriers, and photogenerated carriers
with different mobilities. Under these condi-
tions, when the surface of a solid specimen is
illuminated with a light of high intensity, a high
concentration of photogenerated electron–hole
pairs will be produced near the illuminated
surface, as shown in Figure 3-58(a).

In general, the mobility of electrons is higher
than that of holes for most inorganic semicon-
ductors (usually, the reverse is true for most
organic semiconductors). If this is the case, elec-
trons will diffuse more rapidly than the holes,

leaving a positive space charge near the illumi-
nated surface and a negative charge within the
bulk of the specimen. The internal electric field
set up by this charge distribution tends to oppose
the electron flow and to assist the hole flow, so
the carriers drift in a manner that reduces the
space charge. For low-resistivity materials, the
Debye length is small, implying that the length
over which a charge imbalance is neutralized by
the majority of carriers is small. In other words,
the overall internal field created is consider-
ably smaller than would be obtained for high-
resistivity materials. Thus, for high-resistivity
materials, the excess photogenerated carrier
concentration is larger than the thermal equilib-
rium carrier concentration. For this case, the
open-circuit photovoltage, usually called the
Dember voltage, can be derived on the basis of
large signal theory. It is given by
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(3-165)

where mn and mp are the mobilities of electrons
and holes, respectively; no and po are the con-
centrations of thermally equilibrium electrons
and holes; and Dn = Dp is the photogenerated
excess electron concentration (equal to the
excess hole concentration).99 It should be 
noted that there are always traps in solids, and
that the electrical contacts to the solid specimen
are usually not ohmic, resulting in the forma-
tion of a surface potential barrier. The electric
field associated with such a barrier would 
partially separate the electrons and holes, 
which are injected to the specimen due to
optical illumination in the vicinity of the
surface. This would create a photovoltage
indistinguishable from the Dember voltage.
However, the Dember voltage is usually very
small, and the Dember effect has so far received
little attention because of its low efficiency for
use as solar cells. Most photovoltaic effects are
based on other, more efficient ways of photo-
generation of free carriers and their separation
for the creation of a high internal electric field.

The Photoelectro-Magnetic (PEM) Effect
The photoelectro-magnetic (PEM) effect,
which is also called the photomagneto-electric
(PME) or the magneto-photovoltaic (MPV)
effect, was originally discovered in cuprous
oxide by Kikoin and Noskov in 1934213 and
later studied by many investigators.91,214,215

The PEM effect is illustrated schematically in
Figure 3-58(b). When a slab of photoconductor
is illuminated perpendicularly with light within
the intrinsic absorption band of the material,
electron–hole pairs are generated in a layer
close to the illuminated surface. These photo-
generated electrons and holes will set up a con-
centration gradient and diffuse in the direction
of the illumination. If a magnetic field B is
applied in the z direction transversely to the dif-
fusion current, the electrons and holes will be
deflected in the opposite x direction, resulting
in the creation of an electric field in the x direc-
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( )D tion. This will, in turn, produce Jsc if the two

electrodes are short-circuited, or produce an
open-circuit photovoltage VPEM between the
two electrodes, which is just sufficient to
prevent the current flow.

The photovoltaic phenomenon, unlike the
Dember effect, occurs even if mn = mp. Based on
a simple phenomenological theory, an approx-
imate expression for the short-circuit current
per unit width of the slab in the magnetic field
direction has been derived,69,91 and it is given
by

(3-166)

The open-circuit photovoltage is given simply
by the product of the resistance of the slab and
Jsc, so that the PEM open-circuit photovoltage
can be expressed as

(3-167)

where I is the light intensity, expressed in
quanta (photons) per second per unit area
absorbed by the slab; B is the magnetic field in
flux density; t is the lifetime of the photogen-
erated carriers; s is the conductivity of the slab;
and d and t are, respectively, the length and the
thickness of the slab. It can be seen from Equa-
tions 3-166 and 3-167 that both Jsc and VPEM

increase linearly with light intensity and mag-
netic field. It is interesting to note that for the
PEM, Jsc depends on (t)1/2, while for photocon-
duction, the current usually depends linearly on
t. It should also be noted that Jsc and VPEM

depend on surface recombination, which has
been ignored in deriving these approximate
expressions. However, for the validity of the
expressions, the thickness t of the slab must be
small compared to the carrier diffusion length,
so bulk recombination can be neglected.

For the configuration shown in Figure 3-
58(b), the direction of the illuminating light 
and that of the magnetic field are mutually per-
pendicular. This arrangement will develop a
voltage Vx, which creates an open-circuit circu-
lating current lying completely in the x–y plane
perpendicular to the magnetic field. So, there 
is no net mechanical force produced due to 
this interaction if the field is homogeneous.

V J d tscPEM = - s

J IB kT qsc n p n p= +[ ( )]2 1 2t m m m m
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However, if the applied magnetic field is tilted
in the x–z plane instead of being perpendicular
to the x direction, then the Bx component will
interact with the open-circuit circulating
current in the slab, creating a torque. This 
phenomenon is called the photomechanical
effect.214 Measuring PEM torques instead of
PEM photovoltages, no electrodes are required
and thus, the effects due to electrical contacts
can be eliminated. This is an important advan-
tage when using the PEM effect for studying
bulk properties of a material.

3.6.2 Contact Potential 
Photovoltaic Effects
To produce a photovoltage in a device, it is nec-
essary to have mobile photogenerated elec-
tron–hole pairs and an internal electric field to
separate the two types of carriers and to enable
them to flow to the external contacts of the
device. The contact potential at the interface
between two different materials provides an
efficient means for this requirement. Since the
contact potential is associated with the bending
of the energy bands near the interface, the
contact potential’s magnitude and sign depend
strongly on the surface states at the interface.

Schottky Barrier Photovoltages
There are three possible photo-effects that can
take place at the Schottky barrier:

Process 1: Light absorbed in the metal will
raise electrons in the metal to energy levels
high enough to surmount the barrier, as
shown in Figure 3-59(a). The threshold for
this to occur is the measure of the barrier
height fB. Electrons with sufficient energy to
enter the solid will make it acquire negative
charges, thus creating a photovoltage across
the barrier.

Process 2: Light with hv ≥ Eg can generate 
electron–hole pairs in the depletion region.
The high electric field in the depletion region 
will separate the photogenerated carriers, as
shown in Figure 3-59(a), resulting in a pho-
tovoltage between the metallic electrode and
the bulk of the solid.

Process 3: Light with hv ≥ Eg may also be
absorbed deep in the bulk of the solid and
generate electron–hole pairs there. One type
of carrier (minority carriers) diffuses to the
junction, as shown in Figure 3-59(a). This
also contributes to the total photovoltage
across the barrier.

In general, the contribution from process 1 is
small because the electrons require momentum
conservation (phonons) for their crossing.216

The major contribution to the photovoltaic
effects is from processes 2 and 3. Process 1 is,
in fact, similar to photoemission, which was
discussed in Section 3.5.1. Electrons injected
from a metal into a semiconductor experience
a force directed away from the contact. Of
course, the probability of the occurrence of
photoemission depends on the thickness of 
the metal film that is the illuminated elec-
trode. If the electron attenuation length is suf-
ficiently long compared to the thickness of
metal film, then the photo-response is pro-
portional to (hv - fB)2.217 Processes 2 and 3
occur when hv ≥ Eg. A typical curve showing
the spectral dependence of the photoresponse 
is shown in Figure 3-60. Thus, measurements
of the threshold energies at which these
processes occur may be used to determine 
the barrier height fB and the energy gap of the
semiconductor Eg.181 When the photon energies
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are much larger than Eg, the electron–hole pairs
are generated very close to the interface
between the illuminated electrode and the 
semiconductor because of the high absorption
there. The decrease of photoresponse at high
photon energies is due to the strong surface
recombination. For hv ≥ Eg, and on the assump-
tion that the energy band diagram of the Schot-
tky barrier is as shown in Figure 3-59(a)
without interface states, the photocurrent due to
process 2 (photocarriers generated in the deple-
tion region) for the exciting light of wavelength
l is given by218

(3-168)

and the photocurrent due to process 3 (photo-
generated holes collected from the bulk) is
given by218

J qT I wdr = - -( ) ( )[ exp( )]l l a1

where T (l) is the transmission of the metal film
into the underlying semiconductor, I (l) is the
incident photon flux, a is the absorption coef-
ficient, S is the surface recombination velocity,
d is the semiconductor specimen thickness, Lp

is the diffusion length of holes, and w is the
width of the depletion layer and is given by
Equation 6.27 (see Chapter 6). The total pho-
tocurrent is the sum of Jdr and Jp.

Several effects that would affect the pho-
tocurrent are not included in the derivation 
of Equations 3-168 and 3-169: the surface
states at the metal–semiconductor interface, 
the reflection from the illuminated electrode
surface, the image potential, and the interfacial
dielectric layer. To include these effects would
make the analysis intractable.

If the photocurrent under the short-circuit
condition is

(3-170)

then when the two electrode is not short-
circuited, but connected with a resistive load
with the resistance R between them, the pho-
tocurrent collected externally can be written as

(3-171)

in which the second term is the normal forward-
bias current at the voltage Vph for a Schottky
barrier diode and Jo is the reverse bias satura-
tion current, which is

(3-172)

where A is the Richardson constant, which is
normally equal to 120 Acm-2K-2, and fB is the
Schottky barrier height.219 When the photo-
current Jph is flowing, a photovoltage Vph = JphR
will be developed across the diode, producing
a forward-bias current in the direction opposite
to the photocurrent. Thus, the open-circuit
voltage can be deduced simply by setting Jph =
0 in Equation 3-171, which is

J AT kTo B= -2 exp( )f

J J J qV kToph sc ph= - -[exp( ) ]1

J J Jdr psc = +
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(3-173)

since Jsc >> Jo.

MIS Solar Cells
If Si or any covalent bonded crystal is used as
the semiconductor for solar cells, dangling
bonds exist at the surface of the crystal due to
the interruption of the perfect periodicity of the
crystal lattice. These dangling bonds create
surface states, which may overlap the states in
the valence and the conduction bands, but only
those within the forbidden gap play a role in the
behavior of the metal–semiconductor contacts.
The dangling bonds tend to capture electrons to
complete the bonds. Theoretically, the number
of surface states created by dangling bonds
should be approximately equal to (1023 cm-3)2/3 =
1015 cm-2. But the experimental data show the
surface state density being of the order of 
1012 cm-2, implying that there exists mutual sat-
uration of unsaturated bonds of neighboring
atoms, and that there may be an oxide layer of
about 20Å in thickness formed on the semi-
conductor surface due to the preparation and
exposure of the surface to the atmosphere con-
taining oxygen before the deposition of the
metallic electrode.219 This would result in the
formation of an MIS structure with a very thin
insulating layer (I) between metal (M) and the
semiconductor (S), as shown in Figure 3-61.

The insulating layer (oxide) screens the semi-
conductor surface from the metal and helps sat-
uration of unsaturated bonds. The open-circuit
photovoltage Voc decreases with increasing Jo,
as shown in Equation 3-173. Jo for Schottky
barrier diodes is a few orders of magnitude
higher than for p–n junction diodes, so Voc for
Schottky barrier solar cells is significantly
smaller than that of p–n junction solar cells. Jo

represents the majority carrier thermionic
current flowing in the direction opposite to the
photogenerated current. The thin insulating
layer between the metal and the semiconductor
also serves to reduce Jo, thus increasing the
magnitude of Voc.220 The thin insulating layer
with a thickness of the order of 20Å will be no
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barrier for the photogenerated minority carriers.
They can tunnel through a thin layer.

Photovoltaic Behavior of P–N Junctions
A simple p–n junction diode is shown in Figure
3-62. In general, a very thin semitransparent
metallic film (usually gold film of 50–100Å in
thickness) is vacuum-deposited on one side of
the semiconductor surface for the light illumi-
nation; the front contact, with a thick metallic
grid, is then deposited. To minimize surface
reflection at the metal–air interface, an antire-
flective film is coated on the surface, as shown
in Figure 3-62(a). For such simple p–n junction
diodes, the current-voltage characteristic for
the abrupt junction case is given by168

(3-174)

where Jo is the reverse bias saturation current,
which is

(3-175)

where Dn and Dp are, respectively, the diffusion
coefficients for minority electrons and minority
holes; Ln and Lp are, respectively, the diffusion
lengths of minority electrons and minority
holes; npo and pno are, respectively, the concen-
trations of the minority electrons in the p-type
and the minority holes in the n-type semicon-
ductors. It can be seen from Figure 3-62(b) that
an electric field exists in the space charge
(depletion) region even without bias. Incident
photon illumination creates electron–hole pairs
in the space charge region, as well as in the
neutral regions of the n-type and p-type semi-
conductors. For the latter, however, only those
electrons and holes within the diffusion length
from the edge of the depletion region have a
chance to diffuse to the depletion region. These
carriers in the depletion region will be swept
out, producing the photocurrent Jph in the
reverse-bias direction, as shown in Figure 
3-62(c) and (d).

Similar to Schottky barrier solar cells, the
photocurrent will produce a voltage drop 
across the load resistance R, which produces a
forward bias across the p–n junction. This
forward-bias voltage Vph in turn produces a
forward-bias current J, as given by Equation 
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3-174. Thus, the photocurrent under short-
circuit condition is

(3-176)

With a load resistance R instead of short-
circuiting, the net photocurrent becomes

(3-177)

There are two limiting cases. One is when R =
0, Vph = 0, we have Jsc, which is the highest pho-
tocurrent that can be obtained. The other is when
R Æ •, then Jph = 0. From Equation 3-177, the
open-circuit photovoltage Voc can be written as

J J J qV kToph sc ph= - -[exp( ) ]1

J J Vsc ph ph= =( )0

(3-178)

This equation is similar to Equation 3-173, but
Jo for p–n junctions is much smaller than Jo for
Schottky barrier diodes.

The power delivered to the load is

(3-179)

By setting dP/dVph = 0, we can obtain the con-
dition under which the maximum power can be
delivered to the load, which is
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(3-180)

where Vm and Jm are, respectively, the photo-
voltage and the photocurrent, at which the
power delivered to the load is maximal. Vm and
Jm can be determined by the trial-and-error
method. The maximum power is JmVm product,
which is the area of the rectangle formed within
the boundary of the Jph - Vph curve, as shown
in Figure 3-62(d). The energy conversion effi-
ciency is given by

(3-181)

where Pin is the incident optical power. The
maximum possible photocurrent is Jsc, and the
maximum possible photovoltage is Voc. The fill
factor is defined as

(3-182)Fill Factor
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This simple analysis shows the basic principle
of an ideal p–n junction solar cell. For practical
p–n junction solar cells, one side of the semi-
conductor (n- or p-side, but usually the n-side)
is heavily doped to the n+ level, so that the Fermi
level of the n+ side is inside the conduction band
because of its degeneracy. This would make it
easy for photons with the energy of the order of
Eg to reach the depletion region. The heavy
doping of the n+ side also makes it easy to
produce an ohmic contact with the deposited
thin semitransparent metallic electrode for the
admission of the incident light. The energy con-
version efficiency depends on the wavelength of
the incident photons. A photon with energy
greater than Eg will contribute to the solar cell
output power, but a fraction of the energy (typ-
ically hu - Eg) will be dissipated as heat, while
a photon with energy less than Eg will not con-
tribute much to the solar well output power.
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The following list points out the limitations
of photovoltaic solar energy converters, along
with some possible improvements in their 
efficiency:

Reflection losses: The surface of the n+ side
semiconductor should be texturized to
produce pyramids (roughnesses) before met-
allization. After the deposition of the thin
semitransparent electrode, a thin antireflec-
tive coating is then deposited to provide
further antireflection. A good antireflective
coating should have a refractive index of
about two and should be as transparent as
possible in the solar energy spectrum. The
optimal thickness is of the order of 800Å.
Typical materials for antireflective coating
are TiO2, Ta2O3, and Si3N4. Several methods
can be used to deposit the antireflective
coating, such as vacuum evaporation, spin-
on or spray-on techniques (spinning or
spraying a liquid containing TiO2 or Ta2O3 on
the surface), or screen-printing techniques.221

Collection losses: Only those electron–hole
pairs generated within the diffusion length
from the edge of the depletion region have a
chance to contribute to electrical energy.
Thus, the larger the diffusion length, the
better the conversion efficiency. But both the
diffusion coefficient and the lifetime of the
minority carriers decrease with increasing
concentrations of the doping impurities or
unwanted defects, so the diffusion length is
limited and cannot be increased much.

Voltage factor: The open-circuit voltage Voc is
smaller than Eg/q simply because EFn - EFp <
Eg. Only when the injection level becomes
extremely high may Voc approach the value
of Eg/q, but such a high injection level can
never be reached from sunlight.

Effect of series resistance: For p–n junctions,
series resistance is the sum of the contact
resistance and the bulk resistance of the semi-
conductor. The voltage drop across the series
resistance reduces the effective potential
across the junction, increases the internal
power dissipation, and decreases the fill factor.
In general, the contact resistance can be redu-
ced to a negligible value, but the bulk resist-

ance depends on the doping level. A heavily
doped semiconductor reduces the minority
carrier lifetime and diffusion length. So, the
doping level and the junction depth must be
adjusted to arrive at the optimal comprise. The
effect of series resistance Rs on the Jph - Vph

characteristics is shown in Figure 3-63. The
experimental result of the GaAs p–n junction
is from Janny, Loferski, and Rappaport.222

Thus, taking Rs into account, Equation 3-177
must be written as

(3-183)

and Equation 3-178 as

(3-184)

which is the same as Equation 3-178, implying
that series resistance does not affect the open-
circuit voltage.

Incomplete absorption: A small absorption
coefficient means a deep penetration of the
incident photons, implying that most of 
the photons eventually transmit through the
material because of insufficient interaction
between the photons and the bound electrons
inside the material. Thus, the absorption prop-
erties of photovoltaic material determine, to a
great extent, the amount of the incident radi-
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ation that can be converted into electrical
energy. The absorption coefficient of a mate-
rial depends on the wavelength of the incident
radiation. The absorption of light in a semi-
conductor is determined by several mecha-
nisms, of which the two most important are
fundamental absorption and free carrier
absorption. Fundamental absorption refers to
the absorption by which a photon with energy
equal to or larger than Eg will generate one
electron–hole pair with the excess energy, DE
= hu - Eg, if any, being dissipated as thermal
energy and thus lost for photovoltaic conver-
sion. Free carrier absorption refers to the
absorption by free carriers to raise their
energy level in the conduction or the valence
band without contribution to energy conver-
sion. Total absorption coefficient a (l) is de-
fined as the reciprocal of the distance for the
energy to fall by a factor of e. Thus, a (l) is

(3-185)

where af and afc are, respectively, the funda-
mental and the free carrier absorption coeffi-
cients. The absorption coefficient a (l)
depends strongly on whether the semicon-
ductor is crystalline or amorphous, and in the
case of a crystalline semiconductor, whether
it is a direct or indirect gap semiconductor.
In a crystalline semiconductor, both energy
and momentum must be conserved when an
electron makes a transition from the valence
band to the conduction band. In a direct gap
semiconductor, such as GaAs, optical transi-
tion does not need a change in momentum,
so it has a large absorption coefficient. In an
indirect gap semiconductor, such as Si, an
optical transition for an electron with the
energy even equal to Eg is only possible if,
at the same time, a suitable phonon is avail-
able to help the electron to satisfy the
momentum conservation for the transition.
In this case, the probability of light absorp-
tion is much smaller; hence, Si has a much
lower absorption coefficient.

Possible ways to improve conversion effici-
ency: Sunlight consists of photons having
different energies and associated wave-

a l a a( ) = +f fc

lengths. For p–n junctions with a constant
energy gap, the maximum conversion effi-
ciency for Si crystal p–n junction solar cells
is 21.6%, and that for GaAs is 23%. Several
methods may lead to the improvement of
conversion efficiency:

• We may use a proper doping impurity
grading to increase the absorption of those
photons with energies lower than Eg.

• We may use multitransition materials with
two or more trapping levels in the energy
band gap, as shown in Figure 3-64.

• We may use suitable heterojunction struc-
tures, inlcuding nSi-pGaAs, pGa1-xAlxAs–
pGaAs-nGaAs, etc.223,224 A typical hetero-
junction solar cell is shown schematically
in Figure 3-65. The basic principle is that
the two junctions can occur in materials of
different energy gaps, so that each can
make efficient use of a different portion of
the solar spectrum. Usually, the large
energy gap material is on top and absorbs
the short wavelength radiation first. The
longer wavelength radiation is captured by
the smaller energy gap material.

Reduction of cost per unit power generated
by solar cells: Thin film solar cells have
been developed to reduce fabrication cost
and increase the exposure area of the solar
cell to incident sunlight. The most promising
material for high conversion efficiency and
low-cost thin film solar cells is cadmium tel-
luride (CdTe). The cell consists of a hetero-
junction between II–IV compounds, such as
between p-type copper telluride (Cu2Te) and
n-type CdTe. The behavior is very similar 
to a heterojunction between p-type CdTe 
and n-type CdS solar cell. The conversion 
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efficiency of such II–VI compound thin film
solar cells has reached about 17%.225 Most
thin films are polycrystalline. For further cost
reduction, amorphous silicon-based solar
cells may provide the solution. This will be
discussed in the next section.

PIN Structures for Amorphous Si-Based
Photovoltaic Devices
It is important to understand the basic concept
of why amorphous silicon (a-Si) has the poten-
tial for low-cost photovoltaic devices and why
a p-i-n structure must be used for such devices.

Amorphous materials have no long-range
order; the concept of crystal momentum is not

applicable, and they are not conserved in
optical transition as they are in crystals. The
lack of long-range order results in two impor-
tant features:

• The absorption coefficient in the solar light
energy spectrum for a-Si is about an order
of magnitude higher than that for crystalline
Si at the maximum solar light wavelength
near 5000Å.

• A high concentration of defects exists in the
energy gap.

In crystalline Si photovoltaic devices, the p–n
junction structure is generally used, in which
the space charge (depletion) region width is
generally between 0.1% and 1.0% of the device

Optical and Electro-Optic Processes 201

hu

hu

p–A�xGa1–x As

p–A�xGa1–x 

As

p–GaAs

p–GaAs

n–GaAs

n–GaAs

(a)

(b)

Ec

Ev

Eg1

Eg2
Voc 

Figure 3-65 Schematic diagrams illustrating (a) the basic structure of pAlXGao(1-x)As–pGaAs–nGaAs heterojunction solar
cell, and (b) the energy band diagram for this solar cell with Eg1 > Eg2.



thickness. Almost all of the carriers are photo-
generated in the neutral (field-free) regions
outside the space charge region; therefore, the
minority carrier lifetime must be longer than
the time required for them to travel to the space
charge region edge, so that they can be col-
lected at the terminals.

In amorphous Si photovoltaic devices, the
carrier collection process is quite different.
Amorphous Si has a high absorption coefficient
but a low mobility, implying a low diffusion
length. In order to eliminate the dangling bonds
for obtaining good electronic and optical prop-
erties, a-Si must be incorporated with hydrogen
and become a-Si:H. Generally, the optical gap
and the diffusion length decrease with increas-
ing impurity content. This implies that the p–n
junction structure is not suitable for a-
Si:H–based photovoltaic devices. It is neces-
sary to adopt a p-i-n structure to provide an
undoped i-layer in which an internal field is
created so that the carriers photogenerated in
the i-layer are strongly attracted toward the
regions in which they are the majority carriers.
The thicknesses of the three layers are typically
0.5mm for the i-layer and 0.01 mm for both the
n- and the p-layers. The i-layer normally refers
to an insulating layer, but here, it refers to an
intrinsic or undoped a-Si:H layer. Because of
the large internal field, photogenerated carriers
can be collected even though their lifetime is
small, since the collection mechanism does not
depend strongly on carrier lifetime. It is a drift
transport throughout almost the entire device,
thus yielding a good collection efficiency. In 
a-Si:H p-i-n structures, diffusion outside the
field region is less important.

Figure 3-66 illustrates the basic structure of
an a-Si:H p-i-n homojunction solar cell and the
energy band diagrams at thermal equilibrium
and under solar radiation. In the crystalline Si
p–n homojunction, the diffusion current is
larger than the drift current, whereas in the a-
Si:H p–i–n homojunction, the drift current is
larger than the diffusion current. This may be
the basic difference between these two types of
solar cells. In a-Si:H p-i-n solar cells, the
carrier transport is characterized by the drift
length, which is mFt, where F is the internal

field in the i-layer and m and t are the carrier
mobility and lifetime, respectively. For good
collection efficiency, the drift length must be
larger than the i-layer thickness.

However, the high absorption in the front p-
type a-Si:H or n-type a-Si:H thin layer reduces
the light penetration into the i-layer. To over-
come this disadvantage, a heterojunction struc-
ture has been developed by employing a wide
bandgap, boron-doped a-SiC:H layer as a front
window, as shown in Figure 3-67. It is impor-
tant to increase the light input to the i-layer and
also to increase the absorption of the long wave-
length portion of the solar light spectrum. The
latter can be achieved by using a narrow
bandgap material such as a-SiGe:H behind the
i-layer.227 The advantage of using a-SiC:H is
that the optical gap of this material can be
adjusted from 1.8eV to 2.8eV simply by adjust-
ing the value of x in the gas mixture [SiH4(1-x) -
CH4x] when fabricated by a high-frequency
glow discharge technique in a plasma reaction
chamber, the optical gap increasing with
increasing x. Unlike crystalline materials,
where there is no lattice-matching problem, a-
Si:H can form junctions with any material.

By carefully reducing the unwanted impuri-
ties using an ultrahigh vacuum (UHV) chamber
of 10-9 torr, Nakano et al.228,229 have achieved a
conversion efficiency of 11.7% for a cell of 
1cm2 and 9.72% for a cell module of 100cm2

size of a p-i-n heterojunction structure, as
shown in Figure 3-67. The i-layer usually con-
sists of a large amount of unwanted impurities
(1019 to 1021 cm-3) such as O, N, C. These impu-
rities have a strong influence on film properties,
space charge density, and light-induced degra-
dation. The concentrations of such impurities
depend on the method used for film fabrication.
It has been found that there are two types 
of light-induced degradation—one related to
impurities and the other to structural defects—
and that the reduction of the oxygen and SiH2

contents will result in improvement of conver-
sion efficiency.228,229

For more details about the p–n junction and
amorphous p-i-n junction photovoltaic devices
and solar cells, see references 168, 218, 221,
226, and 230–236.
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3.6.3 Photosynthesis Photovoltaic Effects

In general, photosynthesis refers to a process
utilizing light (usually sunlight) to convert
carbon dioxide and water into carbohydrates
and oxygen. This usually occurs in green
plants. In living systems, chlorophyll and the
lipid membrane are liable to change, but they
are continuously renewed to maintain a
dynamic stability. For photovoltaic devices, we
may use a similar photosynthesis process, but
we must use a more stable sensitizer to react
with light in a manner similar to chlorophyll or
the lipid membrane. In inorganic materials,
which are generally more stable than organic
materials, it has been found that transition
metal complexes are very stable and have good

light absorption properties. Titanium dioxide
(TiO2) is one of these inorganic materials. It is
a semiconductor with a large band gap, but it
does not absorb visible light. So, a thin TiO2

film consisting of TiO2 particles of a few
nanometers size, coated with a monolayer of
charge transfer dye, will form a sensitizer.
Usually, the film is about 5 mm thick, deposited
on a transparent conductive layer of fluorine-
doped thin oxide, as shown in Figure 3-68(a).
In the case of n-type TiO2 film, electrical current
is produced when light absorbed by the dye
molecules generates electrons, which are then
injected into the conduction band of the semi-
conductor TiO2. The minority carriers (holes in
the present case) do not participate in the pho-
tovoltaic conversion. However, to complete the
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current flow circuit, the dye must be regener-
ated. This is done by the transfer of the elec-
trons from redox species in the electrolyte to
the dye. The counter electrode will collect the
electrons from the semiconductor and then
return them to the electrolyte.

In the electrolyte–dye region, the electrolyte
is reducing (Red) when there is electron trans-
fer from the electrolyte to the dye, because
reducing means an increase in negative charge
or a gain of electrons in the dye. Similarly, the
electrolyte is oxidizing (Ox) when there is elec-
tron transfer from the dye to oxidized species
in the electrolyte, because oxidation means a
decrease in negative charge or a loss of elec-
trons in the dye. A redox reaction may be
simply expressed by

The Red species is equivalent to an occupied
electron state in the valence band, whereas the
Ox species is equivalent to an empty electron
state in the conduction band. The Red and Ox
species are separated by an energy gap, thus

Ox Red+ -e X

energy is required for an electron to transfer
from the former to the latter. This energy gap is
analogous to the energy band gap in an intrin-
sic semiconductor.

Figure 3-68(b) illustrates schematically how
electrons are photogenerated and then injected
from the dye to the TiO2 semiconductor under
sunlight radiation. The electrons are transported
from the semiconductor to the counter elec-
trode and then return to the electrolyte, which
has transferred electrons to recombine with
holes photogenerated in the dye, thus complet-
ing the electron flow circuit. This device oper-
ates entirely on majority carriers (electrons in
the present case), in contrast to conventional
p–n junctions, whose photovoltaic performance
depends almost entirely on minority carriers
and their diffusion lengths.

Between the counter electrode and the sensi-
tizer is an electrolyte containing a redox couple,
that is, iodine and iodide. The electrons reduce
iodine to iodide ions, which diffuse from the
counter electrode to the sensitizer, where 
they regenerate the cations in the dye; 
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simultaneously, the iodide is oxidized back to
iodine. The cycling of the redox species enables
the conversion of light into electrical current.
The photovoltage Vph generated by this process
is the difference between the Fermi level of the
TiO2 under light illumination and the Nernst
potential of the redox couple in the electrolyte.

At this time, the conversion efficiency of this
type of photovoltaic solar cell has reached
about 10%, and the cost is expected to be much
lower than that of conventional silicon solar
cells. However, more research and develop-
ment are required to make this new idea feasi-
ble for practical applications. For more details
about this type of photovoltaic device, see ref-
erences 237–242.

3.6.4 Anomalous Photovoltaic Effects
Some semiconductors in thin film form exhibit
a high photovoltage when exposed to intense
light, and in some cases the photovoltages may
reach a value as high as 5000V, for example, in
III–V compound semiconductor films.243 Such
an anomalous photovoltaic phenomenon has
been observed in many semiconductor films,
such as germanium,244,245 silicon,246 and many
compound semiconductors.99

The semiconductor films exhibiting such
anomalous behavior are usually fabricated
using an oblique vapor deposition technique.
This means that when a film is grown, the insu-
lating substrate must be inclined with respect to
the plane normal to the direction of evaporat-
ing vapor for deposition. In general, the angle
of inclination between the direction of evapo-
ration and the direction normal to the substrate
plane must be in the range of 30 to 60 degrees.
This phenomenon is sensitive to film prepara-
tion processes. Apart from the inclination of
evaporation direction, this phenomenon
depends on the substrate temperature during
oblique deposition, which should be in the
range of 50–100°C, and also on the pressure
and the composition of the gases in the deposi-
tion chamber in which the film is fabricated. It
may also depend on the substrate material and
its surface treatment, film thickness, adsorption
of oxygen, etc.99 Open-circuit photovoltages as

functions of light intensity for some semi-
conductors are shown in Figure 3-69. The
experimental results are from Adirovich,
Rubinov, and Yuabov.247 Photovoltage gener-
ally increases with decreasing temperature.

Several models have been put forward to
explain such anomalous phenomena. However,
none of them can account for all observed phe-
nomena. It is generally believed that the large
photovoltage along the length of the film is due
to the addition of photovoltages generated in
microelements connected in a series arrange-
ment. Such microelements could be micro p–n
junctions, the Dember effect in microcrystals
separated by grain boundaries, or both. It is also
believed that surface recombination, which
may lead to anomalous photogenerated carrier
distribution, is responsible for the photovoltage
polarity and the spectral sensitivity of the
films.248,249 Obviously, anomalous photovoltaic
effects are interesting and may be important for
device applications. However, further work,
both experimental and theoretical, is needed to
clarify the ambiguities.

Obliquely deposited semiconductor films
generally exhibit the same polarity of photo-
voltages regardless of the angle of the incident
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light direction with respect to the film, even
when the film is illuminated through its sub-
strate. However, there is another anomalous
photovoltaic effect. In this case, the films are
relatively thicker (≥2mm) and polycrystalline.
The film is usually deposited by a vapor depo-
sition technique, with the vapor traveling across
a small gap between the vapor source and the
substrate. The deposition is normal to the sub-
strate, so that the structure of such films should
be quite different from obliquely deposited
films. When such a film is illuminated normally
with a light beam, no photovoltage appears, but
as the light beam is tilted with respect to the
normal direction, as shown in Figure 3-70(a), a
photovoltage will be generated and increases
with increasing tilting angle, as shown in
Figure 3-70(b). The polarity of the photovolt-
age along the film depends on the direction of
the light beam. The photovoltage appears only
when the light beam is illuminating the film
surface directly. No photovoltage appears if 
the film is illuminated indirectly through the
substrate.250 This angularly anomalous pho-
tovoltaic effect may be associated with the 
existence of an array of angular ridges on the
film surface, and the development of the pho-
tovoltage due to nonuniform concentration of
photogenerated carriers in the ridges. This phe-
nomenon may be similar to the Dember effect
occurring in an angularly shaped crystal,
observed by Dember in 1932.207 A more
detailed account of anomalous photovoltaic
effects can be found in reference 99.
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4 Ferroelectrics, Piezoelectrics,
and Pyroelectrics

The prefix piezo- in the word piezoelectrics
is derived from a Greek word, piezein, meaning
pressure. Piezoelectrics are materials in which
electricity can be generated by an applied
mechanical stress or a mechanical stress can be
produced by an applied electric field. This
interconvertible behavior was first discovered
by Pierre and Jacques Curie in 1880 in certain
crystals, such as quartz, zinc blends, tourma-
line, and Rochelle salt.4,5 The term piezoelec-
tricity has been used by scientists since 1881 to
distinguish the piezoelectric phenomena from
electrostriction. The piezoelectric phenomena
occurs in both the ferroelectric and the nonfer-
roelectric states.2,3

The prefix pyro- in the term pyroelectrics
means heat in Greek. Thus, pyroelectricity
means heat-generated electricity. This effect is
also convertible. This implies that heat can be
generated by electricity resulting from the
change of the state of electric polarization, such
as electrothermal and electrocalorie effects.
Pyroelectric phenomena were in fact discov-
ered much earlier. Theophrast discovered the
pyroelectric phenomena in tourmaline in 314
bc, and the word pyroelectricity has been used
since 1824, first by Brewster.6 The theory of the
pyroelectric effect was first formulated by W.
Thomson (Lord Kelvin) in 1878 and further
developed by Voigt in 1897 and later by Born,
based on his famous crystal lattice dynamics in
1921 and 1928.7

In general, all materials undergo a small
change in dimension when subjected to an
external force, such as an applied electric field,
a mechanical stress, or a change in temperature
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The whole of science is nothing more than a refinement of everyday thinking. Science is the attempt
to make the chaotic diversity of our sense experience correspond to a logically uniform system of
thought.

Albert Einstein

4.1 Introductory Remarks

The term ferroelectrics arose by analogy with
ferromagnetics, mainly because they have
similar characteristics: under electric fields for
ferroelectric phenomena and under magnetic
fields for ferromagnetic phenomena. The prefix
ferro- derived from ferum, which means iron in
Latin. The term is perfect for ferromagnetics,
since all ferromagnetic phenomena are associ-
ated with the special type of spin arrangement
of the iron atoms. But in ferroelectrics there are
no iron atoms, so the prefix does not mean iron.
Rather, it implies the similarity in characteris-
tics to ferromagnetics. Like ferromagnetics,
ferroelectrics exhibit a spontaneous electric
polarization below the Curie temperature, a
hysteresis loop, and an associated mechanical
strain. However, ferroelectrics differ from fer-
romagnetics in their fundamental mechanisms
and also in some of their applications.

In Europe, ferroelectrics are sometimes called
Seignette electrics. This term is somewhat 
misleading, because Seignette did not discover
the ferroelectric phenomena. Instead, in 17th-
century Rochelle, France, he discovered
Rochelle salt (potassium-sodium tartrate–
tetrahydrate, KNaC4H4O6–4 H2O), a colorless
crystalline compound with an orthorhombic
structure. At that time, the material was used 
as a laxative. More than 200 years later, in 1921,
Valasek discovered the ferroelectric phenomena
in the same material.1–3 Ferroelectrics were 
discovered much later than ferromagnetics.
However, there are now more than 1,000 solid
materials possessing ferroelectric properties.



(heat). Depending on the material structure,
such a small change in dimension may result 
in a change in electric polarization and hence
give rise to the occurrence of the ferroelectric,
piezoelectric, or pyroelectric effects. It can be
imagined that materials exhibiting these effects
must be polar and have an electrical order,
implying that they must be crystals or poly-
crystalline materials composed of crystallites. A
crystal or a crystallite must have a definite
chemical composition, with the molecules made
up of positive ions (atoms sharing part of their
valence electrons with others) and negative ions
(atoms receiving part of electrons from others)
occupying lattice sites to constitute a crystal
structure lattice. The smallest repeating unit of
the lattice is called the unit cell, and the specific
symmetry of the unit cell determines whether
the crystal exhibits ferroelectric, piezoelectric,
pyroelectric, or electro-optic effects.

On the basis of the symmetry elements of
translational position and orientation, there are
230 space groups. Ignoring translational repe-
tition, these 230 groups break down into 32
classes, known as the 32 point groups. Point
groups are based on orientation only.8,9 Any
point may be defined by coordinates x, y, and
z, with respect to the origin of symmetry. A cen-
trosymmetric crystal is a crystal in which the
movement of each point at x, y, z, to a new point
at -x, -y, -z, does not cause a recognizable 
difference. This implies that centrosymmetric
crystals are nonpolar and thus do not possess 
a finite polarization or dipole moment. Of the
32 classes (or point groups), 11 classes are 
centrosymmetric and 21 classes are non-
centrosymmetric, possessing no center of sym-
metry. The latter is the necessary requirement
for the occurrence of piezoelectricity.

However, one of the 21 classes, though 
classified as the noncentrosymmetric class,
possesses other combined symmetry elements,
thus rendering no piezoelectricity. So, only 20
classes of noncentrosymmetric crystals would
exhibit piezoelectric effects. In 10 of these 20
classes, polarization can be induced by a
mechanical stress, while the other 10 classes
possess spontaneous polarization, so they are
permanently polar and thus can have piezo-

electric as well as pyroelectric effects. There is
a subgroup within these 10 classes that pos-
sesses spontaneous polarization and reversible
polarization; this subgroup can exhibit all three
effects—ferroelectric, piezoelectric, and pyro-
electric. In fact, the ferroelectric effect is an
empirical phenomenon distinct from piezoelec-
tric and pyroelectric effects in that it exists 
with a reversible polarization. The relationship
between polarization behavior and crystal
structure is shown in Figure 4-1.

The 32 point groups are subdivisions of
seven basic crystal systems, which are based on
the degree of symmetry. In the order of ascend-
ing symmetry, these seven basic crystal systems
are triclinic, monoclinic, orthorhombic, tetrag-
onal, trigonal (rhombohedral), hexagonal, and
cubic. For a more detailed description of these
seven systems, see references 8 and 9. Based
on the optical properties, these systems can be
classified into three major optical groups, as
shown in Table 4-1. The optical biaxial group
refers to the crystals in which the molecules are
not spherical, with the long axis longer than the
axes perpendicular to it. Depending on the
structure of the crystal, if the index of refrac-
tion in the direction along the long axis is dif-
ferent from that along the direction of the short
axis, the crystals are optically biaxial and
exhibit birefringence. If the indices of refrac-
tion in the two axes are identical, then the 
crystals are optically uniaxial. However, some
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Table 4-1 The seven basic crystal systems.

Crystal System Optical Group Order of Symmetry

Triclinic Biaxial Very Nonsymmetric

Monoclinic Biaxial

Orthorhombic Biaxial

Tetragonal Uniaxial

Trogonal Uniaxial
(Rhombohedral)

Hexagonal Uniaxial

Cubic Optically Very Symmetric
Isotropic

In
cr

ea
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�



crystals with their constituent molecules being
close to spherical particles in shape; then in
such cases the index of refraction is identical in
all directions and the crystals are optically
isotropic.

Apart from the crystals with the structures
just described, some synthetic and biological
polymers with different structures also exhibit
piezoelectric, pyroelectric, and ferroelectric
phenomena.10–15 In view of the complex molec-
ular, crystalline, and morphological structures

of polymers, there may exist a possibility 
that the combined collective and coordinate
effects of the structure would satisfy the
requirements for the occurrence of piezo-
electric, pyroelectric, and even ferroelectric
phenomena. Polyvinylidene fluoride (PVDF)
polymer is a good example that complies with
such requirements under certain conditions.
However, polymers are potential materials
suited particularly for many practical applica-
tions because of their easy processability into
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Piezoelectric Effect
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Ferroelectric Effect
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Pyroelectric Effect

(Spontaneously Polarized
with Reversible Polarization)

Figure 4-1 Classification of crystals showing the classes with piezoelectric, pyroelectric, and ferroelectric effects.



thin, tough, and flexible films. We shall discuss
polymers having these properties later. In the
present chapter, we shall deal only with 
ferroelectric, piezoelectric, and pyroelectric
effects. Electro-optic effects were discussed in
Chapter 3.

4.2 Ferroelectric Phenomena

Ferroelectricity is one of the most fascinating
properties of dielectric solids. Materials
exhibiting ferroelectric properties must be
either single crystals or polycrystalline solids
composed of crystallites; they must also
possess reversible spontaneous polarization. In
this section, we shall discuss the various fea-
tures of ferroelectrics, the mechanisms respon-
sible for the appearance of these features, and
ferroelectric materials and their applications.

4.2.1 General Features
The polarization induced by an externally
applied field in normal dielectric materials is
very small, with the dielectric constant usually
less than 100, and its effects on other physical

properties are also very small. However, there
are a number of crystals with a nonsymmetri-
cal structure (see Figure 4-1) that exhibit a large
polarization, with the dielectric constant up to
105, under certain conditions. Obviously, such
a large magnitude of polarization has attracted
many researchers to study it theoretically and
to develop various practical applications.

A ferroelectric crystal shows a reversible
spontaneous electric polarization and a hys-
teresis loop that can be observed in certain tem-
perature regions, delimited by a transition point
called the Curie temperature, Tc. At tempera-
tures above Tc, the crystal is no longer ferro-
electric and exhibits normal dielectric behavior.
Ferroelectric materials usually, but not always,
exist in a nonpolar state at temperatures above
Tc, and have anomalously high dielectric con-
stants, especially near the Curie temperature.
Typical dielectric constant–temperature and
polarization–temperature characteristics are
shown in Figure 4-2. The dielectric constant
increases very rapidly to a very high peak value
at Tc. The anomalously high value of er in the
neighborhood of Tc is generally referred to as
the anomalous value. At T > Tc, anomalous
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Figure 4-2 Schematic illustration of the variation of the dielectric constant er and the spontaneous polarization of PS with
temperature for three typical ferroelectric crystals: (a) Barrium titanate (BaTiO3) with Tc = 120°C, (b) Potassium dihydro-
gen phosphate (KDP, KH2PO4) with Tc = -150°C, and (c) Potassium Sodium tartrate-tetrahydrate (Rochelle Salt,
KNaC4H4O6-4H2O) with Tc = 24°C.



behavior follows closely the Curie–Weiss 
relation

(4-1)

where C is known as the Curie constant. In fact,
anomalous behavior always appears near any
transition point between two different phases,
even at T below Tc. At the transition points,
there are anomalies not only in the dielectric
constant and polarization, but also in piezo-
electric and elastic constants and specific heat,
because of the change in crystal structure.

Ferroelectrics have reversible spontaneous
polarization. The word spontaneous may mean
that the polarization has a nonzero value in the
absence of an applied electric field. The word
reversible refers to the direction of the sponta-
neous polarization that can be reversed by an
applied field in opposite direction. The sponta-
neous polarization Ps usually increases rapidly
on crossing the transition point and then 
gradually reaches a saturation value at lower
temperatures. The most prominent features of
ferroelectric properties are hysteresis and non-
linearity in the relation between the polariza-
tion P and the applied electric field F. The
simplest method for measuring spontaneous
polarization is the Sawyer and Tower method,16

as shown in Figure 4-3, in which C is the capac-
itance of the ferroelectric specimen and Co is
the standard capacitor. The voltage across C
should be sufficiently large to render a satura-
tion in polarization, so Vo should be propor-
tional to the polarization charge, Vo = AP/Co,

er
c

C

T T
=

-

where A is the area of the specimen. V is the
applied voltage, which is usually an AC signal
voltage of low frequencies. Thus, the applied
field across the specimen is F = Vc/d = (V -
Vo)/d.

A typical hysteresis loop is shown schemat-
ically in Figure 4-4. When the field is small, the
polarization increases linearly with the field.
This is due mainly to field-induced polariza-
tion, because the field is not large enough to
cause orientation of the domains (portion 0A).
At fields higher than the low-field range, polar-
ization increases nonlinearly with increasing
field, because all domains start to orient toward
the direction of the field (portion AB). At high
fields, polarization will reach a state of satura-
tion corresponding to portion BC, in which
most domains are aligned toward the direction
of the poling field. Now, if the field is gradu-
ally decreased to zero, the polarization will
decrease, following the path CBD. By extrapo-
lating the linear portion CB to the polarization
axis (or zero-field axis) at E, 0E represents the
spontaneous polarization Ps and 0D represents
the remanent polarization Pr. The linear
increase in polarization from Ps to Pp is due
mainly to the normal field-induced dielectric
polarization. Pr is smaller than Ps because when
the field is reduced to zero, some domains may
return to their original positions due to the

Ferroelectrics, Piezoelectrics, and Pyroelectrics 217

V

C

Co Vo

Vc

d

Figure 4-3 The Sawyer–Tower method for the measure-
ment of the polarization-electric field (P–F) characteristics.
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Figure 4-4 Schematic diagram of a typical ferroelectric
hysteresis loop.



strain situation, thus reducing these domains’
contribution to the net polarization.

For most ferroelectric materials, the compo-
nent due to the normal field-induced dielectric
polarization is very small compared to the
spontaneous polarization; therefore, for most
applications, this component can be ignored.
The magnitude of the difference between Pp

and Ps in Figure 4-4 is exaggerated for the
purpose of clear illustration. The field required
to bring the polarization to zero is called the
coercive field Fc (portion 0R on zero polariza-
tion axis). Fc depends not only on temperature,
but also on the measuring frequency and the
waveform of the applied field. When the field
in the opposite direction decreases to zero, 
the polarization is reversed, indicating that
domains (see Section 4.2.4) have already been
formed before poling and that the motion of the
domain walls results in the change of direction
of polarization. The hysteresis arises from the
energy needed to reverse the metastable dipoles
during each cycle of the applied field. The area
of the loop represents the energy dissipated
inside the specimen as heat during each cycle.
In general, the hysteresis loop is measured with
AC fields at low frequencies, 60Hz or lower, to
avoid heating the specimen.

In general, ferroelectricity is harder to
demonstrate in polycrystalline materials com-
posed of crystallites, such as ceramics, than in
a single crystal because of the random orienta-
tion of crystallites. This is why in some single
crystals the polarization reverses quite abruptly

to form a square loop, as shown in Figure 
4-5(a), while in most ceramics the loop is
rounded, as shown in Figure 4-5(b), because of
the more sluggish reversal, which is due partly
to the axes of the unit cells in the randomized
arrangement of the nonuniform crystallites.

Ferroelectric materials exhibit ferroelectric
properties only at temperatures below Tc

because they are polar; at temperatures above
it, they are not polar. Obviously, the shape of
the hysteresis loop depends on temperature.
Figure 4-6 shows the shape of the hysteresis
loop for Rochelle salt at two different temper-
atures. The loop becomes gradually diminished
at T > Tc, eventually degenerating to a straight
line at T much larger than Tc, when the ferro-
electric behavior disappears completely.
However, some ferroelectric materials can be
driven from the paraelectric state to a ferro-
electric state at T > Tc by an applied field larger
than a certain critical value Ft . In other words,
the applied electric field larger than Ft tends to
shift the Curie point to a higher temperature.
The higher the temperature above Tc, the higher
the field required to induce ferroelectricity. If a
ferroelectric material is subjected to a large AC
field at a temperature slightly higher than Tc,
two small hysteresis loops may appear, as
shown schematically in Figure 4-7. A double
hysteresis loop has been observed in BaTiO3 at
a temperature a few degrees above Tc.17,18 For
the transition from the tetragonal structure to
the orthorhombic structure at the transition
temperature of 5°C for BaTiO3 at an AC field
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Figure 4-6 Temperature dependence of the hysteresis
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higher than Ft, a triple hysteresis loop, consist-
ing of one main loop and two small loops, has
also been observed.19

Using the circuit shown in Figure 4-3, the
voltage across C is proportional to the polar-

ization P, which is the dipole moments per unit
volume and is also equal to the surface charge
density on the electrode. During polarization, a
current j = dP/dt will flow through the speci-
men per unit area. Suppose that the wave shape
of the switching signal voltage is as shown in
Figure 4-8(a) for two cases: one with the
voltage (or field) increasing linearly with time
and the other with the field decreasing linearly
with time. In this case, the resulting current
flowing through the specimen, for a normal
linear dielectric, is constant, as shown in Figure
4-8(b). But if the specimen is a ferroelectric
material, the current will be a short pulse, as
shown in Figure 4-8(c). This is one of the 
simplest ways to distinguish ferroelectric from
nonferroelectric materials.

The size of the unit cell and the force of ions
in the lattice of a crystal are temperature
dependent. As the temperature changes, there
exists a critical temperature (i.e., the transition
temperature), at which a particular structure
becomes unstable and tends to transform to a
more stable one. Although the transition
involves only small ionic movements, they
cause a marked change in properties. A change
in dimensions of a crystal or a crystallite will
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hysteresis loop at T slightly higher than Tc and at F larger
than a critical value Ft.

F

t0

F

t0(a) Waveform

j

F
t0

j

t0

(b) Dielectric

j

t0

j

t0

(c) Ferroelectric

P

F

P

Figure 4-8 Schematic diagrams showing (a) the waveforms of the linearly time-varying electric field (b) the correspon-
ding current j flowing through the loss-free dielectric material, and (c) the corresponding current j flowing through the 
ferroelectric material.



create internal stresses, particularly at the
boundaries between crystallites in polycrys-
talline materials, such as in ceramics. Under
certain conditions, the magnitude of such
stresses may be large enough to cause internal
cracks.

Transition from one crystal structure to
another usually involves a change in entropy
and volume. In general, there are two different
orders of transition. When the spontaneous
polarization goes from zero to a finite value, or
from one value to another, the change in polar-
ization may be continuous or discontinuous. If
there is discontinuity in the change of the polar-
ization, the transition is referred to as a first-
order transition, as in BaTiO3 and KNbO3. See
Figure 4-9(a) and (c). In this case, the entropy
changes at a constant temperature (e.g., T = Tc),
and consequently the latent heat also changes.
If the change of the polarization is continuous,
the transition is referred to as a second-order
transition, as in KH2PO4 and Rochelle salt. See
Figure 4-9(b) and (d). In this case, there is no
change in entropy and latent heat at the transi-
tion temperature. It is interesting to note that at
the Curie temperature, the transition in ferro-
magnetic materials does not involve changes in
crystal structure but only a small change in the

coupling forces between the outer electrons of
neighboring magnetic ions.

Since the dielectric constant of ferroelectric
materials is extremely high near the transition
temperature, the polarization induced in the
paraelectric (nonpolar) region at T > Tc by an
applied electric field along the ferroelectric axis
goes gradually over into the spontaneous 
polarization region upon cooling below Tc. The
effect of this field tends to shift Tc to a higher
temperature, as shown in Figure 4-9. The polar-
ization–temperature curve shifts to a higher
temperature as the applied field is increased.
However, the concept of the Curie temperature
cannot be applied to ferroelectric materials
under the electrically biased condition.18,20 In
general, if the direction of the applied field is
parallel to the polar direction of any phase, it
favors the existence of that phase and extends
its temperature range. At Tc, the ferroelectric
phase is favored by an applied field; therefore,
the Curie temperature is raised.

A change in crystal structure and crystal
volume caused by any external forces, such as
electric fields, mechanical stresses, or hydro-
static pressures, will affect the phase transition.
A shear stress is essentially equivalent to an
electric field along the ferroelectric axis and
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therefore would have a similar effect on the
polarization–temperature curve, as shown in
Figure 4-9. It should be noted that in Equation
4-1 the Curie temperature Tc coincides with the
actual transition temperature at which sponta-
neous polarization begins to rise if the transition
is of the second order. For first-order transitions,
Tc is generally slightly lower than the actual
transition temperature by several degrees (typi-
cally ~10K). Because the difference is very
small, and for general uses, Tc is usually con-
sidered the actual transition temperature.

When the temperature decreases through Tc,
the polarization rises from zero continuously
over several degrees of temperature if the tran-
sition is of the second order. However, when the
polarization rises abruptly from zero at Tc fol-
lowing the first-order transition, then the rise
involves a change of the latent heat, implying
that the process is equivalent to supercooling.
When the temperature is reversed—that is,
increases through the transition point—the
process becomes superheating, and a collective
or cooperative action among the dipoles and
surrounding ions tends to hold the spontaneous
polarization until a slightly higher temperature
is reached, as shown in Figure 4-9(c). A similar
phenomenon occurs at any transition point if
the transition is of the first order. (See Figures
4-11 and 4-12.) But this phenomenon does not
occur if the transition is of the second order, as
shown in Figure 4-9(d).

4.2.2 Phenomenological Properties 
and Mechanisms
This section discusses the phenomenological
behaviors and their mechanisms of six typical
ferroelectric materials:

• Barium titanate (BaTiO3)–type ferroelectrics

• Potassium dihydrogen phosphate (abbrevi-
ated KDP, KH2PO4)–type ferroelectrics

• Potassium-sodium tartrate tetrahydrate
(Rochelle salt, KNaC4H4O6•4H2O)–type
ferroelectrics

• Triglycine sulphate (abbreviated TGS,
(NH2CH2COOH)3H2SO4)–type ferroelectrics

• Alloys of lead, zirconium, and titanium
oxide (abbreviated PZT, alloys of PbO,
ZrO2, and TiO2)–type ferroelectrics

• Polyvinylidene fluoride (abbreviated PVDF,
–(CH2-CF2)n–type ferroelectrics.

BaTiO3-Type Ferroelectrics
BaTiO3 belongs to the family of ABO3 Perov-
skite mineral (CaTiO3) structures, in which A
and B are metals. The total charge of the A and
B positive ions must be +6, and A and B must
be of quite different sizes; the smaller ion, with
a larger charge, must be a transition metal. For
BaTiO3, Ti is a 3d transition element and has
the d orbital for electrons to form covalent
bonds with its neighbors. The radius of Ti4+

ion is about 0.68 Å, and that of Ba2+ is about
1.35 Å. These ions form nice octahedral cages,
with the O2- ions held apart. At temperatures
higher than the Curie temperature (>120°C),
Ti4+ stays in the cage, rattling around it to make
the unit cell maintain a symmetrical cubic
structure, as shown in Figure 4-10(a).

However, the structure of the unit cell is tem-
perature dependent. At a certain transition tem-
perature, the particular structure of the unit cell
becomes unstable and must transform to a more
stable one. So, at the Curie temperature Tc, the
octahedral cages distort and the positive ions
move to off-center positions. The crystal takes
a tetragonal form, resulting from the stretching
of the cubic unit cells along one edge, as shown
in Figure 4-10(b). In fact, the Ba2+ ions shift
0.05 Å upward from their original position in
the cubic structure; Ti4+ ions shift upward by 
0.1 Å, and the O2- ions downward by 0.04 Å to
form the tetragonal structure. As a result of the
ion shifts, the centroid of the positive charges
no longer coincides with the centroid of the
negative charges; therefore, the unit cells
become permanently polarized and behave as
permanent dipoles, leading to spontaneous
polarization.

The direction of the displacement can be
reversed by a sufficiently high electric field of
opposite polarity. This possibility of dipole
reversal distinguishes ferroelectric materials
from nonferroelectric ones. At temperatures
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below Tc and between 120°C and 5°C, the
structure is tetragonal and the polar axis (i.e.,
the direction of the spontaneous polarization) 
is along the c-axis of the unit cells, in which 
c > a. At about 5°C, the tetragonal unit cells
undergo a transition for a higher stability to the
orthorhombic structure, which is formed by
stretching the cell along the face-diagonal
direction with the polar axis also along the
same direction. This structure will remain
stable for temperatures between 5°C and 
-90°C. Similarly, at around -90°C, a rhombo-
hedral structure, formed by stretching the unit
cell along the body-diagonal direction,
becomes preferred, as shown in Figure 4-10(c).
The direction of spontaneous polarization is

always along the direction of the unit cell’s
elongation, that is, the stretching direction. This
is also referred to as the ferroelectric polar axis.

BaTiO3-type ferroelectrics are nonpiezoelec-
tric in the unpolarized state. The cubic symme-
try implies that, depending on the temperature,
spontaneous polarization may occur along
several axes. For example, there is a set of 
three (100) axes, a set of six (110) axes, and a
set of four (111) axes. The three sets are non-
equivalent.

Dielectric Constants
Dielectric constants are usually measured

with small AC signals. At low frequencies,
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piezoelectric deformation can follow the
change of the applied electric field, and the
crystal can be considered mechanically uncon-
strained. In this case, the dielectric constant
measured is under the free crystal condition.
However, at frequencies higher than the piezo-
electric resonance frequency of the crystal,
piezoelectric deformation cannot follow the
change of the applied AC field due to inertia
effects, and the dielectric constant measured is
under the clamped crystal condition. In non-
piezoelectric crystals, such as BaTiO3 (which is
nonpiezoelectric in the unpolarized state), the
dielectric constant is practically independent of
frequency at temperatures near or higher than
Tc. But in piezoelectric crystals, such as KDP
and Rochelle salt, the dielectric constant is
strongly frequency-dependent and may differ
by several orders of magnitude, depending on
the frequency used for the measurement.

Obviously, the frequency dependence of er of
BaTiO3 is expected to be different in the various
phases. In the tetragonal phase, er, measured 
at low frequencies under the free crystal con-
dition, is expected to be higher than that 
measured at frequencies higher than the piezo-
electric resonance frequency under the clamped
crystal condition. At still higher frequencies, an
additional drop in er may occur, possibly due to
dielectric relaxation. In general, the frequency
range used for measurements of er is from zero
to microwave frequencies in which the crystal
can still be considered a free crystal. The
dielectric constant–temperature (er-T) charac-
teristics for BaTiO3 under the free crystal con-
dition are shown is shown in Figure 4-11. The
data are from Merz.17,18 The special features 
of this er-T relationship are discussed as
follows.

For temperatures above the Curie tempera-
ture Tc, the crystal assumes a cubic structure
and is in the paraelectric unpolarized state. The
dielectric constant decreases with increasing
temperature, following closely the Curie–Weiss
relation given by Equation 4-1. X-ray analysis
has indicated that the dipole moment is associ-
ated with the distortion of the molecular system
and the cooperative alignment of the dipoles,
resulting in spontaneous polarization. BaTiO3 is

a multiaxial ferroelectric, and its basic mole-
cular structure, as shown in Figure 4-10(a), is
an octahedral arrangement of oxygen ions
around a central Ti4+ ion. Above the Curie point,
the Ti4+ ion is rattling around from its symmet-
rical position. Each shift will create a dipole
moment along that shifting direction, but 
this ion can also shift in the opposite direction,
due mainly to thermal agitation, which is 
randomized.

However, when a small AC signal field is
applied to the crystal along one axis for the
measurement of er, the ions will be inclined to
shift along the direction of the applied field,
thus producing net dipole moments, provided
that the driving force from the field is larger
than the thermal agitation force. This can
happen only at a temperature close to, but
above, the Curie point. This shift obviously
depends on the local field and the temperature
the ions experience. The local field, derived on
the basis of Lorentz’s internal field, is for non-
polar materials (see Internal Fields in Chapter
2). At T > Tc, however, BaTiO3 would become
polar, due to the shifting of the ions under an
applied field. This mechanism is different from
atomic polarization in ionic crystals and also
from the orientational polarization in dipolar
materials in which permanent dipoles are
present. So far, there is no satisfactory method
available to calculate the local field and the
average dipole moment in ferroelectric materi-
als for T > Tc. By assuming that the ionic shift-
ing in producing dipole moments is equivalent
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to the dipole orientation (although in fact, they
are quite different), we can borrow Debye’s
formula originally derived for dipolar materi-
als. Then, the average dipole moment per mol-
ecule in the direction of the applied field can be
written as

(4-2)

where mo is the dipole moment of the perma-
nent dipole in the material and Flocal is the local
field. Again, we borrow the formula for local
field based on Lorentz’s internal field, which is
given by

(4-3)

Since the polarization is given by

(4-4)

where N is the number of molecules per unit
volume, then from Equations 4-2 through 4-4 we
obtain the famous Clausius–Mossotti equation:

(4-5)

Rearrangement of Equation 4-5 yields the
dielectric susceptibility

(4-6)

because er >> 1. This equation is similar to
Equation 4-1. This indicates that er diverges as
T approaches Tc, and that the system becomes
unstable and must make a transition to a new
phase. The divergence of er at T = Tc, based on
Equation 4-6, is generally referred to as the
Clausius–Mossotti or polarization catastrophe.
It is important to note that Td = N(mo)2/9eok is
definitely not Tc and cannot be used to evaluate
Tc, nor can 3Td be used to estimate the Curie
constant C for ferroelectric materials, simply
because for T > Tc, there are no permanent
dipoles as such in BaTiO3. It appears that
research in the derivation of the Curie–Weiss
equation based on the ion-shifting mechanism
(which is similar to ionic polarization but not
quite the same and has a different form of local

c e
m e

m e
e= - =

-
=

-r
o o

o o

d

d
r

N k

T N k

T

T T
1

3 9

9

32

2

( )

( )
�

e
e

m
e

r

r

o

o

N

kT

-
+

=
1

2 9

2

P F Nr o F= - =( )e e m1

F Fr
local =

+e 2

3

m
m

F
o

kT
F=

2

3
local

field) could be very rewarding. A thermody-
namic approach to this phenomenon will be
discussed in Section 4.2.3.

At Tc, the dielectric constant for BaTiO3 is
typically of the order of 10,000, and the ions
are moving into a difference phase, correspon-
ding to spontaneous polarization. Conse-
quently, an applied electric field will be able to
produce relatively large shifts. This action
results in a big change in dipole moment, cor-
responding to a high dielectric constant. When
T is lowered just below Tc, the structure of the
unit cell changes from the cubic form to a
tetragonal one, as shown in Figure 4-10(b) and
(c). Once the structure begins to change or
spontaneous polarization to arise, the net dipole
moment in the direction of the applied AC field,
and hence the dielectric constant, will start to
decrease, as shown in Figures 4-11 and 4-12.

At T < Tc, the dielectric constant is strongly
anisotropic in the ferroelectric phase for all
crystals. For multiaxial ferroelectrics such as
BaTiO3, the dielectric behavior, which is
isotropic in the cubic nonpolarized phase,
becomes strongly anisotropic in the polarized
phase. The dielectric constant measured along
the principal ferroelectric axis (c-axis in the
tetragonal structure) is lower than that normal
to it (i.e., a-axes). This big difference can be
observed only in single-domain crystals.17,18

This is readily understandable because the
spontaneous polarization along the c-axis is sat-
urated, while the polarization along the a-axes
is not. For uniaxial ferroelectrics, such as KDP
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Figure 4-12 Spontaneous polarization and coercive field
of a BaTiO3 single crystal as functions of temperature
measured along the tetragonal [001] direction (c-axis).



and Rochelle salt, the dielectric constant meas-
ured along the principal ferroelectric axis is
much larger than that normal to it, simply
because the ions shift only along one principal
ferroelectric axis and do not shift in any direc-
tion other than the principal axis. For example,
for KDP, the dielectric constant along the prin-
cipal axis is about 1100, while that normal to it
is only 12. For Rochelle salt, the corresponding
dielectric constants along and normal to the
principal axis are 1000 and 10, respectively.

In general, pure crystal specimens have a
lower Tc than the impure ones. Also, the elec-
trical conductivity of a material has a screening
effect on the cooperative force that leads to the
ferroelectric behavior. Other ferroelectric mate-
rials, which are similar to BaTiO3 in their chem-
ical structure (PbTiO3, KNbO3, KTaO3, etc.),
have similar dielectric and structural properties
to those of BaTiO3, except that their Curie tem-
peratures and Curie constants are different.

Spontaneous Polarization and Coercive Field
The temperature dependence of the sponta-

neous polarization Ps and the coercive field Fc

for BaTiO3 single crystals is shown in Figure 
4-12. The data are from Merz.17,18 The meas-
urements were made along the c-axis of the
tetragonal structure, that is, along the (001)
direction.18,21 The Ps value along the (110) 
face-diagonal direction of the orthorhombic
structure can be obtained by multiplying the
corresponding value along the c-axis by .
Similarly, the Ps value along the (111) body-
diagonal direction of the rhombohedral struc-
ture can be obtained by multiplying the
corresponding value along the c-axis by .
The transition at Tc is of the first order for
single, pure BaTiO3 crystals. However, if the
crystals are not pure, the expected first-order
transition may become a second-order transi-
tion, and the value of Ps would also be lowered,
due to the hindering of the motion of domain
walls by impurities or other defects.

The coercive field Fc is temperature depend-
ent, as shown in Figure 4-12. Fc depends also
on the time required for the polarization to
reverse its direction. According to Merz22 and

3

2

Landauer,23 the rate of the reversal of the polar-
ization P can be expressed as

(4-7)

where the function f(P) is related to the switch-
ing rate. For most hysteresis loop measure-
ments, the applied field varies sinusoidally with
time (i.e., F(t) = Fosinwt), and a is a parame-
ter depending on temperature. Equation 4-7
implies that the coercive field depends on the
rise rate of the applied field. For slow rates, the
crystal can have enough time to reverse its
polarization so that the reversal can be com-
pleted before the peak field is reached. For fast
rates, however, the crystal may not have suffi-
cient time to complete the reversal process. In
this case, a larger Fc is needed to bring Ps to
zero. In other words, Fc is not a constant phys-
ical parameter; it depends on both the value of
Fo and the frequency w of the applied field.24,25

The coercive field depends also on the thick-
ness of the ferroelectric specimens. The thicker
the specimen, the smaller the coercive field.
The experimental results follow the thickness-
dependence relation26

(4-8)

where Fco is the coercive field for very thick
specimens, d is the specimen thickness, and G
is a constant. Based on the experimental results
for BaTiO3, G turns out to be 2.2V. Polariza-
tion reversal is a process of nucleation and
growth of antiparallel domains, which is thick-
ness dependent.22,27 The coercive field can be
considered the field at which the reversal
process can proceed easily.

Before ending this section, it is worth men-
tioning that upon repeated switching of the
polarization of the crystals, notably BaTiO3,
spontaneous polarization becomes clamped or
decreases, and the coercive field increases. This
phenomenon is referred to as the fatigue or
decay of the crystal,28,29 and it has been 
attributed to the build-up of the space charge
near the crystal surfaces and the interaction of
this space charge with domain walls. The
degree of the fatigue depends on several factors
including the ambient atmosphere, the elec-

F F G dc co= +

dP

dt
f P F t= -( )exp[ ( )]a
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trode material, and the waveform of the applied
switching field. The decay is more rapid with
pulsed fields than with low-frequency AC
fields.28–30 Ferroelectric ceramics exhibit also
fatigue behavior. Apart from the factors previ-
ously mentioned, pores, impurities, and micro-
cracking may also play important roles in this
phenomenon.

The displacement current observed during
the reversal of spontaneous polarization is often
accompanied by transient pulses. Such noise-
like pulses were first observed in ferromagnetic
materials by Barkhausen in 1919, and the
analog of this phenomenon in ferroelectric
materials still bears his name. The processes of
domain nucleating or coalescing produce sharp
discontinuities in the change of polarization.
These are picked up from the electrode as
Barkhausen pulses. This phenomenon has been
studied by many investigators.31–33 In BaTiO3,
there are typically 105 to 106 pulses during a
complete polarization reversal, and the average
pulse height is of the order of 10-12 coulomb.
The total number of pulses of all sizes does 
not vary with the applied field, but pulse
heights increase with increasing field. Similar
features of this phenomenon appear in other
ferroelectric materials, including TGS,
Rochelle salt, etc. Experiments have revealed
that Barkhausen pulses are associated with the
nucleation and growth of domains. However,
this phenomenon provides an additional avenue
for the study of polarization reversal processes
under various conditions.

Electrical Conductivity and 
Breakdown Strength
In oxide crystals, bonds are formed by the

complete transfer of the electrons from the
metal atoms to the nonmetal atoms, such as
oxygen atoms. Each atom then becomes an ion
with an inert gas atomic structure. These ions
are so stable that it is very difficult to remove
electrons from them or create holes in them.
This implies that their energy band gaps are
large. The energy band gap for the Perovskite
oxides, such as BaTiO3, is around 3 to 4eV. Even
assuming electron mobility of 100cm2V-1s-1,

the intrinsic conductivity at room temperature
is thousands of millions of times smaller than
the real electrical conductivity of BaTiO3,
which is of the order of 10-14 (ohm-cm)-1 and
of the n-type. So, the contribution from the
intrinsic condition is negligible and the elec-
tronic conductivity must be extrinsic (see 
Electronic Conduction in Chapter 7).

For this finite n-type electronic conductivity,
we must find the source of the electrons. The
mechanism of electrical conduction for BaTiO3

is similar to that for titanium oxide TiO2 (rutile)
or other oxides, such as ZnO, etc. It is almost
impossible to obtain stoichiometric BaTiO3.
Crystal specimen fabrication processes are
never perfect. There is always a possibility for
the four-valent Ti4+ ions to reduce to the three-
valent Ti3+ or even to the two-valent Ti2+ ions.
Each titanium atom can give four electrons to
oxygen atoms, and each oxygen atom can take
only two electrons. If the oxide is oxygen-defi-
cient (or metal-rich), then not all the titanium
atoms have shed four electrons. Some must be
left in a lower valency state of Ta3+ or Ta2+ in
order to maintain an overall neutrality of the
system. This situation results in a few Ta3+ or
Ta2+ in a sea of Ta4+, and a few of oxygen vacan-
cies in the lattice of O2- ions. The Ta3+ or Ta2+

ions act like electron donors, ready to provide
electrons for electronic conduction, while O2-

ions may also diffuse via the vacancies for ionic
conduction. So, the electrical conductivity con-
sists of electronic conductivity sn and ion con-
ductivity si. Thus,

(4-9)

where un and n are, respectively, the mobility
and the concentration of electrons; and ui and
ni are, respectively, the mobility and the con-
centration of vacancies.

The electrons on Ta3+ or Ta2+ ions may hop
to Ta4+ ions, contributing to an extrinsic n-type
conduction. For pure BaTiO3 single crystals,
electronic conduction is dominant for tempera-
tures up to 500°C, but ionic conduction
becomes significant at about 100°C. It is inter-
esting to note that the activation energy for
electronic conduction in BaTiO3 is consider-
ably smaller in the polarized state than in the

s s s m m= + = +n i n i iq n q n
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paraelectric state, possibly due to the big dif-
ference in dielectric constant, polarization, and
lattice parameters between these two states.

It should be noted that there is also a possi-
bility of the oxide being oxygen-rich (or metal-
deficient). In this case, Ta4+ can give four
electrons to oxygen atoms, but not all oxygen
atoms can have two electrons each; some
oxygen atoms can get only one each and
become O- ions. The O- ions act as acceptors,
creating holes in the crystals. These holes can
migrate from O- to O2- (equivalent to electrons
hopping from O2- to O-). Cations may also
diffuse via vacancies, but the activation energy
for cation diffusion in oxide crystals is always
high. Thus, the extrinsic p-type conduction is
dominant. However, both electronic conduction
(n-type or p-type) and ionic conduction occur

in BaTiO3; the ratio of depends strongly

on the purity and the fabrication process of the
material, as well as the temperature.

The breakdown strength of BaTiO3 single
crystals is of the order of 0.5MVcm-1. For
BaTiO3 ceramics, it is about 0.1MVcm-1. Gen-
erally, ceramics have a lower breakdown
strength, partly because of their porosity. It
should be noted that a high poling field may
sometimes cause electrical breakdown, because
the poling time is usually quite long (e.g., one
hour). High field stressing coupled with long
stressing time may be sufficient to overcome the
interdomain stresses in BaTiO3. If impurities,
pores, and other defects are present in speci-
mens, as in ceramics, the breakdown strength
will be strongly dependent on specimen thick-
ness, electrode area, and temperature. For more
details about the breakdown processes, see
Electrical Breakdown in Chapter 8.

KH2PO4-Type Ferroelectrics
Potassium di-hydrogen phosphate (KH2PO4) is
generally referred to as KDP crystals, with a
tetragonal structure at room temperature. Ferro-
electrics of the KH2PO4 type exhibit a much
simpler behavior than other ferroelectrics
because they belong to the uniaxial ferroelectric
family. These materials polarize along only one

s
s

n

i

axis (up or down along the c-axis) and undergo
only one phase transition from a paraelectric
into a spontaneously polarized state. The tran-
sition does not show a thermal hysteresis,
implying that the transition is of the second
order. In the paraelectric unpolarized state, the
crystal assumes a tetragonal structure at T above
Tc, with the ferroelectric axis along the c-axis.
The crystal is piezoelectric because it belongs
to the noncentrosymmetric point group. At T
below Tc, an orthorhombic phase exists, which
is ferroelectric with spontaneous polarization
due mainly to the displacement of K, P, and O
ions in the direction of the polar c-axis.34 The
structure of KDP is quite complicated. Basi-
cally, it consists of two interpenetrating body-
centered lattices of PO4 tetrahedra and two
interpenetrating body-centered K lattices, with
the PO4 and K lattices separated along the 
c-axis. Every PO4 is linked to four other PO4

groups by hydrogen bonds, which lie perpendi-
cular to the c-axis. This arrangement gives rise
to an ionic configuration of K+(H2PO4)-. The
distribution of proton density shifts from the
center of the bond at T above Tc to a localized
asymmetric position below Tc. The direction of
this shift reverses when the spontaneous polar-
ization is reversed.34,35

The dielectric constant–temperature charac-
teristics are shown in Figure 4-13, the data
being from Busch,36 and the spontaneous polar-
ization–temperature characteristics in Figure 
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4-14, the data being from Von Arx and Bantle.37

The Curie temperature Tc is +150°C (123K). At
T > Tc, the dielectric constant decreases with
temperature, following closely the Curie–Weiss
law with the Curie constant C being 3250°C.36,37

At T < Tc, the dielectric constant along the c-
axis drops sharply (but not abruptly) due to the
dielectric saturation effect, which results in a
decrease of dielectric constant with increasing
spontaneous polarization. The dielectric con-
stant along the a-axes also shows an anomaly at
Tc, possibly due to the effect of dielectric coop-
erative action among the ions.38 The dielectric
constant along the c-axis is dependent on the
applied DC biasing field. The bias tends to
lower the dielectric constant and also to shift the
peak of the dielectric constant toward higher
temperatures.39

Figure 4-14 shows that the spontaneous
polarization begins to rise at Curie point con-
tinuously, so the transition is of the second
order. The coercive field Fc is temperature
dependent. It is interesting to note that at a tem-
perature of about -213°C, (60K) there is a
sharp break. At 120K > T > 60K, Fc is practi-
cally independent of temperature. But at T <
60K, Fc increases rapidly with decreasing tem-
perature.40 This phenomenon is probably
caused by the hindered motion of domain walls
at low temperatures.

There are a number of crystals isomorphous
with KH2PO4 that have a similar dielectric
behavior, including KH2AsO4, RbH2PO4,
CsH2PO4, etc. In this KDP family, hydrogen
bonds play a vital role in the ferroelectric
behavior.

KNaC4H4O6•4H2O (Rochelle Salt)–Type
Ferroelectrics
Rochelle salt is a potassium-sodium tartrate-
tetrahydrate (KNaC4H4O6•4H2O) and belongs
to the family of uniaxial ferroelectrics. This
was the first material in which Valasek discov-
ered the ferroelectric phenomenon in 1921, and
from which he also introduced the term Curie
temperature or Curie point for ferroelectrics.

It is interesting to describe briefly the ferro-
electric properties of this material. Rochelle salt
has a rather poor mechanical strength and low
disintegration temperature; it is also apt to
absorb water. The crystal decomposes at a low
temperature of about 55°C. However, the most
interesting property of Rochelle salt is that it
exhibits two Curie points, one at +24°C, called
the upper Curie temperature, and the other at 
-18°C, called the lower Curie temperature. The
nonpolar paraelectric phases for T > +24°C and
for T < -18°C are orthorhombic. The polar fer-
roelectric phase, occurring at the temperature
range between -18°C and +24°C, is mono-
clinic. The dielectric constant, measured along
the a-axis with a small signal field of 1kHz as
a function of temperature, is shown in Figure
4-15.

There is no thermal hysteresis at the transi-
tion points, indicating that the transition is of
the second order. For temperatures from +24°C
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to about +50°C, the dielectric constant obeys
the Curie–Weiss law, with the Curie constant C
2240°C. For the temperature range from -18°C
to -28°C, the dielectric constant again follows
the Curie–Weiss law, with a Curie constant of
1180°C. The decrease of the dielectric constant
in the ferroelectric region is due to the effect of
spontaneous polarization saturation, similar to
BaTiO3 and KH2PO4. The temperature depend-
ence of spontaneous polarization is shown in
Figure 4-16. The coercive field for Rochelle
salt depends on the specimen thickness and the
magnitude and the frequency of the applied
field, similarly to other ferroelectric materials.
The data given in Figures 4-15 and 4-16 are
from Hablutzel.41

Rochelle salt is like KDP; the hydrogen bond
plays an important role in the ferroelectric
behavior. This idea has led to the study of a
deuterated Rochelle salt, prepared by dissolv-
ing ordinary Rochelle salt in highly concen-
trated D2O to make it thoroughly desiccated at
higher temperatures, in order to replace hydro-
gen with deuterium, the isotope of hydrogen
(heavy hydrogen consisting of a neutron and a
proton in the nucleus). After this process, the
Rochelle salt becomes a deuterated compound
with a chemical formula of KNaC4H2D2O6.
4D2O. This compound has the Curie points at
-22°C and +35°C, thus widening the region of

the stable ferroelectric phase and giving a
higher spontaneous polarization, as shown in
Figure 4-16.41,42

(NH2CH2COOH)3•H2SO4 Type
Ferroelectrics
Triglycine sulphate (TGS) is a uniaxial ferro-
electric material, and its chemical formula 
is (NH2CH2COOH)3•H2SO4. This material
exhibits ferroelectric properties at room tem-
perature. The Curie temperature is 49°C. At 
T > Tc, the crystal structure is centrosymmetric
and in the nonpolar paraelectric state with a
monoclinic symmetry. At T < Tc, the crystal
becomes polar and belongs to the polar group
of the monoclinic system.39 Ferroelectric 
direction is along the b-axis and the transition
is of the second order. The dielectric con-
stant–temperature characteristics measured at 
1kHz and 1Vcm-1 are shown in Figure 4-17.
The dielectric constant along the polar b-axis
shows a prominent anomaly in the vicinity of
Tc. The dielectric constants along the a- and c-
axes are practically independent of tempera-
ture, simply because this is a uniaxial polarized
material. For T > Tc, er follows the Curie–Weiss
law with a Curie constant C of 3200°C. The
temperature dependence of the spontaneous
polarization is shown in Figure 4-18. The
experimental data are from Hoshino et al.43

Some crystals are isomorphous with TGS, such
as triglycine selenate (NH2CH2COOH). H2SeO4
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(abbreviated TGSe) and triglycine fluoberyllate
(NH2CH2COOH)3H2BeF4 abbreviated TGFB),
have similar properties to TGS with different
Curie temperatures, as shown in Figure 4-18.

Alloys of PbO, ZrO2, and TiO2 (PZT alloys)-
Type Ferroelectric Ceramics
PZT alloys belong to the family of ceramics,
which are alloys of lead oxide, zirconium
oxide, and titanium oxide (PbO, ZrO2, and
TiO2). The familiar Perovskite structure of
BaTiO3 also appears in PZT alloys because
there are equal numbers of divalent (Pb2+) and
tetravalent (Zr4+ and Ti4+) cations. PZT alloys
are in fact the alloys of two components:
PbZrO3 and PbTiO3. This is why PZT alloys are
similar to BaTiO3 in their ferroelectric proper-
ties. Thus, by controlling the composition and
microstructure of the PZT alloys, it is possible
to tailor their properties to suit particular 
applications. The general chemical formula is
PbZr1-xTixO3, with x as a fraction from 0 to 1.
The phase diagram of ferroelectric ceramics is
normally plotted in phase transition tempera-
ture as a function of the composition. A typical
equilibrium phase diagram for the PZT system

is shown in Figure 4-19.44 The Curie tempera-
ture Tc depends on the composition of the
system.

In this phase diagram, there are six major
phase boundaries:

1. The cubic paraelectric–tetragonal ferro-
electric (P–FT) phase boundary

2. The cubic paraelectric–rhombohedral fer-
roelectric (HT ) (P–FR(HT)) phase boundary

3. The tetragonal ferroelectric–rhombohedral
ferroelectric (HT ) (FT – FR(HT)) phase
boundary

4. The rhombohedral ferroelectric (HT )–
rhombohedral ferroelectric (LT ) (FR(HT)–
FR(LT)) phase boundary

5. The rhombohedral ferroelectric (HT )–
orthorhombic antiferroelectric (FR(HT)–AFo)
phase boundary

6. The rhombohedral ferroelectric (LT )–
orthorhombic antiferroelectric (FR(LT)–AFo)
phase boundary

The phase is cubic paraelectric, implying that
an applied field can distort the system and
change it from unpolarized to a polarized state,
but as soon as the field is removed, the system
will quickly relax back to its original unpolar-
ized state due to thermal agitation. Figure 4-19
has some prominent features worth mentioning.

• The Curie temperature Tc for all composi-
tions is higher than that for BaTiO3. The
main reason is that the Pb2+ ion has two outer
electrons beyond its last full shell, but the
Ba2+ ion does not. These outer electrons can
contribute to covalent bonding with neigh-
boring oxygen ions. With this extra bonding,
a greater thermal energy or a higher temper-
ature is required to convert the polarized
state into an unpolarized state. This results
in a higher Tc for the PZT system.

• The morphological boundary between the
tetragonal and the rhombohedral phases
occurs at x around 0.5. Since the PZT system
is used mostly in piezoelectric devices, the
PZT system with the composition near the
morphological boundary has an advanta-
geous crystal morphology. The efficiency 
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of the conversion between electrical and
mechanical energy depends strongly on
crystal morphology. The piezoelectric cou-
pling coefficient climbs to a maximum value
at x around 0.5 because the shear transfor-
mation between the two types of structures is
much easier. This is because there are six
easy directions of polarization for the 
tetragonal unit cell and eight easy directions
of polarization for the rhombohedral unit
cell, which provide much easier mutual 
conformation.

• For most PZT alloys, the rich Zr region with
x below 0.1 is attractive because they have
superior properties. In this region, the Curie
temperature Tc is lower. At T < 200°C, there
exists a boundary between the ferroelectric
phase and the antiferroelectric phase.

• The rhombohedral ferroelectric phase is sub-
divided into high temperature FR(HT) and low
temperature FR(LT) phases. Simple rhom-
bohedral unit cells appear in both high-
temperature and low-temperature regions.
The basic difference between FR(HT) and FR(LT)

is possibly due to the difference in the direc-
tions of the spontaneous polarization.45,46

• The Curie temperature in pure PbZrO3 is
230°C. Below this temperature, the crystal
is in an antiferroelectric state, with the struc-
ture changing to orthorhombic one. But at 
or near the Curie temperature, the anti-
ferroelectric phase assumes a tetragonal
structure. The mechanism that causes this
difference in structure at or near Tc is not
certain; possibly it is due to the presence of
foreign impurities.47

It is interesting to review the ferroelectric prop-
erties of lead zirconate PbZrO3 in the PZT
system with x = 0. The dielectric constant-
temperature relation for PbZrO3 ceramic is
shown in Figure 4-20. The dielectric constant
reaches a peak at the Curie temperature 230°C.
Above Tc, the structure is cubic and er follows
the Curie–Weiss law, with the Curie constant C
equal to 1.6 ¥ 105 degrees. The results are from
Roberts.48 Although the dielectric anomaly is
similar to that in BaTiO3, no hysteresis loop has
been observed for T < Tc, implying that there is
no net spontaneous polarization. This indicates
that the phase for T < Tc is antiferroelectric.49

In other words, all adjacent domains are oppo-
sitely polarized, so there is electrical ordering
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but no net polarization (see Sections 4.2.3 and
4.2.5).

However, in the vicinity of the transition
temperature, a strong electric field can induce a
ferroelectric phase. This means that the field
can shift the phase boundary between AFo and
FR, with the tendency of extending the ferro-
electric region. A double hysteresis loop for
pure PbZrO3 has been observed at temperatures
below Tc.50 The ferroelectricity is induced in the
antiferroelectric phase when the applied elec-
tric field reaches a critical value. A similar
double hysteresis loop occurs in BaTiO3, but in
that case the ferroelectricity is induced in the
cubic paraelectric unpolarized region by a suf-
ficiently high electric field and at a temperature
slightly above Tc. Obviously, the origins of this
double-loop behavior for these two cases are
different. In PbZrO3, the ferroelectric phase
induced by the field has rhombohedral symme-
try. The critical field is temperature dependent,
as shown in Figure 4-21. The data are from
Sawaguchi and Kittaka.50

It is difficult, if not impossible, to produce a
PZT alloy PbZr1-xTixO3 with 0 < x < 1 in single
crystal form. The PZT alloys are ceramics,
which are a solid solution. Generally, the three
oxides—PbO, ZrO2, and TiO2—of selected
purity and proportion, are ball-milled together

to produce a powdered mixture of very fine 
particle size. The chemical substance is then
formed by calcining (fiercely heating) this
mixture. This material is then ground up and
artifacts made by compacting and sintering.

Ceramics are quite different from single
crystals. Ceramics are formed by many ran-
domly arranged crystallites (grains) with
unavoidable microvoids and impurities trapped
in between. In fact, they are imperfect poly-
crystalline materials. So a polycrystalline
ceramic that has not been subjected to static
field stressing would behave like a nonpolar
material, even though the crystallites compos-
ing it are polar. However, ferroelectric ceram-
ics can be transformed into polar materials by
an externally applied static electric field. This
process is referred to as the poling process,
which is reversible. To pole a specimen, the
specimen must be brought to the saturation of
the spontaneous polarization by a strong field
and then allowed to relax back to the remanent
condition. Poling is usually carried out at tem-
peratures as hot as the Curie threshold temper-
ature allows, and this poling condition is held
for some hours. However, the Curie tempera-
ture is much lower than the ceramic sintering
temperature, at which decent rates of transport
between grains can occur, so it is inevitable that
poled ceramics always carry some residual
internal stress. A poled ceramic can be depoled
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by the application of electric fields or mechan-
ical stresses.

A ceramic system consists of randomly orig-
inated grains (crystallites) intimately bonded
together with grain sizes generally ranging
from 1mm to 20mm. There are always pores
(microvoids) and foreign impurities unavoid-
ably present in the material during the fabrica-
tion process. It is obvious that both porosity and
grain size affect dielectric and ferroelectric
properties. The important factor leading to the
effect is the variation in the dimensions of the
grains and hence in the internal stresses during
the change of temperature through the Curie
point. The random directions of the crystallo-
graphic axes of the crystallites limit the extent
to which spontaneous polarization can be
developed. Due to the inhibition of the motion
of domain walls by internal strains and other
defects (such as impurities), the saturation
value of the spontaneous polarization of
BaTiO3 in ceramic structure is about half of the
value for BaTiO3 single crystals. The hystere-
sis loop of BaTiO3 single crystals with a single
domain is a square loop, like the one shown in
Figure 4-5(a), having a spontaneous polariza-
tion Ps of about 26 mCcm-2 and a coercive field
Fc of about 1kVcm-1. The hysteresis loop for
BaTiO3 ceramics is like a round loop, like the
one shown in Figure 4-5(b), having Ps of about 
7mCcm-2 and Fc of about 4kVcm-1. Of course,
the latter figures depend to a great extent on the
preparation of the ceramic specimens.

One unusual feature of ferroelectrics is the
aging phenomenon. A real crystal is never an
ideal dielectric. It always contains imperfec-
tions, including vacancies, dislocations, impu-
rities, etc., which disturb the uniformity of the
polarization and depolarization. A ceramic
material contains even more imperfections. The
properties of ceramics change with time, even
in the absence of external electric fields,
mechanical stresses, or temperature changes.
This aging phenomenon is associated with the
continuous changing of the internal structure,
which with time tends to reach a more stable
arrangement—in other words, to lower the
internal free energy. In fact, any poled ferro-
electric ceramic is in a state of incessant depo-

larization with time. However, the magnitude
of the poling field and the poling temperature
are important factors in determining the extent
of the dipole alignment and hence the resulting
ferroelectric properties. In actuality, the align-
ment is never complete. Depending on the type
of the crystal structure and the poling condition,
the thoroughness of poling can be quite high,
approaching 83% (for the tetragonal structure)
and 91% (for the orthorhombic structure) of
that for single crystals.51 The aging process 
may be accelerated by exposing the poled
ceramics to

• Strong depoling fields

• High mechanical stresses

• Temperatures close to the Curie point

A common rule of thumb to reduce the rate of
depolarization (aging) is that the poled ferro-
electric materials should not be exposed to 
temperatures higher than one half of the Curie
temperature, since heat is the major factor that
causes depolarization. However, aging is a
complicated process that may be caused by
several different mechanisms, such as

• Gradual equilibration of domains toward the
minimization of elastic and dielectric free
energy

• Segregation of impurities and vacancies on
domain walls and grain boundaries

• Ordering of impurities and vacancies inside
the ferroelectric domains with respect to the
polar axis52

Note that PZT ceramics are usually used with
a dopant, modifier, or other composition in
solid solution in order to improve or modify the
properties of the basic PZT system for specific
applications. A detailed discussion of many 
different compositional systems is beyond the
scope of this chapter. However, a few signifi-
cant examples will demonstrate the importance
of additives in extending the variety of the
applications of the PZT system.

For the case of oxygen-rich PZT, the con-
duction is mainly p-type extrinsic due to the
holes produced by O- ions. To reduce the p-type
conduction, we can use donor dopants, such as
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Nb5+ or La3+, replacing Pb2+ in order to provide
electrons required to convert O- ions to O2-,
thus reducing the conductivity. It is important
to reduce the conductivity because high con-
ductivity makes it difficult to apply a high field
for poling for a long period of time. The addi-
tives are usually compensated by A-site vacan-
cies. (The Perovskite structure is expressed in
the general formula ABO3. For BaTiO3, the
vacancies created by missing Ba2+ are referred
to as the A-site vacancies. Similarly, the vacan-
cies created by missing Ti4+ are B-site vacan-
cies.) In this case, these additives will enhance
domain reorientation and hence increase spon-
taneous polarization, dielectric constant, and
piezoelectric constant; they will also lower the
coercity and reduce the aging effect.53

One important compositional system, gener-
ally referred to as the PLZT system, is the PZT
system modified by the lanthanum. This system
can be formed by the complete miscibility of
PbO, ZrO2, TiO2, and La2O3 in a solid solution;
the amount of La can be adjusted on the basis
of the general chemical formula Pb1-yLay

(Zr1-xTix)1-y/4O3 with the fraction y ranging from
0 to 1. Usually, the PLZT system is formulated
so that La3+ ions replace mainly the A-site
vacancies created by missing Pb2+ ions. In this
case, the chemical formula can be expressed as 
Pb1-3y/2Lay(Zr1-xTix)O3. Selected compositions
within this system offer high electromechanical
coupling coefficients for piezoelectric trans-
ducers.54–56 The PLZT system has also excellent
electro-optic properties.57,59 Depending on its
composition, the PLZT system exhibits one of
three major types of electro-optic characteris-
tics: memory, linear, or quadratic. Each of these
three types can be used for different electro-
optic devices.60

Another example is the Nb5+-doped PZT
system. It is well known that for the 
Pb(Zr1-xTix)O3 system, a Zr-rich system (i.e.,
small x)—for example with x = 0.05—exhibits
an extensive phase boundary between the fer-
roelectric Fr and the antiferroelectric AFo

phases, as shown in Figure 4-19. However, for
x < 0.05, it becomes difficult to sinter to obtain
a high-density ceramic, compared to common
PZT with higher x values. It is found that Nb5+

dopants can improve this situation.61,62 For the
PbZr0.975Ti0.025O3 system doped with 1wt%
Nb2O5, the phase boundary at x = 0.025 occurs
at room temperature. In general, the external
electric field tends to broaden the region of the
ferroelectric state, and the mechanical com-
pression extends the antiferroelectric region.
Thus, the AF–F boundary can be made to shift
either by an applied field or by a mechanical
compression. This implies that the stored
energy due to spontaneous polarization in the
ferroelectric phase can be released by a shock
compression wave to convert the ferroelectric
phase to an antiferroelectric phase. This princi-
ple can be applied for the generation of high-
energy electric pulses.63

PVDF [(C H2 - C F2)n]-Type 
Ferroelectric Polymers
The chemical formula for polyvinylidene fluo-
ride (PVDF) is (CH2-CF2)n. PVDF crystallizes
from the melt below 150°C into spherulitic
structures.64,65 In the melt, the polymer chains
have randomly coiled shapes. Configurational
defects can crystallize into regular conforma-
tions when cooled from the melt. This is
accomplished by the torsional bond arrange-
ments, in order to minimize the potential
energy of the chains. The favorable arrange-
ments are those having substituents at 180°
between each other (called transor t) or having
substituents at ±60° (called gauche± or g±), the
actual torsional angles commonly deviating
from these values. There are three known con-
formations of PVDF: all-trans, tg+tg-, and
tttg+tttg-. The first two are by far the most
common and most important ones,65–67 and they
are illustrated schematically in Figure 4-22. 
In the all-trans conformation, all dipoles are
aligned in the same direction normal to the
chain axis. This yields the most highly polar
conformation. The tg+tg- conformation is also
polar but has components of the dipole
moments parallel and perpendicular to the
chain axis.

Depending on the temperature and the con-
dition at which the material crystallizes, for
most common polymorph PVDF produced by

234 Dielectric Phenomena in Solids



melt–solidification, the unit cell consists of two
chains in the tg+tg- configuration and possesses
dipole moments with components parallel and
normal to the chain axis. So, the dipole
moments of the two chains in the unit cell are
antiparallel and the crystal does not exhibit
spontaneous polarization. In this case, the
unpolar phase of PVDF is referred to as the a-
phase. However, if the PVDF crystallizes at a
temperature below 130°C and at a high pres-
sure68 or in conjunction with a special epitaxial
technique,69 the morphology of PVDF is
changed to a structure oriented to the c-axis,
and the unit cell consists of two all-trans chains
packed with their dipoles pointing in the same
direction. This crystal structure renders PVDF
the most highly polar phase, which is generally
referred to as the b-phase. The chains take on
a planar zigzag (tttt) conformation. The chain

has a large dipole moment (uo = 7.06 ¥
10-30 C-m per monomeric unit).65 The degree 
of crystallinity for both a-phase and b-phase
PVDF is approximately 50%. In the as-drawn
b-PVDF film specimens, the dipole moment is
preferentially oriented along the stretched ± y
direction in the film plane, since mechanical
stretching (drawing) causes a breakdown of the
original spherulite structure into an array of
crystallites whose molecules are oriented in the
direction of the stretching force. If electrodes
are then deposited on the film surfaces and a
strong poling field of about 0.5MVcm-1 is
applied across the film specimen, the dipoles
will reorient to align predominantly along the
poling field in z direction perpendicular to the
film plane.

Ferroelectricity of PVDC has been estab-
lished on the basis of the measured dielectric
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constant of CF2 and the corresponding polar-
ization as functions of temperature, as shown in
Figure 4-23. The experimental data are from
Takahashi, Date, and Fukada.70 A hystere-
sislike behavior of PVDF is good evidence that
PVDF is a ferroelectric material. The Curie
transition involves mainly intramolecular
changes of polar orientation through the intro-
duction of g± bonds that alter the polar all-trans
conformation to a somewhat tg± and tt arrange-
ment. As a result of this change, the Curie 
temperature for PVDF for the transition from
the ferroelectric phase to a paraelectric phase
would be around 205°C—about 20°C above its
melting point.71

Although PVDF is ferroelectric, its dielectric
constant is relatively small, around 10 to 15.
But it exhibits strong piezoelectric and pyro-
electric effects compared to other polymers, as
first discovered by Kawai15 and Bergman et al.72

This material has been widely used for piezo-
electric transducers and pyroelectric devices.

4.2.3 Thermodynamic Theory
Classical thermodynamics deals mainly with
the macroscopic behavior of materials. There
are laws of thermodynamics that define the
relationships between properties. To gain an
understanding of the phase transitions and
related effects, we need to understand the
concept of free energy. One of the well known
thermodynamic functions is the Helmholtz
free-energy function A, which is given by

(4-10)

where U is the internal energy, S is the entropy,
and T is the temperature. There is also another
well-known function, called the Gibbs free-
energy function, which is given by

A U TS= -
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(4-11)

including a pV term. Most experiments in solids
are performed at atmospheric pressure or pres-
sures not far from it, which is so small that it
makes the pV term negligibly small compared
to other terms. Thus, by ignoring the pV term,
the Gibbs function becomes

(4-12)

The basic principle is the concept of the
minimum free energy for the most stable
system. If a system is allowed to have several
alternative states, it will choose the one with the
lowest free energy. To clarify the meaning of
this principle, we apply it to a simple phenom-
enon. Based on Equation 4-12, a system can
have the free energy at a lowest possible value
if the internal energy U can be made as small
as possible and the entropy S as large as possi-
ble. The internal energy U in a solid is primar-
ily the potential energy, which is usually a
negative quantity, implying that for a minimum
potential energy all atoms (or ions) must rest at
their lattice sites, that is, each atom (or ion) is
resting at the bottom of its potential well. But
this is a well ordered arrangement with very
low entropy. Such an arrangement does not lead
to a minimum free energy. Not all atoms (or
ions) are at the bottom of the potential wells
due to the thermal agitation, so the degree of
order varies accordingly. At a given tempera-
ture T, the value of U and the degree of order
S always tend to balance each other in order to
reach a stable equilibrium state in which the
free energy is the lowest. This is also why all
atoms (or ions) in a solid are oscillating 
(vibrating) around their lattice sites.

Statistically, entropy is a measure of disor-
der. The higher the disorder (or the lower the
degree of order), the larger is the entropy. Based
on thermodynamics, the entropy can be defined
as

(4-13)

where dQ is the amount of heat absorbed by the
system in a reversible process, and Cp is the
specific heat at constant pressure. Based on 

dS dQ T C dT Tp= =

G U TS Ao = - =

G U TS pV= - + statistical mechanics, the entropy of a system is
defined as

(4-14)

where q is the number of microstates of the
system. Disorder can be interpreted as the
number of ways in which the particles inside 
a system can be arranged microscopically, so
each different way can be considered a
microstate or a thermodynamic state. Suppose
that an alloy consists of two components: A and
B. The total number of these two components
is N per unit volume, of which n are of A type
and the remaining N-n are of B type. Since the
A components can be interchanged themselves
in n! different ways and the B components in
(N - n)! different ways, the number of differ-
ent arrangements for N components (i.e., the
number of microstates in the system) is

(4-15)

Heat is one form of energy and energy cannot be
created, it can only be converted from one form
into other, different forms. The first law of ther-
modynamics states that the increase in internal
energy dU is equal to the sum of the heat put in
the system dQ and the work put in the system.
When a solid body is subjected to an external
electric field and mechanical stress, the internal
energy will change accordingly. We can write

(4-16)

where X and h are, respectively, the mechani-
cal stress and the strain; and F and P are,
respectively, the electric field and the polariza-
tion. F and P are vectors, and they have three
components in x, y, and z directions. X and h
are also vectors and have six components in x,
y, and z, as well as shear directions on the plane
normal to each of x, y and z, so the energy state
of a crystal is specified by the values of nine
variables plus the temperature.

Thermodynamics can be used to describe the
macroscopic behavior of the ferroelectric
system by including external work done on the
system. If the work put in the system is due to
external mechanical stresses and electric fields,
then the Gibbs function can be written as

dU TdS Xdh FdP= + +

q
N

n N n
=

-
!

!( )!

S k q= log
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(4-17)

The independent variables in the measurements
of normal ferroelectric properties are the tem-
perature T, the mechanical stress X, and the
polarization P. Thus, it is convenient to discuss
the G function as G (T, X, P). In the absence of
mechanical stresses, X = 0 and at a constant T,
Gibbs function can be simplified to

(4-18)

where Go(T) is the Gibbs function under the
unstressed and unpolarized conditions. The
thermodynamic approach can be used to
explain many ferroelectric properties. The fol-
lowing sections offer two transition processes
as examples.

Ferroelectric Transition
It should be noted that in Equation 4-18 both 
erj and Pj are temperature dependent and their
behavior is anomalous and nonlinear near the
transition point. Therefore, the behavior of the
ferroelectric system can best be studied by
expanding the energy in powers of the polar-
ization. The Gibbs function for Perovskite-type
ferroelectrics, formulated on the basis of the
form of a power series by Devonshire73 and
further developed by Huibregtse and Young,74

is given by

(4-19)

where f2, f4, f12, f111, f112, f123, etc., are 
temperature-dependent coefficients. The series

G T P G T f P P P

f P P P

f P P P P P P

f P P P

f P P P P P

o x y z

x y z

y z z x x y

x y z

x y z y

( , ) ( ) ( )

( )

( )

( )

[ ( ) (

= + + +

+ + +

+ + +

+ + +

+ + +

1

2
1

4
1

2
1

6
1

2

2
2 2 2

4
4 4 4

12
2 2 2 2 2 2

111
6 6 6

112
2 2 4 2

zz x

z x y

x y z

P

P P P

f P P P

4 4

2 4 4

123
2 2 21

6

+

+ +

+ +

)

( )]

. . .

G T P G T
P

o
j

rj oj

( , ) ( )= + Â
2

2e e

G G X h F Po i i
i

j j
j

= + +Â Â does not contain terms of odd powers of P
because crystals such as BaTiO3 in the unpo-
larized phase have a center of inversion sym-
metry. Supposing that the applied poling field
is in the z direction (c-axis of the cubic-tetrag-
onal structure), then the polarization is also
along the same z direction. By setting Py =
PX = 0 and letting Pz = P for simplicity, Equa-
tion 4-19 can be simplified to

(4-20)

where g2, g4, g6, etc., are new temperature-
dependent coefficients. For the isothermal case,
the electric field acting on the ferroelectric
material, expressed in terms of P, can be
obtained by

(4-21)

At and near the Curie point, g2 can be approx-
imated with a linear function of temperature.73

Thus, g2 may be written as

(4-22)

where b is taken as a positive constant and Tc

may be equal to or close to the Curie transition
temperature. The nature of the transition
depends on the signs of the coefficients: g2, g4,
g6, etc. The simplest case is that all coefficients,
except g2, are positive, and P is continuous at
the transition point, implying that the transition
is of the second order.

To find the values of P for which G is at the
lowest value (minimum free energy), we dif-
ferentiate Equation 4-20 with respect to P and
set it equal to zero, that is, the values of P at 
F = 0.

(4-23)

For simplicity, we ignore terms with the powers
of P equal to and higher than 5. Then we have
the values of P for the lowest G value as

and
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The plot of G - Go as a function of P for three
cases—g2 > 0, g2 = 0 and g2 < 0—is shown in
Figure 4-24(b). It can be seen that for g2 = 0
(i.e., when T = Tc), P changes gradually from
zero at T = Tc to a finite value at T < Tc. The
transition in BaTiO3 is of the first order, but the
energy of the Ti4+ ions in terms of their posi-
tions along the c-axis takes the form of two
potential wells. An applied electric field in the

direction opposite to the polarization may
enable the Ti4+ ions to pass over the potential
barrier between the two wells and reverse the
direction of the polarity.

If some coefficients other than g2 are nega-
tive, the situation becomes more complicated.
For simplicity, assume that only g4 is negative
and ignore all terms with powers of P higher
than 6, then Equation 4-20 can be simplified to

Ferroelectrics, Piezoelectrics, and Pyroelectrics 239

g2

0

g2 = 0

(a) First-Order Transition

G – Go

g2 < 0

g2 > 0

P

P

g2

0

g2 = 0

(b) Second-Order Transition

G – Go

g2 < 0

g2 > 0

P

P

Figure 4-24 G–Go as a function of polarization at transition temperature and at temperatures just above and just below
TC for (a) first-order transition and (b) second-order transition.



(4-25)

For the minimum values of G, we have

(4-26)

The solution of Equation 4-26 yields

and

(4-27)

Figure 4-24(a) shows the value of G - Go as a
function of P for g2 > 0, g2 = 0 and g2 < 0. For
g2 = 0 (i.e., T = Tc), we have 1/2.
This implies that P changes discontinuously
from 1/2 or 1/2 to P =
0 abruptly at T = Tc, and that the transition is of
the first order.

If the poling field is not high, we can use
first-order approximation by ignoring all terms
with the powers of P higher than 2 in either
Equation 4-20 or Equation 4-25. Then we have

(4-28)

and P for T > Tc can be expressed as

(4-29)

Thus, from Equations 4-28 and 4-29, we obtain
the Curie–Weiss relation

(4-30)

where C = (beo)-1. This equation is similar to
Equation 4-1.

This thermodynamic approach can also be
used to explain many ferroelectric phenomena
related to the first-order transition. Some of the
common phenomena follow.

The Difference between the Curie
Temperature and the Actual 
Transition Temperature
The actual transition temperature T1 and the

corresponding value of the spontaneous polar-
ization can be calculated by imposing the con-
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6 dition that the free energy of the polar and the
nonpolar phases are equal. This leads to

(4-31)

At the same time, the applied field is set equal
to zero. This gives

(4-32)

From Equations 4-31 and 4-32, we obtain

(4-33)

(4-34)

This indicates that the Curie temperature is
lower than the actual transition temperature by

. For BaTiO3, T1 - Tc = 7.7°C.30

Thermal Hysteresis
On heating the crystal through the Curie

point, the polarization changes discontinuously
from P = 0 in the ferroelectric phase to P = 0
in the paraelectric nonpolar phase. In the first-
order transition, the crystal suddenly loses all
the energy associated with the polarization at
the Curie point, indicating a big change in its
latent heat.

We can calculate the actual transition tem-
perature T2, above which the polar phase does
not exist in the absence of electric field. In
Equation 4-27, for the minimum free-energy
condition, there are several distinct values of P,
for which G is a minimum. Above T2 there is
only one value of P, corresponding to the 
condition

(4-35)

Thus,

(4-36)

In this case the Curie temperature is lower 
than the actual transition temperature by

. For BaTiO3, T2 - Tc = 10°C,301
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indicating T2 > T1. In ferroelectrics with a first-
order transition, such as BaTiO3, the transition
temperature is always at a slightly lower value
when the crystal is cooling from the high 
temperature than when it is heating from the
low temperature. This phenomenon is generally
referred to as thermal hysteresis.

Electric-Field Dependence of the 
Curie Temperature
Based on Equation 4-17, the differential

form of the Gibbs free-energy function can be
written as

(4-37)

Here we choose T, X, F instead of T, X, P as the
independent variables. Under a constant stress
condition with the applied field along one direc-
tion, Equation 4-37 can be simplified to

(4-38)

At the Curie point, the free energy in the ferro-
electric phase and that in the paraelectric non-
polar phase are equal. So for dG = 0, we have

(4-39)

In this case, p and S are, respectively, the spon-
taneous polarization and the entropy at T = Tc.
The discontinuous change in polarization at the
Curie point causes a discontinuous change in
entropy and hence the latent heat typical of 
a first-order transition. The entropy can be
expressed as

(4-40)

By differentiating Equation 4-25 with respect
to T, and, for simplicity, ignoring all the terms
with powers of P equal to or higher than 4
(because the coefficients of these high-power
terms do not vary much with temperature), we
obtain

(4-41)

Substituting Equation 4-33 for P into Equation
4-41, we obtain
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For BaTiO3, ∂T/∂F = 1.72 ¥ 10-3 °CcmV -1.
This value agrees well with the experimental
value, which is 1.43 ¥ 10-3 °Ccm V-1.30

The above argument indicates mainly that at
temperature T > Tc, the crystal can be forced by
an applied field to make a transition into a fer-
roelectric state and then return to the paraelec-
tric nonpolar state when the field is reduced,
producing a double hysteresis loop, as shown
in Figure 4-25 for BaTiO3. The data for Figure
4-25 are from Meyerhofer.75

Antiferroelectric Transition
A crystal is antiferroelectric if it exhibits para-
electric behavior, (i.e., the dielectric constant
increases with decreasing temperature above
the transition point) but does not show a net
spontaneous polarization and the dielectric con-
stant is considerably low below the transition
point. A typical example is the PbZrO3 crystal
(see Figure 4-20). This indicates that the 
transition involves a different mechanism for
dielectric polarization. X-ray analysis has
revealed the existence of a superstructure
below the transition point. The superstructure
can be described in terms of two superlattices
having equal but opposite polarization; above
the transition temperature, the two superlattices
are crystallographically equivalent and are
unpolarized.

In the previous section, we analyzed ferro-
electric phenomena based on an appropriate

∂
∂ b b

T

F

P

S P

g

g
= = = Ê

Ë
ˆ
¯

2 4

3
4

6

1 2

Ferroelectrics, Piezoelectrics, and Pyroelectrics 241

20

120.1°C 122.2

125.315

10

5

0 1 2 3 4 5 6 7 8
F (kV cm–1)

P
 (

mC
 c

m
–2

)

Figure 4-25 Hysteresis of BaTiO3 above the Curie point
at three different temperatures.



thermodynamic free energy function G, which
is expressed in powers of the polarization P.
According to Kittel,76 the same approach can be
applied to an antiferroelectric crystal if G is
expressed in powers of the polarization Pa and
Pb of the two superlattices. It should be noted
that, unlike P for ferroelectrics (which can 
be detected), Pa and Pb for antiferroelectrics 
are not macroscopically observable quantities.
However, following the same procedure for
Equation 4-20, we can write

(4-43)

Whether the ferroelectric state (Pa = Pb), the
antiferroelectric state (Pa = -Pb), or the para-
electric state (Pa + Pb = 0) has the lowest 
free energy depends on the values of the 
coefficients.

To deal with the antiferroelectric transition,
it is convenient to transform Pa and Pb into the
following parameters:

(4-44)

We can consider P+ as the total polarization and
P- as a measure of the antiferroelectric state.
Substitution of Equation 4-44 into Equation 4-
43 gives

(4-45)

where the coefficients g2, g4, g6, g¢2, g¢4,
g¢6, . . . and l, etc., are related to the coefficients
f, g, h, k, etc.

Detailed analysis of antiferroelectric behav-
ior is beyond the scope of this chapter. In
general, an antiferroelectric state exists if G has
a minimum for a finite value of P-. Obviously,
this condition depends strongly on the sign and
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the value of the coefficients. Normally, the
coefficient g¢2 decreases with decreasing tem-
perature, and the antiferroelectric state is stable 

at low temperatures. If the term is

positive and sufficiently large, then one kind 
of the state (e.g., antiferroelectric state) will
prevent the formation of the other (e.g., ferro-
electric state).

The sharp decrease of the dielectric constant
below the transition point is due to the satura-
tion effect of Pa and Pb. Antiferroelectrics can
be piezoelectric. Some antiferroelectric materi-
als may also become ferroelectric under the
application of a suitable electric field.77 It is not
so obvious that domains would be formed in
antiferroelectrics. However, optical observation
has revealed the domain structure of PbZrO3

and NaNbO3 antiferroelectrics. The domains
are nonpolar; therefore, their patterns should
not be affected by external electric fields. For
more details about antiferroelectric phenom-
ena, see references.38,78

A two-dimensional picture illustrating the
basic difference among the ferroelectric, anti-
ferroelectric, and ferrielectric states is given in
Figure 4.26. In the ferroelectric state, there is
polarization in the vertical direction and no
polarization in the horizontal direction; in the
antiferroelectric state, there is no net polariza-
tion in either the vertical or the horizontal direc-
tion; in the ferrielectric state, the crystal could
be antiferroelectric in the vertical direction and
ferroelectric in the horizontal direction.

However, ferrielectric behavior is not really
similar to its ferrimagnetic counterpart. It is a
very strange behavior. An example of ferrielec-
tric behavior is thiourea [SC(NH)2]. The rever-
sal of the polarization in this crystal is related
to relative displacements of entire molecules,
rather than to the motion of single atoms or ions
in the lattice, and its polarization phenomenon
can be considered ferrielectric.79

4.2.4 Formation and Dynamics 
of Domains
A single crystal or a system that is ferroelectric
will undergo spontaneous polarization below
the Curie temperature. If all the dipoles of the

1

2
2 2lP P+ -
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polarization are pointing in one direction, the
electrostatic energy of the system is extremely
large and the system becomes very unstable.
Naturally, a system always tends to minimize
its potential energy by forming the so-called
domains, which are actually regions in the
crystal, each containing a large number of
dipoles all aligned in the same direction.
Domains are arranged in such a way that the
polarization of different domains will compen-
sate for each other and the net polarization of
the whole crystal along any direction will
vanish. Domains are separated by domain
walls, which are the loci of the dipole orienta-
tion from one direction of the domain to
another of the neighboring one. A single crystal
may contain many domains with zero net polar-
ization, but it can be changed to a single crystal
with a single domain by a strong poling elec-
tric field, in which the dipoles of all domains
must point in the same direction. In other
words, all domains will join to form a large
domain. For polycrystalline materials such as
ceramics, single domain cannot be achieved
because the crystal axes of the grains (crystal-
lites) in the material are randomly arranged,
which cannot be altered by the electric field.

When a phase transformation begins, the
domains will be nucleated at several places
within the crystal, and the nuclei of domains
will grow along the ferroelectric axes until the
transformation of the new phase in the whole
volume is completed. Ferroelectric domains are
closely analogous to ferromagnetic domains. In
uniaxial ferroelectrics such as TGS crystals, the
domains can have only two possible dipole

directions, so the polarization will be in oppo-
site directions in adjacent domains by twinning.
In this case, the domain walls are called the
180° walls, as shown in Figure 4-27(a).

For multiaxial ferroelectrics such as BaTiO3,
domains can have more than two dipole direc-
tions. For example, in the tetragonal phase,
polarization is along the c-axis, that is, the elon-
gated axis of the cubic structure. But in the fer-
roelectric phase, there are six easy directions
deriving from the cubic structure, that is, the c-
axis can be in the ±x, ±y, and ±z directions. This
implies that there are three pairs of antiparallel
directions along the cube edges and that
domains can have six directions of polarization.
This gives rise to different types of domain
walls: Those separating antiparallel dipoles are
180° walls, and those separating dipoles at right
angles to each other are 90° walls, as shown in
Figure 4-27(b) and (c). Similarly, for the ferro-
electric phase with the unit cell in rhombohe-
dral structure, the polarization is along the
body-diagonal directions. In this case, there are
eight easy directions for spontaneous polariza-
tion. The angle between adjacent domains
becomes 70.5° and 110°, so the domain walls
are called the 70.5° and 110° walls. Some
typical domain patterns in crystals are illus-
trated schematically in Figure 4-27.

The electrostatic energy decreases with an
increase in the number of domains formed due
to the decrease in the depolarizing field.
However, the domain formation process does
not continue indefinitely, because a certain
amount of energy is stored in the walls between
different domains. For ideal crystals, when the
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(a) (b) (c)

Figure 4-26 Schematic illustration of the polarization in (a) ferroelectric structure, (b) antiferroelectric structure, and (c)
ferrielectric structure.



domain wall energy has increased to a certain
critical value, at which it just balances the
decrease in energy of the depolarizing field, the
total potential energy of the crystal becomes
minimal. Under this condition, the domain 
configuration has reached an equilibrium and
stable state at the temperature considered. But
for real crystals that are not completely 

nonconductive and contain various defects, the
domain configuration is hardly stable at any
temperature because the charges induced by
spontaneous polarization are partially compen-
sated by the conducting carriers in the materi-
als, and the uniformity of the polarization and
the depolarizing field is disturbed by various
defects. Because of such defects and the 
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Figure 4-27 Schematic illustration of some domain patterns: (a) antiparallel domains with 180° walls, (b) domains with
180° and 90° walls, and (c) mixture of domains in c and a directions (a is perpendicular to c).



conductivity of real crystals, the domain pat-
terns do not always correspond to the absolute
minimum of the free energy. This implies that
the domain configuration is only metastable,
resulting in the aging effect.

The calculation of domain wall energy is
very complicated, but the width of the domain
walls is directly related to the total energy of
the domain walls. The total wall energy is the
sum of the energy due to dipole interaction and
the anisotropy energy.22,39 Thus, the total wall
energy Uwall can be written as

(4-46)

where d is the wall width and A and B are func-
tions of the lattice constant, the spontaneous
strain and the elastic constant. By minimizing
the wall energy

(4-47)

This leads to

(4-48)

Merz22 has estimated the wall width to be of 
the order of several lattice constants and wall
energy of the order of 10-6 joulecm-2, in con-
trast to the ferromagnetic domain walls whose
width is of the order of several hundred lattice
constants. In a ferromagnetic domain wall, the
magnetization vectors must turn over gradually
from one direction to the opposite one, which
involves a change in exchange energy and
anisotropy energy. This is why the ferromag-
netic domain walls are much wider than the 
ferroelectric domain walls. The difference
between the ferroelectric and the ferromagnetic
domain walls is shown in Figure 4-28.

In Equation 4-46, the first term A/d is the
energy from dipole interaction due to the fact
that the polarization changes from +P to -P in
the wall, and the second term Bd is the energy
from the stress causing the strain changes from
+ strain to - strain in the wall. In ferroelectric
materials, the first term (due to sideways inter-
action of adjacent dipoles) is small, whereas the
elastic energy due to the changes of the strain
is large. This is why the domain-wall width is

d = ( )A B 1 2

dU

d
wall

d
= 0

U
A

Bwall = +
d

d

only several lattice constants. For ferromag-
netic materials, the domain walls are a hundred
times wider because the interaction energy of
magnetic dipoles is large and the elastic energy
is small.

In general, strain energy is the dominant
component in the ferroelectric domain wall
energy budget, and the 180° and 90° walls are
thus distinctly different in behavior. It is easy
for the 180° walls to move under the influence
of an applied electric field. The motion of the
180° wall merely requires the cations to move
cooperatively toward the other end of their
cages without involving the rotation of the
polarization vectors or any change in the shape
of the crystal. This implies that the domains
with the polarization in the direction of the
applied field expand sideways by moving the
walls toward the domains with the polarization
opposite to the field direction, making them
shrink and eventually vanish. In other words,
the two antiparallel domains will join or coa-
lesce to form a big domain, with all dipoles
aligned in the field direction.

For the reversal of the polarization, an
applied field should be normally higher than the
coercive field Fc, and the time required for the
complete reversal depends on the magnitude of
the applied field following the relation

(4-49)

where k and n are constants.30 It should be noted
that when the applied field is small, the rever-
sal may still occur, but a much longer switch-

t kFs
n= -
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Figure 4-28 Schematic illustration of the difference
between (a) the ferroelectric and (b) the ferromagnetic 180°
domain walls. The width of the domain walls is about
several lattice constants for ferroelectrics and about several
hundred lattice constants for ferromagnetics.



ing time is required. This implies that the so-
called coercive field Fc does not have a clear
physical meaning, as fields much smaller than
Fc still switch on the reversal, if the applied
field is held for a sufficiently long time. For low
fields, ts follows an exponential law is • exp
(a/F), rather than a power law, given in Equa-
tion 4-49.

The switching time is directly related to the
velocity of the motion of domain walls. At high
fields (>1kVcm-1), the sideways wall velocity
follows the relation80

(4-50)

where h and m are positive constants. It can be
seen that vs is approximately proportional to the
reciprocal of the switching time ts. However,
when two 180° walls are sufficiently close, they
do not move toward each other and there
appears to be a repulsion between them. This
repulsion results in the formation of a very
narrow metastable region which suddenly dis-
appears when an electric field is applied, creat-
ing Barkhausen pulses.

The 90° walls are relatively difficult to 
move and usually require an applied electric
field greater than a certain threshold value. In
general, the motion involves the nucleation and
growth of new domains with the polarization in
the direction of the applied field. Thus, making
the domains with polarization perpendicular to
the applied field change to polarization along
the field direction may sometimes cause the
crystal to change shape. The process for a com-
plete polarization in the direction of the applied
field for a multiaxial ferroelectric could be quite
complicated. Let us take a simple case as an
example. For a single-domain crystal with the
polarization along the c-axis in the tetragonal
phase, if an electric field is applied along the a-
axis (perpendicular to the c-axis), then a large
number of needlelike new domains nucleate at
the surface and are polarized in the direction 
of the applied field, growing in the form of
wedges.81 The formation of new domains con-
tinues until the whole crystal is polarized in the
same direction of the applied field. These newly
formed domains originate at the surface of the
crystal specimen (usually at the electrode

v hFs
m=

surface) and grow in the direction of the applied
field with very little sideways motion of the
walls. However, it can be imagined that the
nucleation of new domains becomes more dif-
ficult because more nuclei are already present,
due to more electro-mechanical interaction,
particularly in multidomain crystals.

Sideways motion of 90° walls in an applied
electric field has been observed.39,81 Since 
the 90° wall width is only about several lattice
constants, the activation energy for the wall
motion is only a small fraction of the total 
wall energy. The critical field for the 90° wall
motion is smaller than that for the nucleation
and the growth of new domains. However, the
motion causes a change in the shape of the
crystal. For a more detailed discussion of 
the formation, structure, and dynamic behavior
of domains, see references 22, 30, 38, 39, 78,
and 80–86.

4.2.5 Ferroelectric Materials
There are now many hundred materials that
exhibit ferroelectric or antiferroelectric proper-
ties. In Section 4.2.2, the properties of some
representative ferroelectrics were discussed. In
this section, we will not list all the ferroelectric
materials but summarize some important prop-
erties of some ferroelectrics with the potential
for practical applications in Table 4-2.

The most commonly used ferroelectrics have
the Perovskite structure, with the chemical
formula ABO3. The PZT system is a good
example, consisting mainly of the alloy of
PbTiO3 and PbZrO3. The general formula of the
PZT system is PZ1-xTx, so the ferroelectric
properties can be tailored by varying the com-
position of Zr and Ti, that is, by varying the
value of x.

It is not always convenient to keep ferro-
electric devices in an oven or a cryostat in order
to maintain the required properties. Now, mate-
rials can be modified so that certain values of
the required properties can be achieved at room
temperature. The control of properties is possi-
ble by varying the composition in solid solution
or by incorporating suitable additives.87 One
good example is a ceramic formed by a solid
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solution of PbTiO3 in BaTiO3, in which the 
transition temperature depends on the con-
centration of Pb in BaTiO3. In this case, all 
concentrations are possible and they are ferro-
electric. An increase in Pb concentration causes
the transition temperature Tc to increase from
120°C to 490°C. Similarly, the substitution of
zirconium for titanium in BaTiO3 lowers the
value of Tc, as shown in Figure 4-29. Iron,
strontium, and calcium also tend to lower the
value of Tc. For details about this subject, see
references 39, 88, and 89.

Ferroelectrics in ceramic forms are com-
monly used for practical applications because
they have the advantage of being a great deal
easier to prepare than their single crystal coun-
terparts. Also, in many cases their ferroelectric
properties approach quite closely those of the
single crystal. As mentioned above, a wide
range of ceramic compositions and additives
can be used to adjust the properties of the mate-
rial for different applications. Ceramics are
generally prepared by grinding the material,

together with any required additives, into
powder. This reacted powder is usually ball-
milled to increase homogeneity and particle
reactivity. This may be processed with or
without binder. Then the material is extruded or
pressed into some shape and fired at a higher
temperature (e.g., 1300°C), at which sintering
occurs.44 This fabrication procedure produces a
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Table 4-2 General transition properties of some ferroelectric crystals.

Spontaneous
Curie Polarization

Name Chemical Temperature, Ps(mC m-2) at
Crystal Structure

(Abbreviation) Formula Tc (°C) [T (°C)] Above Tc Below Tc

Barium Titanate BaTiO3 120 26.0 [23] Cubic Tetragonal

Lead Titanate PbTiO3 490 50.0 [23] Cubic Tetragonal

Potassium Niobate KNbO3 435 30.0 [250] Cubic Tetragonal

Potassium KH2PO4 -150 4.8 [-177] Tetragonal Orthohombic
Dihydrogen Phosphate
(KDP)

Triglycine Sulfate (NH2CH2COOH)3• 49 2.8 [20] Monoclinic Monoclinic
(TGS) H2SO4 (Centrosymm.) (Noncentrosymm.)

Potassium-Sodium
Tartrate-Tetrahydrate KNaC4H4O6•4H2O 24 0.25 [5] Orthorhombic Monoclinic
(Rochelle salt) (Centrosymm.) (Noncentrosymm.)

Antimony Sulfo-iodide SbSI 22 25.0 [0] Orthorhombic Orthorhombic
(Centrosymm.) (Noncentrosymm.)

Guanidinium Aluminium C(NH2)3Al(SO4)2•6H2O None 0.35 [23] Trogonal —
Sulfate Hexahydrate
(GASH)
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Figure 4-29 The effect of various additives in BaTiO3 on
the Curie temperature Tc.



complicated polycrystalline material that has
pores, some unavoidable impurities, and many
crystallites of various sizes. Some properties of
a ceramic may differ from those of the corre-
sponding single crystal material because the
crystallites in the ceramic are randomly ori-
ented and some of them are under stresses even
when no external force is applied; also, there
exist grain boundaries and porosity.

The ferroelectric properties of ceramics
depend greatly on the grain (crystallite) size. In
a ceramic with small grain sizes, a significant
portion of the material volume is affected by
grain boundaries. The important difference
between grain boundaries and free surfaces is
that in high-density ceramics, the material close
to the grain boundaries is elastically clamped
by the neighboring grains at temperatures well
below the sintering temperature. On cooling 
to the ferroelectric phase, large mechanical
stresses may be developed by the anisotropic
spontaneous strain, and these stresses may in
turn affect the domain dynamics and configu-
ration. If the grains are too small, the polariza-
tion may be completely clamped, preventing
the action of domain reversal when the applied
field is turned to the opposite direction. As the
size of grains increases, domain reversal
becomes possible, but the peak dielectric con-
stant decreases, due mainly to the inhomoge-
neous distribution of the mechanical stresses
and electric fields. If the polarization in the
neighboring grains is not parallel, then the
nonzero polarization at the boundaries creates
depolarizing fields, tending to compensate free
charges at the electrodes.

The grain sizes of ceramics can be controlled
to a certain degree during the fabrication pro-
cessing by adjusting the sintering temperature
and time, the composition of the material, and
the additives. Most ceramics consist of grains
with a range of grain sizes, and their crystallo-
graphic axes are randomly oriented. It can be
imagined that the poling of a ceramic under an
external electric field involves microscopic
processes much more complicated than those
for single crystals. Because of the grain bound-
aries, neither dielectric nor elastic relaxations
under an alternating field within the bulk of

ceramics are possible. This is why the hystere-
sis loops are generally rounded, the sponta-
neous and the remanent polarizations are lower,
and the coercive fields are larger; this is also
why the aging effect is enhanced. As knowl-
edge of ferroelectric ceramics progresses, new
effects and new fabrication techniques, as well
as new materials, will certainly be discovered.

It is worth mentioning that ferroelectric thin
films are very important for practical applica-
tions. For certain applications, ferroelectrics in
thin-film form are preferred. In general, the
dielectric and ferroelectric properties are thick-
ness dependent if the thickness of the films is
below a certain value. For example, BaTiO3

films prepared by electron-beam evaporation or
sputtering techniques exhibit normal dielectric
and ferroelectric behavior if the film thick-
nesses are larger than 1mm. Ferroelectric
behavior becomes unstable for film thicknesses
below 0.1mm.90 But some investigators91 have
reported that vacuum-evaporated BaTiO3 films
show well defined dielectric anomalies near
120°C for films with thicknesses down to 
0.023mm. For BaTiO3 films prepared by flash
evaporation, the properties remain approxi-
mately similar to those of thick films down to
a thickness of 0.1 mm.92 The discrepancy can be
attributed to different techniques of film fabri-
cation, which result in various structural and
chemical defects. Defects aside, the interface
between the film and the electrical contacts, the
width of the depletion regions inside the film,
and electronic conductivity also play important
roles in the thickness dependence of the dielec-
tric and ferroelectric properties of thin films.

Although several film fabrication techniques
(chemical vapor deposition, single or multiple
target sputtering, multiple target ion beam,
pulsed deposition techniques, etc.) have been
put forward,58,93 none can be considered very
satisfactory. However, the required degree of
perfection varies according to the specific
application; thus, the technique for film fabri-
cation should be chosen accordingly. For
example, for ferroelectric films used in small
capacitors, we would want the films to have a
high dielectric constant, low dielectric loss, and
a minimal variation of these parameters with
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temperature, applied field, and frequency. But
for films used in optical devices, we would
want the films to have a high optical quality.

The trend of using ferroelectric films is ever
increasing. The development of new techniques
and the improvement of the existing techniques
have to a great extent been motivated by
various technical applications. It is certain that
new experimental and theoretical results in this
area will be available in the near future.

4.2.6 Applications of Ferroelectrics
Based on the classification of crystals given in
Figure 4-1 the following statements can be
made:

• All ferroelectrics possess piezoelectric and
pyroelectric effects.

• All pyroelectrics possess piezoelectric
effects, but not all are ferroelectric.

• Piezoelectrics may have only piezoelectric
effects, both piezoelectric and pyroelectric
effects, or all three effects: ferroelectric,
piezoelectric, and pyroelectric.

Depending on the crystal structure, sponta-
neous polarization in a poled ferroelectric
crystal can be varied to produce different
effects by the application of an external force,
such as a mechanical stress, an electric field, or
a change in temperature. Figure 4-30 illustrates
these effects. Each of these effects can be used

for practical applications. The most commonly
used effects are the piezoelectric, pyroelectric,
and electro-optic effects, which are discussed,
respectively, in Piezoelectric Phenomena and
Pyroelectric Phenomena in this chapter and
Modulation of Light in Chapter 3. In this
section, we shall briefly describe some applica-
tions related directly to the special features of
ferroelectrics: mainly, spontaneous polariza-
tion, nonlinearity, and hysteresis behavior.

Capacitors
Capacitors are important elements in electrical
and electronic circuits, performing various
functions that include blocking, coupling and
decoupling, AC-DC separation, filtering, power
factor correction, energy storage, etc. For a
capacitor with the dielectric material of dielec-
tric constant er and thickness d between two
parallel metallic plates of area A, the capaci-
tance is given by

(4-51)

If the working voltage is V, the average
working field F is V/d, which must be lower
than the breakdown strength of the dielectric
material Fb by factor k. The volume efficiency
of the capacitor is defined as

(4-52)h
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Mechanical Stress

•Piezoelectric Effect (Due to change in polarization P )
•Piezocalorie Effect (Due to change in entropy S )
•Piezo-Optic Effect (Due to change in strain h —elastic displacement
  resulting in change in refractive index)

Electric Field

•Converse Piezoelectric Effect (Due to change in strain h )
•Electrocalorie Effect (Due to change in entropy S )
•Electro-Optic Effect (Due to change in polarization and hence in
  susceptibility)

Temperature Change
•Pyroelectric Effect (Due to change in polarization P )
•Thermoelectric Effect (Due to change in strain h)
•Heat Capacity Effect (Due to dQ = SdT )
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Ferroelectric
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Poled
Ferroelectric
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Poled
Ferroelectric
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Figure 4-30 The effects of a mechanical stress, an electric field, or a temperature change on the behavior of a poled 
ferroelectric specimen.



The maximum permissible energy density
stored in the capacitor is thus

(4-53)

The value of erF2
b is a figure of merit for

dielectrics.
All dielectric materials have a finite value for

DC resistivity. Thus, a charged capacitor will
discharge gradually through its own resistance
following

(4-54)

where Qo and Q(t) are, respectively, the initial
charge and the charge remaining in the capaci-
tor at time t; t is the dielectric relaxation time
of the material, which is equal to ereor; and r
is the resistivity of the material. A capacitor dis-
sipates its stored energy through DC leakage
resistance and, more importantly, the dielectric
losses under an AC electric field. These account
for the dissipation factor or the loss tangent
tand (see section 2.2.3 in Chapter 2). It should
also be noted that the leads and the electrodes
always introduce an inductance L in the circuit.
This is why a capacitor has a resonance fre-
quency which may be very high, depending on
the value of L. For general applications, it is
important to keep the value of the unwanted
stray inductance L as small as possible.

However, from Equations 4-52 and 4-53,
both the volume efficiency and the maximum
energy stored in a capacitor increase propor-
tionally with increasing dielectric constant.
Thus, ferroelectric materials with high dielec-
tric constants are obviously ideal materials for
use in miniature capacitors. But the capacitance
of the capacitors made of ferroelectric materi-
als is dependent on temperature, applied elec-
tric field, and frequency. Usually, it is not so
difficult to tolerate a small change in electric
field and frequency, but the range of tempera-
ture variation is large under certain environ-
mental conditions, and also the dielectric
constant is strongly dependent on temperature,
particularly at temperatures near the transition
point. So for high-permittivity capacitors, it is
necessary to choose a material with a small
temperature coefficient of the capacitance
(TCC), which is

Q t Q to( ) exp( )= - t

CV

Ad

F

k
r o b

2 2

22 2
=

e e

(4-55)

From Equation 4-51 we obtain

(4-56)

where TCD is the temperature coefficient of the
dielectric constant and aL is the linear expan-
sion coefficient. So the change in capacitance
due to a change in temperature is caused by the
change of the capacitor’s dimension, which is
usually not very significant, and by the change
of the dielectric constant, which is significant,
particularly at temperatures near the transition
point.

Ferroelectric ceramics are commonly used
for capacitors. The Electronic Industries Asso-
ciation (EIA) in the United States has grouped
ceramic capacitors into three classes:

Class I: The materials have a low dielectric
constant (ranging from 15 to 500), low
dielectric losses (tand < 0.003), a low TCC,
and a low rate of aging of the capacitance
value. The working temperature range is 
-55°C to +85°C.

Class II: The materials have medium to large
dielectric constants (ranging from 500 to
20,000), with general properties primarily
similar to BaTiO3 ceramics. The dependence
of temperature, electric field, and frequency
is stronger than for Class I, and the TCC
value is higher.

Class III: The materials consist of a conduc-
tive phase near the electrodes that reduces
the effective thickness of the dielectric mate-
rial. General properties are similar to those
of Class II, but their working voltage is
lower. The EIA has also introduced a scheme
for specifying the variability of the capaci-
tance with temperature in the range of prac-
tical interest for high-permittivity capacitors.
Table 4-3 lists the EIA codes. For example,
a capacitor of EIA code X7E implies that its
capacitance may change by no more than
±4.7% in the range of temperatures from 
-55°C to +125°C.
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Dielectric materials with dielectric constants
larger than 1000 are mainly ferroelectric mate-
rials, and they are very sensitive to temperature,
electric field, and frequency. Obviously, the
development of techniques for modifying the
materials to improve stability and to retain 
the desirable high dielectric constant feature is
very important. In fact, this work has been
carried out continuously for about 50 years.

In general, the dielectric constant is meas-
ured with a small AC signal. A bias of a large
DC field will cause the value to decrease, but
the field coefficient of the dielectric constant is
normally small. Frequencies in the range of
0–100MHz do not affect the dielectric constant
to a great extent. The difference in dielectric
constant between power and radio frequencies
is only 5–10%, and for most ceramics based on
BaTiO3 and its isomorphs, the dielectric con-
stant does not vary greatly with frequency until
it reaches the gigahertz range. The major
concern is the temperature dependence of the
dielectric constant. To reduce the temperature
coefficient of the dielectric constant (TCD) is
thus the goal that many researchers have
attempted to reach. High-permittivity ceramic
capacitors are based mainly on ferroelectric
BaTiO3, its isomorphs, and their solid solutions.
According to Lichtenecker’s rule,94 the TCD of
a ceramic formed by the mixture of several
components will be equal to the volume
average of the TCDs of its constituents, if there
is no chemical reaction between constituents
leading to the formation of new compounds.
Following this rule, the dielectric constant of
the mixture can be predicted approximately by
Lichtenecker’s empirical formula

(4-57)

where eri and vfi are, respectively, the dielectric
constant and the fraction of the total volume of
the mixture of the ith constituent.

In general, it is not possible to obtain a com-
pletely flattened er - T curve in a homogeneous
ceramic having BaTiO3 as a major constituent.
However, in the region below the peak, at tem-
peratures below Tc, the value of the dielectric
constant does not change much with tempera-
ture. This is due partly to the further change 
in crystal structure to rhombohedral and then 
to orthorhombic, and partly to the transition
changing from first order to second order.95

Some ceramics with different compositions,
which would provide usefully high permittiv-
ity–temperature characteristics, are given here
as examples. Many similar mixtures have
already been developed.58,95,96

BaTiO3 and Bi2 (SnO3)3 (er = 1000 at 25°C)
BaTiO3 and MgSnO3 (er = 2000 at 25°C)
BaTiO3, SrTiO3, and CaTiO3 (er = 2000 at 25°C)
BaTiO3 and MgF2 (er = 3500 at 25°C)
BaTiO3, CaSnO3, and CaO (er = 3500 at 25°C)
BaTiO3 and CaZrO3 (er = 5000 at 25°C)
BaTiO3 and CaSnO3 (er = 8000 at 25°C)

Furthermore, the locally inhomogeneous
microstructure tends to broaden and flatten the
er - T curve. This tendency is enhanced if the
growth of grain sizes during sintering can be
sufficiently inhibited.

There is a large variety of ceramic capaci-
tors, including thin-film capacitors, thick-film
capacitors, and plate capacitors (based on the

=
=
Âvfi ri
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Table 4-3 The EIA codes for the specification of high-permittivity capacitors.

EIA Code Range of Temperature Variation (°C) EIA Code Change of Capacitance (%)

X7 -55 to +125 D -3.3 to +3.3
X5 -55 to +85 E -4.7 to +4.7
Y5 -30 to +85 F -7.5 to +7.5
Z5 +10 to +85 P -10.0 to + 10.0

R -15.0 to +15.0
S -22.0 to +22.0
T -33.0 to +22.0
U -56.0 to +22.0
V -82.0 to +22.0



thickness of the dielectric material), single-
layer discrete capacitors in disk or wafer, or
cylindrical tube form, or multilayer capacitors
based on the construction shape. The design
depends primarily on the requirements of the
capacitors for certain specific applications. For
more details about capacitors, see references
58, 59, and 95–98.

Thermo-Autostabilization Nonlinear
Dielectric Elements (TANDEL)
When a ferroelectric specimen is switched on
to the ferroelectric phase with an alternating
field, heat will be produced in the material each
cycle, part of which is due to normal dielectric
losses and part to hysteresis losses. As a result,
the power dissipation WA in the material
increases with temperature, reaches a peak 
at the transition temperature Tc, and then
decreases rapidly for T > Tc, as shown in Figure
4-31. The value of WA increases also with
increasing applied AC field. There is heat WB

lost by the material through heat conduction
and convection to the surrounding medium,
which is proportional to temperature. Thus, at
the intersection points (such as a, b, c), when
the WA–T curve intersects with the WB–T
curve, the heat produced in the material is 
equal to the heat lost from the material to its
surrounding medium. So the points a, b, c

represent the points of thermal equilibrium for
ferroelectric materials. The material itself can
stabilize its own temperature, such as point b
near the transition temperature Tc where non-
linearity is high.99–101 The elements based on the
changes in the dielectric constant, and hence
the capacitance with the change of the applied
AC field, can be used to replace varactors as
circuit elements in frequency modulation, ther-
mostat control, etc.

High-Energy Electrical Pulse Generators
Ferroelectric ceramics possess a special feature
of high spontaneous polarization and high
dielectric constant, the latter being typically
several hundred to several thousand, much
larger than for organic solid insulators (usually
below 10) and for inorganic solid insulators
(below 20). Ferroelectric ceramics have already
been used widely for energy storage capaci-
tors.102 Ferroelectric ceramics also have a large
piezoelectric constant, implying that the elec-
tric field produced per unit mechanical stress
could be very large. For example, a compres-
sion stress of about 0.05Gpa would generate 
an open-circuit field of about 5–15kVcm-1.44

The direction of the applied stress for such 
a piezoelectrically generated high voltage is
parallel to the poling direction, and the depol-
ing process is based on the linear piezoelectric
effect. However, exploring piezoelectrically
generated electric power beyond the linear limit
of the linear piezoelectric effect, Neilson103

was the first to suggest that the remanent (or
spontaneous) polarization of a poled ferroelec-
tric material could be released by a shock wave
of sufficiently high mechanical stress to cause
the transition from the ferroelectric phase 
to an antiferroelectric one, thus resulting 
in the generation of high-energy voltage or 
current pulses. Since then, several investiga-
tors62,63,104,105 have studied further this method
for the generation of high-energy power sup-
plies actuated by a shock wave of mechanical
compression through a poled ferroelectric
ceramic material.

The basic principle is simple. It is important
to choose a material with its ferroelectric phase
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very close to the boundary between the 
ferroelectric phase and the antiferroelectric
phase. The phase diagram of the PZT system
shown in Figure 4-19 shows that the PZT 95/5
material with x = 0.05 in the composition
PbZr1-xTixO3 should be suitable for this appli-
cation. This material is in the ferroelectric
phase (F) with the rhombohedral structure
between 50°C and 220°C. It becomes antifer-
roelectric (AF) with an orthorhombic structure
at temperature below 50°C. There is a phase
boundary between the F and AF phases that is
temperature dependent. However, external
electrical field tends to broaden the ferroelec-
tric phase, implying that the F–AF phase
boundary tends to move toward the left side.
This means that external electric field may
convert the original antiferroelectric phase to a
ferroelectric phase. A mechanical (compres-
sion) stress tends to extend the antiferroelectric
phase region, implying that the F-AF phase
boundary tends to move to the right side. This
means that a mechanical shock wave may
convert the original ferroelectric phase to an
antiferroelectric phase.

A poled specimen is a specimen that has been
polarized by a sufficiently high electric field F
until the spontaneous polarization reaches the
saturation value Pp (see Figure 4-4). Usually,
the polarizing field is kept across the specimen
for a period of time to ensure that all of the
spontaneously polarized domains are aligned in
the direction of the field before the field is

reduced to zero and then removed from the
specimen. Thus, the poled specimen has a
remanent polarization Pr with a bound charge
Qb on the electrodes to balance the polarization
charge in the specimen, thus keeping the whole
system neutral, as shown in Figure 4-32(a). If
a shock wave of compressive stress is now
applied to the specimen in the direction per-
pendicular to the direction of the polarization,
then the original ferroelectric phase will change
to an antiferroelectric phase, in which Pr Æ 0,
and the bound charge Qb on the electrodes will
become free charge Q, ready to flow out of the
system, as shown in Figure 4-32(b).

Based on this principle, we can generate
high-energy electric pulses by a mechanical
shock wave. Let us consider a simple mechan-
ical–electrical energy conversion system, as
shown in Figure 4-33(a), with three sides xo, yo,
and zo. The shock wave of the compressive
stress travels in the z direction, perpendicular to
the poling direction along the x-axis, with the
velocity u. In this case, the operation is in 
the normal mode. It takes t = zo/u second for the
wavefront to travel across the specimen of
width zo. So, when the wave front has traveled
for time t, the portion of specimen up to the
dashed line in Figure 4-33(a) has already been
depoled. The equivalent circuit of the system is
shown in Figure 4-33(b). The system can be
considered a current generator with an internal
capacitance Co, resistance Ro, and inductance
Lo. The value of Lo depends on the amount of
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Figure 4-32 (a) Poled ferroelectric ceramic specimen with a bound charge Qb on the metallic electrodes. (b) After the
impact of a mechanical shock wave, the original ferroelectric phase changes to an antiferroelectric phase, and the bound
charge on the electrodes is released and becomes a free charge.



leakage current flowing through the specimen.
The external load impedance may consist of
capacitance CL alone, CL in parallel with resist-
ance RL, or CL in parallel with inductance LL.
However, it is important to have CL always con-
nected to the circuit to protect the system in case
breakdown occurs during the phase transition.

For a simple case, we can assume Ro =
•, Lo = •, ZL consists of CL only and the per-
mittivity of the specimen remains the same just
after depoling. Then we have

(4-58)

The charge released for t = 0 to t = t is

(4-59)

and the voltage between the electrodes is

(4-60)

Since

(4-61)
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The current i(t) is thus

(4-63)

The variation of V and i with time is shown in
Figure 4-34 (solid-line curves). However, the
ideal case never occurs experimentally because
there is always leakage current flowing through
the specimen. So Q(t) should include a loss
factor, and thus Q(t) should be expressed as

(4-64)

The variation of V and i will change accord-
ingly. The dashed-line curves shown in Figure
4-34 represent V and i for a nonideal case.

We carried out a simple experiment to
demonstrate how this type of high-energy pulse
generator would perform. We used PZT with
the composition of PbZr0.975Ti0.025O3 plus 1 wt%
Nb2O5, because this material has the boundary
between the F and AF phases at about room
temperature. The phase diagram of this is
shown in Figure 4-35(a). Its general properties
are as follows63:

• Density = 7.6gcm-3

• Dielectric constant = 1600 (high field)

• Loss factor tan d = 3 ¥ 10-2

• Curie temperature Tc = 215°C
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• Electromechanical coupling factor kp = 0.1

• Piezoelectric coefficient d33 = 7 ¥ 10-12

coulomb/newton

The shock wave of the compressive stress was
produced by an explosive system consisting of
an initiating detonator, a plane wave generator,
and a spacer to control the magnitude of the
stress. The stress used for this investigation 
was about 3Gpa, the shock wave velocity 
was 0.385cm ms-1, and the width of the wave
was much longer than t. This compressive
stress was sufficient to cause all remanent
polarization (bound charge) to be released.
Some typical results are briefly described as
follows.

Short-Circuit Current
We used specimens with xo = 0.5cm, yo =

28cm, and zo = 1cm, so t = zo/u = 2.6ms. Since
Pr = 32.3mCcm-2, the total charge on the elec-
trode is Qb = Pryozo = 904.4mC. For this system,
Co = ereoyozoxo

-1 = 8.4 ¥ 10-9 F. Thus, the charge
Q(t) = Qbtt -1 and the current i = dQ/dt =
Qbt -1 for 0 < t < t, and i = 0 for t ≥ t. The result
is shown in Figure 4-35(b). The experimental
value of 337 A for i is close to the calculated
value of 904.4/2.6 = 348A.

Voltage across Load Impedance Consisting
of CL and RL

For this experiment we used specimens with
xo = 4cm, yo = 4cm, and zo = 1cm. In this case,
Co = 1.5 ¥ 10-10 F, we used CL = 9.75 ¥ 10-10 F
and RL = 39kW. The result is shown in Figure
4-35(c). The experimental value of V across RL

is 107kV, which again is very close to the 
calculated value of 111kV.

It should be noted that most ceramics are not
good insulators. They consist of many pores and
other defects, and generally they have a low
resistivity and low breakdown strength. During
depoling, a high voltage would be developed 
in the depoled section, which may enhance 
filamentary carrier injection from the electrodes,
leading to local heating in certain regions. All of
these factors may operate simultaneously to
limit and affect the performance of the system.

Memories
The bistable polarization of ferroelectrics can
be used for binary memory systems in the same
way as the bistable magnetization of ferromag-
netics. The memory is nonvolatile and does not
require a holding voltage. The idea of using 
ferroelectric bistable polarization for memories
was first suggested by Anderson.106

The basic principle is simple. A ferroelectric
matrix store is shown schematically in Figure
4-36 (a). The row and column electrodes are on
opposite surfaces of the ferroelectric specimen.
Thus, there are a number of square portions of
the specimen having electrodes on both sur-
faces; each portion is one cell of the memory.
The cell may have two remanent polarization
states (+Pr or -Pr). To write can be achieved by
applying an electric field pulse Fx to the row
electrode and a pulse Fy to the column elec-
trode, both additively to produce a polarization
of full magnitude 2Pr in the cell, and so it is
dressed. To read, similar pulses Fx and Fy (but
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Figure 4-35 (a) Phase diagram of the PbZr1-xTixO3 + 1 Wt% Nb2O5 system. (b) Short-circuit current-time curve. 
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with the polarities opposite to those for writing)
are applied to the electrodes to depole the polar-
ized cell, so the stored charge 2Pr will be
released generating a current or a voltage pulse
across a registered resistor.

Figure 4-36 (b) through (d) illustrates this
writing and reading process. It can be seen that
the cells receiving a single pulse Fx or Fy are
hardly affected; the two pulses must be coinci-
dent for both the writing and the reading. It
should be noted that for a nondestructive
readout, arrangements must be made to restore
the original state of a cell after reading it. Fer-

roelectric stores are similar to ferrite stores, but
the former have some major shortcomings,
mainly the low switching speed, the decay of
the stored signal with repeated uses due to the
inherent fatigue behavior, and the aging effect.

Many suggestions have been put forward 
to deal with these shortcomings.107–110 For
example, the combination of thin ferroelectric
film technology with silicon-based memory
technology offers the potential of combining
nonvolatility with the fast read and write char-
acteristics of dynamic random access memory
(DRAM) and the small cell size of the
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memory.108,110 For certain applications, such 
as for satellites, the radiation hardness of 
ferroelectric materials is a very attractive
feature.108,109 Depending on the requirements of
the particular application, ferroelectric memo-
ries have their own merit and deserve further
development. By comparison, however, it ap-
pears that in some respects ferroelectric memo-
ries cannot compete with their well established
magnetic and semiconductor counterparts. As 
a result, attention has been shifted to optical
memories. For some excellent literature on
optical memories, see references.98,111–114

4.3 Piezoelectric Phenomena

Crystals formed by polar molecules with a non-
centrosymmetic structure (i.e., without a center
of symmetry) will exhibit a piezoelectric effect.
This implies that a mechanical stress applied to
the crystal specimen will create an overall
polarization and hence a voltage across it. The
reverse of the stress direction will cause the
reverse of the polarity of the polarization and
hence the voltage. The piezoelectric effect is
convertible. This means that an applied electric
field will create a mechanical strain, expansion,
or contraction, depending on the direction of
the field.

In general, an applied electric field always
causes mechanical distortion in the geometric
shape of the material, because matter is con-
structed of charged nuclei surrounded by a
compensating electron cloud. The polarization
induced by the applied field will cause changes
in charge distribution and hence mechanical
distortion. The strain resulting from the
mechanical distortion is proportional to the
square of the field, and this phenomenon, called
electrostriction, is not inversive. This means
that a mechanical stress acting on mass points
cannot induce dipole moments from the neutral
state of the material. Electrostriction occurs in
all materials, although its effect, for most prac-
tical cases, is extremely or negligibly small.

The direct effect of the piezoelectricity is the
generation of electric polarization by a mechan-
ical stress (acting like a generator), while the
converse or inverse effect is the mechanical

movement actuated by an electric field (acting
like a motor). There are two principal mecha-
nisms for piezoelectricity. Based on the first
mechanism, the dipole moments may just
mutually cancel each other in the material
under the unstrained condition. Piezoelectricity
may occur if the crystal has no center of sym-
metry, and in this case the relation between the
electric field and the mechanical strain is linear
in the first approximation. This linear relation
is sometimes referred to as the linear piezo-
electric effect. However, based on the second
mechanism, the dipole moment components
may remain, but they add to a resulting moment
along a polar axis of the unit cell, so the occur-
rence of piezoelectricity is accompanied by
pyroelectricity, involving spontaneous polar-
ization. Thus, for ferroelectric piezoelectricity,
the variation of the mechanical strain with the
applied electric field follows the change of
polarization in the hysteresis loop, as shown in
Figure 4-37. During the poling process, there is
a small expansion of the material along the
poling direction and a contraction in directions
(lateral directions) perpendicular to it. So the
strain along the poling direction is positive. In
Figure 4-37, the solid line traces the poling
strain from a virgin state 0 to saturation state 
C and remanent state D. The lateral strain is
negative. Both the poling and the lateral
strain–field relations form a butterfly-shaped
hysteresis. Figure 4-37 shows the basic differ-
ences among electrostriction, linear piezoelec-
tricity, and ferroelectric piezoelectricity.

In general, ferroelectric piezoelectrics, such
as ceramics, have advantages for use in trans-
ducers because they have a large piezoelectric
coefficient, especially near the transition tem-
perature, and a high dielectric constant that
allows the electro-mechanical coupling factor
to approach unity. In comparison with non-
ferroelectric materials, ferroelectrics may have
a high coupling constant, but they also have
high dielectric losses.

4.3.1 Phenomenological Approach to
Piezoelectric Effects
Thermodynamically reversive interactions
occur among the electrical, mechanical, and
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thermal properties, as illustrated in Figure 4-38.
The lines joining pairs of circles indicate that a
small change in one of the variables causes a
corresponding change in the others. The three
direct relations are as follows.

The relation between electric field F and dis-
placement D defines the permittivity e

(4-65)

The relation between mechanical stress X and
strain h defines the elastic compliance or elastic
constant y (y = 1/Y, where Y is the modulus of
elasticity or the elastic stiffness coefficients).

(4-66)

The relation between temperature T and
entropy S defines the heat capacity Q

(4-67)

The lines joining the circles at different corners
define the coupling effects. For ordinary solids,
the properties follow Equations 4-65 through 4-
67. But for piezoelectric materials, additional
terms are required. For example, a mechanical
stress causes not only a strain, but also electric
polarization, even at a constant temperature.

S QT= -1

h yX=

D F= e

Thus, the displacement induced by the stress
can be expressed as

(4-68)

where d is one of the piezoelectric constants (or
coefficients) whose unit is coulombs/newton.

In the converse piezoelectric effect, we can
also express the relation between electric field
and the strain as

(4-69)

In this case, the unit for d is meters/volt. In fact,
for both the piezoelectric and the converse
piezoelectric effects, d is identical, so

(4-70)

In terms of the electric field produced by a
mechanical stress, the relation becomes

(4-71)

In this case, g is another one of the piezoelec-
tric constants. Its unit is [volts/meter]/
[newtons/meter2]. It can be expressed as

(4-72)g
d d

r o

= =
e e e

F gX=

d
D

X

h

F
= =

h dF=

D dX=
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Figure 4-37 Schematic illustration of the variation of mechanical strain with electric field for electrostriction, ideal piezo-
electricity, and ferroelectric piezoelectricity in poling and lateral directions.



There are two other piezoelectric constants,
namely e and f, which are only occasionally
used. Their relation is

(4-73)

(4-74)

Rigorous analysis and discussion of these
piezoelectric constants (or coefficients) has
been reported by Mason115 and Jaffe and Berlin-
court.53 These four piezoelectric constants can
be defined in partial derivatives as

F fh= -

X eF= -
(4-75)

Similarly, the piezoelectric constants for the
converse piezoelectric effects can be written as
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(4-76)

Based on the thermodynamic argument, d = d¢,
g = g¢, e = e¢, and f = f ¢.

The interactions between the electrical and
the elastic variables describe the piezoelectric
effects. The equations of state relating the elec-
trical and the elastic variables can be written in
general form as

(4-77)

(4-78)

where the superscripts denote the parameters
held constant, so e X denotes the permittivity at
constant stress X and y F denotes the elastic
compliance at constant electric field F. For the
ferroelectric piezoelectricity, the properties are
nonlinear, so the equations of state should be
written in differential form as

(4-79)

(4-80)

The piezoelectric coefficients are inter-
dependent. For example,

(4-81)

To specify the overall strength of the piezo-
electric effect, it is convenient to use the
electro-mechanical coupling factor k, which
can be considered the direct way to measure the
ability of piezoelectric materials to convert one
form of energy to another. This coupling factor
k is defined as

(4-82)

k2 =
Electrical energy from conversion

Total input mechanical energy
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resulting from the direct piezoelectric effect, or

(4-83)

resulting from the converse piezoelectric effect.
Since the electro-mechanical conversion is
always incomplete, k is always less than unity.
Typical values of k are 0.1 for quartz, 0.4 for
barium titanate, 0.7 for PZT, and close to 0.9
for Rochelle salt.

In general, piezoelectric properties are
dependent on orientational direction, so they
must be described in terms of tensors. A con-
venient way to specify the directional proper-
ties is to use subscripts that define the direction
and orientation, as illustrated in Figure 4-39.
The subscript 3 refers to the polar axis (or
poling axis); 1 and 2 refer to arbitrarily chosen
orthogonal axes perpendicular to 3. Subscripts
4, 5, and 6 refer the shear planes of the mechan-
ical stress and strain perpendicular to axes 1, 2,
and 3, respectively. For example, subscript 4
indicates the change of angle of the stress or the
strain between the two initially orthogonal axes
2 and 3 in the shear plane (subscript 4) normal
to axis 1. Similar meaning is applied to sub-
scripts 5 and 6. Stress and strain due to shear-
ing action are referred to as the shear stress and
shear strain.

Piezoelectric coefficients are usually indi-
cated with two subscripts denoting the direction
of the properties. The first subscript refers to the
direction of the electric field F (or the dis-
placement D). The second subscript refers to
the direction of the mechanical stress X (or the
strain h). For example,

k2 =
Mechanical energy from conversion

Total input electrical energy
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d31

In most cases, it can be assumed that the plane
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implies that an electric field parallel to polar
axis 3 interacts in the same way, with the
mechanical stress either along axis 1 or along
axis 2. Thus, d31 = d32, d15 = d24, y13 = y23, etc.
It should be noted that shear can only occur
when an electric field is applied at right angle
to the polar axis, so there is only one shear
piezoelectric coefficient d15 (since d15 = d24).
There are also piezoelectric coefficients corre-
sponding to hydrostatic stress. In this case, dh =
d33 + d31 + d32 = d33 + 2d31. Similar notations are
used for other piezoelectric coefficients, such as
g33, g31, g15, gh, etc.

Elastic properties can also be specified in
terms of elastic compliance y, such as y11, y12,
y13, y33, y44, y66, to denote the interaction of a
strain and a stress under the condition of con-
stant field. Thus y should be written as yF

11, yF
12,

yF
13, yF

33, yF
44, yF

66 (usually for F = 0). Each y
relates to the application of a single stress 
in one direction; the other ys are kept fixed so
that there is no lateral restraint. Stress and strain
are interchangeable, so y13 = y31. The permittiv-
ity e should also be a tensor, but for most cases,
the field has only one direction, oblique 

components being negligible, so one subscript
is sufficient. For example, e33 = e3, e31 = e1, 
e32 = e2, etc. indicating that e3 is the permittiv-
ity along the polar axis 3, and e1 and e2 are the
permittivities along axes 1 and 2, respectively.

Following the above conventions, Equation
4-81 becomes

(4-84)

For example,

Thus, Equation 4-79, due to the direct piezo-
electric effect, becomes

(4-85)
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Figure 4-39 Subscript symbols for the notation of the directional properties for poled piezoelectric materials.



Equation 4-80, due to the converse piezoelec-
tric effect, becomes

(4-86)

4.3.2 Piezoelectric Parameters and 
Their Measurements
The best-known crystal showing a piezoelectric
effect is quartz (SiO2). Lord Kelvin115 was the
first to develop a model to explain this phe-
nomenon. For a quantitative analysis of the
piezoelectric effect, it is necessary to know first
the piezoelectric and dielectric properties of the
material. In the previous section, it was shown
that piezoelectric properties are primarily 
governed by the electro-mechanical coupling
coefficient k; the piezoelectric coefficients,
mainly d and g; the elastic compliance y; and
the dielectric constant er. These parameters are
generally dependent on the crystal structure and
the direction of the crystal axes, so it is impor-
tant to know these parameters. The convenient
way to determine these parameters is to use an
equivalent circuit which consists of two por-
tions: one involving an analog between
mechanical and electrical quantities repre-
senting mechanical impedance, and the other
representing the electrical impedance.4,116–118

The analog between mechanical and electrical
quantities follows.

Mechanical Quantity Electrical Quantity

Elastic compliance: y Capacitance: Cm

Mechanical mass: m Inductance: Lm

Viscous damping: G Resistance: Rm

First, we measure the resonance frequencies of
the piezoelectric specimen under investigation
with a sinusoidally varying electric field, as
shown in Figure 4-40(a). By comparing the
phase of the AC voltage with that of the AC
current, it is easy to determine the frequencies
at which Xs = XL - Xc > 0 or Xs < 0 or Xs = 0.
The various frequencies are defined as follows:

d d d d d
d d d d d
d d d d d
d d d
d d
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d
d d=

fR: The resonant frequency at which Xs = 0
(XL = Xc); in this case, XL - Xc increases with
frequency for frequencies below fR

fA: The antiresonant frequency at which Xs = 0
(XL = Xc), but in this case, XL - Xc decreases
with the frequency for frequencies around fA

fp: The frequency at which the resistive 
component Rs is a maximum

fs: The frequency at which the series arm of the
upper portion of Figure 4-40(b) has zero
reactance (Xm = 0)

It can be seen from the equivalent circuit and
its frequency response in Figure 4-40 that the
piezoelectric specimen stores energy mechani-
cally in one part of the cycle and feeds it back
into the electrical portion in another part of the
cycle. The specimen operates in sequence as an
electro-mechanical transducer.

It can be shown from the equivalent circuit
Figure 4-40(b) and (c) that

(4-87)

(4-88)

The ratio of fA /fR is related to the electro-
mechanical coupling factor by the following
equation119

(4-89)

Thus, from Equations 4-87 through 4-89, we
obtain

(4-90)

Equation 4-90 gives good approximations, 
provided that the quality factor Q of the speci-
men is sufficiently high. Q is the ratio of the
energy stored to the energy dissipated per half-
cycle, which is equal to (tan d)-1. For most
dielectric materials, tand is very small. For
example, when tan d < 0.01, Q > 100. In Figure
4-40(b), we have already assumed Q > 100, 
so only the capacitance Ce is included in the
electrical portion, the leakage resistance being
ignored.

k
C

C C

f f

f
m

e m

A R

R

2
2 2

2
=

+
-

�

f

f

k

k
A

R

Ê
Ë

ˆ
¯ = +

-
Ê
Ë

ˆ
¯

2

2

2

2
1

8

1p

f
C C

L C C
A

m e

m m e

=
+1

2p

f
L C

R
m m

=
1

2p

262 Dielectric Phenomena in Solids



Once the parameter k has been determined,
the other parameters can be determined easily.
The mechanical energy stored in the specimen
per unit volume is given by

(4-91)

and the electrical energy stored per unit volume
is

(4-92)U D F Fe = =| || |1

2
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Thus, we can write

(4-93)

The relations between fR and fA and the elastic
compliance y are given by

(4-94)

(4-95)f
y

A D
=

1

2 1 2l( )r

f
y

R F
=

1

2 1 2l( )r

k
U

U

d

y
m

e

2
2

= =
e

Ferroelectrics, Piezoelectrics, and Pyroelectrics 263

AC  Voltage
       Source

(a) (c)

(b) (d)

Ammeter

Piezoelectric
Specimen

Mass Compliance
Damping

Capacitance

Ce

Frequency

R
ea

ct
an

ce

0
fR

Lm Cm Rm

Ls Cs Rs

Xs = XL – XC

fA

Figure 4-40 (a) A piezoelectric specimen under an alternating electric field, (b) equivalent circuit of (a) near the funda-
mental resonances (the top branch of the circuit represents the mechanical portion and the bottom branch represents the
electrical portion), (c) the equivalent series circuit of the impedance of (b), and (d) frequency response near the fundamental
resonances.



where r is the density of the specimen material
and � is the length of the specimen. The super-
script F in yF means y measured at constant
field, signifying that the specimen is short-
circuited, while the superscript D refers to y at
constant displacement, signifying that the spec-
imen is open-circuited. The permittivity e can
be determined from the capacitance measured
at a frequency well below resonance. Thus,
from Equations 4-93 through 4-95, we can
determine y, d, and g, since g = d/e. However,
the piezoelectric parameters depend on the geo-
metric shape and dimensions of the specimen.

The geometry commonly used is a thin disc
of diameter dia and thickness t, which is much
smaller than dia. Metallic electrodes are
deposited on both surfaces of the specimen, and
the specimen is poled in a direction perpendi-
cular to the surfaces. In this case, the planar
(radial) electromechanical coupling factor kp

is of a radial mode, excited through the 
piezoelectric effect across the thickness of the
disc. kp is related to the resonant frequencies fp

and fs, defined by the following relation

(4-96)

where Jo and J1 are the Bessel functions of the
orders of zero and one, respectively; and u is
Poisson’s ratio. The other piezoelectric param-
eters d and g can be determined in the same
manner as for the thick specimens, but the
expressions for the thin disc are more
complex.96 For more details about piezoelectric
parameters, see references 44, 59, 96, 120, 
121.

4.3.3 Piezoelectric Materials
The most important piezoelectric materials are
the ceramics consisting of crystallites of Per-
ovskite structure, such as PZT and PLZT; the
synthetic polymers, such as PVDF; and the
ceramic-polymer composites. Table 4-4 lists
the typical values of some important para-
meters of some commonly used piezoelectric
materials. All ferroelectric materials are 
piezoelectric, but not all piezoelectric materials
are ferroelectric. We will describe briefly 
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some special features of some piezoelectric
materials.

Quartz is a commonly used piezoelectric
crystal, but crystals of the water-soluble type
have a much larger electromechanical coupling
factor k. For example, ammonium dihydrogen
phosphate (ADP) has k � 0.30. Still higher
coupling can be achieved with ferroelectrics
such as PZT (a PbTiO3 and PbZrO3 mixture).
The PZT specimen, after being poled with a
sufficiently strong electric field, exhibits high
values of kp and d depending on the com-
position, as shown in Figure 4-41. This PZT
system has been studied by several investiga-
tors.44,120–124 Aliovalent substituents would
modify the properties of ceramics with a Per-
ovskite structure. In order to achieve a given set
of properties, PZT-based ceramics may require
composition of more than one type of additive.
One system that has been widely used for
piezoelectric devices is PZT doped with lan-
thanum to form a new PLZT system. Such
systems usually contain 3–12mol.% La and
5–30mol.% Ti. For the system with the com-
position of La :Zr :Ti=7 :60 :40, the values of
kp and d33 have reached 0.72 and 7.1 ¥ 10-10

m/V.125,126 Such high values of kp and d33 have
been attributed to the compositions located
within the boundary region between the 
rhombohedral and tetragonal phases.127–129

PLZT may also contain vacancies on B (as 

264 Dielectric Phenomena in Solids

PbZrO3 Mole %

kp

d33

d31

Increasing PbTiO3 content

PbTiO3

d 
¥ 

10
12

 (
C

ou
lo

m
bs

/N
ew

to
n)

k p

0 0

20

40

60

80

100

120

140

160
TetragonalRhombohedral

0.05

0.10

0.20

0.30

0.40

0.15

0.25

0.35

Figure 4-41 The planar electromechanical coupling
factor kp and piezoelectric coefficient d as functions of the
composition of the PZT ceramics.



well as on A) sites, providing a favorable way
to change their polar states under the influence
of applied fields.

Polymer films have the following advantages:
they are flexible and tough, they can be made
very thin (<10mm) and large in area, they can be
shaped into any geometric forms, they have a
low mechanical impedance, etc. Polymers, 
particularly PVDF, have been used widely for
various transducers and sensors. For PVDF, the
piezoelectric coefficient d and the pyroelectric
coefficient p are closely related to the poling
parameters. They increase linearly with increas-
ing poling field Fp, poling temperature Tp, and
poling time tp, as shown in Figure 4-42. The data
are from Murayama et al.130,131

Apart from PVDF, other polymers, such as
polyvinyl fluoride (PVF), polyvinyl chloride
(PVC), PTFE, etc., also exhibit piezoelectric
effects. PVC is a noncrystalline polymer but
has relatively high piezoelectric and pyroelec-

tric coefficients when poled at high tempera-
tures. It should be noted that the properties of
polymers depend strongly on the preparation
techniques and conditions.132
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Table 4-4 Selected properties of some piezoelectric materials: d = piezoelectric constant, k = electro-mechanical
coupling factor, and r = density.

Material (Abbreviation) Chemical Formula d (cm V-1) k r (g cm-3)

Silicon Dioxide (Quartz) SiO2 2.25 ¥ 10-10 0.099 2.65

Potassium-Sodium Tartrate-Tetrahydrate KNaC4H4O6•4H2O 5.30 ¥ 10-9 0.78 1.77
(Rochelle Salt)

Barium Titanate BaTiO3 1.90 ¥ 10-8 0.38 5.70

Ammonium Dihydrogen Phosphate (ADP) AH2PO4 2.46 ¥ 10-9 0.29 1.80

Potassium Dihydrogen Phosphate (KDP) KH2PO4 1.07 ¥ 10-9 0.12 2.31

Triglycine Sulfate (TGS) (NH2CH2COOH)3•H2SO4 5.00 ¥ 10-9 — 1.69

Potassium Niobate or Sodium Niobate KNbO3 or NaNbO3 4.90 ¥ 10-9 0.42 4.45

Lithium Niobate LiNbO3 0.85 ¥ 10-10 0.035 4.64

Lithium Tantalate (LT) LiTaO3 3.00 ¥ 10-10 0.10 7.46

Lead Titanate PbTiO3 7.40 ¥ 10-10 — 7.12

Lead Zirconate Titanate (PZT) Pb(Zr1-xTix)O3 2.34 ¥10-8 0.66 7.70

Polyvinyl Chloride (PVC) see Table 5-2 0.70 ¥ 10-10 — 1.40

Polyvinyl Fluoride (PVF) see Table 5-2 1.00 ¥ 10-10 0.03 —

Polyvinylidene Fluoride (PVDF or Kynar) see Table 5-2 4.00 ¥ 10-10 0.12 1.78
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Figure 4-42 The piezoelectric coefficient d31 of PVDF at
room temperature as a function of poling field and poling
temperature for the fixed poling time of 30 minutes.



To produce materials with optimal properties
for a special application, we may choose a suit-
able ceramic–polymer composite. In general, a
composite refers to a mixture in which ferro-
electric ceramic particles are dispersed in a
polymer matrix. The properties are largely
determined by the choice of components, their
relative composition, and the manner in which
they are interconnected. The composites made
by mixing PZT ceramic, PVDF polymer, and
fluorinated rubber have a good piezoelectric
coefficient, depending on the composition.133

Ceramic–polymer composites have been devel-
oped mainly to search for a suitable combina-
tion that can be adapted for piezoelectric 
or pyroelectric devices to be used in stringent
environments, such as sonar devices in water,
sensors for medical diagnostics, etc.

4.3.4 Applications of Piezoelectrics
Both the direct and converse piezoelectric
effects can be used for many practical applica-
tions, such as high-voltage generators, cigarette
lighters, gas igniters, etc.; transducers for high-
intensity ultrasounds employed in ultrasonic
cleaning, ultrasonic therapy, medical diagnosis,
delay lines, etc.; resonators for filters and oscil-
lators; microphones; various sensors; etc. The
following sections use four simple and typical
examples to demonstrate the importance of
piezoelectric effects.

Gas Igniters
A schematic diagram of a poled piezoelectric
ceramic igniter is shown in Figure 4-43, which
is self-explanatory. The principle is simple.
When a force is applied to the poled ceramic, a
voltage will be generated between electrodes. 
It is usual to use two pieces of poled ceramic
elements connected back to back in order to
double the charges released for the spark. On
releasing the force, a voltage of about the same
magnitude, but of the opposite sign, will be 
produced, yielding another spark across the gas
gap. If the force were applied too slowly, no
spark would occur because the charges released

gradually would leak away through the leakage
across the electrode, instead of building up to
generate a high voltage across the spark gap.
This is why igniters are of the momentary
impact type rather than the slow squeeze type.

Since most igniters have two pieces of poled
ceramic elements connected back to back, we
need consider only one for our analysis. Based
on Equation 4-71, the voltage developed across
the ceramic element when an impact force is
applied is given by

(4-97)

where F is the force and � and A are, respec-
tively, the length and the area of the ceramic
element. Ignoring all possible losses in the
operation, the energy that may be dissipated in
the spark is

(4-98)

If two elements are connected back to back (in
fact, they are connected in parallel), the total
energy available for the spark is two times that
shown in Equation 4-98. PZT and PLZT are
commonly used for gas igniters.
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Figure 4-43 Schematic diagram illustrating the principle
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Delay Lines
The transmission of a microwave signal can be
delayed by the following steps:

1. The microwave signal is guided through a
coupling network to a piezoelectric trans-
ducer, which converts it to an acoustic wave.

2. This acoustic wave then propagates in a
dielectric medium and reflects when it
reaches the end.

3. This reflected acoustic wave will be con-
verted back to the original microwave signal
by the transducer, as shown in Figure 4-44.

The major advantage of this type of delay line
is the use of the transducer to convert the 
high-speed microwave signal to a low-speed
acoustic wave, and of the dielectric medium to
produce the time delay. Since the speed of an
acoustic wave is about 105 times slower than an
electromagnetic wave, this type of delay line
can be made much smaller in size and weight
than a conventional one.134 However, for the
design of such delay lines, it is important to
consider the following factors:

• The dielectric medium must have a low
acoustic attenuation for the acoustic wave to
propagate.

• The transducer must have a high electro-
mechanical coupling factor k and a high lon-
gitudinal mode acoustic wave velocity for its
use at microwave frequencies.

• The acoustic impedance matching between
the dielectric medium and the transducer must
be good, and the insertion loss must be low.

Piezoelectric Positioners and Actuators
Piezoelectric positioners and actuators have
been used widely in areas related to precision
position controlling, vibration damping, relays,
phonograph pickup, pressure sensing, etc.135–137

The basic principle is simple. A thin piezoelec-
tric plate with metallic electrodes deposited 
on both surfaces can be used as a mechanical
positioner or relay when the required move-
ments are very small (e.g., a few micrometers
or less).

Figure 4-45 shows schematically a poled rec-
tangular piezoelectric plate with the following
dimensions: length a, width b, and thickness c,
which are in the x, y, and z directions, respec-
tively. When a DC voltage V is applied across
the thickness in the z direction (which is also
the poled direction), then the plate will expand
or contract in the z direction, and contract or
expand in the x and y directions, depending on
the polarity of the voltage with respect to the
poled direction. The magnitude of such move-
ments can be easily calculated. From Equation
4-70, we can write
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Figure 4-44 The structure of a microwave delay line; a:
electrode A, b: electrode B, c: transducer, and d: dielectric
medium.
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Figure 4-45 Schematic illustration of the deformation of
a poled piezoelectric plate under an electric field: (a) the
original shape of the plate at V = 0 and (b) the deformation
at V > 0 and V < 0. (The deformation is exaggerated for
clarity.)



(4-99)

or

This indicates that the change in thickness (i.e.,
the movement) depends on the piezoelectric
coefficient d33 and the applied voltage V, but is
independent of the thickness.

For movements in the direction normal to the
poled direction (for example, in the x direction),
we have

(4-100)

It can be seen that in this case, a can be made
much larger than c if a >> c. For a very small
adjustment in the position, we may use a small
and more precise movement in the direction
parallel to the poled direction. But for a larger
movement, such as for relays, sideways move-
ment in the direction normal to the poled direc-
tion may be preferable.

Elastic compliance can be greatly increased
by using long, thin piezoelectric strips or plates
and mounting them as cantilevers. Bending
such a strip or plate causes one half to stretch
and the other half to compress, so there can be
no net electrical response. However, if there are
two such strips or plates with an intervening
electrode and electrodes on outer surfaces to
form a bimorph, as shown in Figure 4-46, then
the bending will generate a voltage between the
outer electrodes. By the converse piezoelectric
effect, a bimorph will bend when a voltage is
applied between the outer electrodes. The

bending is governed by (see Equa-

tion 4-76). The applied field will also produce
uniform strains along the length of the bimorph
so that it will be in the form of a circular arc.
Detailed analysis of the behavior of the
bimorph under static conditions has been done
by several investigators.138,139 The reflection at
the free end of the bimorph cantilever is given
by
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In this case, DH is proportional to (a/c)2. This
is why bending actuators are widely used for
the applications requiring large movements,
because they provide the largest movement
(deflections) for a given applied voltage. It
should be noted that bending bimorphs are not
suitable for some applications because they
have high mechanical inertia and cannot
produce significant forces.

Piezoelectric Transformers
A transformer can be formed simply by a
piezoelectric plate with electrodes deposited on
half of its two flat surfaces and an electrode on
the edge of the plate, as shown in Figure 4-
47(a). One half of the plate is poled in the direc-
tion perpendicular to the surfaces, and the other
half is poled in the direction parallel to the 
surfaces. The operation requires the application
of an alternating voltage, like the conventional
transformer, at a frequency that can excite a
length-mode resonance. In the first half of the
plate, the input electrical energy through the
input terminal is converted into mechanical
energy, which results in oscillatory vibration.
This mechanical energy is then converted back
to electrical energy and picked up at the output

DH
a

c
d V= Ê

Ë
ˆ
¯

3
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2

2 31
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Figure 4-46 Schematic illustration of the bending of a
bimorph cantilever-piezoelectric actuator. (The bending
magnitude is highly exaggerated for clarity.)



terminal. It is important that the length of the
plate be equal to a number of half-wavelengths
of the acoustic wave to allow standing waves
to form. In short, the mechanical oscillations in
the first part are transmitted at resonance to the
second part, which reconverts the mechanical
energy into electrical energy, resulting in the
generation of a higher voltage. The resonant
frequency is determined by the acoustic veloc-
ity v in the piezoelectric material. If the total
length of the transformer is 2�, then for the
transformer length equal to one full wave-
length, the full wave resonant frequency is

(4-102)

For the transformer length equal to a half-
wavelength, the half-wave resonant frequency is

(4-103)

Figure 4-47(b) shows that half-wave and the
full-wave resonance. Since the operation of the
transformer is based mainly on the resonance
conditions, the location of the supporting points
in the installation of such transformers is very
important. In general, supporting points must
be located at places where the oscillatory vibra-
tion is zero, as shown in Figure 4-47(b).

f
v

=
4l

f
v

=
2l

Based on the equivalent circuit shown in
Figure 4-40, when the resonance occurs, the
reactance due to Lm and Cm falls to zero and the
overall impedance becomes very small if Rm is
small. So the piezoelectric material can be used
for wave filters to allow only a selected fre-
quency band close to the resonance frequency
to pass and to stop waves of other frequencies.
The efficiency of such wave filters depends on
the value of the electro-mechanical coupling
factor k.

4.4 Pyroelectric Phenomena

Of 20 noncentrosymmetric crystal classes, 10
contain a unique polar axis under the unstrained
condition. This implies that such crystals are
already spontaneously polarized in a certain
temperature range. Thus, they exhibit both
piezoelectric and pyroelectric effects. For the
latter, the crystal will develop free electric
charges at the surfaces when uniformly heated
because the polarization inside the crystal is
changed by the heat. It should be noted that if
a crystal specimen is heated nonuniformly (for
example, with a temperature gradient along the
specimen), then the temperature gradient will
also develop a mechanical stress. So in this
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Figure 4-47 (a) Schematic illustration of a piezoelectric transformer and (b) the half- and full-wave resonances.



case, the specimen may have mixed piezoelec-
tric and pyroelectric effects. However, under a
uniform heating condition (i.e., a hydrostatic
condition), the resultant piezoelectric effect
vanishes.

Since pyroelectricity results mainly from the
temperature dependence of the spontaneous
polarization of the polar materials, it occurs in
ferroelectric materials whether they are single-
domain crystals or poled ceramics. A change in
temperature will cause a corresponding change
in polarization and hence a change in the com-
pensating charges on the metallic electrodes
deposited on its surfaces. This change will
produce a current in an external circuit. If the
pyroelectric specimen is not connected to an
external circuit and kept perfectly insulated
from its surroundings, the surface charges on
the electrodes released due to a change in tem-
perature will flow inside the material through
the intrinsic electrical conductivity of the mate-
rial s, but it may take e/s time for the released
charges to be neutralized.

4.4.1 Phenomenological Approach to
Pyroelectric Effects
The interactions between electrical and thermal
variables are the direct concern of this section.
A change in a crystal’s temperature can produce
a number of electrical effects, which are
referred to as pyroelectricity. These effects
depend upon the thermal, mechanical, and elec-
trical constraints on the crystal. The relation
between D and T defines the pyroelectric coef-
ficient (see Figure 4-38, the dashed line joining
circle D and circle T ) or

(4-104)

The unit of p is coulomb m-2K-1.
Pyroelectricity occurs only when the mate-

rial exhibits spontaneous polarization. If the
temperature of the specimen remains constant
for a sufficient length of time, the charges accu-
mulated on the surfaces will compensate for the
internal polarization, so there will be no charge
flow between the surfaces when they are short-

dD p dT

p
dD

dT

X

X

=

=

circuited. However, a change in temperature
will cause a change in the resultant dipole
moment of all dipoles and hence a change in
the spontaneous polarization. The surface
charges will redistribute themselves to com-
pensate for the new internal polarization, thus
producing a flow of charges when the specimen
is short-circuited.

Since

(4-105)

where Pinduced and Ps are, respectively, the field-
induced polarization and the spontaneous
polarization. Pinduced is much smaller than Ps and
less temperature dependent. So pX can be
expressed as

(4-106)

The pyroelectric coefficient under the condition
of constant mechanical stress implies that the
crystal is not clamped, that is, it is free to
expand or contract thermally. Based on the rela-
tions between F, D, X, and T shown in Figure
4-38, we can write

(4-107)

(4-108)

where y, d, e, a, and p are, respectively, elastic
compliance, piezoelectric coefficient, permit-
tivity, thermal expansion coefficient, and pyro-
electric coefficient. These equations should be
written in tensor form, like those for piezoelec-
tric effects, with subscripts to denote the direc-
tion and rotation of the vectors. For simplicity,
we will ignore the complicated mathematical
expressions and emphasize the physical con-
cepts of the equations.
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Under the constraint condition of constant
electrical field (i.e., dF = 0), from Equations
4–107 and 4–108, we obtain

(4-109)

Under the condition of constant strain, dh = 0.
This implies that the crystal is rigidly clamped,
so expansion or contraction is not possible.
Thus, from Equation 4-109, we obtain

(4-110)

Equation 4-110 indicates that the total pyro-
electric coefficient at constant stress pX consists
of two components:

• The pyroelectric coefficient at constant strain
ph due to the primary pyroelectric effect

• The secondary pyroelectric effect, which
may occur when the crystal is free to react

As shown in Figure 4-1, all pyroelectric mate-
rials are piezoelectric, but not all piezoelectric
materials are pyroelectric, because the latter
requires spontaneous polarization for its occur-
rence. For example, a-quartz possesses three
twofold axes, so a stress applied along any of
these axes would cause a piezoelectric effect.
But with heating, the material will expand
equally along each of these axes. The angle
between two adjacent axes is 120 degrees, so
the pyroelectric effects tend to cancel each
other. Hence, a-quartz is not pyroelectric. Sim-
ilarly, zinc blend ZnS (zinc sulfide) possesses
four threefold axes and hence is piezoelectric
and not pyroelectric. On the other hand, the
hexagonal zinc sulfide or cadmium sulfide with
a wurtzite-type structure possesses one sixfold
axis, so it is piezoelectric and also pyroelectric.
In general, pyroelectric materials also exhibit
the piezoelectric effect under hydrostatic pres-
sure, and pyroelectric materials have secondary
pyroelectric and piezoelectric effects.
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It should be noted that, theoretically, all fer-
roelectric materials are pyroelectric, but for
applications only those with the second-order
transition at the Curie point are usable. From
the Ps - T characteristics shown in Figure 4-9
it can be seen that the pyroelectric coefficient
is high just below the Curie point for the case
with a second-order transition because dPs/dT
is large. For example, TGS exhibits a second-
order transition and has a high pyroelectric
coefficient just below the Curie point. The
materials exhibiting a steep first-order transi-
tion at the Curie point are not suitable for 
pyroelectric applications because they exhibit 
a thermal hysteresis and it is difficult in most
applications to maintain a sufficiently constant
temperature environment (see also Ferroelec-
tric Phenomena in Chapter 4).

The electrocaloric effect is the converse of
the pyroelectric effect. The change of entropy
can be expressed as

(4-111)

Under the condition of constant entropy, which
is an adiabatic process, dS = 0 and constant
stress, dX = 0, then the electrocaloric coefficient
qX can be written as

(4-112)

The unit of qX is KmV-1.

4.4.2 Pyroelectric Parameters and 
Their Measurements
The major parameter is the pyroelectric coeffi-
cient pX since the electrocaloric coefficient is
usually very small and scarcely used for the
evaluation of pyroelectric effects. Several
methods can be used for measuring pX. Here,
we describe only two simple ones.

One is the static method. In this method, the
pyroelectric specimen is heated in a constant
temperature chamber in which the temperature
can be varied. Figure 4-48 shows the arrange-
ment for measuring the charges developed on
the pyroelectric specimen. These charges are
then compensated by static charges induced on
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capacitor C, which can be measured simply by
an electrometer. Based on Equation 4-104, pX

can be evaluated by

(4-113)

where Q2 and Q1 are the charges measured at
temperatures T2 and T1, respectively, and A is
the surface area of the specimen.

The other method is the dynamic method. In
this method, we can use the same arrangement
shown in Figure 4-48 but with capacitor C
replaced by a resistor R. In this case, the spec-
imen is heated at a uniform rate of temperature
rise, and it generates a current flowing through
R measured also by an electrometer. We can
write

Thus,

(4-114)

where i is the current and dT/dt is the rate of
temperature rise.

4.4.3 Pyroelectric and Thermally
Sensitive Materials
Similar to piezoelectric materials, the most
important pyroelectric materials are ceramics,
synthetic polymers, and ceramic–polymer com-
posites. In general, there are two types of pyro-
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electric materials: one is ferroelectric, and the
other is not ferroelectric but possesses sponta-
neous polarization, which may not be reversed
when the electric field is reversed. For poled
specimens, the remanent polarization is tem-
perature dependent and falls to zero as the
Curie temperature is approached. This Ps - T
relation below Tc is the cause of the pyroelec-
tric effect. However, ferroelectric materials
with the second-order transition at Tc generally
have higher pyroelectric coefficients than non-
ferroelectric ones, particularly at temperatures
just below Tc.

Table 4-5 lists the important parameters of
some commonly used pyroelectric materials.
The selection of pyroelectric materials for a
special application should not be based solely
on the figure of merit (see Equation 4-138);
other properties, such as chemical stability,
mechanical strength, power handling ability,
and fabrication processes, should also be con-
sidered. For example, triglycine sulfate (TGS)
has a high figure of merit and is therefore 
a commonly used material for low-power
detection applications, but, it has its inherent
shortcomings. It cannot be subjected to high
heat—even sunlight may make it hot enough to
depole. It is also mechanically weak and hygro-
scopic. However, the incorporation of alanine
dopants into TGS greatly reduces its dielectric
loss and dielectric constant, improving its 
performance as a radiation detector.140,141

Anyhow, this material is not suitable for
devices to be used in an environment involving
high vacuum or high humidity. Other materials
with better mechanical strength and chemical
stability than TGS, such as LiTaO3 and SBN,
have already been used widely for pyroelectric
devices. They are also insensitive to humidity.

Lead zirconate (PZ)–based ceramics, such 
as PZT and PLZT, have a high value of 
pyroelectric coefficient and also of dielec-
tric constant. It has been found that PZ 
doped with Fe, Nb, Ti, and U, such 
as Pb1.02(Zr0.58Fe0.20Nb0.20Ti0.02)0.994 U0.006O3

(PZFNTU), gives a higher pyroelectric coeffi-
cient and a lower dielectric constant.142

As mentioned earlier, pyroelectric polymers
are now widely used for many applications
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because of their ease of preparation in any
shape and size. For example, polyvinyl fluoride
(PVF) and polyvinylidene fluoride (PVDF) can
be made extremely thin (< 2mm). Although they
have a low figure of merit, a low pyroelectric
coefficient, and also a relatively high dielectric
loss, they have a low heat conductivity and a
low permittivity, facilitating both thermal and
electrical coupling between neighboring ele-
ments. Their mechanical strength, thermal sta-
bility, and chemical stability are also good.

Apart from pyroelectric materials, there are
some materials whose resistivity is very sensi-
tive to temperature based on other mechanisms
and not pyroelectric effects. These materials are
usually called negative temperature coefficient
(NTC) materials, whose resistivity increases
with decreasing temperature, or positive tem-
perature coefficient (PTC) materials, whose
resistivity increases with increasing tempera-
ture. Obviously, there are numerous applica-
tions of such materials with a high temperature
coefficient of resistivity (TCR) in temperature
indicators (e.g., thermometers), temperature

controllers (e.g., thermostats, thermisters),
current-limiting devices, etc.

NTC Materials
The most commonly used NTC materials are
based on solid solutions of metallic oxides with
a spinal structure, such as Fe3O4 - ZnCr2O4 and
Fe3O4 - MgCr2O4, and also those based on
Mn3O4 with partial replacement of Mn with Ni,
Co, or Cu.96 On the basis of electrical conduc-
tion in semiconductors due to transport of
charge carriers in the bands or hopping between
localized states in the band gap, the tempera-
ture dependence of the resistivity follows the
relation

(4-115)

where k is the Boltzmann constant and A and B
are constant. A is related to the resistivity at 
T Æ •, and B is the activation energy for the

rNTC T A
B

kT
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Table 4-5 Selected properties of some pyroelectric materials: p = pyroelectric coefficient at constant stress and
electric field, and cp = heat capacity.

Temperature
Material (Abbreviation) Chemical Formula p (C cm-2K-1) cp (J cm-3K-1) Range (K)

Triglycine sulfate (TGS) (NH2CH2COOH)3•H2SO4 3.0 ¥ 10-8 1.70 273–321

Deuterated Triglycine Sulfate (DTGS) (ND2CD2COOD3)•D2SO4 3.0 ¥ 10-8 2.40 243–334

Lithium Tantalate (LT) LiTaO3 1.9 ¥ 10-8 3.19 273–891

Strontium Barium Niobate (SBN) Sr0.6Ba0.4Nb2O6 8.5 ¥ 10-8 2.34 248–303

Lead Zirconate Titanate (PZT) Pb(Zr0.52Ti0.48)O3 5.5 ¥ 10-8 2.60 298–523

Lanthanum Modified PZT (PLZT) Composition 7.6 ¥ 10-8 2.57 —
Ratio: La/Zr/Ti =
6/80/20

Barium Titanate BaTiO3 3.3 ¥ 10-8 — 293–320

Polyvinyl Chloride (PVC) see Table 5-2 0.4 ¥ 10-9 2.40 —

Polyvinyl Fluoride (PVF) see Table 5-2 1.8 ¥ 10-9 2.40 —

Polyvinylidene Fluoride (PVDF or Kynar) see Table 5-2 4.0 ¥ 10-9 2.40 —



carrier movement. The negative TCR is

(4-116)

PTC Materials
The behavior of the DC electrical resistivity of
ferroelectric ceramics is anomalous in the neigh-
borhood of the Curie temperature TC. A typical
example is BaTiO3 ceramic doped with 0.05 x
10-2 mol of Sn3+ or Nb3+. When the trivalent
donor Sn3+ or Nb3+ substitutes for Ba2+, the extra
positive charge in the material is compensated
by an electron in the conduction band. The 
material behaves like a semiconductor, but 
electron mobility is also changed at the Curie
temperature.143 As a result, the resistivity of the
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NTCd
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kT
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2

material increases with increasing temperature
and reaches a peak at T > Tc, with the magnitude
of several orders higher than that at Tc, as shown
in Figure 4-49(a). This phenomenon is not
observed in material with a single crystal struc-
ture. It occurs only in polycrystalline ceramics.
Heywang144 has proposed that this phenomenon
is caused by the Schottky barrier at the grain
boundaries in polycrystalline structures.

The energy band diagram near the grain
boundary is shown in Figure 4-49(b). In the
paraelectric phase, the band bending near the
boundary is determined by the number of inter-
face states Nint at the boundary. Similar to the
Schottky barrier at the metal–semiconductor
junction with the interface states at the
metal–semiconductor interface, there is a
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Figure 4-49 (a) The resistivity r as a function of temperature for BaTiO3 based PTC material and (b) the energy band
diagram near a grain boundary of a polycrystalline material.



depletion region xd and a barrier height f.
Assuming that all donors are ionized, it can be
shown that the barrier height is given by

(4-117)

where ND is the concentration of donors. The
number of interface states at the boundary that
accept electrons from the donors, acting as
acceptor-like traps, must be Nint = NDxd. The
barrier height depends on the size of grains
because it affects the energy levels of the inter-
face states.145 The resistivity of the ceramic
material is determined by the magnitude of f.
Thus, we can write

(4-118)

For temperatures T > Tc, the dielectric constant
decreases with temperature following the
Curie–Weiss relation (see Equation 4-1). So,
from Equations 4-1, 4-117, and 4-118, we
obtain

(4-119)

where A¢ and B¢ are constants related to doping
concentration and structure of the material. It
can be seen that for T > Tc the resistivity
increases with increasing temperature. The
TCR for this case is thus

(4-120)

4.4.4 Applications of Pyroelectrics
Pyroelectric materials respond to changes in
temperature either by continuous heating or by
the absorption of sinusoidally modulated radi-
ation. Pyroelectric materials may be used for
thermal detectors and calorimeters, but they do
not respond to a temporally steady temperature
or to radiation intensity. To obtain a response
from a stationary temperature or radiation, it is
necessary to make the heat or radiation period-
ically interrupted by a rotating chopper placed
between the heat or radiation source and the
pyroelectric element. Obviously, there are
many applications of pyroelectric phenomena.
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In the following sections, we discuss some
typical cases as examples to illustrate the basic
principles of pyroelectric devices.

Pyroelectric Radiation Detectors
Radiation detectors are mainly used for the
detection of infrared radiation. A poled pyro-
electric element is typically a thin plate of 
rectangular shape with metallic electrodes
deposited on both surfaces. It is important that
the element be very thin, so that it heats up
quickly and uniformly, and that at least one of
the electrodes is a good absorber of radiation,
so that it can convert radiation energy to heat.
Figure 4-50(a) shows schematically the basic
arrangement for the detection of infrared radi-
ation. Under a short-circuit condition, there is
a current flow due to the pyroelectricity, which
is given by

(4-121)

where p and A are, respectively, the pyroelec-
tric coefficient and the area of the element. In
the following discussion, the superscript x of pX

is not shown for simplicity. The pyroelectric
element behaves like a current generator with
an internal resistance Ri and an internal capac-
itance Ci. The equivalent circuit to Figure 4-
50(a) is shown in Figure 4-50(b). The detector
also includes an amplifier represented by a
shunt resistor Rd, a shunt capacitor Cd, and a
voltmeter V.

It is assumed that all incident infrared radia-
tion energy is absorbed by the element in time
dt and rapidly distributed throughout the whole
volume of the element, so thermal diffusion can
be ignored. The total power W incident to the
element may be written as

(4-122)

where Wo in the input power from the sur-
rounding environment corresponding to tem-
perature To, Wiexp (jwt) is the incident infrared
power, and w is its frequency. When the
element temperature is increased from To to T,
part of the absorbed power will be lost to the
surroundings by re-radiation, conduction, or

W W W j to i= + exp( )w

i pA
dT

dt
p =
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convection at a rate of G per unit temperature
rise in the element due to incident radiation.
Thus, we can write the energy balance equation
as

(4-123)

where h is the fraction of the incident power
that heats the element; H is the heat capacity of
the element, which is equal to rcAL in which r
is the density; c is the specific heat; and A and
L are, respectively, the area and the thickness
of the element. If the radiation is switched on
at t = 0 and switched off at t = t1, then when 
t = t1, Wi = 0, Equation 4-123 becomes

(4-124)H
dT

dt
G T To+ - =( ) 0

h wW j t G T T H
dT

dt
i oexp( ) ( )- - =

Using the boundary condition (when t = 0, T =
To and when t = t1, T = T1), the solution of Equa-
tion 4-124 yields

(4-125)

where tT is the thermal relaxation time, which is

(4-126)

Assuming that the temperature of the element
varies sinusoidally following the incident radi-
ation frequency w, then the solution of Equa-
tion 4-123 gives the continuous response of the
pyroelectric element98,146 as follows:

(4-127)
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Figure 4-50 (a) Experimental arrangement for infrared radiation detection and (b) the equivalent circuit of the radiation
detector shown in (a).



where q is the phase angle between the radia-
tion and the temperature oscillation, which is
given by

(4-128)

Based on the equivalent circuit shown in Figure
4-50(b), the total resistance RT and the capaci-
tance CT are

(4-129)

(4-130)

So the element-generated current ip due to 
the variation of temperature can be written
as146,147

(4-131)

The useful criteria for pyroelectric detectors 
are the current responsivity ri and the voltage
responsivity rv, which are defined as follows:

(4-132)

From Equations 4-129 and 4-130, we can easily
find the total admittance YT of the circuit. The
voltage due to the change in temperature across
Rd is given by

(4-133)

where tE is the electrical relaxation time, which
is

(4-134)

Thus, the voltage responsivity can be expressed
as

(4-135)

Assuming that the circuit parameters are inde-
pendent of frequency, we can see the following
features:
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From Equation 4-127, T - To is independent of
frequency for frequencies w << tT

-1 and
decreases with increasing frequency for 
w >> tT

-1.

From Equations 4-132 and 4-135, rv is maximal
at the frequency w = (tTtE)-1/2. Both ri and 
rv increase with increasing frequency for w <
tT

-1 and decrease with increasing frequency
for w > t T

-1.

The maximum value of rv occurs at w =
(tTtE)-1/2 and is given by

(4-136)

For high frequencies, w2t 2
T >> 1, w2t 2

E >> 1 and
Ci > Cd, so Equation. 4-135 can be simplified
to

(4-137)

where cp = rc. Since the sensitivity of the radi-
ation detector increases with increasing rv, the

quantity in Equation 4-137 may be used

as a figure of merit for the pyroelectric radia-
tion detector Fv, which is

(4-138)

This is mainly a function of the material prop-
erties. In general, we would like the material to
have a high pyroelectric coefficient and a low
dielectric constant.

However, all signal detectors encounter the
effect of noise, which is always present in any
detector circuit. So, the sensitivity of any detec-
tor is determined by the level of noise in the
amplifier output signal. Therefore, the signal-to-
noise ratio must be made as large as possible.
For pyroelectric detectors, the principal sources
of noise are Johnson noise, thermal fluctuations,
and amplifier noise. The noise level can also be
described by the so-called noise equivalent
power (NEP), which is defined as
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where DVN is a signal voltage equal to the noise
voltage, produced by a necessary amount of
power input to the detector, and Df is the band-
width of the amplifier. It is often convenient to
describe the minimum detective power of a
detector by the so-called detectivity (D) which
is defined as

(4-140)

Pyroelectric Burglar Alarm Systems
A blackbody at 300 K would radiate infrared
rays of about 9.8 mm in wavelength. Human or
animal bodies whose temperature is around 
310K are expected to generate infrared radia-
tion of about 10 mm in wavelength. Thus, a
moving intruder produces variable infrared
radiation which, when reaching a pyroelectric
detector, will switch on the alarm system.
Figure 4-51 shows the arrangement of the pyro-
electric elements and the alarm system. Since
pyroelectric materials are also piezoelectric,
they would produce electric charges due to
external mechanical stresses caused by the
expansion or contraction when the ambient tem-
perature of the surroundings rises or falls. These
stress-induced charges may interfere with the
response of the active pyroelectric element to
radiation. To prevent this interference, we need
a dummy compensating element similar to the
active element, but which does not respond to
infrared radiation because the electrode facing
the radiation is a reflecting electrode. The con-

D
NEP

=
1

nection of this compensating element and the
active element is back to back, so the response
of the compensating element to the ambient
temperature fluctuation will cancel that of the
active element. In general, such compensation
is essential for many applications. The basic
principle is the same as that described in the
previous section. The output voltage of the
system is to switch on the alarm system.

Pyroelectric Thermometry
In contrast to radiation detectors, pyroelectric
thermometers receive energy through conduc-
tion or convection. As a result, noise due to
thermal fluctuations is low. The principle is
simple.148,149 Based on the equivalent circuit
shown in Figure 4-50, Equation 4-131 can be
rewritten as

(4-141)

This equation indicates that pyroelectric ther-
mometers can be used to measure the rate of
temperature changes or the steps of steady 
temperature changes.

Measuring the Rate of Temperature Changes
In this case, the electrical relaxation time

must be small (i.e., tE = RTCT << 1), so the first
term on the right side of Equation 4-141 can be
neglected. Thus, we have

(4-142)
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Figure 4-51 Schematic diagram of a pyroelectric burglar system alarm consisting of an active detecting element, a com-
pensating (dummy) element, and an alarm unit.



The thermometer directly measures the rate of
temperature changes by measuring the voltage
across the pyroelectric element.

Measuring Steady Temperature Changes
In this case, the electrical relaxation time

must be large (i.e., tE = RTCT >> 1), so the
second term on the right side of Equation 4-141
can be neglected. Thus, we have

(4-143)

Integrating Equation 4-143 with the initial con-
dition, V(0) = Vo and T(0) = To, we obtain

(4-144)

The thermometer measures the steady temper-
ature changes in steps by measuring V at T and
Vo at To.

For more about the limitations of this method
and the factors involved in temperature meas-
urements, see references 146–149.

Pyroelectric Energy Conversion
Thermal energy input to a pyroelectric element
will cause changes in the spontaneous polariza-
tion and hence generate electric charges on the
electrodes. If a load is connected between the
electrodes, a current will flow through the load,
and electrical energy will be consumed there.
The energy conversion efficiency is defined as

(4-145)

From Equations 4-132 and 4-135, y can be
written as

(4-146)

When Ri << Rd, Ci >> Cd, Ci = eA/L and s =
L/ARi = we ¢, we obtain the internal energy con-
version efficiency of the pyroelectric element 
as
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yin becomes a maximum for wtT = 1. Using the
average temperature change given by Equation
4-127, DT = T - To = Wi /cpA, we have

(4-148)

In practice, e >> e1. So, we may consider p2/cpe
as the figure of merit for energy conversion of
pyroelectric materials. For typical values of 
tT = 1 s and Wi = 100mWcm-2 and the temper-
ature change DT = T - To = 50°C, the internal
conversion efficiency is yin � 10-3. It has been
found that p2/cpe does not vary much for most
pyroelectric materials.98,150 So it is unlikely that
the energy conversion efficiency would greatly
exceed 10-3 under practical conditions, based
on pyroelectric effects.
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5 Electrets

Later, other types of electrets were discov-
ered using special methods of creating real
charges or polarization. In 1937, Nadjakov dis-
covered photoelectrets.4,5 He found that charge
separation occurred when a sulfur layer was
subjected simultaneously to a visible light 
illumination and an electric field stressing. 
This photoelectric phenomenon later led to the
development of xerography.6 This phenomenon
was further studied by Kallmann et al.7,8 and
Fridkin et al.9

There are many other ways to form electrets.
For example, electro-electrets are produced 
by applying a strong electric field across the
dielectric material between two metallic elec-
trodes, causing polarization, injection of charge
carriers, or both. Electrets formed by carrier
injection can also be achieved by corona dis-
charges or electron beams on the surface of the
dielectric materials. Some kinds of electrets can
be produced without the use of an electric field,
such as magnetoelectrets produced by heating
the dielectric material (e.g., polymethyl-
methacrylate) in a strong static magnetic field,
and then cooling it slowly to the normal
ambient temperature. This process makes the
dielectric material become polarized due to the
magnetic anisotropy of molecules, which tend
to orient along with their dipole moments.10

Some electrets can be formed simply by a
thermal process without involving either elec-
tric or magnetic fields. Such electrets are due
mainly to charge separation through a phase
transition on phase changes during solidifica-
tion.11 Some electrets can be formed by apply-
ing a mechanical pressure to the dielectric
material. In this case, surface charges can be

283

The science of electricity is that state in which every part of it requires experimental investigation;
not merely for the discovery of new effects, but the development of the means by which the old effects
are produced, and the consequent more accurate determination of the first principles of action of the
most extraordinary and universal power in nature.

Without experiment, I am nothing.
Michael Faraday

5.1 Introductory Remarks

An electret can be considered a piece of dielec-
tric material with the presence of quasi-
permanent real charges on the surface or in 
the bulk of the material, or frozen-in aligned
dipoles in the bulk. An electret behaves like a
battery or acts as an electrical counterpart of a
permanent magnet. A piece of poled ferroelec-
tric material can also be an electret. The term
quasi-permanent implies that the amount of
charges stored in the material does not remain
the same permanently, but decays very slowly
depending on the situation, and the decay time
is normally much longer than the time period
over which the electret is in use.

In 1892, British scientist Oliver Heaviside
was the first to introduce the term electret and
to discuss its properties1. In 1919, Japanese sci-
entist Mototaro Eguchi was the first to fabricate
an electret by melting equal parts of Carnauba
wax (extracted from the Brazilian Carnauba
palm tree) and resin with a little beeswax and
then lowering the temperature to allow the
liquid mixture to become solidified while 
being subjected to an electric field of about 
10kVcm-1.2,3 The internal polarization of the
electret discs prepared by this method persisted
for many years. In fact, electrets prepared by
Eguchi’s method today are called the thermo-
electrets, because they are formed mainly by a
thermal process. Many materials can now be
used to fabricate thermoelectrets, including
organic materials such as ebonite, naphthalene,
polymethyl-methacrylate, and many polymers,
and inorganic materials such as sulfur, quartz,
glasses, steatite, and some ceramics.



acquired simply by contact electrification,
deformation, or friction without the application
of an electric field.12

In this chapter, we shall discuss the forma-
tion of electrets and their related properties with
emphasis on the basic physical concepts needed
to identify important material parameters and to
deduce guidelines for optimizing some desir-
able properties and predicting possible new
applications.

5.2 Formation of Electrets

The electrical charges that can be created and
stored in a dielectric material to form an elec-
tret have two major types: monocharges (also
called real charges) and dipolar charges, which
are in fact aligned dipoles and can be induced
in dipolar materials containing dipolar mole-
cules or in ferroelectric materials. Real charges
may appear on the material surface, called
surface charges, or in the bulk to form so-called
space charges.

Surface charges or space charges with the
same polarity as that of the adjacent forming
electrode are called homocharges, and those
with the polarity opposite to that of the adjacent
forming electrode are called heterocharges.
Homocharges may appear as a result of charge
carrier injection from the electrode into the
dielectric material, followed by the capture of
the injected carriers in traps near the injecting
electrode. They may also appear due to the
depositing of charge carriers resulting from 
the electric discharge in an air gap between the
material surface and the forming electrode.
Heterocharges are due mainly to the presence
of aligned dipoles, to the displacement of the
existing charge carriers (electrons or ions) in
the material, or to the presence of residual
impurities, which are apt to be ionized. Figure
5-1 depicts some common forms of electrets.

In this section, we shall describe some of the
most important methods for forming electrets.
These methods are based mainly on the manner
of charging or polarizing the dielectric material
and on the structure of the material, whether it
is dipolar or nondipolar.

5.2.1. Thermo-Electrical Method

Basically, this method is similar to the one 
originally used by Eguchi.3 It involves the
simultaneous application of an electric field and
heat to a dielectric material for a predetermined
period of time and the subsequent cooling to
normal ambient temperature while the electric
field is still applied. Figure 5-2 shows three
general electrode arrangements for forming
thermo-electrets.

One type has metallic electrodes vacuum-
deposited on two surfaces of the dielectric
material to form intimate contacts, as shown 
in Figure 5-2(a). Another type has only one
surface with an intimate metallic contact; an air
gap is between the other surface and a forming
metallic electrode, as shown in Figure 5-2(b).
A third type is without metallic contacts on both
surfaces but with air gaps between the surfaces
and the forming metallic electrodes, as shown
in Figure 5-2(c).

In the case with a dielectric material between
two intimate metallic electrodes, the dipolar
molecules (dipoles) are randomly arranged, as
shown in Figure 5-3(a), but they will actively
orient under an electric field and at an elevated
temperature. In general, the temperature is
higher than the glass transition temperature Tg,
at which the material becomes very amorphous,
homogeneous, and elastic, so the dipoles can
orient easily in the direction of the applied 
field, as shown in Figure 5-3(b). After the
poling period, the material is gradually cooled
down to the normal ambient temperature To

while the electric field is still applied. Finally,
the applied electric field is removed and the
material forms a thermo-electret consisting
mainly of aligned dipolar charges, as shown in
Figure 5-3(c). The temperature-applied field
time sequence for the poling process is shown
in Figure 5-3(d), and the resulting polarization
in Figure 5-3(e).

After the removal of the applied field, the
total polarization gradually decreases to a
quasi-steady level, which is mainly the remain-
ing frozen-in dipolar polarization associated
with the difference in relative permittivity
between Tg and To. At Tg the induced polariza-
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tion is also a part of the total polarization under
an electric field. As soon as the electric field is
removed, the part due to induced polarization
will gradually return to its randomized state.
However, if the applied field is sufficiently high
to cause carrier injection from the electrode to
the dielectric material, but not high enough to
cause internal discharge or breakdown, then the
electret formed will consist of both frozen-in
aligned dipolar charges and injected space
monocharges captured in traps, as shown in
Figure 5-1(c).

If the material is nondipolar, then we must
produce real charge storage on the surface or 
in the bulk to form the electrets, as shown in

Figure 5-1(c) and (d). In doing so, we use the
electrode arrangements with one or two air
gaps, like those shown in Figure 5-2(b) and (c).
When there is only one air gap, as shown in
Figure 5-2(b), the system is basically a classi-
cal Maxwell–Wagner two-layer system.
Assuming that the dielectric material is non-
conductive with a relative permittivity er, then
the electric field in the air gap Fo and that in the
dielectric material Fe are given by
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Figure 5-3 Thermo-electrical electret formation processes: (a) prior to the application of an electric field, (b) during the
poling process at a temperature T > Tg and a constant electric field, (c) alignment of dipoles in the electret after poling, 
(d) the temperature–time and electric field–time sequence in the poling process, and (e) the variation of polarization with
time. Tp: poling temperature; Tg: glass transition temperature; To: normal ambient temperature; Fp: poling field.



where V is the applied voltage across the
system and d and s are, respectively, the mate-
rial specimen thickness and the air gap length.

For any applied voltage, the field in the air gap
is Eg times larger than that in the material. The
field required to cause electrical discharge in 
the air gap is about 30kVcm-1, and generally the
field required to cause carrier injection from the
electrode to the dielectric material is much
larger (>100kVcm-1), depending on the poten-
tial barrier at the metal–dielectric interface. For
this reason, it is easier and more convenient to
use a system with one or two air gaps. When the
applied voltage is large enough for Fo to reach
the value to cause ionization in the air gap, real
charges (electrons and ions) will be created and
deposited on the material’s bare surface; elec-
trons also may penetrate into the bulk and be
trapped if the applied field is sufficiently high.
This process should also be carried out at an 
elevated temperature to ensure that charges will
penetrate to be trapped in deep traps in the mate-
rial near the surface, ensuring the thermal sta-
bility of the electret. It is important to remember
that the applied field must not be removed until
the material has been cooled down completely
to the normal ambient temperature. For the elec-
trets of 5–10 mm in thickness, the air gaps are
usually of the order of 0.1–1.0mm. This method
is simple and the electrets formed by it are
stable, but it is a slow process and the lateral
charge distribution in the electret is not uniform.

When Eguchi made thermo-electrets in a
Carnauba wax–beeswax mixture, the forming
metallic electrodes were not in intimate contact
with the material surfaces. There were tiny air
gaps between the material surfaces and the
adjacent forming electrodes. During the poling
period with an electric field, the air gaps would
break down, producing ions and electrons,
which could be deposited as homocharges on
the material surface. So, after the removal of
the electric field and the forming electrodes, 
the charges on the electret surfaces were the
sum of the heterocharges due to the frozen-in
aligned dipolar charges and the homocharges
due to the electrical discharge in the tiny air
gaps during the poling period.13–15

At the beginning, after the electret is formed,
volume polarization is dominant. This is why

Eguchi observed the heterocharges appearing
on the electret surface. But after a few days, he
found that the polarity of the surface charges
changed to the opposite of their original one,
that is, homocharges appeared on the material
surfaces. This was because the amount of
dipolar charges decays with time, due to the
continuous relaxation of the aligned dipoles to
their randomized state. When such decay
reaches a certain level, the deposited charges,
which may have been trapped deep in the 
material just below the surface, may become
dominant. This is why after a few days Eguchi
observed homocharges appearing on the 
electret surfaces.

5.2.2 Liquid-Contact Method
With this method, the bottom electrode of the
dielectric material is either a vacuum-deposited
metallic film or a simple metal plate, but the top
forming electrode is generally made of fabric
wetted with a conductive liquid, such as ethyl
alcohol or water.16 Under an applied electric
field between these two electrodes, the charges
will be transferred from the top wetted elec-
trode to the dielectric material surface, due to
the interaction of the electrostatic and molecu-
lar forces at the interface during the contacting
period, as shown in Figure 5-4. Since the top
wetted electrode can be moved on the material
surface, this method can be used to transfer
charges over a large area of the material
surface. It is also easy to control the charge
density deposited on the surface and to make
the lateral charge distribution comparatively
uniform. Note that a certain time is required for
the transfer of charges, so it is suggested to
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Figure 5-4 Schematic illustration of the liquid-contact
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move the top electrode to one position and to
leave it there for a short period (say, 10 to 20
minutes) to allow some time for the transferring
process before moving it to the next position.
The amount of charges or charge density on the
surface depends on both the applied voltage and
the poling time.

5.2.3 Corona Discharge Method
With this method, the bottom electrode is a
vacuum-deposited metallic film on the material
surface, and the top forming metallic electrode
is usually made of a metallic wire (e.g., tung-
sten wire), with one end polished to a sharp
point so that voltage of only a few kV between
the two electrodes is sufficient to create a field
near the point electrode, exceeding the break-
down strength of the air in a region of a few
millimeters around the point electrode. This is
shown in Figure 5-5. Under this condition,
corona discharge will occur, and negative and
positive ions will be formed in the region near
the point electrode, depending on the sur-
rounding medium and the polarity of the point
electrode.

In air at one atmospheric pressure and
humidity of 40–60%, negative ions such as
CO3

- and O2
- are present when the point elec-

trode is negative, and positive ions such as
(H2O)nH+, NO+, and NO3

+ are present when the
point electrode is positive. For the negative
point electrode, only negative ions can reach
the dielectric material surface. These ions will
then give up their attached electrons, becoming

neutralized, and return to the surrounding
atmosphere, leaving a layer of negative trapped
electrons just below the material surface. 
Similarly, when the point electrode is positive,
positive ions, when reaching the material
surface, will accept electrons from the material
through the material–air interface, becoming
neutralized, and return to the surrounding
atmosphere, leaving a layer of positive trapped
holes just below the material surface.

Since the electric field distribution around a
single point electrode is very nonuniform, with
the field decreasing gradually with radial dis-
tance from the point, the distribution of the
deposited charges on the material surface is
also very nonuniform. To improve this situa-
tion, a metal-wire grid can be placed between
the point electrode and the material surface, as
shown in Figure 5-5. The potential applied to
the grid should be the same in polarity as, but
lower in amplitude than, that of the point elec-
trode. Some typical values are V1 = 8kV, V2 =
0.5kV, d1 = 4mm, and d2 = 3mm, the dis-
charging time being about four minutes. With
the grid, the distribution of the deposited
surface charge is generally uniform if the 
discharging has reached such a level that the
potential at the material surface approaches 
the potential of the grid.

The corona discharge forming process can be
carried out at normal ambient temperature, but
the deposited surface charges may decay easily
because the charges on the surface layer are
mainly resting in shallow traps, so thermal sta-
bility is not very good. To remedy this situa-
tion, it is desirable to carry out the forming
process at an elevated temperature. This may
cause more charges to be captured in deep
traps. Furthermore, the heating chamber also
serves as a screening cage to prevent any exte-
rior interference. The high-temperature corona
discharge forming process also plays an indi-
rect role in the annealing process to enhance the
thermal stability of the electrets formed. The
advantage of using a point electrode over a
planar electrode, as shown in Figure 5-2(b), is
that the applied voltage required to cause elec-
trical discharge near the point electrode is much
lower than that for the planar electrode, thus

288 Dielectric Phenomena in Solids

Point
Electrode

Wire
Grid

Screening Cage or
Heating Chamber

Metallic
Electrode

Electret
Material

d1

d2

V1

V2

Figure 5-5 Schematic illustration of the corona discharge
method.



reducing the possibility of causing damage to
the material surface from the bombardment of
charged particles. It is worth mentioning that,
if the surface potential and the current flowing
to the bottom electrode to form compensating
charges there can be measured continuously,
then the surface charge density can be esti-
mated during the charging process.17

5.2.4 Electron-Beam Method
In order to produce real charges stored in the
bulk of the material, we usually employ low-
energy electron beams with energy of the order
of 10–50keV, so that the range of the penetrat-
ing electrons is smaller than the dielectric mate-
rial thickness. When this method is used to
inject electrons into the material, the electrons
will soon be trapped inside, forming negative
trapped space charges. The energy of the elec-
tron beam should be controlled according to the
structure and thickness of the material speci-
mens to be used for forming electrets.18,19 For
example, the energy of an electron beam of
10–50keV is suitable for Teflon of 1–20 mm in
thickness. A typical electron beam system is
shown schematically in Figure 5-6. Beam scan-
ning is required to control the uniformity of the
distribution of the injected electrons.

For a dielectric material specimen with a
metallic electrode vacuum-deposited on the
bottom surface and grounded, the energetic
electrons from the beam, when striking the top
bare surface, will generate electrons from the
surface due to secondary emission, leaving a
positively charged surface layer that is later
neutralized by incoming slow electrons. The
energetic primary electrons then penetrate into
the bulk of the material and collide with mole-
cules, creating electron–hole pairs, which may
be quickly trapped but which will be occasion-
ally released by thermal activation, contribut-
ing additional conductivity. This additional
conductivity is generally referred to as 
radiation-induced conductivity (RIC).

The magnitude of RIC depends on the dose
and the energy of the electron beam, but in most
practical cases, RIC is much larger than the
intrinsic conductivity of the material.20 The
original primary electrons, after one or more

collisions, lose most of their energy and are
then trapped, forming negative charges located
around the average range.20,21 The distribution
of negative charges creates an internal field that
tends to help the electrons to penetrate beyond
the average range. In the RIC region, however,
the electrons tend to move toward the interior
of the material and the holes to move in the
opposite direction. The motion of the electrons
will gradually settle down to a thermal equilib-
rium state, resulting in a very stable distribution
of negative charges and hence the formation of
a negatively charged electret with high thermal
stability. It has been found that for Teflon 
electrets formed by electron beam injection, 
the negative charge distribution is stable for a
period of more than 10 years at normal ambient
temperature (i.e., room temperature).22

The electron-beam method has the advantage
of easily controlling the density, location, and
lateral distribution of the injected negative
charges. This is why it is widely adopted for
forming electrets for research purposes and 
for practical applications. It should be noted
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that a similar ion beam technique, used for ion
implantation in today’s semiconductor technol-
ogy, is not normally used for injecting ions 
into a dielectric material for forming an 
electret. This is simply because much higher
energy is required to inject ions than electrons
into the same range in the material, so this 
technique would cause a lot of damage to the
material.

5.2.5 Electromagnetic Radiation Method
A dielectric material can be charged by the dis-
placement of the charge carriers generated by
various kinds of penetrating radiation, such as
x-rays or ultraviolet or visible lights, under an
externally applied electric field. The electrets
formed by x-ray radiation are generally referred
to as radio-electrets. When ultraviolet or visible
light is used, the electrets formed are generally
called photo-electrets.

The method is basically similar to that used
by Vadjakov.4,5 The materials used for photo-
electrets are generally photoconductive materi-
als. A metallic electrode is usually deposited on
one surface of the material specimen and a
transparent electrode on the other surface, so
that the light can illuminate the specimen
through it. Sometimes it is desirable to have
both electrodes transparent so that both the
input light and the output light intensities can
be measured, and hence, the photoelectron
yield in the material can be determined. Under
an electric field, the photogenerated carriers
will be separated and will move toward the
electrodes. These carriers may be trapped near
the electrodes to create a space charge polar-
ization. After the removal of the illumination
and the electric field, this persistent polarization
in the material forms a photo-electret, as shown
in Figure 5-7. However, carrier trapping,
detrapping, and retrapping occur continually
during illumination. After the removal of the
light, the charge distribution may become
quasi-equilibrium, but the polarization still
decays gradually, even in the dark. Because the
electrets formed by the photo-electric method
are generally less stable than those formed by

other methods described here, this method is
not widely used.

The five methods described here are the
major methods for forming electrets. Of course,
they can be further improved by varying the
performing ambients to suit the particular mate-
rials used for forming electrets. For example,
for charging based on electrical discharge in air
or other gas, we can change the pressure from
the normal atmospheric pressure (760 torr) to a
lower pressure (<100 torr) to produce electric
discharge at a much lower voltage. The tem-
perature during the forming process always
plays an important role in the thermal stability
of the electrets formed. An elevated tempera-
ture can provide a chance for the charges
located in shallow traps to move to deep traps
to stabilize the charge distribution, in other
words, to improve the thermal stability of the
electrets formed.

5.3 Charges, Electric Fields, and
Currents in Electrets

In general, electrets for practical applications
are of the configuration shown in Figure 5-8.
Such an electret is usually made of a thin
dielectric material in sheet form or thin-film
form, with a metallic electrode deposited on the
lower surface and the upper surface bare. Also,
the upper floating planar metallic electrode is
parallel to the bare surface with an air gap
between them. The thickness of the electret is
d and the air gap length is s. When the switch
is on the A position, the specimen is being 
poled under a DC voltage V. Of course, we can
use the thermo-electrical method described in
Section 5.2.1. for the poling. If the poling
voltage is sufficiently high to cause electrical
discharge in the air gap, then after the poling
period and the switch has been turned to the B
position (open circuit), the electret formed will
consist of quasi-permanent trapped real charges
on the bare surface, to form the surface-trapped
real charge density sr; quasi-permanent trapped
real charges in the bulk, to form the volume-
trapped real charge density rr; and uniform
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polarization P, composed of the quasi-
permanent frozen-in dipolar polarization PP

and the instantaneously induced polarization Pi,
which follows the poling field F. Thus

(5-3)

where

(5-4)

in which er is the dielectric constant of the elec-
tret material. PP may consist of not only the
frozen-in dipolar polarization, which is nor-
mally invariable with x, but also possibly a
component due to charge displacement in the
structural discontinuity. However, P would
create a local volume charge with the local
charge concentration given by

(5-5)

The polarization P also creates a bound surface
charge density on the bare surface, which is
given by

(5-6)

Assuming that the lateral dimensions (i.e.,
the y and z directions perpendicular to the x
direction) are much larger than d and s, and that
the lateral distributions of sr, rr and P are
invariable with y and z, implying that they vary
only with x; then after the poling (charging)

s P P= -

rP dP dx= -

P Fi r o= -( )e e1

P P PP i= +

process, the electret can be characterized by the
following two charge equations:

(5-7)

(5-8)

In this section, we shall deal with two general
cases.

Case I: The Electret Has Only 
Surface Charges
In this case we have

(5-9)

When the switch is turned to the C position
(short-circuit), the voltage between the two
electrodes is zero. In this case, the compensa-
tion charges on both electrodes will rearrange
in such a way that the two electrodes shield all
charges stored in the electret. The compensa-
tion charges on the lower and the upper elec-
trodes, slo and sup, respectively, must satisfy the
Gauss’s law. Thus,

(5-10)

Therefore, there is no current flowing through
the short circuit because there is no potential
between the two electrodes. So

s s slo up+ = -

r
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=
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(5-11)

where Fe and Fo are, respectively, the electric
fields inside the electret and in the air gap.
Equation 5-10 can be rewritten in terms of Fe

and Fo as

(5-12)

From Equations 5-11 and 5-12, we obtain

(5-13)

(5-14)

and the voltage across the electret Ve and that
across the air gap Vo as

(5-15)

(5-16)

From Equations 5-10, 5-13, and 5-14, we
obtain the relations between slo or sup and s,
which are

(5-17)

(5-18)

It can be seen that with this configuration, even
d is constant. Varying the air gap length s will
cause a change in both Fe and Fo and hence 
in compensation charges on the electrodes slo

and sup. The change in slo and sup implies that
there will be a current flow through the short
circuit. If there is a load (e.g., resistor) con-
nected between the two electrodes instead of a
short circuit, then an electrical signal will
appear across the load when the air gap s is
changed by an external force. Many applica-
tions of electrets are based on this simple 
principle. We shall discuss this more in 
Section 5.9.

If we move the upper electrode to infinity
(i.e., make s Æ •), we have the fields in the
electret and in the air gap as
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and the potential across the electret and air 
gap as

(5-20)

which is independent of s. This is equivalent to
saying that sup Æ 0, according to Equation 5-
18. So, instead of moving the upper electrode
to infinity, if we apply a voltage equal in mag-
nitude but opposite in polarity to the potential
Vo to compensate the potential across the air
gap, then the voltage across the electret is still
the same as that given in Equation 5-20. We can
use this idea to determine the surface charge
density. This is generally referred to as the com-
pensation method and will be discussed in
Section 5.4.

Case II: The Electret Has Both Surface
Charges s(d) and Volume Charges r(x)
The convenient way to deal with this situation
is to convert the volume charges per unit planar
area to an equivalent surface charges per unit
area sr. This means that the effect of r(x) in the
bulk is equivalent to that of sr on the bare
surface. sr can be called the projected or the
equivalent surface charge density, which is
given by

(5-21)

Thus, the total surface charge density sT can be
written as

(5-22)

By replacing s with sT, all equations from
Equation 5-13 to Equation 5-20 can be used for
the evaluation of Fe, Fo, Ve, Vo, slo, and sup.

However, to calculate sr, we must know the
spatial distribution of r(x), which is difficult to
find theoretically. It can, however, be deter-
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mined experimentally. This will be discussed in
Section 5.6.

For practical applications, we always want Ve

as large as possible to increase the sensitivity of
the electret to respond to external signals. But
the air gap s is a limiting factor, so s should be
chosen so that Vo across the air gap is below the
electrical breakdown voltage of the air gap. This
directly limits the value of Ve. For example, with
a Teflon electret of 20 mm in thickness (d ) and
the air gap of 40 mm in gap length (s), the break-
down voltage of the air gap at normal atmos-
pheric pressure and temperature is 500V for ps
(gas pressure ¥ air gap length) equal to 
40mm ¥ 760mmHg = 3.04mm(Hg) - cm, based
on Paschen’s law.23 This means that since Ve =
Vo, the maximum value for Ve is 500V. Nor-
mally, the allowable value for Ve in this case is
about 200–300V. Since sT = ereoVe/d, if we want
a large Ve, we must make sT larger by produc-
ing more surface and volume charges in the
electret. However, if sT is fixed, we can always
adjust s to ensure that electrical breakdown will
not occur in the air gap.

In electrets, there always exist mechanical
forces induced by the electric fields on the
material. As discussed in Electromechanical
Effects in Chapter 2, the mechanical forces per
unit area acting on both the upper and the lower
electrodes and tending to pull them toward the
electret surface are given by

(5-23)

pulling the upper electrode downward, and

(5-24)

pulling the lower electrode upward.
All kinds of charges stored in electrets will

give rise to a current flow, which may be due
to a change of temperature, exposure to light,
temporal variation of the electric field, decay of
charges with time and so on. The parameters,
P, sr, r, and Fe are not really time invariant.
They are functions of time because they are
always subjected to decay processes. In
general, the current density in the electret can
be written as

Fe r o eF=
1

2
2e e

Fo o oF=
1

2
2e

(5-25)

where the first term on the right side of equa-
tion 5-25 is the displacement current due
mainly to the variation of s with time, the
second term is due to the depolarization
(dipolar relaxation), and the last term is due to
intrinsic conductivity and the presence of 
thermally released trapped charge carriers 
(real charge decay processes).

5.4 Measurements of Total Surface
Charge Density and Total Charges

The total charges in the electret per unit planar
area are given by

(5-26)

and the total surface charge density is given by

(5-27)

There are several methods available to deter-
mine the total surface charge density sT, total
charges per unit planar area QT, and the volume
charges Úd

o r(x)dx per unit planar area. This
section reviews some commonly used methods
for these measurements.

5.4.1 Total Surface Charge Density
In this section we shall describe two methods
for the measurement of the total surface charge
density.

Compensation Method
In Section 5.3, we derived equations for the
voltages across the electret and across the air
gap for the electret with one surface metallized
and one surface bare, and with a floating metal
electrode above the bare surface and an air gap
between them (see Figure 5-8 and Equations 
5-15 and 5-16. When s Æ • we have
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and so

(5-28)

Thus, by moving the floating electrode a 
large distance from the bare surface of the 
electret so that s >> d, sT can be measured
simply by connecting a variable DC voltage
supply between the lower electrode and ground,
and an electrometer between the floating elec-
trode and ground, as shown in Figure 5-9.
Adjusting the applied DC voltage until it is
equal to the electrometer reading, the elec-
trometer reading is Ve, since the applied DC
voltage has balanced out the voltage across the
air gap Vo. This is why this method is called the
compensation method. Knowing Ve, we can
calculate sT from Equation 5-28. This method
is simple, and it is independent of the air gap
length s, so it does not involve the measurement
of s.

The sensitivity of this method can be
improved by attaching a mechanical vibrator to
the lower electrode to cause the electret to
vibrate, as shown in Figure 5-9. The vibrator
can be a simple loudspeaker. The vibration will
cause the variation of s, and hence the voltage
reading in the electrometer has an AC com-
ponent. However, if Vo can be completely 
balanced out by adjusting the compensation
voltage precisely, the AC component should
disappear.24,25

s
e e

T
r o

e
d

V= -

Capacitive Probe Method
For the electret with one metallized surface and
one bare surface, we can use the capacitive
probe method to measure the total surface
charge density sT.26 With this method, a metal
probe of area A is placed in parallel with the
bare surface, with a relatively large air gap
between them. The probe is connected to a
large capacitor of capacitance C, much larger
than the capacitance between the probe and the
electrode, as shown in Figure 5-10.

A shutter shields the probe from the field of
the electret. When the shutter is removed and
the probe is exposed to the field from the
charged electret, a charge of -Asup will flow
into the capacitor C creating a voltage across it.
Thus

(5-29)

The share of the induced charges on the lower
electrode and the probe (i.e., the upper elec-
trode) is similar to that under a short-circuit
condition. From Equation 5-18,

(5-30)

The lateral charge distribution is usually differ-
ent from the charge distribution in the bulk. If
the probe can be made small enough, the lateral
charge distribution can be determined by this
capacitive probe method. This method can also
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be used for the electrets with both surfaces bare
(nonmetallized).

5.4.2 Total Charges per Unit Planar 
Area QT

In this subsection we shall describe two methods
for the measurements of the total charge.

Electrostatic Induction or Faraday 
Pail Method
The Faraday pail method is a classic, basic elec-
trostatic induction method for measuring total
electrostatic charges in an electret with both
surfaces bare (without metallic electrodes). To
measure QT, we simply put the charged electret
into a metallic Faraday pail, as shown in Figure
5-11. Based on the principle of electrostatic
induction, the charges in the electret -QT will
induce +QT on the inner surface and -QT on the
outer surface of the pail. If the collective capac-
itance of the system and the electrometer is C
and the voltage measured by the electrometer
is V, then

(5-31)

For electrets with both surfaces metallized, we
must use the shaving technique to shave very
thin layers of both metallic electrodes off the
electret at low temperature to avoid any loss of
the stored charges in the electrets. After the thin
metallic layers have been removed, the same
method can be used to measure QT.

Thermal Pulse Method
The total charges and the centroid of the
charges can be measured by means of the

Q CVT =

thermal pulse method.27–30 The experimental
arrangement for these measurements based on
this method is shown schematically in Figure
5-12. The basic principle is to measure the
change of the potential across the electret
during diffusion of the thermal energy pulse
generated by a short light pulse through the
lower electrode at x = 0. Prior to the applica-
tion of the thermal pulse, the voltmeter meas-
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ures mainly the applied DC voltage V plus the
voltage between the floating electrode and the
lower electrode, which is, in fact, the difference
between Ve and Vo. When a short light pulse
illuminates the electret through the thin lower
metallic electrode, the light energy will be
absorbed by the electret material, generating a
heat (thermal energy) pulse. The original poten-
tial at the bare surface is Ve = sTd/ereo. The
change of this potential by DV is due to the
effect of the thermal pulse, which results in
thermal expansion of the material (change in d)
and variation of the dielectric constant (change
in er). Thus, by measuring the net change DV(t1)
taken at time t1 immediately following the illu-
mination, and V(t2) taken at time t2 after the
change has reached its thermal equilibrium, we
can write

(5-32)

since DV(t1) is related to sT due to the change
of d and er, while DV(t2) is related to the diffu-
sion of the volume charges from x = 0 to x = d.
Therefore, to determine QT, we need two meas-
urements: one to measure sT (from one of the
methods given in Section 5.4.1) and the other
to measure DV(t1) and DV(t2), using the thermal
pulse method based on Equation 5-32.

The centroid of the volume charges Úd
or(x)dx

measured from the lower electrode x = o is
defined by

(5-33)

If s is much smaller than the volume charges
Úd
or(x)dx, then s can be ignored. Thus for this

case, Equations 5-26 and 5-27 can be simpli-
fied to

(5-34)

(5-35)

From Equations 5-32 and 5-33, we obtain

(5-36)
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So, using the thermal pulse method, we can also
determine the centroid of the volume charges
and the total volume charges Úd

or(x)dx from
Equation 5-36.

5.5 Charge Storage Involving 
Dipolar Charges

In general, all electrets consist of both dipolar
and real charges. But in dipolar materials, 
such as semicrystalline polyvinylidenefluoride
(PVDF), the dipolar polarization is dominant.
In this case, the small contribution from the real
charges, if any, can be ignored in order to sim-
plify the analysis. In this section, we shall deal
with cases involving only dipolar charges.

5.5.1 Basic Poling Processes
In Section 5.2.1, we discussed the thermo-
electrical method of forming an electret by
simultaneous application of an electric field and
heat (at T > Tg). It should be noted that the
average amount of the dipole moment per dipole
aligning in the direction of the poling electric
field F is less than uo, which is the permanent
dipole moment of each dipolar molecule in the
dipolar material. The value of uo is not affected
by the field and the temperature. During the
poling process, the polarization P increases with
time because the amount of the dipole moments
aligning in the direction of the field increases
with time. Supposing that the material consists
of only one type of dipoles, then the polarization
P is governed by the Debye equation (see 
Electric Polarization and Relaxation in Time-
Varying Electric Fields in Chapter 2)

(5-37)

where ers and e• are, respectively, the static and
optical dielectric constants and tp is the relax-
ation time of the dipoles, which is temperature
dependent following an exponential relation

(5-38)

where H is the potential barrier height for the
dipole orientation and the tpo is the average
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time required by an excited molecule to turn
from one equilibrium direction to the other.31

For the isothermal poling condition and 
the initial boundary condition P(t = 0) = 0 at 
F = 0, the solution of Equation 5-37 gives

(5-39)

When P(t) reaches saturation, as shown in
Figure 5-3, P becomes

(5-40)

It should be noted that during the charging
(poling) process, the dielectric constant er is a
function of temperature. But for the present
analysis, we assume that the variation of er with
temperature is not appreciable and can be
ignored. By doing so, the total charging current
density can be written as

(5-41)

where g(T) is the electrical conductivity of the
material. Substitution of Equation 5-39 into
Equation 5-41 yields

(5-42)

The first term on the right side of Equation 5-
42 is the charging current, which is due to the
orientation of the dipoles toward the direction
of the poling field, and the second term is the
conduction current due mainly to the motion of
charge carriers thermally generated inside the
material. The charging (polarization) current
follows a transient process, giving rise to a peak
if the temperature increases continuously, but
the conduction current always increases with
increasing temperature. So by measuring the
jc – T characteristics at a constant applied elec-
tric field, we can separate the contribution of
these two components to the total current jc.

After the poling temperature has been cooled
to the ambient temperature To and the applied
electric field F has been removed, P(t) will
decay with time due to thermal relaxation at To.
The decay process is governed by the follow-
ing equation:

(5-43)
dP t

dt

P t

p

( ) ( )
+ =

t
0

j t
P

e dt g T Fc
p p

t

o

t
p( ) exp ( )= -È

ÎÍ
˘
˚̇

+-Út t
t1

j t dP t dt g T Fc( ) ( ) ( )= +

P Fo rs r= - •e e e( )

P t F to rs r p( ) ( ) [ exp( )]= - - -•e e e t1

In this case, the initial boundary condition is at
t = 0, P(t = 0) = P (0) = Po = eo (ers - er•) F.
Thus, the solution of Equation 5-43 is

(5-44)

Since tp is a function of temperature, the rate
of the decay depends on temperature: The
lower the temperature, the slower the decay
process. At a constant temperature, the aligned
dipoles are constantly subjected to thermal
relaxation, resulting in a continuous depolar-
ization in the electret. So the stored charges can
be said to be only quasi-permanent.

5.5.2 Relaxation Times of Dipoles and
the Thermally Stimulated Discharge
Current (TSDC) Technique
In many materials, and particularly in poly-
mers, there exist several relaxation times,
implying that there are several types of dipoles
that may be associated with side groups of the
molecular chains and their mutual interactions.
These can be measured by means of the ther-
mally stimulated discharge current (TSDC)
technique. This is a very powerful technique for
determining the distributions of the relaxation
times of dipoles and the energy levels of carrier
traps, and for studying the charge decay
processes.32,33

To measure the relaxation times of dipoles,
we short-circuit the poled electret and measure
the discharge current as a function of tempera-
ture at a constant rate of increase in tempera-
ture, as shown in Figure 5-13. To start with, 
we make the electret a fully poled electret, 
following the thermo-electrical poling process
described in Section 5.2.1. After that, we
measure the short-circuit discharge current jd,
that is, TSDC, while the electret is heated grad-
ually by slowly increasing the temperature at a
rate of b = dt/dt (e.g., b = 1°C min-1). At T = T0

during detention, jd = 0, since the compensation
charges on both electrodes are bound charges
compensating the polarization charges in the
material. When the temperature rises, T > T0, the
persistent polarization begins to decay, which
means the average amount of dipole moments
aligning along the direction of the poling field

P t P t p( ) ( )exp( )= -0 t
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process, (c) the variation of polarization with time, and (d) the current jd as a function of the temperature during TSDC 
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starts to decrease; hence, the amount of bound
charges on the electrodes required for compen-
sating the polarization charges also decreases.
Some of the bound charges become released
and free to contribute to the short-circuit current
jd. This discharge current is similar to the dis-
charge current from a charged capacitor, which
reveals the mechanism responsible for the
polarization. From Equation 5-44, the discharg-
ing current density jd is given by

(5-45)

in which P(t) cannot be expressed in the simple
form given in Equation 5-44 because P(t)
during the TSDC process is also a function of
temperature T and T is a function of t. For this
reason, the appropriate expression for P(t) is33

(5-46)

If the temperature is raised linearly with time
at the rate b (b = dT/dt), Equation 5-45 can be
written as

(5-47)

For a material having only one relaxation time,
(i.e., only one type of dipoles), P(o) can be
expressed as

(5-48)

where N is the number of dipoles per unit
volume. Since ers(T) is temperature dependent,
P(0) is temperature dependent, but the temper-
ature dependence of tp is much stronger than
that of P(0). To simplify matters, we will ignore
the temperature dependence of P(0) for the 
following analysis.

Since tp = tpoexp(H/KT), the integral 

can be solved by partial integration,

which leads to a solution in an asymptotic
expansion.32,34 By expressing

(5-49)
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and letting z = H/kT, the integration would be
in the following form:

(5-50)

For most dielectric materials, z = H/kT > 40,
and it is reasonable to truncate the series after
the second term. However, this is still quite
mathematically involved. So a reasonable
approximation is needed in order to see easily
the discharging process. An approximation in
good agreement with experiments is given by

(5-51)

where C1 and C2 are adjustable constants.35–37

Equation 5-51 indicates that the thermally stim-
ulated depolarization current starts out slowly,
increases exponentially, and then reaches a
peak value. After reaching the peak, it drops
rapidly as the temperature is raised continu-
ously, and then to zero when the arrangement
of all dipoles becomes completely randomized.
In Equation 5-51, the first term is dominant at
low temperatures, that is, at T < Tm where Tm is
the temperature for the occurrence of the peak
current. Thus, the slope of the jd - T curve,
based on Equation 5-51, at low temperatures
would yield the value of H as follows:

(5-52)

By differentiating jd with respect to T and
setting it to zero, we would find the tempera-
ture Tm at which jd becomes maximal. Under
this condition, we have the following relation

(5-53)

Substitution of Equation 5-38 into Equation 
5-53 yields

(5-54)

Thus, from Equation 5-52 we can determine H,
the potential barrier height that the dipoles must
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surmount in order to proceed with the orienta-
tion. From Equation 5-54 we can determine tp

at Tm, which can be found from the TSDC ther-
mogram ( jd - T curve).

In dipolar materials the TSDC peak may
arise from a single relaxation with one relax-
ation time or from a distributed relaxation with
several relaxation times. When TSDC thermo-
grams are measured under various poling con-
ditions, the shape and the temperature for the
occurrence of the current peak do not depend
on the poling conditions if there is one 
relaxation time, but they do if there are several
relaxation times. This is because the fast- 
and slow-relaxing dipoles behave differently
for different electret formation and storage
times.32,33 A good example with a single relax-
ation can be found in ionic crystals, such as
alkali halides, doped with divalent impurity
ions, which coupled with their accompanying
vacancies, will form the I–V dipoles.33

In many materials and particularly in poly-
mers, however, there exist several relaxations,
the most common ones being the g, b, a, and r
relaxations. The g relaxation is associated with
the motion of the dipoles within the side groups
of the molecular chains, the b relaxation is due
to the motion of the side groups themselves,
and the a relaxation is caused by the joint
motions of the side groups and the main chains.
These three relaxations are directly related to
the reorientation of dipoles, while the r relax-
ation is due mainly to the motions of real
charges (space charges). Depending on the dif-
ference in activation energy DH between two
types of dipoles, the two current peaks in the
TSDC thermogram may merge to form one
broad peak if DH is smaller than a few kT; 
otherwise, two separate peaks will appear. 
For PMMA (polymethyl methacrylate), four
current peaks associated with the four relax-
ations can be monitored clearly, as shown in
Figure 5-14. If the material possesses several
groups of different relaxations, then Equation
5-38 must be written as the sum of a number of
relaxations

(5-55)t t tp pi
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where the subscript i specifies the ith group of
dipolar relaxation. Each group will contribute
to the polarization and the TSD current, so the
total polarization or total TSD current is simply
the algebraic sum of the contributions from all
individual groups.

It is also important to note that Equation 5-
38 holds only for relaxations involving the
reorientation of small dipoles. It becomes
invalid for relaxations involving large dipoles
in macromolecular materials such as poly-
mers—particularly when the temperature
reaches the glass–rubber transition state in
which the motion of the large dipoles involves
configurational rearrangement of parts of the
long main chains because the motion of such
bulky dipoles requires some unoccupied space.
In this case, we must use the WLF empirical
relation (WLF stands for Williams, Landel, and
Ferry)32,33 instead of Equation 5-38.

(5-56)

where tg is the relaxation time in the glass state,
Tg is the glass transition temperature, and Ca

and Cb are constants. By approximation, Equa-
tion 5-56 may be reduced to a form similar to
Equation 5-38, as follows

(5-57)

where tw = tg exp (-Ca), Hw = CaCb k, and Tw = Tg

- Cb. This relation becomes invalid for T < Tg.

t tr w w wH k T T= -exp[ ( )]

for T Tg>
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Figure 5-14 Thermally stimulated discharge current
(TSDC) thermogram (recorded at 5°C min-1) of polymethyl
methacrylate (PMMA) electret, specimen area being 
19.6 cm2 and poled at 10 kV cm-1 at 127°C for 30 min.33



5.5.3 Spatial Distribution of 
Dipolar Polarization

If the poling field is uniform in the material
specimen, the spatial distribution of the dipolar
polarization is expected to be uniform.
However, if volume space charges also exist
inside the specimen, the charges will be sepa-
rated: positive charges moving to the negative
electrode and negative charges moving to the
positive electrode, forming a space charge
polarization. These heterocharges near the
forming electrodes tend to lower the applied
poling field near the center of the specimen,
resulting in a smaller dipolar polarization in 
the center than that in the region near the 
electrodes, because dipolar polarization is field
dependent. If the poling process also involves
charge carrier injection, then the homocharges
will cause the distribution of the field and hence
the dipolar polarization will be nonuniform
spatially in the specimen.

The spatial distribution of dipolar polariza-
tion can be determined simply by the section-
ing method, which is discussed in Section 5.6.1.
For dipolar polarization measurements, thin
metallic electrodes must be deposited by fast
evaporation of gold on both surfaces of each
slice cut out from the electret to avoid heating
the specimen. Then we can measure the dis-
charging current using the TSDC technique.
The polarization can then be evaluated by inte-
gration of the TSDC spectrum based on P =
Ú•

o Jddt. If the electret is cut into many slices, the
distribution of P(x) can be obtained by assem-
bling the data from each slice.

Let us take a PMMA electret as an example.
The electret was cut into three slices: one near
the center and other two near the electrodes.
Figure 5-15 shows the TSDC thermograms of
the slices cut out from the PMMA electret. The
data of these curves are from Tounhout.32 It can
be seen that the polarization near the center of
the electret is significantly smaller than near 
the two electrodes, indicating clearly that the
PMMA electret has heterocharges near the elec-
trodes that cause the lowering of the poling
field and hence the polarization near the center,
since polarization increases with increasing

poling field. This implies that the electret has
not only the dominant dipolar charges but also
real space charges.

5.5.4 Isothermal Polarization 
Decay Processes
The retention of the dipolar charges depends on
the structure of the material, which is directly
related to tp and the operating and environ-
mental conditions. In general, dielectric mate-
rials exhibiting good dipolar properties have a
relatively high conductivity, due partly to their
hygroscopic behavior. These materials, such as
ceramic materials and some dipolar polymers,
tend to absorb moisture from the surrounding
environment. Dielectric materials with a low
conductivity are usually not dipolar. The value
of tp depends on the material parameters, such
as the crystallinity and the arrangement of
various dipolar groups (various types of
dipoles), particularly for organic polymers,
which are directly associated with the structure
of the material38; the dopants, which are chosen
to increase the potential barrier height respon-
sible for dipolar relaxation so as to improve the
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retention time39,40; crosslinking for polymers;
hygroscopic behavior, and so forth. The effect
of crystallinity on dipolar polarization is severe.
For example, the b peak of the TSDC thermo-
gram for polycarbonate (PC) decreases with
increasing degree of crystallinity.

Isothermal depolarization in the electret
results from the return of the partially aligned
dipoles to the randomized state that they had in
thermal equilibrium prior to the poling process.
For materials involving only one type of dipolar
relaxation, the decay process would be
expected to follow Equation 5-44. But for
materials involving several groups of different
types of dipolar relaxations, the decay process
would follow the following relation

(5-58)

where tpi and Poi are, respectively, the relax-
ation time and the preexponent factor for the ith
type of dipoles. A typical isothermal polariza-
tion decay curve at room temperature is shown
in Figure 5-16. The data are from Vander-
schueren and Linkens.41 It can be seen that the
curve does not follow a simple exponential
function, indicating that polarization involves
the contributions of several different dipolar
groups. It is likely that those with small relax-
ation times decay faster, leaving those with
large relaxation times to decay slowly.

P t P t P tii oi pi( ) ( ) exp( )= = -Â Â t

5.6 Charge Storage Involving 
Real Charges

In nondipolar materials, the charge storage is
due mainly to the injected real charges; the 
contribution of dipolar charges, if any, can be
ignored. All dielectric materials, such as poly-
mers, consist of many deep and shallow traps.
The quasi-permanent retention of real charges
happens because these traps are capable of
keeping the captured electrons or holes for a
long period of time, creating trapped space
charges (see Bulk-Limited Electrical Conduc-
tion in Chapter 7). The trapped charges may be
located on the surface and in the bulk. The
surface traps may be associated with chemical
impurities, such as adsorption of foreign mole-
cules, oxidation of the surface layer, structural
discontinuity resulting from broken chains, etc.
The bulk traps may be associated with material
structure and chemical impurities. For most
practical dielectric materials, the structure is
either amorphous, polycrystalline, or partially
crystalline. Therefore, local energy states are
created in the energy band gap, forming dis-
tributed trapping energy levels.42 The origins of
the surface traps and the bulk traps are still not
fully understood. In this section, we shall
discuss some commonly used methods for
measuring spatial and energy level distributions
of bulk traps.

5.6.1 Spatial Distributions of Trapped
Real Charges
Sectioning and potential probe are the old,
classic methods that have long been used to
measure the spatial distribution of trapped real
charges. Obviously, these methods are not suit-
able for thin electrets, although they have been
used extensively on thick electrets. However,
there are other methods for either thin or thick
electrets. We shall review briefly some of the
most commonly used methods.

Sectioning Method
For electrets with a relatively large thickness,
the electret can be cut into several thin slices
with a thin saw cutter at a low cutting speed
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Figure 5-16 Isothermal decay of dipolar polarization in
PMMA at room temperature. The electret was poled at
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(5-59)

We can also assume that the distribution of the
charges within the very thin slice is uniform.
Thus, the trapped real charge density at x = xi

can be expressed as

(5-60)

All slices may not have the same thickness, but
the spatial distribution can be easily obtained
from Equation 5-60.

Instead of cutting the electret into slices, we
can use the shaving technique. By shaving a
thin layer off the electret step by step, measur-
ing the charges on the shaved-off layers or the
charges on the remainder of the electret, and
also measuring the change of thickness of the
electret, we can assemble the data to obtain 
the information of the spatial distribution of the
trapped charges.44

Electron Beam Sampling Method
When a charged electret with both surfaces met-
allized is irradiated with an electron beam
through one electrode, as shown in Figure 5-18,
the energetic electrons penetrating into the elec-
tret will create a conductive region, which may
extend from the upper irradiated electrode to a
certain depth. This conductive region acts as a
virtual electrode, which is equivalent to a short
circuit of this region. If the front of the conduc-
tive region is swept through the whole electret
by gradually increasing the energy of the elec-
tron beam, then the charges originally stored in
the electret will be gradually removed. This
implies that the originally induced charges on
the lower electrode will be gradually released to
flow to capacitor C, and the amount of charges
removed can then be measured with an elec-
trometer. The change of the induced charges on
the lower electrode q due to the front of the con-
ductive region reaching x, will yield the charge
density r(x) at x following the relation

(5-61)

where q is the induced charges per unit area on
the lower electrode and x is the thickness of the
nonconductive region.45,46

r( )
( )

x
d qx

dx
=

2

2

rr i i ix q d( ) =

q x dxi r i
o

di
= Ú r ( )
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Figure 5-17 The sectioning of an electret into six slices.

along planes perpendicular to the direction of
the poling field, as shown in Fig 5-17. It is
important to avoid loss of the stored charges
and to prevent the cutter contact from charging
during cutting, so the cutting should be per-
formed at a low temperature.32,43,44 By putting
each slice into a Faraday pail (see Section
5.4.2), we can determine the net trapped real
charges in slice i of thickness di. Since the
dipolar polarization within that slice has zero
net charge, the total real trapped charges meas-
ured in slice i are



Pulsed Electro-Acoustic Method
The pulsed electro-acoustic (PEA) method47–49

is now commonly used to measure the spatial
distribution of space charges in dielectric 
materials, partly because it has the advantages
of relatively simple experimental arrangement
and comparatively easy interpretation of the
experimental results. The general experimental
arrangement for this method is shown in Figure
5-19(a).

The basic principle is as follows: When an
electric field pulse is applied to the electret, it
induces a perturbation force that causes a
movement of the charges. This movement gen-
erates acoustic waves that propagate in the x
direction in the material. A piezoelectric trans-
ducer (sensor) attached beneath the lower elec-
trode converts the acoustic waves into electrical
signals, which after amplification, can be mon-
itored by a high-speed digital oscilloscope. The
amplitude of the signals is related to the charge
density, and the delay is related to the distance
from the charges to the lower electrode. Thus,
spatial distribution of the space charges can be
measured. However, to use this method, the 
following conditions must be met:

1. The width of the electric field pulse Dtp must
be much smaller than the transit time of the
acoustic waves across the electret Dts = d/us,

where us is the velocity of the acoustic wave
(i.e., sound speed) in the material.

2. The acoustic impedance of the electret Zs

and that of the electrode Zl must match
each other. To make Zs = Zl, a piece of con-
ductive material is usually placed between
the electret and the electrode to satisfy the
matching condition.

When the acoustic waves propagate through the
electret and reach the sensor, the acoustic signal
consists of three components: the induced
charges on the lower electrode s (x = o), the
induced charges on the upper electrode 
s (x = d), and the charges inside the electret 
r (o < x < d). This can be expressed as

(5-62)

where ep(t) is the amplitude of the electric field
pulse.49

In order to achieve good and reliable results,
a proper matching of the acoustic impedances
is necessary to prevent any possible reflection
of the acoustic waves at the interface between
any two different materials. After being con-
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verted to an electrical signal in the frequency
domain, the acoustic wave signal is then
changed by inverse Fourier transform to the
space charge distribution in the time domain or
in the position domain r(x), where x is in fact
x = mst and t is the time required for the
acoustic wave signal to travel from the charges
to the sensor.

The electrical signal must be calibrated. The
usual way to calibrate the charge density is to
use an uncharged dielectric material, such as
polystyrene with two electrodes. For example,
by applying 5kV DC across a polystyrene spec-
imen of 200 mm in thickness and then measur-

ing the charge distribution using the PEA
system, we can observe only the charges on the
two electrodes, because there are no internal
space charges in the specimen. A typical result
is shown in Figure 5-19(b).

In this case, the components of the induced
charges on the electrodes can be calculated
simply by (ereo Vdc/d) (msDt)-1. For details of the
PEA method, see references.47–49

Figure 5-20 shows typical spatial distribution
of the space charges in a charged PMMA spec-
imen of 500 mm in thickness with the two
metallic electrodes short-circuited. Prior to the
measurement, the specimen had been charged
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with negative space charges (electrons) by an
electron beam of 200keV and 1 ¥ 10-9 A cm-2

for three hours. The data are from Takada.49

Other Methods
There are several other methods that can be
used for the measurements of spatial distribu-
tion of space charges,50–53 such as pressure
wave propagation (PWP), thermal step, laser-
induced pressure pulse, and so on. Discussion
of these methods is beyond the scope of this
chapter. For further information, see the refer-
ences cited previously.

5.6.2 Energy Distribution of Trapped
Real Charges
Electrons (or holes) trapped in localized states
in the energy band gap can be released and
become free to move in the charged electret,
provided that they are given sufficient energy
to do so. Most electrets are made of amorphous
or polycrystalline polymers with a high degree
of structural disorder, implying that they have
a high concentration of deep and shallow traps.
In particular, deep traps are important for good
electrets because they can hold the trapped
charge carriers (electrons or holes) for a pro-
longed period of time. Suppose that electrons
are the only type of monocharge trapped inside
the electret; the trapped electrons during the
heating process under short-circuit and TSDC
conditions will gain enough energy to jump to
the conduction band and drift by the internal
field F(x,t) inside the electret toward the elec-
trodes. On their way, they may be retrapped and
then detrapped again; ultimately, they will
recombine with their compensating charges at
the electrodes.

A simple approach to the analysis of TSDC
processes is to assume that only one deep trap
level acts at a given time. Here, we consider 
the case with electrons as the only type of 
real charges and electron traps situated at one
energy level. In this case, the TSDC process for
a charged electret under a short-circuit condi-
tion is governed by the following equations:
The Poisson equation:

(5-63)

The continuity equation:

(5-64)

The trapping kinetics equation:

(5-65)

where n(x,t) and u(T) are, respectively, the con-
centration and the average mobility of free
electrons; nt (x,t) and Nt are, respectively, the
concentrations of the trapped electrons (occu-
pied traps) and the total traps (empty and
occupied traps together); F(x,t) is the internal
field created by the space charges; tg is the
recombination lifetime of the thermally
released charge carriers; Cn is the electron
capture coefficient; u is the attempt-to-escape
frequency; DE = Ec - Et is the trap energy level
measured from the conduction band edge; and
Ec and Et are, respectively, the energy levels
of the conduction band edge and the traps.
The first term on the right side of Equation 5-
65 represents the retrapping and the second
term the detrapping. Cn can be expressed as

(5-66)

where sn and v are, respectively, the trap
capture cross section and the mean thermal
velocity of the electrons, and Nc is the effec-
tive density of states in the conduction band
(see Physical Concepts of Carrier Trapping
and Recombination in Chapter 7).

The thermally stimulated discharging current
density is given by

(5-67)

Using the short-circuit condition as the bound-
ary condition, which gives
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(5-68)

then the integration of Equation 5-67, with
respect to x, yields

(5-69)

This equation cannot be solved analytically
without resorting some approximations because
n(x,t) and F(x,t) are governed by the three
partial differential equations. For the simplest
case of fast retrapping, each electron released
from the trap will soon be retrapped, implying
that the rate of detrapping is approximately
equal to the rate of retrapping. Thus, we

may set and assume Nt > nt (x,t).

Then Equation 5-65 can be reduced to

(5-70)

Furthermore, we can also assume nt(x,t) >
n(x,t). By substituting Equations 5-70 and 5-61
into Equation 5-69 and based on the rate of
linear rise of the temperature in the TSDC
process (b = dT/dt), we obtain
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(5-71)

The parameters u(T), u, and Cn are functions of
temperature. The fields at the electrode x = 0
and at the electrode x = d are also functions of
temperature. If we can find the temperature
dependence of these parameters, the tempera-
ture Tm for the occurrence of the current peak
can be easily obtained. However, Equation 5-
71 indicates that if the centroid of the space
charges at normal temperature To is located at
xo, which is smaller than d/2, then the field
F(0.T) is larger than F(d,T) and there is an
external current flowing through the short
circuit, as shown in Figure 5-21. As tempera-
ture increases, the current flow will cause the
centroid xo to move toward d/2. When xo

reaches d/2, then the net current flow vanishes.
The TSDC process is used mainly to increase

the rate of detrapping by increasing the tem-
perature with time. The peak current occurs at
T = Tm, corresponding to a peak value of n(x,Tm)
or dn(x,T)/dT |T=Tm = 0 and the position of xo(Tm)
located beyond xo(To) but below d/2.

Because of fast retrapping, recombination
lifetime is very large, so both terms djd (x,t)/dx
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and n(x,t)/tr can be neglected by approximation.
By doing so, Equation 5-64 can be reduced to

(5-72)

Since dn(x,T)/dT = 0 at T = Tm, we can obtain
DE directly from Equation 5-70:

(5-73)

as n is given by

(5-74)

To use Equation 5-73, other experiments may be
necessary for finding the value of Nt, nt (Tm), and
Ec - EF (Tm). If the traps are created by the doped
impurities, Nt may be easily determined, but if
they are due to disorder in the structure, then it
must be measured by a separate experiment. It
is also necessary to know the trap occupancy at
Tm in order to calculate nt (Tm). However, even
for this simplest case, the evaluation of DE is
quite involved. Obviously, different approxi-
mations based on different assumptions for 
different cases, such as fast retrapping, slow
retrapping, quasi-equilibrium, and so on, would
lead to different solutions of Equation 5-69. For
more information about trap energy levels, see
references 32, 33, 54–58 in this chapter and also
Physical Concepts of Carrier Trapping and
Recombination in Chapter 7.

5.6.3 Isothermal Real Charge 
Decay Processes
The density of the current available to flow out
from the electret at a constant temperature T
can be written as

(5-75)

where g(T) is the intrinsic conductivity of the
material, r- (x,t) and r+ (x,t) are, respectively,
the thermally released negative and positive
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charge densities from traps; un(T) and up(T) are,
respectively, the mobilities of the negative and
positive charge carriers; and F(x,t) is the inter-
nal field created by the space charges. Since the
thermally released charge carriers are subjected
to a detrapping and retrapping process, the
charge carriers can be considered moving at the
trap-modified mobilities. Here, we will con-
sider the electret having only the negatively
trapped charges; the dipolar charges (dipolar
polarization) and the possible presence of some
positive charges will be ignored.

The internal field created by the trapped 
negative charges F(x,t) follows the Poisson
equation:

(5-76)

The motion of the released charges also causes
the internal field to change with time, which 
in turn gives rise to a displacement current,
ereodF(x,t)/dt. For the electret with a metallic
electrode deposited on the lower surface and
the upper surface bare, as shown in Figure 5-
22, and with all stored charges assumed to be
located initially on the bare surface at t = 0, then
under the open-circuit condition, Equation 5-75
can be rewritten as

(5-77)

This nonlinear partial differential equation can
be solved only under certain conditions. The
basic boundary conditions are
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(5-78)

The charges are located at x = 0 at t = 0, so at
t = 0 just prior to the movement of the released
charges toward the lower electrode, we have

(5-79)

We also introduce the following parameters

The relaxation time of the dielectric material:

(5-80)

The transit time of the charge carrier traveling
across the specimen:

(5-81)

Obviously, the theoretical transit time under the
initial condition (i.e., at t = 0) is

(5-82)

We can solve Equation 5-77 in two stages:
stage 1 is for t £ tto and stage 2 is for t ≥ tto,
where tto is the time for the charge carriers to
reach x = d.

Stage 1: For t £ tto

Since F(t) at x = d depends on the arrival of the
negative charges to the electrode, for t £ tto, the
only charges contributing to F(t) are those from
the intrinsic conduction. There are no contribu-
tions from the stored charges because r(x = d,
t < tto) = 0. Thus, for this stage, Equation 5-77
is reduced to

or

(5-83)
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The solution of Equation 5-83 for x = d is

(5-84)

Although r(d, t < tto) = 0, r(x < d, t < tto) π 0,
and this will contribute to V(t). Thus, by inte-
grating Equation 5-77 with respect to x and sub-
stituting Equation 5-84 into it, we obtain

(5-85)

Solving Equation 5-85 for V(t), we obtain59,60

(5-86)

Because g is usually very small for good dielec-
tric materials, t >> t. Thus, for t ≥ tto we can
use the approximation

(5-87)

So V(t)/Vo can be approximately expressed as61

(5-88)

Stage 2: For t ≥ tto

Once the charges can reach the electrode, we
can assume those charges to be uniformly dis-
tributed spatially inside the electret. Thus,
solving Equation 5-76 and using the boundary
condition F(0,t) = 0, we obtain

(5-89)

By integrating Equation 5-89 with respect to x,
we obtain the potential at x = d as

(5-90)

Now, by integrating Equation 5-77 with respect
to x and substituting Equation 5-90 into it, we
obtain
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Solving Equation 5-91, we obtain59,60

(5-92)

We can use the same approximation given by
Equation 5-87. Therefore, V(t)/Vo can be
approximately expressed as61

(5-93)

It can be seen from Equations 5-88 and 5-93
that when g is negligibly small and t is very
large, V(t) decays linearly with time for t £ tto

and then decays hyperbolically with time for 
t ≥ tto. At t = tto, V(t) = Vo/2.

The effective surface charge density is pro-
portional to the surface potential. So the ratio
V(t)/Vo is equal to the relative charge density
s(t)/s(0). The decay of real charges in the elec-
trets can be caused by the internal mechanisms
and the external environment. The previous
analysis is mainly for internal cause. External
cause can be associated with many factors that
tend to accelerate the decay process, particu-
larly for electrets with one unshielded bare
surface. For example, when approaching the
bare surface, ions and moisture in air will react
with charges and molecules at and just below
the surface, leading to the annihilation of the
stored charges there. The decay due to internal
cause depends on the structure of the material
used for forming the electrets and the method
of charge injection. Typical charge decay
results for some polymer electrets are shown in
Figure 5-23. The data are from Turnhout.32
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5.6.4 Distinction between Dipolar
Charges and Real Charges

In nondipolar materials, only real space charges
can be active because there are no permanent
dipoles. But in dipolar materials, both dipolar
and real charges may be present. Depending 
on the charging method and the conditions
under which the charging process is performed,
dipolar material can be charged mainly with
real charges or mainly with dipolar charges. 
For example, if the material specimen is
charged at low temperatures by electron-beam
injection, then the charged specimen contains
mainly real charges and practically no dipolar
charges, even for dipolar materials, because 
the dipoles cannot reorient at low temper-
atures. On the other hand, if the material 
specimen with two intimate metallic contacts 
is charged by a thermo-electrical poling 
process at temperature T > Tg, then this charged
specimen contains mainly dipolar charges
because there is no injection of real charges 
into it.

Electrets containing mainly dipolar charges
and those containing mainly real charges can be
distinguished by some simple methods. The
sectioning method described in Section 5.6.1
can be used for this purpose, because only the
cut slices containing real charges show the
induced charges in the Faraday pail. Another
method is to superimpose a series of photocur-
rent pulses onto the isothermal discharging
current under the short-circuit condition and
possibly at a higher temperature to enhance the
decay process.62 These photocurrent pulses can
be produced inside the electret by illuminating
the electret through a transparent electrode with
a series of rectangular ultraviolet (UV) light
pulses. If the decay is the real charge decay, the
photogenerated carriers will interreact with the
thermally released charges from the traps, and
the photocurrent will change with time. If the
decay is due to dipolar relaxation, the pho-
tocurrent will remain unchanged. An additional
experiment measuring the dielectric constant
and dielectric loss factor at low frequencies
would also provide information about the con-
tribution of dipolar charges on the TSDC peaks
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Figure 5-23 Some typical results of the decay of real
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when the results were compared with the TSDC
thermogram.

Piezoelectric and pyroelectric effects are due
mainly to dipolar polarization. When a charged
electret with two deposited metallic electrodes
is short-circuited, there is no external current
flow. However, when this electret contracts due
to an increase in the applied hydrostatic pres-
sure or a decrease in temperature, there is a
current flow, indicating that the electret con-
tains mainly dipolar charges, because if the
electret contained only space charges, there
should be no response to the change of hydro-
static pressure or temperature (see Section 5.7).

If the electret contains both dipolar and real
charges, then the TSDC thermogram may have
peaks due to the release of trapped real charges
and to depolarization. To identify these peaks,
several methods can be used. One of them
involves the measurements of both thermally
stimulated conductivity (TSCo) and thermally
stimulated polarization (TSP).63 In the TSP
process, the first step is to produce
electron–hole pairs in the material by photoex-
citation with UV light at a poling field and a
low temperature. These electrons and holes will
almost immediately be captured by traps. The
second step is to remove the photoexcitation
and also to raise the temperature linearly with
time, so this step will produce only dipolar
polarization. In this case, the TSCo measure-
ment will reveal several peaks: One is the r
peak due to the release of real charges from
traps, and the other is due to dipolar depolar-
ization. For information on other methods, see
references.33,60

5.7 Basic Effects of Electrets

The basic effects of electrets are based prima-
rily on electrostatic induction. The external
electric field from a charged electret with both
of its surfaces bare, or with one surface bare
and one surface metallized, will induce charges
on a conductor or polarization in a dielectric
material placed nearby. The configuration of
the electrets with one surface metallized and the
other surface bare is the one most commonly

used for practical applications, because it acts
as a unipolarly charged unit and therefore
creates an external electric field. The other con-
figuration of the electrets, with both surfaces
metallized, is usually used for electrets made of
dipolar materials, so the stored charges are
mainly dipolar polarization charges. Their
effects are still based on electrostatic induction
on the metallic electrodes. Applications using
this configuration are based mainly on their
piezoelectric and pyroelectric effects.

We analyzed the case of electrets with one
surface metallized and the other surface bare in
Section 5.3. The electret may consist of both
dipolar and real charges, and the real charges
may be distributed on the bare surface and in
the bulk. But we can group all the dipolar and
real charges into an equivalent total surface
charge density sT as given by Equation 5-22.
Suppose that such an electret configuration is
situated with a distance to grounded surround-
ings much larger than the thickness of the elec-
tret d, as shown in Figure 5-24. The electric
field inside the electret, Fe, and that outside the
bare surface, Fo, are given by

(5-94)

However, when an upper counter electrode is
put in parallel with the electret at a distance s
from the bare surface and connected through a
load resistance R to the lower electrode and
ground, then the induced charges on both elec-
trodes sup and slo will be shared in such a way
that the potential across the electret, Ve = Fed,
is equal to that across the air gap, Vo = Fos.
Thus, in this case, the electric fields inside the
electret and in the air gap are given by

(5-95)

Obviously, both Fe and Fo are functions of s. In
general, the electret thickness d is unchanged,
but s can easily be changed. Once s is changed,
Ve will not be equal to Vo, and there will be a
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net potential across the load resistance R and
hence a current i flowing from one electrode to
the other, tending to maintain the balance in
induced charges between the two electrodes.
Thus, we can write

(5-96)

and

(5-97)

Most practical applications are based on the
effect of the field in the air gap Fo. Thus, by
making either the electret or the counter elec-
trode thin and flexible enough to function as a
diaphragm or a membrane, there is no current
flow when the diaphragm or membrane is at the
normal resting condition. But there will be a
current flow and hence a potential across R
when the diaphragm or membrane is pressed by

i
d

dt

d

dt
up lo= = -

s s

| |V V iRo e- =

hand or vibrated oscillatively by a compressed
sound wave. Many applications, such as elec-
tret microphones, on and off keys on an elec-
tronic keyboard, etc., are based on this simple
principle.

In general, electrets with both surfaces met-
allized are those containing mainly dipolar
polarization charges. When the electrodes are
electrically connected through a load resistance
R, as shown in Figure 5-25, there is no current
flow through the load since the induced charges
on the electrodes compensate for the polariza-
tion charges. But when the electret is subjected
to an increase in pressure or to a decrease in
temperature, the thickness of the electret will
decrease, resulting in the flow of a transient
current due to the piezoelectric or pyroelectric
effects in the material. The trend is reversible;
when the electret is subjected to a decrease in
pressure or an increase in temperature, the
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thickness of the electret increases, giving rise
to a current flow in the opposite direction.
However, neither nondipolar electrets contain-
ing real charges only nor the real charges, if
any, present in the dipolar electrets have piezo-
electric or pyroelectric effects.

In general, when the dipolar electret is sub-
jected to an increase in pressure or a decrease
in temperature, the alignment of the dipoles to
the original poling direction increases, increas-
ing the induced charges on the electrodes. This
is why, for the case shown in Figure 5-25(b),
the electrons are flowing from the bottom elec-
trode to the upper electrode. This effect can be
considered due to thermal agitation. Although
the so-called frozen-in dipoles have their mean
dipole moment in the original poling direction,

there is always thermal motion, whose magni-
tude increases with increasing temperature,
tending to alter the original alignment. Thus, an
increase in temperature would cause a decrease
in the mean moment of the dipoles in the orig-
inal poling direction, and vice versa.

A similar argument can be used to explain
the piezoelectric effect. As the applied pressure
increases, the density of the material increases
and the thermal motion of the dipoles becomes
more sluggish, leading to an increase in the
mean moment of the dipoles in the original
poling direction, as illustrated in Figure 5-26.
The configuration of dipolar electrets with both
surfaces metallized is widely used in electro-
mechanical conversion devices and various
sensors.64
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5.8 Materials for Electrets

In this section we shall describe some pro-
perties of the materials commonly used for
electrets.

5.8.1 General Remarks
To select suitable materials for forming elec-
trets for certain applications, the following
items must be considered:

• The type of charges: dipolar or real charges

• The electric field, temperature, and time
required for the poling processes

• The thermal stability of the charged electrets
attained

• Plate, sheet, or flexible thin-film form

• The operating conditions of the electrets 
produced

Materials for electrets can be classified into 
two major categories: inorganic materials and
organic polymers. Inorganic materials have a
high melting point and are hard, sometimes
brittle, particularly in thin-film form. Organic
polymers have a low melting point and are soft
and flexible; they are comparably easy to fab-
ricate into flexible thin films. Inorganic materi-
als, such as titanate ceramics (BaTiO3, PZT,
etc.) and metallic oxides (Al2O3, SiO2, etc.) can
be used for electrets. However, the suitability
of these materials is still under investigation.
But organic polymers, such as wax-based mate-
rials, PTFE, PTFE-FEP, PVDF, and PET have
been widely used to form electrets for various
applications.

On the basis of their composition, polymers
can be classified into two major categories: flu-
orocarbon polymers and nonfluorinated poly-
mers. Such commonly used polymers as PTFE,
PTFE-FEP, and PVDF belong to the fluorocar-
bon family. Polymers such as polyethylene (PE),
polypropylene (PP), PMMA, and PET, belong
to the nonfluorinated family. In general, fluoro-
carbon polymers have a very stable structure and
hence contain deep carrier traps, implying that
they can hold trapped charges for a long period
of time. For example, PTFE-FEP is a nondipo-

lar material and slightly p-type, so this material
is most suitable for negative real-charge storage,
while PVDF is a dipolar and piezoelectric mate-
rial and has a very stable structure, so it is more
suitable for dipolar charge storage. The nonflu-
orinated polymers are generally n-type, so they
are more suitable for positive real charge
storage. These materials are not as good as the
fluorinated materials in terms of persistency and
ability to hold the trapped charges for a long
period of time. However, nonfluorinated poly-
mers can be improved through the incorporation
of suitable impurities.

Polymers can also be classified into two cat-
egories: nondipolar and dipolar. For example,
PTFE, PTFE-FEP, and PE are nondipolar,
while PVDF, and PMMA are dipolar. At normal
temperature and pressure, the so-called
nondipolar and dipolar materials do not exhibit
dipolar behavior, simply because the dipoles
cannot orient in solid state at low temperatures.
Dipolar properties appear only after poling at 
T ≥ Tg. In general, nondipolar or weak dipolar
materials are used to form electrets with mainly
real charge storage, and dipolar materials for
forming electrets with mainly dipolar polariza-
tion charge storage.

5.8.2 Physical Properties
Polymers are the most commonly used materi-
als for electrets because they can be produced
easily in flexible thin-film form and have good
dielectric properties. Polymers are organic
compounds formed by large molecules called
macromolecules. A polymer consists of many
macromolecules, each of which is formed by a
large number of smaller structural units called
monomers, usually of the order (103–105). The
monomer is a building block, and it possesses
two or more bonding sites so that it can bond
with other monomers to form a link in the long
polymer chain. Macromolecules are in the form
of random coils, but under the influence of
external forces, such as shearing or stretching,
the polymer chains can undergo crystallization
at a temperature above the glass transition tem-
perature Tg. Crystallization results in rigidity,
strength, thermal stability, and resistance
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against dissociation, while polymers in the
amorphous phase possess softness, elasticity,
and solubility.

By controlling the degree of crystallinity, we
can tailor to a certain extent the physical prop-
erties of polymers to suit special applications.
Also, a polymer of a given chemical composi-
tion can be manufactured into products with
widely different properties by controlling the
degree of crosslinking, which is commonly
achieved by chemical means to make the atoms
of the backbone in the two crossing chains
joined by primary chemical bonds, which are
mostly covalent in nature. Crosslinking may
also be formed by physical bonds, such as
hydrogen bonds, but these bonds are much
weaker than the chemical ones. A low degree
of crosslinking may impart elastic memory to
the polymer when it is being subjected to
mechanical deformation, but it recovers its
original form after the removal of the stress.
The higher the degree of crosslinking, the
harder the polymer and the less it is affected 
by solvents. However, when the degree of
crosslinking becomes too high, the polymer
may completely lose its elastic properties and

become hard, even brittle, and also resistant to
softening by heating.

The macromolecules in polymers are kept
together mainly by van der Waals or London
forces, or hydrogen bonds. Although these
interaction forces are much weaker than those
responsible for binding the monomers to form
the macromolecules, they play a decisive role
in determining the physical and chemical prop-
erties of the polymers.

A polymer melts when the temperature
reaches its melting point Tm, that is, when the
vibrational energy of the macromolecules
exceeds the bonding energy between them.
Conversely, when a molten material is cooled,
it becomes solidified, implying that the attrac-
tive force between the molecules overcomes
the kinetic energy of their thermal motion. In
general, the melt of a crystal is always accom-
panied by a change in phase; for amorphous
materials, such a change in phase does not
occur. However, there are three states in which
an amorphous polymer may be set, depending
on the temperature. These three states are 
the viscofluid state, the rubbery state, and the
glassy state, as shown in Figure 5-27. The
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change from one state to another is not accom-
panied by a change in phase; the change is due
mainly to a relaxation process. Each relaxation
process requires a certain time to reach its ther-
modynamic equilibrium state, which is gener-
ally referred to as the relaxation time of the
process. As the temperature is lowered, the
relaxation time corresponding to a particular
process will increase. All transition tempera-
tures, Tg, Tf, and Tm, depend on molecule
weight, chain branching, and the presence of
impurities or additives in the polymer.

The properties and the structures of some
commonly used electret materials, mainly poly-
mers, are given in Tables 5-1 and 5-2. Follow-
ing are brief descriptions of the important

properties of some polymers most commonly
used for electrets.

In general, for nondipolar materials we
would like the conductivity and the carrier
mobilities as small as possible, while for
dipolar materials we would also like low con-
ductivity and carrier mobilities, as well as a
large piezoelectric constant and a large pyro-
electric coefficient, in order to attain good elec-
tret properties. PTFE, with the trade name
Teflon, is one of the most important nonpolar
organic polymers, which has a high melting
point (Tm = 327°C) and a high heat deflection
temperature (Td = 121°C). PTFE is a tough,
flexible polymer that retains its ductility at
extremely low temperatures (-269°C). This
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Table 5-1 Some properties of some commonly used electret materials at room temperature. eG = diectric constant,
g = electrical conductivity, Tm = melting point. Tg = glass transition temperature, d31 = piezoelectric constant, p =
pyroelectric coefficient, and r = density.

Material Abbreviation Class and eG g Tm Tg r d31 p

Name Structure (60 Hz) (Wcm)-1 (°C) (°C) g cm-3 (cm V -1) (C cm-2k-1)

Silicon Quartz Piezoelectric 3.78 <10-14 1600 — 2.2 2 ¥ 10-10 —

Dioxide (SiO2) Crystalline

Polytetra- PTFE Nonpolar 2.20 <10-18 327 127 2.15–2.20 — —

fluoroethylene (Teflon) Crystalline &

Amorphous

Regions

Tetrafluoroethylene– PTFE-FEP Nonpolar 2.20 <10-18 270–280 130 2.14–2.17 — —

Hexafluoropropylene Crystalline &

Copolymer Amorphous

Regions

Tetrafluoroethylene-Per- PTFE-PFA Nonpolar 2.06 <10-16 302–310 150 2.15–2.16 — —

fluoromethoxyethylene Crystalline &

Copolymer Amorphous

Regions

Polyethylene PET Crystalline & 3.30 <10-18 250–265 88 1.37–1.39 — —

Terephthalate (Mylar) Amorphous

Regions

Polyvinylidene PVDF Piezoelectric 13.00 <10-14 170 -40 1.78 2 ¥ 10-9 4 ¥ 10-9

Fluoride (Kynar) Crystalline &

Amorphous

Regions

Triglycine Sulfate TGS Crystalline 43.00 <10-15 — — 1.69 5 ¥ 10-9 3 ¥ 10-8

Polyvinyl Chloride PVC Crystalline & 10.00 <10-16 220 80 1.40 7 ¥ 10-11 1 ¥ 10-10

Amorphous

Regions



may be due to its strong C—F bond, which is
about 393kJ/mol, much higher than the C—C,
C—Cl, and C—H bonds of 335, 276, and 
261kJ/mol, respectively. In PTFE, the effect of
F is even stronger than that of C. Compared to
other polymers, PTFE has a longer C—C chain,
resulting in a high molecular weight of the
order of 105–107. PTFE has compression and
tensile strength of the order of 25MPa, elonga-
tion of 200%, and low water absorption. After
a PTFE specimen has been immersed in water
at 23°C for 24 hours, the change of its density
is less than 10-4. PTFE retains its superior
chemical resistance against corrosives and sol-
vents, and its good strength, toughness, and
wear resistance over a wide range of tempera-
tures (from 260°C to -250°C). PTFE films can
easily be bonded by adhesives to surfaces of
other materials.65

The electrical properties of PTFE-FEP are
very similar to those of PTFE, but it has better
mechanical properties. Its elongation is 350%.
For example, the electret films made of the
copolymer with 11% hexafluoropropylene 
and 89% tetrafluoroethylene can store a high
density of negative charges for a long period 
of time because of its high concentration of
deep electron traps. PTFE-FEP copolymer
films are now widely used to form electrets for
various applications because of their superior
properties.66

PVDF, with the trade name Kynar, is a
polymer with a high degree of crystallinity, a
glass transition temperature Tg = -40°C, a heat
deflection temperature Td = 80°C, and a melting
point between 158°C and 197°C, depending on
the degree of crystallinity. PVDF’s piezoelec-
tric constant d31 and pyroelectric coefficient p
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Table 5-2 Chemical structures of some commonly used polymers.

Polymer Abbreviation Structure W X Y Z

Polyethylene PE H H

Polypropylene PP H CH3

Polyvinyl Chloride PVC H Cl

Polyvinylidene Chloride PVDC Cl Cl

Polyvinyl Fluoride PVF (Tedlar) H F

Polyvinylidene Fluoride PVDF (Kynar) F F

Polystyrene PS C6H5 H

Polyethylmethacrylate PEMA CH3 COOC2H5

Polymethylmethacrylate PMMA CH3 COOCH3

Polytetrafluoroethylene PTFE (Teflon) F F F F

Polytetrafluoroethylene– PTFE-FEP F CF3 F F
hexafluoropropylene
Copolymer

Polytetrafluoroethylene-per- PTFE-PFA F O—CF3 F F
fluoromethoxyethylene
Copolymer

Polyethylene Terephthalate PET (Mylar) O

C O O(CH2)2
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are closely related to the poling-induced polar-
ization Ps. In general, d31, p, and Ps are mutu-
ally proportional and increase with increasing
poling electric field Fp, poling temperature Tp,
and poling time tp.

67,68 The dependence of Fp and
tp tends to approach a saturation at high Fp and
tp, but this trend depends on Tp. The dipolar
relaxation time is about 109 seconds. PVDF has
also been found to be ferroelectric.69 Its piezo-
electric and pyroelectric effects are reversible.
Electrets formed by PVDF films with both sur-
faces metallized poled with an electric field of
500–800kVcm-1 at 90–110°C for one hour fol-
lowing the thermo-electrical process have been
widely used for various applications, because
PVDF has a relatively high piezoelectric con-
stant for a wide range of frequencies; high
resistance to most acids, alkalis, salts, and sol-
vents; and good mechanical strength.

The method of combining two or more
homopolymers to form a copolymer has been
used to produce a material with properties suit-
able for certain operating conditions. For
example, by adjusting the composition of each
of the homopolymers trifluoroethylene (TrFe),
tetrafluoroethylene (TFE), and vinylidene fluo-
ride (VDF), it is possible to produce a copoly-
mer with different electret properties. This
method has generated great interest among
researchers and technologists.

In general, the properties of electret materi-
als can be improved or modified by either
chemical or physical means. A polymer may be
very good in certain properties but very weak
in others. This problem may be solved by
mixing two polymers: one good in certain prop-
erties and the other good in other properties.
For example, PVDF has strong piezoelectric
properties, but its dielectric constant is rela-
tively small. If the dielectric behavior of the
amorphous region of the PVDF can be
improved, the problem can be solved. To do
this, we first must find a suitable polymer that
has good dielectric properties and is also dis-
solvable in PVDF, so that the two polymers can
be mixed uniformly to form a good copolymer.
In this case, PEMA or PMMA would be a good
candidate. For PVDF mixed with PMMA, the
latter plays the important role of improving the

dielectric behavior of the amorphous region,
leaving PVDF to remain as the crystalline
region responsible for the piezoelectric 
behavior.

For electrets with one surface or both sur-
faces bare, the surface is easily contaminated
by the surrounding medium. If the bare surface
is treated with a chemical solution (e.g., sodium
naphthalene), both the storage of charges in the
electret and its stability will be improved 
significantly.70 In general, the absorption of
smaller molecules, such as water, depends on
the structure of the polymers. Nonpolar poly-
mers, such as PE, PP, PS, and PTFE, absorb
nonpolar gases and liquids but are largely
immune to water and ethanol. On the other
hand, polar polymers, such as biphenol poly-
carbonate (PC) and polyurethane (PU), readily
absorb water. However, the bare surfaces of the
electrets exposed to air can easily be contami-
nated by various impurities, which may be
hydrophilic, tending to absorb moisture from
the surrounding medium. This may cause an
increase in the surface conductivity and hence
a fast rate of the decay of stored charges. To
improve this situation, a suitable chemical
treatment on the surface, such as a thin coating
of silicone, may be used to convert the
hydrophilic behavior to hydrophobic behavior.
For example, chemically treating the surface of
SiO2 with hexamethyl disilazane (HMDS) sig-
nificantly improves the stability of the SiO2

electret formed. In short, the mechanical prop-
erties, charge storage ability, and thermal sta-
bility can be modified or improved to suit any
particular application by chemical means, or by
physical means through mechanical, heat, light,
or radiation treatments.66 New materials and
new treatments are continuously being devel-
oped. For more information, see references
71–74, just a few of many publications.

Composite materials made from a filler—
particles, flakes or fibers—embedded in a
matrix formed by polymers or glasses, taking
advantage of particular properties of each com-
ponent, may be used to form electrets. A com-
posite means that the material consists of two
or more distinct phases. For example, when a
piezoelectric ceramic and a polymer are com-
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bined to form ferroelectric composite electrets,
these component materials allow greater flexi-
bility to tailor the properties, whether electrical,
thermal, mechanical, or other, to suit a particu-
lar application.73,75–78

5.9 Applications of Electrets

The most common applications of electrets are
transducers and sensors. Because any external
force resulting from mechanical compression,
heat, sound waves, electricity, light, or radia-
tion would interact with the stored charges in
the electrets, a wide variety of applications,
including novel devices in the medical and 
biological areas, have been put forward. This
section briefly describes the basic principles 
of some typical applications. From these few
examples, it can be imagined that all the dif-
ferent applications of electrets are based mainly
on the simple, basic effects discussed in 
Section 5.7.

5.9.1 Electret Microphones
The earliest electret transducers were electret
microphones, first developed in Japan in
1928.79,80 In the early days, electrets were made
of wax-based materials, which were poor in
thermal stability. Since 1962, however, many
other materials have been developed for
forming electrets with good thermal stability,
such as PTFE, PTFE-FEP, and PVDF. The

materials with better electrical and mechanical
properties are those containing halocarbons,
such as PTFE-FEP, and chlorotetrafluoroethyl-
ene (CTFE). These materials have been widely
used to form electrets because they can be made
into very thin, flexible polymer films.

The basic principle of electret microphones
is shown in Figure 5-28. The system consists 
of a negatively charged electret: One surface 
is coated with metallic film and the other, 
bare surface, is a diaphragm. A metal plate is
separated from the diaphragm by an air gap.
Without a compressed sound wave, the voltage
across the electret Ve and that across the air gap
Vo are equal, and they are

(5-98)

where sT is the total surface charge density (see
Section 5.3); d is the thickness of the electret,
which can be assumed to be unchanged under
any external perturbation; and so is the air gap
spacing. If the diaphragm is made to oscillate
due to a compressed sound wave, then the air
gap spacing will vary according to

(5-99)

where so is the original gap spacing, w is the
frequency of the oscillation, and a is the ampli-
tude of the variation. The induced charge on 
the upper electrode, from Equation 5-18, is
given by
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Figure 5-28 Schematic diagrams illustrating the basic principle of an electret microphone. A current flow occurs only
when there is a compressional sound wave.



(5-100)

Since sup varies with time, there will be a
current i flowing through the load resistance R,
which is

(5-101)

where A is the area of the electret. Since a 
<< so, the potential across R can be written as

(5-102)

This voltage may be amplified in the conven-
tional way, so the microphone can be made to
work without any external voltage supply.
Typical electret microphones are those made of
PTFE-FEP films of 500–1000A in thickness
with a stored charge density of the order 
of 10–20nCcm-2 and an air gap of about 
10–20mm.

5.9.2 Electromechanical Transducers
In fact, electro-acoustic transducers, such as
microphones and earphones, are indirectly
electromechanical transducers because the
mechanical forces, in this case, come from
sound waves. Thus, the same principle is applied
to the applications in phonograph cartridges,
touch or key switches, impact detectors, etc.

Since the discovery of strong piezoelectric
and pyroelectric effects in PVDF, this material
has been widely used for electrets in electro-
mechanical transducers, particularly in high
frequency loudspeakers and headphones,
hydrophones, medical microphones for fetal
phonocardiography, and heart-rate and blood-
pressure monitors.68,81,82 In comparison with
conventional piezoelectric and pyroelectric
crystals, polymers offer the following 
advantages:

• They are flexible and tough.

• They can be made very thin with a large area.

• They have a low mechanical impedance and
hence exhibit good acoustic coupling to
water and biological systems.
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However, their high mechanical and dielectric
losses sometimes limit their applications under
certain situations.

5.9.3 Pyroelectric Detectors
Several polymers, such as PVDF and PVF,
possess pyroelectric properties.64,83 The pyro-
electric coefficient of PVDF is not high com-
pared to many inorganic materials, such as
BaTiO3 and TGS, as shown in Table 4.5
(Chapter 4). This coefficient is, however, rela-
tively high compared to other polymers. In
addition, PVDF has excellent mechanical prop-
erties and low thermal conductivity, and it can
be made into flexible thin films. Thus, PVDF
has been widely used for pyroelectric detectors,
such as the one shown in Figure 5-29.

The PVDF electret is a very thin sheet of film
that heats up quickly. The metallic face elec-
trode deposited on the upper surface must be
good in absorption of radiation energy so that
heat radiation, such as infrared radiation strik-
ing it will be quickly converted to heat and
transmitted to the PVDF electret, causing a
change in the induced charges on the upper and
bottom electrodes and giving rise to a current
flow i and a signal voltage VR = iR across the
load resistance R, based on the principle given
in Section 5.7. The bottom electrode is usually
a metal block bonded by adhesive to the bottom
surface of the electret, serving both as an elec-
trode and as a good heat sink to avoid the build-
up of the heat in the electret.

The detector does not respond to continuous
radiation. It responds to a change in received
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radiation by giving a voltage blip when the
radiation changes. Obviously, the blip signal
will be contaminated by noise, so the blip
should be as large and as long-lasting as possi-
ble. However, this kind of simple detector has
been used in fire detection, burglar alarm
systems, vidicon, etc. Pyroelectric electrets
have also been used in photopyroelectric spec-
troscopy (PPES) for photothermal measure-
ments of thermal properties of solids, such as
thermal diffusivity and conductivity, or optical
properties such as absorption, transmission, and
nonradiative de-excitation efficiency.84–87 Pyro-
electric electrets have also been used as pyro-
electric calorimeters for measurements of the
specific heats of thin films,88 and as a titration
for characterizing ligand-macromolecules and
macromolecule–macromolecule reactions.89

5.9.4 Other Applications
There are a number of other applications for
electrets. In this section, only a few are given
as examples. Electrets have been used as air
filters. For this use, the electret filters are
usually made of polypropylene film, which is
first stretched to a thickness of about 8–10mm,
then charged by a corona discharge technique,
and finally fibrillated into tiny fibers. These
fibers are then made to spread into a broad web
(due to their repulsive forces) to form an air
filter.94 The fibers capture particles from the 
air due to the induction of the dipoles in them.

Electrets can also be used as radiation
dosimeters. The basic principle of radiation
dosimetry is based on the interaction between
radiation and the stored charges in the electret.95

A systematic study of such interactions96 and a
detailed description of various electret dosime-
ters97,98 have been reported. In general, radia-
tion effects, such as the decay of electret
charges due to radiation or the generation of
radiation-induced conductivity (RIC) in the
electret, are employed for the measurement of
radiation doses.99

Real charge or polarization charge storage
has been found in many biomaterials. This
implies that these materials can behave as elec-
trets capable of performing certain functions

for biomedical applications, as well as for fun-
damental studies of biophysical phenomena.
Electret effects have also been found in some
biopolymers, such as protein.74,100,101 In fact,
Carnauba wax, the material originally used by
Eguchi to verify the electret effects,2,3 is a mate-
rial of biological origin. The methods for 
producing electret effects in biomaterials are
similar to those given in Section 5.2. However,
in using such electret effects, we must under-
stand the mechanisms for the storage of real
charges or polarization charges and their impor-
tance to biophysical phenomena and biomed-
ical applications. This area is still at an early
stage, but because of its potential for biomed-
ical applications, new research and develop-
ment results will likely emerge rapidly in the
future.

Regarding the applications of polymer elec-
trets in the biological and biomedical areas, 
we mention here only a few selected topics to
demonstrate the potential of electret applica-
tions in these areas. Teflon electrets placed in
contact with bones would cause accelerated
growth of callus, necessary to heal fractures,
which may be associated with negative electret
charges.102 Electret bandages placed on skin
incisions would considerably improve the
tensile strength of the wound over a period of
time and thus accelerate the healing process.103

It is important to find blood-compatible bioma-
terials for use inside a human body (implants),
which do not cause blood coagulation (throm-
bus formation). It has been found that blood
platelets are electrically charged and that a 
negatively charged surface inhibits blood coa-
gulation.100 Teflon has a good biological com-
patibility, so negatively charged Teflon electrets
may be used for human heart or arterial
surgery.102–104
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6 Charge Carrier Injection from
Electrical Contacts

Thermodynamically, the flow of free carriers in
both directions always exists, but it would be
very small and equal in quantity, maintaining 
a statistically zero net flow under a thermal
equilibrium condition.

The Fermi level EF is sometimes called the
electrochemical potential or simply the chemi-
cal potential. The Fermi level can be consid-
ered a reference level. A state of energy equal
to EF will have the same probability ( f = 1/2)
for being occupied or vacant. This implies that
the probability for a state at the level DE above
EF to be occupied is equal to that at the level
DE below EF to be vacant.

In this section, we shall discuss the features
of various types of potential barriers formed by
some ideal contacts. Note that although the
energy band diagrams might be used to analyze
and to predict some consequences, the surface
states, created by contaminating impurities,
crystallographic defects, and lattice mismatch-
ing (which unavoidably exist in the interface),
greatly affect the electrical performance of 
a contact. However, the physics of contacts,
including the effects of surface states, is not 
yet fully understood; the science and technol-
ogy of producing a desired electrical contact for
a certain application (e.g., ohmic contact to an
insulator) is not yet fully explored.

Since the wave functions or orbitals of the
outermost electrons of atoms or molecules
overlap to some extent in a solid (because of
interatomic or intermolecular bonding), the
charge carriers injected from a metallic elec-
trode into a solid become delocalized inside the
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When you can measure what you are speaking about, and express it in number, you know something
about it; but when you cannot measure it, when you cannot express it in number, your knowledge is
of a meager and unsatisfactory kind; it may be the beginning of knowledge, but you have scarcely,
in your own thoughts, advanced to the state of science.

William Thomson, Lord Kelvin

An electrical contact is generally referred to as
a contact between a metal and a nonmetallic
material, which may be an insulator or a semi-
conductor. Its function is either to enable or 
to block carrier injection. Contacts such as
metal–electrolyte contacts, electrolyte–
insulator, or electrolyte–semiconductor con-
tacts are also common electrical contacts. 
Electrical contacts are heterojunctions but nor-
mally exclude contacts between two different
semiconductors, between two different metals,
or between a semiconductor and an insulator.
This chapter deals only with contacts between
metal and nonmetallic materials.

6.1 Concepts of Electrical Contacts
and Potential Barriers

When two materials with different Fermi levels
are brought into contact, free carriers will flow
from one material into the other until an equi-
librium condition is established, that is, until
the Fermi levels of both materials are aligned
(meaning that the Fermi levels for electrons in
both materials are equal at the contact). This net
carrier flow will set up a positive space charge
on one side and a negative space charge on the
other side of the interface, forming an electric
double layer. This double layer is generally
referred to as the potential barrier, and the
potential across it is called the contact poten-
tial. The function of this double layer is to set
up an electric field to stop any further net flow
of free carriers from one material to the other.



solid. Charge carriers produced by thermal or
optical excitation inside a solid usually do not
alter the electrical neutrality of the solid as a
whole. (They may cause a net space charge of
one sign in a local domain and a net space
charge of opposite sign in the other domain due
to the difference in mobility and diffusion con-
stant between electrons and holes. The solid as
a whole, however, can always be assumed to be
electrically neutral.) This is because such exci-
tations produce either an equal number of elec-
trons and holes, or an equal number of one type
of free carrier (mobile) and the other type of
bound charge (nonmobile). But charge carriers
injected from a contact will produce a net space
charge in the solid; this net space charge pro-
duces the so-called space-charge limited (SCL)
current under an applied electric field.

6.1.1 Electrical Contacts, Work
Functions, and Contact Potentials
The nature of a contact is a complex affair. No
single crystal free of any kind of imperfection
has been found in this world. There always
exist structural imperfections (e.g., dislocations
in a crystal lattice) and chemical imperfections
(e.g., impurities already existing internally in
the material or due to external contamination)
even on a cleavage surface. Imperfections in
structure are normally accompanied by imper-
fections in geometric shape; imperfections due
to impurities always produce protuberances and
depressions on the surface. It is very difficult 
to avoid impurity contamination, even for a
surface cleaved in a vacuum chamber, because
a vacuum of 10-12 torr still contains about 3 ¥
104 particles per cm3. However, a surface with
protuberances gently undulating over it may be
considered a mathematically smooth surface,
while that with protuberances existing as irreg-
ular steep and jagged asperities is considered a
rough surface.

When two surfaces are brought into contact,
some parts of the surfaces may not be in contact
and some parts may be in real contact, with
mechanical actions and reactions between the
surfaces.1 A contact that is prevented from
being intimate by an extraneous body (contam-

inating particle) is referred to as an impeded
contact, because in such a contact the mechan-
ical forces are transferred from one surface to
the other through the intermediary of this ex-
traneous body. In the absence of extraneous
bodies, an intimate contact may be formed by
long-range molecular forces with a finite gap
between the two surfaces (close contact), or by
much stronger short-range molecular forces
(true contact). For mathematical analyses, we
always assume that the contact is a true intimate
contact and the gap between the surfaces is so
small that it can be considered transparent to
quantum-mechanical tunneling of electrons.
However, a practical contact is not so ideal;
imperfections on the surfaces, coupled with 
the nonhomogeneity of the solid, lead to the
concepts of filamentary carrier injection, 
which will be discussed in Filamentary Charge-
Carrier Injection in Solids in Chapter 7.

The simplest contact between a metal and a
nonmetallic material is the contact between a
metal and a vacuum. When two metallic plates
are placed in parallel in a vacuum with a small
separation, the current flow is negligibly small
if the applied voltage across the two plates is
small. This is not because there are no free elec-
trons in the metal, nor is it because any elec-
trons present in the vacuum are not mobile in
the vacuum. Rather, it is because the electrons
in the metal must surmount a potential barrier
before they can leave the metal and enter 
the vacuum. This potential barrier between the
highest energy level of the electrons in the
metal (termed the Fermi level of the metal) and
the lowest energy level of the electrons in the
vacuum (termed the vacuum level) is called the
work function of the metal, fm, as shown in
Figure 6-1(a). It is given by

(6-1)

in which z is the difference in potential energy
of the electrons between the inside and the
outside of the metal, and depends on the struc-
ture of the crystal and the condition of the
surface. The higher the cohesive energy of 
the metal, the higher the work function, but, on
the other hand, the work function may be appre-
ciably altered by the presence of an absorbed or

f zm FmE= -
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adsorbed layer of foreign atoms or molecules
on the surface.2–4 Thus, the work function con-
sists of two parts: the energy of binding the
electron and the energy required to move the
electron through an electrostatic double layer at
the surface. This implies that z must depend
partly on the structure of the surface and partly
on the dipole moment of such a double layer.

A metal as a whole is electrically neutral, but
at its surface facing a vacuum as a discontinu-
ity, the electron distribution may be unsym-
metrical with respect to the ion cores, resulting
in the formation of a double layer in a way
similar to that due to a net charge flow. If ss is

the charge per unit area, eo the permittivity in
vacuum, and t the thickness of the layer, then
the dipole moment per unit area is ss t and the
potential is ss t/eo. This potential may be posi-
tive or negative outwardly, depending on the
double layer with positive or negative charge
on the outside.

For clean metal surfaces, the magnitude of
the dipole moment of such an intrinsic double
layer is different for different orientations of the
crystal plane, and the potential is of the order
of 1/2 to 1 volt; for alkali metals, it is less than
half a volt. For contaminated metal surfaces,
however, the adsorbed layer of foreign atoms,
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either neutral or ionized, may greatly modify
the surface potential barrier and may then raise
or lower the work function of the metal by more
than 2eV. For example, atoms of an elec-
tronegative gas such as oxygen adsorbed on the
surface will capture electrons from the metal
and form a layer of negative ions. This layer
will in turn induce a layer of positive image
charge in the metal. A double layer formed in
this way, with the negative potential or nega-
tive charge outward, always tends to raise the
work function. Conversely, cesium, barium or
thorium atoms may give up their outermost
electrons to the metal before they become
adsorbed on the metal surface (such as tung-
sten) to form a double layer with the positive
charge outward. Such a double layer always
tends to lower the work function. The adsorbed
layer may be electrically neutral, but it would
still be polarized by the field at the surface of
the metal to form a double layer. The effect of
the layer formed by neutral atoms with or
without permanent dipoles is smaller than that
formed by ionized atoms.

The work function of a metal surface is
therefore mainly determined by the top few
layers of atoms, and not by the metal as a
whole. Because the properties of the double
layer are temperature dependent, the work
function would also be expected to be temper-
ature dependent.

Even if there is no contamination layer on the
surface, the work function of a polycrystalline
metal surface may vary from place to place.
The domains of different work functions are
patches. Thus, the average work function of a
surface can be expressed as

(6-2)

where fmi is the work function of patch i of area
ai. The potential outside the metal surface con-
taining patches of different double layers is not
constant but varies in the same manner as the
work function. The resulting field between dif-
ferent patches is called the patch field. The
presence of patches on the surface affects 
the measured value of the work function and
the electron emission.5

f fm i mi
i

i
i

a a= Â Â

The following sections describe the methods
for determining the work function of a metal.

Contact Potential Measurements
Contact potential between two materials is
defined as the difference in their work func-
tions. If the work function of one material is
known and the surface of this material is used
as a standard surface, then the unknown fm of
the other material can be determined by meas-
uring the contact potential between the surfaces
of these two materials using the Kelvin
method.6 The whole system containing the two
materials for contact potential measurement
must be kept completely isothermal; otherwise,
errors would be introduced due to the thermo-
electric effect if a pair of surfaces were at 
different temperatures.

Photoelectric Emission Method
The photoelectric emission yield is a function
of temperature. Fowler was the first to derive
an expression for photoelectric emission yield
as a function of work function, photon energy,
and temperature,7 which is given by

(6-3)

or

where B = �nA and . By

plotting J/T 2 as a function of hu/kT, known as
the Fowler plot, we can compare the theoreti-
cal Fowler plot based on Equation 6-3 with the
experimental Fowler plot. A vertical shift of the
data of fit F(x) enables the determination of B,
while a horizontal shift enables the determina-
tion of fm/kT. This is one of the most accurate
ways to determine the work functions of
metals, because in most cases the theoretical
and experimental curves fit very well.

Thermionic Emission Method
This method is based on the common plot of
Richardson lines following the equation
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(6-4)

or

The slope of the Richardson line would be 
-fm/k, enabling the determination of fm.
However, fm is most likely temperature
dependent even for a clean metal surface,8

because interactions between the electrons in
the solid have not been taken into account to
derive Equation 6-4. If fm is a function of T,
then the apparent work function f*m is given by

(6-5)

Although these three methods can be used 
to estimate the work functions of the metals,
some discrepancies between measured fm are
expected because of the uncertainties in meas-
uring fm thermionically, and particularly
because the measurement involves very high
temperatures. Surface preparation for photo-
electric emission measurements is extremely
important, because patchiness of the surface
means that fm is not constant over it, and this
may spoil the fit of the Fowler plot. Again, the
accuracy of the contact potential method
depends so much on the choice of the standard
surface of known fm and the surrounding
ambient. However, the Fowler plot satisfacto-
rily explains the temperature dependence of
photoelectric emission, so that fm determined
by the photoemission method may be consid-
ered as the true fm at 0K.

In general, all the fundamental principles
outlined above for metals can also be applied
to nonmetallic materials. In nonmetallic mate-
rials, the Fermi level is always located within
the energy band gap, except for degenerate
extrinsic semiconductors. The work function
for these materials is defined by

(6-6)

Figure 6-1 shows the definition of f for metals,
insulators, and n-type and p-type extrinsic
semiconductors. The definition of f for insula-
tors is the same as for intrinsic semiconductors,
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J A r T kTm= - -( ) exp[ ]1 2 f except that the energy band gap for the latter 
is normally much smaller. The conditions for
electron emission from an insulator or from a
semiconductor differ appreciably from those
for metals. There are no electrons at the Fermi
level EF and in the forbidden gap, where there
are no quantum states, so the electrons that may
be removed from the interior of a nonmetallic
material must be either in the conductor band,
in the valence band, or in the impurity levels.
In a metal, the minimum energy required to be
imparted to an electron to remove it from the
metal at T = 0 into a vacuum is the energy dif-
ference between the Fermi level and the poten-
tial energy given by Equation 6-1. At T > 0, 
the Fermi–Dirac distribution function becomes
smeared out over a distance of the order kT, that
is, over only a small fraction of an electron volt.

In an insulator or a semiconductor, the situ-
ation is different; only a very small portion of
electrons in the conduction band requires the
minimum excess energy (of the order of c, 
the electron affinity) to leave the material to the
vacuum level. Electrons at the impurity levels
require higher energy, and those in the valence
band require much higher energy to do so. After
an electron has left the material, the remaining
electrons in the material restore their statistical
distribution. If an electron in the conduction
band receives an energy greater than c and
leaves the material, its place is immediately
taken by an electron either from the impurity
levels or from the valence band. Since electron
distribution inside the material before and after
the emission of an electron is determined by the
energy levels of these electrons with respect to
the Fermi level EF, the free energy required for
an electron emitted from the material to the
vacuum level is the work function defined by
Equation 6-6. The work function of a material
depends on the location of EF, which is a func-
tion of temperature, impurity concentration,
external pressure, etc.

However, in insulators and semiconductors,
the electron affinity c is an important quantity
defined as the energy required for an electron
to be removed from the bottom edge of the con-
duction band at the surface to a point in the
vacuum just outside the material. In insulators
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or high-resistivity nondegenerate semiconduc-
tors, c can be determined by measuring the
threshold wavelength for photoemission corre-
sponding to the energy separation between the
electron energy in the vacuum just outside 
the surface and the highest energy level that the
electrons occupy in the material, that is, c + Eg.
The yields associated with the threshold wave-
lengths corresponding to the transitions from
the conduction band, from impurity and trap-
ping levels, and from surface states are usually
very small. However, the following conditions
must be satisfied in order to determine c accu-
rately using this method:

• The materials must have a high resistivity
and be nondegenerate so that the photoelec-
tric threshold is insensitive to the height of
the potential barrier. This means that the
band bending over the escape depth of the
emitted electrons must be negligibly small.

• The concentration of surface states must be
very small so that the photoelectric yield
from the valence band, rather than from the
surface states, is predominant.

Contact potential is defined as the potential
difference created between two dissimilar
materials when they are brought into intimate
contact. It is basically equal to the difference in
the work functions of the two materials. Taking
a metal–n-type semiconductor contact with 
fm > fs as an example, the contact potential 
is given by

(6-7)

Since Ec - EF is sensitive to temperature and
impurity (particularly donor) concentration, Vd

depends strongly on temperature and impurity
concentration. Figure 6-2(a) shows that before
contact, the electrons in both the isolated metal
and the semiconductor experience a short-range
binding force exerted by the lattice of their own
crystal (metal or semiconductor). This implies
that the electrons must surmount a very steep
potential barrier in order to leave the solid and
go into the vacuum. If we now allowed the elec-

V
q q
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trons to flow from one solid to the other by
making an electrical contact between the two
solids (e.g., by connecting a metal wire to the
back faces of the solids, leaving the front faces
not in contact), as shown in Figure 6-2(b), there
will be a net flow of electrons from the n-type
semiconductor to the metal. This is because fs

< fm, so a space charge will build up near the
two surfaces to hinder the electron flow. The net
flow will cease (although the electron flow from
both solids always exist due to thermal excita-
tion) when the space charge density builds to
such a level that the Fermi levels in the metal
and in the n-type semiconductor are aligned to
the same height. This means that a thermal
equilibrium has been reached between these
two solids. The space charge will establish an
electrostatic field and hence a potential differ-
ence between the metal and the semiconductor
bulks, which is generally referred to as the
contact potential and sometimes called the dif-
fusion potential, because in the space charge
region, the carrier movement is due mainly to
a diffusion process, since the thickness of this
region is normally very large in comparison
with the mean free path of the carriers. Under
the condition shown in Figure 6-2(b), in which
the separation between the front surfaces of the
metal and the semiconductor is still large, the
major portion of the contact potential is 
the potential difference across the vacuum gap;
only a small portion is due to the small space
charge inside the semiconductor. When the sep-
aration between these two solid front surfaces
decreases, the positive space charge region in
the n-type semiconductor will extend much
farther into the bulk. Electrons are driven
farther away from the surface due to the prox-
imity effect, so the portion of the contact poten-
tial across the vacuum gap decreases and the
portion across the space charge region in the 
n-type semiconductor increases.

When the separation reduces to the value of
the order of interatomic distance and the
contact becomes an intimate contact, practi-
cally the whole contact potential will be across
the space charge region, the portion across the
vacuum gap (atomic scale) being negligibly
small, as shown in Figure 6-2(c). In general,
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this extremely thin barrier between the two 
surfaces is omitted in the energy level diagram
because it is transparent quantum-mechanically
to electron tunneling. Because the free carrier
density in the semiconductor is much smaller

than that in the metal, the space charge region
extends much farther into the bulk of the semi-
conductor, as shown in Figure 6-2(c). The space
charge region in the metal side is very thin and
can be thought of as an electric charge sheet at
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the surface, containing charge carriers equal in
quantity but opposite in sign to those in the
semiconductor. This also implies that a poten-
tial barrier is naturally accompanied by a
double layer.

The width of the double layer or the space
charge region is the width of the potential
barrier denoted by W in Figure 6-2(d). The 
electrons at the bottom of the conduction band
of the semiconductor must have an energy
equal to or larger than the height of the poten-
tial barrier qVd before they can leave the semi-
conductor and pass into the metal side.
Similarly, the electrons at the Fermi level of the
metal must have an energy equal to or larger
than the height of the potential barrier fm - cs

before they can be injected from the metal into
the semiconductor. Potential barriers of this
type, which are formed by a space charge
double layer and whose width and height are
dependent on applied voltage, are generally
referred to as Schottky barriers. If the height of
a potential barrier is of the order of or smaller
than the thermal energy kT, or if the width of a
potential barrier is of the order of or smaller
than the wavelength of a conduction electron or
hole, this means that the carriers may quantum-
mechanically tunnel through, and the barrier
does not perform effectively as a barrier.

Before closing this section, we would like to
clarify the concept of the vacuum level shown
in Figure 6-2. The vacuum level serves as a ref-
erence for the potential energy of the electrons
at a given position. In an isolated homogeneous
material, it corresponds to the potential energy
of an electron at a point where the attractive
force between the electron and the surface of
this material is negligible. In fact, the vacuum
level does not have any absolute meaning. It
represents only the relative energy of electrons
at rest located just outside the various regions
of the material at a position not influenced by
the attraction force from the surface. However,
the potential energy fvac in the vacuum level,
due to the difference in work function between
two different materials—see Figure 6-2(b)—
will create a built-in field in the vacuum gap

(6-8)F
q x

in =
1 ∂ f

∂
vac

even in the absence of an applied voltage. Thus,
under such a condition, the electrons at the
surface would experience a force in the x direc-
tion due to Fin.

6.1.2 Types of Electrical Contacts
To define different types of electrical contacts,
we will choose a metal-insulator-metal (MIM)
system, assuming that the insulator is intrinsic
or contains a low concentration of traps and that
the two metallic electrodes are identical, unless
otherwise stated. Before an intimate contact is
made, we assume that the work function of 
the metal fm and that of the insulator f are not
equal. Therefore, after they are brought into
contact, charge transfer between the electrode
and the insulator will prevail until the Fermi
levels of the electrode and the insulator are
aligned to the same height. Depending on the
values of fm, f, and other conditions, there are
many types of electrical contacts, which are
discussed in the following sections.

Neutral Contacts
The word neutral implies that the regions adja-
cent to the contact on both sides are neutral
electrically. To satisfy the condition of electri-
cal neutrality, no space charge will exist and no
band bending will be present within the insula-
tor, so both the conduction and the valence
band edges will be flat right up to the interface.
A condition like this is sometimes referred to
as the flat band condition. The possibilities for
neutral contacts are

• When fm = f, the contact is neutral, as
shown in Figure 6-3(a), because when the
metal and the insulators are brought into
contact, the probability that the electrons
will flow from the metal to the insulator is
equal to the probability that the electrons
will flow in the reverse direction. Thus, there
is no net flow and hence no space charge
formed near the interface.

• When fm π f (either fm > f or fm < f) at low
temperatures, or with an electron trapping
level at a distance sufficiently above EF (or 
a hole trapping level below EF) in 
wide-bandgap insulators, the contact can be
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neutral because the trapped space charge
will be too small under such conditions to
cause significant band bending.9 A neutral
contact is defined as one in which the carrier
concentration at the contact is equal to that
in the bulk of the insulator.

• When the work functions of electrode 1,
electrode 2, and the insulator follow fm1 < f
< fm2, the contact can still be neutral, as for
the case of wide-bandgap insulators at low
temperatures. However, as discussed in
Section 6.1.1, there will be a potential dif-
ference across the insulator given by

(6-9)

as shown in Figure 6-3(b), and a built-in field
in the insulator is given by
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which can be very large for insulating thin films
for which d is small.

The zero-bias built-in field existing within
the insulator is caused by the charge transfer
between the electrodes: electrode 1 with a
lower work function transfers electrons to elec-
trode 2. The amount of charges transferred is

(6-11)

We now return to Figure 6-3(a). If a DC
voltage V is applied between the two elec-
trodes, and electrode 1 (the cathode) can supply
a maximum electron density no through a
thermionic emission process to maintain the
current flow in the insulator, then current re-
corded at electrode 2 (the anode) is given by

(6-12)

Equation 6-12 follows Ohm’s law, and the
contact is ohmic if the following three condi-
tions are met:
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• There is no band bending, so F is constant
throughout the insulator for a given V.

• m is independent of F. This requires that the
current cannot be large enough to cause the
change of m with F through the Joule heating
effect.

• The current drawn through the insulator is 
less than the saturated thermionic emission
current from the cathode.

J is proportional to F until J is equal to the sat-
urated thermionic emission current, for which
F becomes Fo. When F is increased beyond Fo,
the thermionic emission current is no longer
capable of replacing the electrons drawn 
out at the anode. Under such a condition, 
the contact ceases to be ohmic and tends 
to become blocking, and the conduction
becomes electrode-limited.

Blocking Contacts
The Schottky barrier, shown in Figure 6-2, is
formed by an electron blocking contact for
which fm > fs. The condition for a contact to be
blocking, seen by electrons from the metal, is
fm > fs for a metal–n-type semiconductor junc-
tion, or fm > f for a metal–intrinsic semicon-
ductor (or metal–insulator) junction. Under
such a condition, electrons will flow from the
semiconductor to the metal, leaving a positive
space charge region (called a depletion region)
in the semiconductor, as shown in Figure 6-4.
W is the width of the depletion region, and fB

is the height of the potential barrier that an elec-
tron in the metal must surmount in order to 
pass into the semiconductor. Such a contact is
sometimes referred to as a rectifying contact,
because under forward bias electrons can flow
easily from the semiconductor to the metal,
while under reverse bias the flow of electrons
from the metal is limited by the electrons avail-
able over the Schottky barrier, the density of
which is much smaller than that in the bulk of
the semiconductor. So, a blocking contact can
be defined as one that creates a depletion region
extended from the interface to the inside of 
the semiconductor. With this contact, the
thermionic emission from the metal tends to 

be saturated. This is why, from the current-
injection point of view, such a contact is called
the blocking contact and why the conduction is
electrode-limited under reverse bias. Electron
emission from a metal across the blocking
contact may be due either to a thermionic
process or to a high-field tunneling process.
These will be discussed in Section 6.2.

The condition for a contact to be blocking,
seen by holes from the metal side (or by elec-
trons from the opposite side), is fm < fs for 
a metal–p-type semiconductor junction, or 
fm < f for a metal–intrinsic semiconductor (or
metal–insulator) junction. Such a contact will
block the hole emission from the metal, as
shown in Figure 6-4.

Ohmic Contacts
An ohmic contact between a metal and a semi-
conductor is defined as one with a negligibly
small impedance compared to the series imped-
ance of the bulk of the semiconductor. This
implies that the free carrier density at and in 
the vicinity of the contact is much greater than
that in the bulk of the semiconductor (e.g., 
thermally generated carriers in the bulk), so 
the contact may act as a reservoir of carriers. An
ohmic contact can also be defined as one that
creates an accumulation extended from the
interface to the inside of the semiconductor.
Unfortunately, the term ohmic is not appropri-
ate insofar as the current–voltage relation-
ship is not linear. With ohmic contacts, the
current–voltage relationship is nonlinear and
depends on many factors. This will be discussed
in detail in Chapter 7 in High-Field Effects and
Bulk-Limited Electrical Conduction Involving
One Type of Carriers. In general, conduction is
ohmic at low fields if the metal does not inject
carriers, and becomes nonlinear or nonohmic
when the carrier injection from the electrode or
the space charge effect becomes predominant.

There are two ways of making ohmic 
contacts:

Method 1: Choose metals of low work 
functions so that fm < fs (for metal–n-type
semiconductor junctions) or fm < f
(for metal–intrinsic semiconductor or
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metal–insulator junctions) for electron injec-
tion, or choose metals of high work functions
so that fm > fs (for metal–p-type semicon-
ductor junctions) or fm > f (for metal–
intrinsic semiconductor or metal–insulator
junctions) for hole injection. This lowers 
the potential barrier for efficient thermionic
emission to make the free carrier density
higher (or the impedance smaller) at the
contact than that in the bulk of the 
semiconductor.

Method 2: Dope the semiconductor surface
heavily near the contact to make the poten-

tial barrier thin enough for efficient quantum-
mechanical tunneling. In general, the re-
sistivity of most insulators is very large, so
the electrical contact impedance is normally
considered negligibly small compared to the
resistance of the insulator specimen.

For a case without surface states, the ohmic
contact for an n-type semiconductor and the
ohmic contact for a p-type semiconductor are
shown schematically in Figure 6-5, based on
method 1 just described. The work functions of
the metals or alloys commonly used for elec-
trical contacts are within the range of 3 to 5eV.
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It is usually difficult to find a suitable metal
with fm < fs for the ohmic contact to n-type
semiconductors, or with fm > fs for the ohmic
contact to p-type semiconductors. Furthermore,
most semiconductors for electronic devices are
covalently bonded, so they have surface states.
For these reasons, it is not possible to produce
an ohmic contact simply based on method 1.
Even though it may be possible for other semi-
conductors, it is still not practical, because 
the behavior of such ohmic contacts is not
reproducible.

The method for obtaining good, reliable
ohmic contacts for most semiconductor devices

is based on method 2, that is, producing a very
thin layer heavily doped with dopants by either
diffusion or ion implantation techniques in
order to make this layer become degenerate.
Such a layer is called the n+ layer for n-type
semiconductors and the p+ layer for p-type
semiconductors. After this layer has been pro-
duced, any metal or alloy can be deposited on
the surface of this layer to form a good ohmic
contact.

Let us take the ohmic contact for n-type
semiconductors as an example. The n+ layer
provides a narrow barrier width for electrons to
tunnel quantum-mechanically from the metal
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electrode to the conduction band of the semi-
conductor, as shown in Figure 6-6.

It is important to understand the behavior of
the normal ohmic contact between a metal elec-
trode and an insulator (or an intrinsic semicon-
ductor). Figure 6-7 shows the energy level
diagram for an ohmic contact without surface
states. The distributions of charge carriers and
potential in the insulator are governed by
Poisson’s equation
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(6-13)

and the current flow equation

(6-14)

since there is no external applied field. Using
the boundary condition (see Figure 6-7)

(6-15)

and the Einstein relation

(6-16)

we obtain

(6-17)

where ns is the electron density at the contact 
x = 0 (where y = fm - c). Thus, Equation 6-13
can be written as

(6-18)

using the boundary condition when 

y = f - c the solution of Equation 6-18 
yields

or

(6-19)

Integration of Equation 6-19 gives the width of
the accumulation region

(6-20)

It is clear that when f = fm, W = 0, the contact
becomes neutral; that when f - fm < 4kT, W
increases with decreasing barrier height fm - c;
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and that when f - fm > 4kT, Equation 6-20
reduces to

(6-21)

Under such a condition, W is independent of the
barrier height fm - c and the electrode work
function fm. Rather, W depends on the energy
separation between the Fermi level and the
bottom edge of the conduction band. In other
words, it depends on the free carrier density in
the bulk of the insulator. This implies that W
increases with decreasing free carrier density in
the bulk of the insulator.

Although the insulator or semiconductor
itself may be intrinsic, the ohmic contact injects
free carriers into the insulator in a quantity
overwhelming those generated thermally inside
the semiconductor. This makes the electrical
conduction in the insulator or intrinsic semi-
conductor become extrinsic and space-charge
limited in nature. In fact, even for an insulator,
the ohmic contact always tends to inject elec-
trons into the insulator when fm < f, or to inject
holes when fm > f, raising or lowering the
Fermi level in the insulator by an amount of 
|f - fm| in order to align the Fermi levels in 
the metal and the insulator. Since the ohmic
contact acts as a reservoir of free charge carri-
ers, the electrical conduction is controlled by
the impedance of the bulk of the insulator (or
of the intrinsic semiconductor) and is therefore
bulk limited.

Because the injected space charge density
decreases with increasing distance from x = 0
and reaches the value equal to that generated
thermally in the bulk of the insulator at x = W,
the internal field created by this accumulated
space charge will decrease with increasing 
distance. It is now interesting to see how an
applied electric field affects band bending.
Figure 6-7 shows that when an average field Fav

(applied voltage V = V1 divided by specimen
thickness) of low magnitude or of the order of
the internal field near x = W is applied, the
applied field will be equal to and opposite of
the internal field at x = Wa, where the product
of the diffusion field and the charge carrier
density is equal to the product of the applied
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field and the charge carrier density in the bulk
of the semiconductor.10 In general, we call this

point the virtual cathode at which .

This situation is very similar to the space-
charge limited situation in vacuum diodes due
to thermionic emission. Under equilibrium con-
ditions, the negative potential gradient at x < Wa

tends to send back to the contact all the elec-
trons that represent the excess of the SCL
current permitted by the insulator. Thus, at x =
Wa, that is, at the virtual cathode, we can
assume that the electrons are released without
initial velocity. When the applied voltage is
increased to V2 (>V1), this field will balance a
higher internal field at x = W ¢a(<Wa). This also
implies that the electron density at x = W ¢a
is higher than that at x = Wa, supplying a 
higher SCL current at a higher applied field. In
Figure 6-7, the distances W, Wa, W ¢a, W≤a are
greatly exaggerated to illustrate the physical
picture.

The higher the applied field, the closer the
virtual cathode is to the contact.11 When the
applied field is so high that the virtual cathode
coincides with the contact at x = 0, the effect of
space charge ceases (because there is no accu-
mulated charge region) and the conduction
becomes ohmic, following Ohm’s law. Beyond
this, any further increase in applied field will
make the conduction change from bulk limited
to electrode limited, because the conduction
becomes governed by the rate of electron injec-
tion from the cathode. However, if fm - c is
large and the applied field is sufficiently high
(but not high enough to cause breakdown), 
the potential barrier may become so thin 
that quantum-mechanical tunneling becomes
important. The tunneling process through such
a barrier will be discussed in Section 6.2.3.

For semiconductors or insulators containing
shallow traps confined in a discrete energy level
above EF with an electron ohmic contact, as
shown in Figure 6-8, the expression for the
width of the accumulated region has been
derived by Simmons9 and is given by

(6-22)W
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for f - fm > 4kT where Nt is the density of
shallow traps and Et is the trapping level meas-
ured from the bottom edge of the conduction
band. For the effects of deep traps and traps of
various distributions in energy, see reference.9

6.1.3 Surface States
A sudden termination of the lattice of a solid
crystal at its surface usually gives rise to the dis-
tortion of the band structure near the surface,
causing the bending of energy bands in order to
bring the solid to an equilibrium state, or in
other words, to make the Fermi level at the
surface identical to that in the bulk. If a semi-
conductor surface is brought in intimate contact
with a metal whose structure or interparticle dis-
tance is different from that of the semiconduc-
tor, localized surface states with energies lying
within the forbidden energy gap may result
because of the dangling bonds or the interrup-
tion (or discontinuity) of the periodic lattice
structure at the interface. Bardeen12 was the first
to propose the existence of surface states to
explain the experimental fact that the contact
potential between a metal and a germanium or
silicon is independent of the work function of
the metal and the conductivity of the semicon-
ductor. Shockley and Pearson13 were the first to
observe experimentally the existence of surface
states on semiconductor thin films.

Surface states originate partly from the dis-
continuities of the periodic lattice structure at
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the surface, leading to the so-called Tamm
states,14 associated with an asymmetric termi-
nation of the periodic potential and a large sep-
aration or weak interaction between atoms (or
between molecules), or leading to the so-called
Shockley states,15 associated with a symmetri-
cal termination of the periodic potential and a
small separation or strong interaction between
atoms (or between molecules). Surface states
also originate partly from foreign materials
adsorbed on the surface. Because surface atoms
in general are extremely reactive due to the
presence of unsaturated bonds, the crystal
surface generally is covered with one or more
layers of a compound produced by a reaction
between the surface atoms (or molecules) and
their surroundings. Surface states also may be
created by imperfect structure on the surface,
such as abrasion on the surface due to grinding,
cutting, etching, polishing, etc. It is important
to note that apart from foreign impurities as a
cause, there is no direct or unambiguous evi-
dence that surface states lying within the for-
bidden energy gap must arise because of the
sudden termination of an otherwise perfectly
periodic lattice structure. However, it would
seem reasonable to consider the connection of
surface states with chemical binding (dangling
bonds) at the surface. A dangling bond means
that, in creating the surface, a domain from
which an electron that normally participates 
in chemical binding in the solid has been
removed. Created on the surface are surface
states, which may overlap the states in the
valence and conduction bands. But only those
located within the forbidden gap play a role in
trapping charge carriers. Surface states that do
not involve impurities are referred to as intrin-
sic surface states; those dominated by impuri-
ties are extrinsic surface states.

Figure 6-9 shows schematically the typical
intrinsic surface states formed on the surface of
a covalently bonded crystal, such as on the bare
surface of silicon or germanium. In this case,
the atom at the surface has an unpaired electron
in a localized orbital. Since there are no neigh-
bors to bond to on the surface, the dangling
bonds tend to capture available electrons there
in order to complete their bonds. In fact, a dan-

gling bond may either accept one electron and
act as an acceptor or give up its unpaired elec-
tron and act as a donor. The charge neutrality
condition, however, can allow only half of the
atoms to assume one state; the other half
assume the other state. It is interesting to note
that for ionically bonded crystals, the wave
functions of electrons associated with positive
and negative ions overlap insufficiently to
create surface states with energy levels located
within the forbidden gap, and the outermost
shell electrons are very tightly bound in ionic
crystals, so the perturbing effect of the surface
is small. For molecular crystals in which the
molecules are bonded mainly by weak van der
Waals forces, the two effects just mentioned for
ionic crystals are much more pronounced. So,
intrinsic surface states are not important in
ionic and molecular crystals. But, there may
exist extrinsic surface states created by
adsorbed impurities on the surface.

Theoretically, the density of the intrinsic
surface states in covalently bonded crystals
should be equal to (N)2/3, where N is the number
of constituent atoms per cubic centimeter,
which is about 1023 cm-3, so the density should
be about 1015 cm-2. But experimental data show
that the density of surface states is of the order
of 1011–1012 cm-2, which is much smaller than
1015 cm-2. This difference may be attributed to
the following two causes:
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• Mutual saturation of the unsaturated bonds
of neighboring atoms may take place on the
surface. Several investigators have pointed
out that the layer of surface atoms may have
become distorted in such a way as to help
mutual saturation of the unsaturated bonds
of neighboring atoms, reducing the chance
for the formation of surface states.16,17

• Metal and semiconductor are, in fact, sepa-
rated by a thin insulating layer. Lax18 has
pointed out that surface states may be asso-
ciated with flaws or impurities on the surface
and that surface state density may not be
related to the intrinsic structure of the solid.
In practice, this is the case because prepara-
tion of the semiconductor surface always
involves mechanical polishing, chemical
etching, and exposure to an atmosphere con-
taining oxygen. An oxide layer of 5–20A in
thickness can easily be formed on the semi-
conductor surface before the deposition of
metal. This oxide layer will screen the semi-
conductor surface from the metal and help

saturation of unsaturated bonds, as shown in
Figure 6-10. The barrier height fB for such
an MIS system depends on the thickness of
the thin oxide layer, the density of the
surface states on the oxide–semiconductor
interface, and the applied voltage. A com-
plete analysis of this case is quite mathe-
matically involved and is not discussed in
this section. The reader who is interested in
the analysis is referred to the excellent book
by Rhoderick.19

In general, gas atoms or molecules having an
electron affinity greater than the work function
of the semiconductor (or insulator) may capture
electrons from the surface. Their behavior is
like acceptors (acceptorlike surface states),
tending to bend the energy bands upward. For
example, if oxygen atoms, which are very elec-
tronegative, are adsorbed on the surface of a
semiconductor (or insulator) to form surface
states within the forbidden gap, these surface
states would intercept electrons going toward
the conduction band and leave some holes in
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the valence band, thus bending the bands
upward. Therefore, electronegative atoms or
molecules, such as oxygen, adsorbed on the
surface act as acceptors, tending to produce a
depletion region in an n-type semiconductor,
and an accumulation region in a p-type semi-
conductor, as shown in Figure 6-11(a) and (b).
Similarly, gas atoms or molecules of elec-
tropositivity adsorbed on the surface of a 
semiconductor or an insulator, such as chlor-
promazine on anthracene surface,20 will form
donorlike surface states, as shown in Figure 6-
11 (c) and (d).

In Figure 6-11, qVs created by surface states
dominates the contact potential and is inde-
pendent of work functions if the surface state
density is large. It should be noted that an

acceptorlike or donorlike state can be consid-
ered electrically neutral, but the acceptorlike
one would become negatively charged after
capturing an electron, while the donorlike one
would become positively charged after giving
up an electron (in other words, capturing a
hole). In order to maintain charge neutrality,
any excess charge in the surface states must be
compensated by the change in free carrier 
concentration beneath the surface in the solid
(equivalent to saying that the holes are attracted
to the negatively charged surface or the elec-
trons to the positively charged surface), thus
forming a double layer. It can be imagined that
the effects of surface states are very important
in semiconductors and insulators because the
space charge region produced by such a double
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layer usually extends to some depth, but these
effects are not as important in metals, since a
large quantity of free electrons present can
easily compensate for any surface charges.

In general, surface states can be divided into
fast and slow surface states, depending upon
the speed with which they interact with the
semiconductor space charge region. Fast
surface states exist at the semiconductor–
insulator (oxide) interface due mainly to inher-
ent structure of the surface. The time required
for their interaction with the carriers near the
surface to reach an equilibrium state is of the
order of nanoseconds or less and their density
is about 1012/cm2, lower than that of slow states.
Fast surface states play an important role in
carrier recombination processes, which greatly
affect the electrical and optical properties of
semiconductors. Slow surface states have much
longer relaxation times, which are of the order
of milliseconds or longer, and their density is
of the order of 1013–1015/cm2.20 Slow surface
states carry either positive or negative electric
charges, depending on their nature (they may
be acceptorlike or donorlike states). Slow
surface states generally exist at the outer
surface of the oxide layer (i.e., at the oxide–gas
interface). Occupation of the slow surface
states is affected by the ambient atmosphere,
indicating that they originate or participate in
the adsorption processes. There are two types
of charges in an oxide layer:

Immobile charges: These are associated either
with ionic defects in the oxide in which 
the electronic transfer takes place between
the defects and the semiconductor during the
formation of the oxide on the semiconductor
surface (and usually not afterward), or with
adsorbed ambient ions located at the semi-
conductor–oxide interface, which modify 
the distribution of semiconductor interface
states. The immobile (also called fixed or
built-in) charges do not participate in elec-
tron transfer processes across the interfaces.

Mobile charges: These are traps within the
oxide. They can react electrically with the
semiconductor with a three-dimensional 
distribution.

Since both fast and slow surface states act as
traps, the density of such traps at the surface is
much higher than the trap density in the bulk.
That surface states act as a stepping stone to
assist carrier injection from a metal electrode to
polyethylene terephthalate has been reported by
Takai et al.21 Adsorbed gases such as iodine
would also greatly affect carrier injection.22,23

6.2 Charge Carrier Injection through
Potential Barriers from Contacts

In the 1920s, when copper oxide and selenium
were the best known rectifiers, some people
thought that rectification was a bulk effect.
After 1930, it became generally accepted that
rectification phenomena are associated with the
potential barriers near the interface between a
metal and a semiconductor. Section 6.1 men-
tioned that when a depletion layer is formed on
the semiconductor side near the interface, the
conduction becomes electrode limited because
the free carrier concentration in this case is
higher in the bulk than what the contact can
provide. In this section, we shall consider only
those potential barriers leading to an electrode-
limited electrical conduction. This implies that
current–voltage (J–V) characteristics are con-
trolled by the charge carrier injection from the
injecting contacts. There are two possible ways
for charge carriers to inject from an electrode
to an insulator (or a semiconductor): field-
enhanced thermionic emission and quantum-
mechanical tunneling.

6.2.1 Potential Barrier Height and the
Schottky Effect
The potential barrier at the interface between a
metal and an insulator (or a semiconductor)
prevents the easy injection of electrons from the
metal into the insulator. This section discusses
the factors causing the lowering of such a
barrier for neutral and blocking contacts.

Neutral Contacts
The phenomenon that the height of the poten-
tial barrier is lowered due to the combination of
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the applied electric field and the image force is
called the Schottky effect.24 Figure 6-12 shows
that the potential barrier height is fm - c if the
image force is ignored and the applied electric
field is zero. When these two parameters are
taken into account, the potential barrier height,
measured from the Fermi level of the metal, is
given by

(6-23)

It should be noted that the potential energy due

to image force is not valid at x = 0. To

avoid this situation in which x = 0 occurs, we
assume that this expression is valid from x = xo,

corresponding to , to x = •,

and that the image force is constant from x = 0
to x = xo. We may also assume that the electron
sea in the metal at EF is extended to xo.

The image force tends to attract the emitted
electrons back to the metal, while the driving
force due to the applied field tends to drive the
emitted electrons away from the metal. There
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height

(6-25)
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Blocking Contacts
Following a simple Schottky barrier model and
taking a blocking contact between a metal and
an n-type semiconductor as an example (the
same principle can be applied straightforwardly
to p-type semiconductors or to intrinsic semi-
conductors or insulators with fm > fs with the
bands bending up to block the electron injec-
tion, or with fm < fs with the bands bending
down to block the hole injections), the width of
the Schottky barrier is given by25

(6-27)

W is a function of applied voltage across the
junction V. The derivation of Equation 6-27 is
based on the following assumptions (Schottky
model):

The barrier height fB is large compared with kT.

Nd(ionized) = constant for 0 < x < W, and

This implies that the barrier is practically
depleted of free carriers.

The resistance is much higher in the barrier
than outside the barrier, so the applied
voltage can be considered completely
absorbed across the barrier.

The mean free path of the electrons is small
compared to W.

The potential energy of the Schottky barrier
measured from the bottom edge of the conduc-
tion band at x = 0 is

(6-28)

This potential energy is equal to zero at x = 0
and equal to qVd (contact potential energy = fm

- fs when x = W) as shown in Figure 6-13(a).
This potential energy will increase with
increasing applied voltage V (with negative
potential at the metal), as shown in Figure 6-
13(b). Thus, the total potential barrier height
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measured from the Fermi level of the metal is
given by

(6-29)

Obviously, there is an optimal point at x = xm

where y(x) = fB is minimal. By setting

, we obtain

(6-30)

since W >> xm. By neglecting x3 in Equation 
6-30, we have

(6-31)

Substituting Equation 6-31 into Equation 
6-29 and assuming that W >> xm, we obtain

(6-32)

which again is field dependent. The total 
lowering of the potential barrier is25,26

(6-33)

It is important to mention that if fB < kT, the
electrons easily surmount the barrier and inject
from the metal into the semiconductor, so the
barrier does not function as a barrier to block
the carrier injection. It is equally true that if the
wavelength of the electron is larger than W
although fb > kT, the barrier becomes transpar-
ent to the electrons. In this case also, the barrier
does not function as a barrier to block the
carrier injection.

Here, we shall assume that W is much larger
than the wavelength of electrons when con-
sidering thermionic emissions, so that the 
tunneling injection can be neglected. When
considering tunneling field emission, we shall
also assume that W and fB have such values 
that thermionic injection can be neglected.
However, it should be noted that under certain
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conditions, both types of carrier injection may
be equally important. Since the barrier width
becomes much narrower at energy levels far
removed from the Fermi level of the metal, 
particularly close to the peak of the barrier, 

we shall also consider the case of thermally
assisted tunneling field emission.

So far, we have dealt only with electrons:
The image force attracts electrons back to the
metal. The image force also attracts holes back
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Figure 6-13 Energy level diagram showing the lowering of potential barrier due to the combination of the image force
and the depletion layer effects for a blocking contact between a metal and an n-type semiconductor: (a) without applied
voltage and (b) with applied reverse-bias voltage V.



to the metal. Since the energy of a hole is meas-
ured downward from the top of the valence
band, the effect of the image force is to bend
the valence band upward near the surface of the
metal, as shown in Figure 6-14. Unlike for elec-
trons, there is no maximum in the top of the
valence band, but the energy band gap is
reduced close to the metal surface.19 It can be

seen from Figure 6-14 that both the barrier
height for electron injection fBn and for hole
injection fBp depend on the applied bias V. For
forward bias (metal positively biased), the
effective barrier height for electron injection
(fBn - DfBn) increases and the effective barrier
height for hole injection (fBp - DfBp) decreases
with increasing forward bias. For reverse bias
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Figure 6-14 The effects of the image force on the effective potential barrier height fBn - DfBn for electron injection, and
fBp - DfBp for hole injection under the conditions of (a) zero bias, (b) forward bias with the metal positively biased, and (c)
reverse bias with the metal negatively biased. At zero bias, some electrons and holes will be emitted thermally, and they
will feel the effects of the image force.



(metal negatively biased), the effective barrier
height for electron injection decreases and that
for hole injection increases with increasing
reverse bias.

It is also important to remember the follow-
ing concepts:

• The image force that lowers the potential
barrier arises from the field produced by the
particular electron in the conduction band
under consideration. This image force effect
is absent if such an electron is not in the con-
duction band near the top of the barrier.

• The image force reduces the energy band
gap Eg close to the metal surface.

• The measurement of the barrier height based
on the movement of the conduction elec-
trons (i.e., on the current–voltage character-
istics) yields fBn - DfBn = f¢Bn. But if the
measurement of the barrier height is based
on the space charge (i.e., on the capacitance–
voltage characteristics), it yields only fBn,
without the image force effect.

6.2.2 Thermionic Emission
If the electrons emitted from the cathode are not
influenced by either space charge or traps—in
other words, if all electrons emitted are carried
away in the conduction band of the insulator
and collected at the anode—the thermionic
emission current density is given by19

(6-34)

where Jo is the saturation current density, which
may be written in the form

V is the applied voltage. V is positive for
forward bias (metallic cathode positively
biased) and negative for reverse bias (metallic
cathode negatively biased). n = Nc exp[-fB/kT],

and . It is obvious that for

reverse bias, J should saturate at the value of Jo

(i.e., J = -Jo or |J| = Jo) because exp (qV/kT) is
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much smaller than 1 if V is negative and |qV| >
3kT. The expression is self-explanatory. fB is
given by Equation 6-26 or Equation 6-32,
depending on the type of contact, and A* is the
Richardson constant, which is given by

(6-35)

for thermionic emission into a vacuum. For
thermionic emission into a semiconductor or an
insulator, A* is quite different from A. The
factors governing the value of A* are discussed
next.

Effect of Effective Mass
For isotropic materials, we can write

(6-36)

For anisotropic materials, Equation 6-36
becomes

(6-37)

where �1, �2, and �3 are the direction cosines
relative to the principal axes of the constant
energy ellipsoid, and m*x, m*y, and m*z are the cor-
responding components of the effective mass
tensor.27

Correction Due to Drift and Diffusion of
Carriers in the Depletion Region
If the mobility of the carriers in the material is
low, it will control the thermionic emission
current. There are two approaches to this
problem, depending on the type of contact.

Neutral Contacts
We can consider most metal–insulator con-

tacts neutral contacts. Thus, we follow the
approach of O’Dwyer et al.28,29 The total reverse
current density in the insulator is given by
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Since m is the electron mobility and assumed to
be small and constant, we can use the Einstein
relation

(6-39)

Thus, Equation 6-38 can be written as

(6-40)

The first term on the right side of Equation 
6-40 represents the drift current from the metal
to the insulator; the second term represents 
the diffusion current from the insulator to the
metal. By solving Equation 6-40 for n(x),
O’Dwyer29 has derived the following relation
for J as a function of F:

(6-41)

where Nc is the effective density of states in the
conduction band, which is given by

(6-42)

The ratio of Equation 6-41 to Equation 6-34
gives the ratio of the Richardson constant A*2,
including the diffusion effect, to that of A
without the diffusion effect

(6-43)

If this ratio is less than unity, the current will
be diffusion controlled. This condition will
occur if the electron mobilities in the insulator
follow

(6-44)

in which m is in cm2 V-1 s-1 and F in MV cm-1.29

There is no incontrovertible experimental
evidence of diffusion-limited thermionic emis-
sion. Experimental data on A*2 are usually much
smaller than what is given by Equation 6-35 or
Equation 6-36. There are many factors that may
cause this discrepancy. It is likely that
thermionic emission is filamentary, because the
cathode surface is not microscopically identical
in asperity and surface conditions, and the insu-
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lator itself is never microscopically uniform.
Also, the space charge effect may also play a
role in this discrepancy.

Blocking Contacts
Referring to Figure 6-13, the electron density

in the region between x = xm and x = W is given
by30

(6-45)

and the current density by

(6-46)

where y(x) and EFn are measured from the
Fermi level EFm, as shown in Figure 6-13. The
quasi–Fermi level EFn is sometimes called
imref—Fermi spelled backward—to distin-
guish it from the Fermi level for equilibrium
conditions. It is used for describing carrier 
distribution under nonequilibrium conditions,
such as under an applied field. Equations 6-45
and 6-46 are valid only for x > xm. For 0 < x <
xm, the density of electrons cannot be described
by EFn or be associated with Nc because of the
rapid change of the potential energy in the dis-
tance comparable to the electron mean free
path. Crowell and Sze30 have assumed that the
barrier in the region 0 < x < xm acts as a sink for
electrons, then the current flow in this region is

(6-47)

where vR is the effective recombination veloc-
ity, No is the quasi-equilibrium electron density
at xm

(6-48)

and Nm is the electron density at xm when the
current is flowing

(6-49)

Using the boundary condition

(6-50)

and from Equations 6-45 through 6-49, we
obtain
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(6-51)

for large V, where

(6-52)

is the effective diffusion velocity associated
with the diffusion of electrons from x = W to 
x = xm. Thus,

(6-53)

and the correction factor is

(6-54)

In general, if vD >> vR, the effect of diffusion is
not important, but if vR >> vD, the diffusion
process is dominant.

Effects of Phonon Scattering and
Quantum-Mechanical Reflection
When an electron crosses the peak of the poten-
tial barrier, there is a probability that it will be
back-scattered by the scattering between the
electron and the optical phonon. This effect will
reduce the net current over the barrier. Crowell
and Sze31 have proposed that this effect can 
be viewed as a small perturbation, and that,
neglecting the scattering by acoustic phonons,
the probability of electron emission over the
peak of the potential barrier is given by31

(6-55)

where xm is given by Equation 6-24 and l is the
optical phonon mean free path, which is
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where Ep is the optical phonon energy and lo is
the high-energy, low-temperature asymptotic
value of the phonon mean free path. They have
also suggested that the effect of optical phonon
scattering due to fp can be taken into account 
by replacing vR with a smaller recombination
velocity fpvR in Equations 6-51, 6-53, and 6-54
because fp < 1.

Over the Schottky barrier there is quantum-
mechanical reflection of electrons, and below
the peak of the barrier there is tunneling of elec-
trons through the thinner part of the barrier.
Crowell and Sze31 have calculated the ratio fq

of the total current flow, taking into account the
effects of electron tunneling and quantum-
mechanical reflection, to the current flow
neglecting these effects, as a function of elec-
tron energy:

(6-57)

where Dq is the predicted quantum-mechanical
transmission coefficient, and E is the electron
energy related to the barrier height and hence
the electric field. Therefore, the effective
recombination velocity is fp fqvR.

Taking the two effects into account, Equation
6-53 must be modified as follows:

(6-58)

Other Factors
Apart from the effect of contamination at the
interface between the metal and the semicon-
ductor (or insulator), the following factors may
also be responsible for the discrepancy between
the theoretically expected and the experimental
value of A*:

• The space charge exists in the vicinity of the
contact.

• The emitting area is much less than the
actual electrode surface area because of fil-
amentary injection.32,33
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• The value of the dielectric constant e is less
than the DC or static value of e in the vicin-
ity of the contact.34–36

• The actual shape of the potential barrier is
different from the ideal ones shown in
Figures 6-12 and 6-13 because of imperfec-
tions such as surface states.

• The implicit assumption that there is no
appreciable electron–electron interaction;
thus, no interaction terms are included when
the Fermi–Dirac distribution is used to
derive the J–V characteristics. This assump-
tion may be valid for low currents but not
for high currents.

So far, we have discussed the factors that may
affect the value of A*. In general, if fB >> kT
or if the electron mean free path in the semi-
conductor or insulator is large compared to 
the distance over which the potential energy
changes by kT near the top of the barrier, the
effects of diffusion and electron collision are
unimportant and can be neglected.37,38 If these
effects are unimportant, the thermionic emitted
current �nJ should be linearly proportional to

V1/2 at a fixed temperature, and should beln
J

T

linearly proportional to at a fixed applied

voltage. Figure 6-15, with the results from
Mead,39 and Figure 6-16, with the results from
Pollack,40 are typical examples of thermionic
emission to an insulator. In Figure 6-16, I is 
the total current and IT is the temperature-
independent portion possibly due to quantum-
mechanical tunneling (field emission).

It should be noted that for semiconductors
with fairly high carrier mobilities, such as Si,
Ge, and GaAs, Schottky diodes made of these
materials conform to thermionic emission
theory; the J–V characteristics follow Equation
6-34 closely. For forward bias with qV > 3kT,
Equation 6-34 may be reduced to

(6-59)

However, this ideal characteristic is never
observed in practice. The current is usually
found to follow
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where n is generally referred to as the ideality
factor, which is usually greater than unity.
There are many factors governing the value of
n, including the following:

• The recombination of electrons and holes in
the depletion region has not been taken into
account in the derivation of Equation 6-34.
The recombination is important, particularly
for materials with a large potential barrier
height and a short lifetime, such as GaAs.
Such recombination sometimes leads n = 2.

• The effective barrier height fBn - DfBn

increases with increasing forward bias.

• With a thin insulating layer between metal 
and semiconductor, fB also increases with
increasing forward bias.

• At high applied fields, the effects of drift and
diffusion current in the barrier region are 
no longer negligible, implying that pure
thermionic emission theory may become
inadequate.

• The effect of series resistance at high applied
bias cannot be ignored. The actual voltage
across the junction should be V - JRs rather
than V, where Rs is the series resistance.

6.2.3 Field Emission
Field emission is defined as the quantum-
mechanical tunneling of electrons through a
potential barrier from a metal to a semiconduc-
tor or an insulator under an intense electric
field. At low temperatures, most electrons
tunnel at the Fermi level of the metal, consti-
tuting field emission (F emission). At interme-
diate temperatures, most electrons tunnel at any
energy level Em (above the Fermi level of the
metal), constituting the so-called thermionic-
field or thermally assisted field emission (T-F
emission). At very high temperatures, the main
contribution is thermionic emission. In this
section, we are concerned only with F emis-
sion. Since the first treatment of this problem
by Fowler and Nordheim,41 many investigators
have modified their treatment for emission into
a semiconductor or an insulator rather than into
a vacuum.42–45

Without the Effects of Defects in Solids
The field-emitted current density is given by

(6-61)

where DT is the quantum mechanical trans-
mission function of the transition probability,
defined as the ratio of the transmitted to the
incident current; vx is the electron velocity in
the x direction; and n(E)the electron density
with energies between E and E + dE

Therefore, n(E)dE within dpx dpy dpz is

(6-62)

Thus, the net current flow from region 1 to
region 2 (see Figure 6-17) is

(6-63)

where

(6-64)

(6-65)
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and

(6-67)

DT is based on the WKB (Wentzel–Kramers–
Brillouin) approximation. The condition for its
validity is that the electron wavelength is small
compared to the region over which appreciable
variations in the potential energy of the elec-
trons occurs.46 Ex1 is the portion of the electron
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energy E1 for electron motion in the x direction.
An applied voltage V to favor electron tunnel-
ing from region 1 to region 2 will lower EF2, as
shown in Figure 6-17.

Assuming that the current flow is dominant
from region 1 to region 2 at E1, whose energy
is close to EF1, and letting

(6-68)

and

(6-69)

then Equation 6-67 may be expanded in the
Taylor series
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and

(6-73)

b1, c1, and f1 are functions of applied voltage V
through the voltage dependence of x1 and x2.
Substituting Equations 6-64 through 6-66 into
Equation 6-63, we have
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and the conservation law

(6-76)

We can write

(6-77)

(6-78)

with

(6-79)

as shown in Figure 6-17. Thus, we obtain

(6-80)

Integration of Equation 6-80 by part yields

(6-81)

Substituting Equation 6-70 into Equation 6-81
and integrating it, we obtain

(6-82)

where , which is the Richard-

son constant (see Equation 6-35).
We consider only two terms in Equation 6-

70; this is justified because

(6-83)

in order to satisfy the condition for WKB
approximation. This also implies that c1kT < 1
and that no singularity would be involved in
Equation 6-82.

The temperature dependence of J can be
easily found from Equation 6-82
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and c1kT < 1
Considering a Schottky barrier, shown in

Figure 6-18(b), and neglecting the effect of the
image force for simplicity, we have for low
temperatures

and

(6-85)

Using these parameters, integration of Equa-
tions 6-71 and 6-72 gives

(6-86)

and

(6-87)

where

(6-88)

If |qV| > fB, then Equations 6-86 and 6-87
become

(6-89)

(6-90)

Equation 6-82 becomes
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(6-92)

Considering a triangular barrier, as shown in
Figure 6-18(a), we have

(6-93)

Using these parameters, integration of Equa-
tion 6-71 and 6-72 gives

(6-94)

(6-95)

Thus, the field emission current is

(6-96)

For low temperatures

(6-97)

Equations 6-92 and 6-97 are essentially equiv-
alent to the Fowler–Nordheim equation, since
for the Schottky barrier the field at the interface
is proportional to the square root of the effec-
tive barrier height. It is most likely that the field
emission is filamentary32,33 and the current is
space-charge limited under high fields. If so, 
all expressions for field emission must be 
modified. However, the experimental results
showing a linear relation between �nJ/F2 and
1/F, such as those shown in Figure 6-19, may
be taken as an indication of field emission. The
experimental results are from Lenzlinger and
Snow.47

With the Effects of Defects in Solids
Obviously, the effects of image force and
carrier traps greatly affect the efficiency of field
emission. If these effects are taken into account,
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the integrals for b1 and c1 may be written in
terms of complete elliptic integrals of the first
and second kinds. Several investigators have
attempted to solve this problem.29,48,49 The
analysis is quite mathematically involved, and
such a detailed treatment is beyond the scope
of this chapter. However, we would like to
describe briefly the effects of the image force
and carrier traps.

Electrons injected from the electron-inject-
ing contact to the insulator specimen are partly
captured by traps, forming a negatively trapped
space charge (i.e., a homo–space charge) near
the injecting contact. The rate of electron trap-
ping may be expressed as

(6-98)

where nt(t) and Nt are, respectively, the con-
centrations of the filled and the total traps, s is
the effective capture cross-section of the traps,
and J(t) is the injected current density.50 If J(t)
is due mainly to the Fowler–Nordheim (FN)
type of tunneling injection, then J(t) can be
written as

(6-99)

where h is the Planck constant, m* and mo are,
respectively, the effective mass and the rest
mass of the electrons, fB(t) is the effective
potential barrier height in eV at the electron-
injecting contact, and Fc(t) is the effective field
at the electron-injecting contact.49 The apparent
barrier height at the metal–insulator contact is
given by

(6-100)

where fm is the work function of the metal elec-
trode and c is the electron affinity of the insu-
lator. In the tunneling region, the potential
barrier is not triangular if the image force is
taken into account. The image force lowering
is given by
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(6-101)

which is similar to Equation 6-25.49 Thus, the
effective barrier height for the metal–insulator
contact, as shown in Figure 6-20(a) or Figure
6-21(a), can be expressed as

(6-102)

The electric field at the electron-injecting
contact is lowered by the internal field Fi(t) in
the opposite direction to the applied field. Thus,
Fc(t) for an MIM system, as shown in Figure 6-
20(a), can be written as

(6-103)

If the carrier injection is from the semicon-
ductor–insulator contact (i.e., a p-type
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silicon–insulator contact for the present case) in
an MIS system, as shown in Figure 6-21(b), the
potential barrier height is given by51

(6-104)

and Fc(t) by

(6-105)

where fs is the work function of silicon, ys(t)
is the surface potential at the silicon–insulator
interface, and fms is the work function differ-
ence equal to fm - fs. The internal field Fi at the
injecting contact created by the trapped elec-
tron space charge is given by

(6-106)F
Q x

d
i

t o= -Ê
Ë

ˆ
¯e

1

F t
V t t

d
Fc

ms s
i( )

( ) ( )
=

+ +
-

f y

f f f
f y c f

B BP

s s

t t

t t

( ) ( )

( ) ( )

= -
= - - -

D
D

Charge Carrier Injection from Electrical Contracts 359

10–18

10–19

10–20

10–21

10–22

10–23

10–24

10–25

1.0 1.2 1.4 1.6 1.8 2.0 2.2 ¥ 10–7

1/F (cm V 
–1)

J/
F

 2  
(A

V
 –2

)

Si
m*/m = 0.42

AI
m */m = 0.39

Mg
m */m = 0.48
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electrodes into SiO2 at room temperature. m*/m is the ratio of electron effective mass to rest mass.



where xo is the location of the centroid of the
trapped electron space charge measured from
the silicon–insulator interface (i.e., the electron-
injecting contact), as shown in Figure 6-21(c),
and Qt is the total trapped charge in the speci-
men.52,53 Using the boundary condition nt(t) = 0
when t = 0, the solution of Equation 6-98 gives

(6-107)

and the total trapped charge can be expressed
as

(6-108)
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The first term of Equation 6-103 or Equation
6-105 is the average applied field F. Thus, the
rate of the change of the effective field at the
injecting contact is

(6-109)

If we use linear ramp voltages (i.e., if the
applied voltage increases linearly with time)
with the ramp rate rg for the measurement of
the high-field J–F characteristics, then Equa-
tion 6-109 can be simplified to

(6-110)
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where ri is the rate of the change of the inter-
nal field at the injecting contact, which can be
written as

(6-111)

Since the homo–space charge is located very
near the injecting contact, xo < d. Therefore, in
most cases the first term of Equation 6-111 is
larger than the second term. Thus, ri is always
positive. By differentiating Equation 6-108 and
substituting it into Equation 6-111, we obtain

(6-112)

From Equations 6-110 and 6-112, we can have
three possible J–F characteristics, as shown in
Figure 6-22:

1. rg > ri: The injection current J always
increases with increasing F.

2. rg = ri: The injection current J tends to
become saturated. Since ri is a function of
J, if ri does not change, J would not
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change, thus forming a ledge in the J–F
characteristics within a certain range of F.

3. rg < ri: The injection current J, after reach-
ing its peak value, may decrease with
increasing F, forming a negative differen-
tial resistance region. In this case, Nt, s, or
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both are large, and xo may move toward the
injecting contact as t is increased.

It can be seen from Equation 6-112 that ri is
controlled by many parameters. Depending on
the carrier mobility, the capture cross-section of
the traps, and the spatial distribution of the trap
concentration, the first group of injected carri-
ers moving away from the injecting contact will
be trapped somewhere, forming a first sheet of
space charge, which then tends to retard the
oncoming subsequent groups of injected carri-
ers, gradually enhancing their interaction with
bulk traps. In other words, the bulk traps are
gradually filled, starting from the first sheet of
trapped carrier space charge toward the inject-
ing contact. It is likely that the centroid of the
trapped charge xo is not constant but moves
toward the injecting contact as the applied
voltage is increased. For linear ramp voltages,
dxo/dt should always be negative. This makes ri

increase with increasing injection current level.
Tu and Kao54 have computed the I–V char-

acteristics for electron injection from p-Si to
polyimide (PI) films based on Equations 6-99
through 6-108, using Maple’s computer
program in conjunction with the fourth-order
Runga–Kutta numerical method55 and the fol-
lowing physical parameters for p-Si/polyimide
contact:

Electron trap capture cross section: s =
10-16 cm2

Relative permittivity of PI: e / eo = 3.4 with
eo = 8.85 ¥ 10-14 Fcm-1

Apparent barrier height at the injecting
contact: fBP = 3.8eV

Thickness of the PI film: d = 6500A

Area of the injecting contact: A = 1.77 ¥
10-2 cm2

Ramp rate of the applied voltage: g =
1.7Vs-1 (or 0.026MVcm-1 s-1)

For this computation, we chose the p-Si/PI
contact as the electron-injecting contact and
assumed, for simplicity, xo = 0, implying that the
centroid of the trapped electron concentration is
located near or at the electron-injecting p-Si/PI
contact. We computed the I–V characteristics

for various total trap concentrations. Figure 6-
23 shows these characteristics for Nt = 7.7 ¥ 1017

cm-3, 6.2 ¥ 1017 cm-3, 4.6 ¥ 1017 cm-3, and 3.0 ¥
1017 cm-3. It can be seen that for the occurrence
of a ledge in the I–V characteristics, the trapped
electron concentration must be large enough to
make the rate of increase of the internal field
approach the ramp rate of the applied field.

Typical experimental I–V characteristics for
this MIS system are shown in Figure 6-24.
Region I represents the displacement current
region. This displacement current, which is due
to C(dV/dt), where C is the total capacitance of
the system, is constant up to the threshold field
for electron injection. In Region II, the current
in the first ramp cycle is much larger than that
in the second and the third cycles at the same
electric field, indicating clearly the buildup of
a negative space charge. Furthermore, for the
first ramp cycle, the threshold field is about 1.4
MVcm-1. During the first cycle, most traps may
have been filled; after the first cycle, the same
trapped electrons may remain trapped, creating
an internal field opposite to the applied field.
Thus, a higher threshold field is required for 
the Fowler–Nordheim (FN) tunneling injec-
tion. This is why the threshold field becomes
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2.0MVcm-1 for the second cycle and even
higher for the third, as shown in Figure 6-24.
This also implies that the net negatively trapped
charge increases and its centroid tends to move
closer to the electron-injecting contact after
each stressing cycle.

In Region III, the ledge current appears
almost at the same location for the first, second,
and third ramp cycles, indicating that the detrap-
ping may become important at high fields, pos-
sibly due to the Poole–Frenkel type of
detrapping. In Region IV, we can consider that
all traps have been filled and that hole injection
may also start from the metal electrode, result-
ing in double injection, which leads to a rapid
increase in carrier multiplication and final
destructive breakdown. The general shape of the
experimental I–V characteristics is very similar
to that of the theoretical characteristics shown in
Figure 6-23. By comparing Figures 6-23 and 6-
24, the total electron trap concentration in the PI
films may be of the order of 1017 cm-3.

6.2.4 Thermionic-Field Emission
In the intermediate temperature range (when
c1kT > 1), most electrons tunnel at an energy

level Em, which is lower than fB + EFm but
higher than EFm, as shown in Figure 6-18. For
a Schottky barrier, Stratton56 has derived an
expression for J as a function of V using a pro-
cedure similar to that given in Section 6.2.3.
The thermionic-field emission current density
is given by45

(6-113)

where

(6-114)

(6-115)

and

(6-116)

It can easily be shown that for T–F emission,
the energy level Em, which represents the peak
of the energy distribution of emitted electrons,
will be such that

(6-117)

and that the energy distribution of emitted 
electrons is a Gaussian distribution with a 
half-width57

(6-118)

where
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The above results are valid only in a certain
temperature range, given by the two conditions

(6-121)
c kT

D E eT m

1 1

1

>
<( )

E E
qV E kT

E kT
m Fm

B= +
- •

•

f sinh ( )
cosh ( )

2

2

c E
E

n

qV
E E

E qV E
m

B

B Fm m

m Fm
1

1 2

1 2

1 2

1
( )

( )
( )

( )
=

+
+ + -

+ -

È

Î

Í
Í
Í
Í

˘

˚

˙
˙
˙
˙

•
l

f
f

D = +• •2 2 1 2 1 2 2 1 2( ) [ cosh ( )]ln E qV E kTBf

c E kTm1 1( ) =

E E E kTo = • •coth( )

¢ = -• • •
-E E E kT E kT[ tanh( )] 1

¥ -Ê
Ë

ˆ
¯exp

fB

oE

J A T
E

k T
qV

E kT
s

B= Ê
Ë

ˆ
¯ +È

ÎÍ
˘
˚̇

•

•
*

cosh ( )
2

2 2

1 2

2

1 2p f

J J qV Es= ¢exp( )

Charge Carrier Injection from Electrical Contracts 363

0
10–10

10–9

10–8

I II

1

2

3

III IV

10–7

10–6

1 2
Average Field (MV/cm)

C
ur

re
nt

 (
A

)

3 4 5

Figure 6-24 Typical experimental I–V characteristics 
of the metal-polymide-p-Si (MIS) system with the gate 
positively biased and the ramp rate of 0.026 MV cm-1 s-1. 1,
2, and 3 denote the first, second, and third ramp cycle,
respectively.



This implies that Em < EFm + fB. When Em ≥ EFm

+ fB, the thermionic-field emission will change
to thermionic emission. The minimum voltage
to be applied for thermionic-field emission is

(6-122)

The plot of Equation 6-122 for a typical Schot-
tky barrier—a gold-gallium-arsenide barrier—
of barrier height of 0.95eV is shown in Figure
6-25. The typical energy distribution of the
density of electrons emitted from the metal
(Au) into the semiconductor (GaAs) as a func-
tion of applied voltage for the temperature
140°C is shown in Figure 6-26. The results are
from Padovani and Stratton.45

6.3 Tunneling through Thin
Dielectric Films between 
Electrical Contacts

If an insulator is sufficiently thin or contains a
large number of imperfections, or both, elec-
trons may tunnel directly from one electrode to

qV
E E kT

E kT
B> + • •

•
f

3

2

2

2

cosh ( )
sinh ( )

the other and constitute a measurable current
without involving the movement of carriers in
the conduction band or in the valence band of
the insulator. The tunneling current–voltage
characteristics depend on the thin film fabrica-
tion procedures and, particularly, on the prop-
erties of the interfaces between the insulating
film and the electrodes. In addition, these char-
acteristics depend on the intrinsic properties of
the insulator and the work functions of the
metallic electrodes. It is most likely that the
tunneling is filamentary and the current density
is not uniform over the electrode surface, even
with a planar symmetrical electrode geometry.
Since Frenkel58 reported his approximate
analysis of electron tunneling through a thin
insulating film, several investigators have
extended and elaborated on his work.48,56,59–62

For some excellent and comprehensive review
articles, see references 9, 26, 42, 44, 61, and 62.

6.3.1 Analysis Based on a Generalized
Potential Barrier
A great many features of tunneling phenomena
in insulating films are essentially of a one-
dimensional nature. If the potential barrier for
tunneling extends in the x direction, the
momentum components of the electrons in 
the y and z directions, which are normal to the
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Figure 6-26 Energy distribution of the density of the
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GaAg at 140°C as a function of applied reverse bias (V).



direction of the current flow, can be considered
merely fixed parameters. Thus, the probability
that an electron at the energy level Ex can pen-
etrate a potential barrier of height yT (x) and of
width S2 - S1 as shown in Figure 6-27 can be
calculated by the well known WKB or WKBJ
(Wentzel–Kramers–Bril louin–Jeffreys)
approximation method. Using this method, it
can be shown that the number of electrons tun-
neling per second from electrode 1 to electrode
2, as shown in Figure 6-27, is given by

(6-123)

The number of electrons tunneling per second
from electrode 2 to electrode 1 is given by

(6-124)

The current density due to the net flow of elec-
trons from electrode 1 to electrode 2 through
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the forbidden energy gap of the insulating film
is given by

(6-125)

where Em is the maximum energy of the elec-
trons in the electrode, DT (Ex) is the probability
that an electron at the energy level Ex can pene-
trate a potential barrier of height yT (x) and of
width S2 - S1.61 This probability is derived on the
basis of the WKBJ approximation and given by

(6-126)

x is generally called the supply function, and
xdEx represents the difference between the
number of electrons having energy in the range
of Ex to Ex + dEx incident on one side per second
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per unit area, and those incident on the oppo-
site side of the barrier. Thus, x is given by

(6-127)

(6-128)

(6-129)

and

(6-130)

For a generalized barrier, the barrier height can
be written as

(6-131)

Substituting Equation 6-131 into Equation 6-
126 and simplifying it, we obtain

(6-132)

where

(6-133)

(6-134)

(6-135)

and

(6-136)

For T = 0
In this case, Equations 6-127 through 6-129
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Substitution of Equations 6-132 and 6-133 into
Equation 6-125 yields

(6-140)

where

(6-141)

Equation 6-140 can be applied to any shape of
potential barrier, provided that the mean barrier
height is known. Of course, if the J–V char-
acteristic is known, then can be determined.
The first term on the right side of Equation 6-
140 can be interpreted as the current flow from
electrode 1 to electrode 2, the second term as
the current flow from electrode 2 to electrode
1. For low applied voltages, qV Æ 0, b � 1 and

>> qV, Equation 6-140 becomes

(6-142)

J is a linear function of V for very low voltages
at T = 0 or very low temperatures.

For T > 0
In this case, Equations 6-128 and 6-129 become

(6-143)

and

(6-144)

Assuming that the current flow is due predom-
inantly to electrons with energies close to EFm1,
the integral in Equation 6-126 can be expanded
with respect to qx, which is
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By carrying out a Taylor expansion, Equation
6-126 becomes

(6-146)

where

(6-147)

(6-148)

which are functions of V through y (x), which
is a function of V. For most practical cases

(6-149)

the term with the quadratic and high orders can
be neglected.48 Thus, applying Equation 6-125,
we obtain

(6-150)

After integration,56 we have

(6-151)

Thus, at a given applied voltage, the ratio of the
tunneling current through a thin insulating film
for T > 0 to that for T = 0 is

(6-152)

Equations 6-151 and 6-152 are identical to
Equations 6-82 and 6-84, indicating that the
basic tunneling processes in field emission and
in tunneling through a thin film are identical.
The only differences between these two cases
are the values of b1 and c1, which depend on the
profile of the potential barrier. However, the
slight quadratic dependence of the current on
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temperature is characteristic of the tunneling
process. Figure 6-28 shows the good agreement
between the experimental results and Equation
6-152 for temperature dependence of tunneling
current through Al2O3 films. The results are
from Hartman and Chivian.63 It should be noted
that at T = 0, Equation 6-151 is more general
than Equation 6-140 and can be used for any
shape of the potential barrier without the need
to approximate the shape of the barrier to a rec-
tangular one before calculations.

6.3.2 Elastic and Inelastic Tunneling
The tunneling current through a thin insulating
film is determined by the supply function and
the effective height and the effective width of
the potential barrier, which are strongly
dependent on the barrier profile. According to
energy conservation, the electrons in electrode
1 can undergo the transition at constant energy
into empty states in electrode 2 when a voltage
V is applied to the system, as shown in Figure
6-29. The tunneling in which the energies of the
electrons remain unchanged during transition is
generally referred to as elastic tunneling.
However, the energies of the tunneling elec-
trons may change at certain applied voltages
under the following conditions:

• If the impurities or traps at a certain energy
level in the insulator are ionized by inelas-
tic collisions with the tunneling electrons,
this process will involve changes in both the
supply function and the barrier profile.

• If the tunneling electrons lose part of their
energies to excite the vibrational modes of
atomic or molecular species in the insulator
through inelastic collisions, this process may
be thought of as a perturbation to the barrier
profile.64,65

• If the electrons tunnel through an MIS
system, electrons may tunnel to surface
states in the semiconductor energy gap with
the subsequent recombination of the trapped
electrons with holes in the valence band.66,67

The tunneling in which the tunneling electrons
give part of their energy to one of the inelastic
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Figure 6-28 Temperature dependence of the tunneling current density in an Al-Al2O3-Al system with the oxide thickness
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transfer processes previously mentioned during
transition, is referred to as inelastic tunneling.

When the energy difference DE between the
energy level of the tunneling electron in elec-
trode 1 and that of the same electron in elec-
trode 2 is equal to wo, where wo is the
excitation energy of one type of internal mode
in the insulator, a new channel for tunneling
opens up and the total tunneling current
increases, as shown in Figure 6-29, provided
that qV ≥ DE = wo and that empty states in
electrode 2 are available for the tunneling. If the
insulator has more than one type of internal
mode that can be excited, more kinks like the
one shown in Figure 6-29 will appear in the J–V
curve. The tunneling J–V characteristics may
be employed as a tunnel spectroscopy to
measure the energy levels of absorbed or
adsorbed impurities in MIM or MIS systems.
Since the magnitude of the tunneling current
resulting from inelastic processes is smaller
than that resulting from elastic processes, it is
generally necessary to plot the first or second
derivatives of the current with respect to
voltage, versus voltage in order to reveal the
inelastic processes.

h

hh

Inelastic tunneling has been theoretically
analyzed by several investigators.38,65,68 In
inelastic tunneling, the electrons are expected to
tunnel from the states on one side to the empty
states with lower energy on the other side. At
the same time, the impurities in the insulator are
excited from their ground states to excited
states. The excited states of the impurities inside
the barrier can be interpreted as a perturbation
to the height of the barrier, because the barrier
height depends on the interaction of tunneling
electrons with impurities. Based on the analysis
of Pollack and Seitchik,38 the inelastic portion
of the tunneling current can be expressed as

(6-153)

where Jelastic is the same tunneling current given
in section 6.3.1 and Equations 6-151 and 6-152,
S is the width of the insulator, fgr and fex are,
respectively, the wave functions of the impuri-
ties in the ground and the excited states, and Uin

is the interaction energy between tunneling
electrons and impurities, which depends on the
type of internal mode.
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For example, electron–dipole interaction
energy due to a dipole moment px associated
with the molecular vibration located at one of
the electrodes and taking into account the
nearest image of the dipole is

(6-154)

The electron-induced dipole interaction energy
due to a dipole induced by the electric field of
the electron and taking into account the nearest
image of the induced dipole is

(6-155)

in which the polarizability a usually varies with
the vibration of the molecule.

Inelastic tunneling due to the excitation of
impurities in the barrier has been observed by
Lambe and Jaklevic.65 They observed the
changes in tunneling conductance of Al - Al2O3

- Pb systems at T = 4.2K at definite voltages.
The voltages have been identified as

U q x x rin = - + ^4 2 2 2 2 3a ( )

U qxP x rin x= + ^2 2 2 3 2
( )

, directly relating to vibrational 

frequencies of bending and stretching vibra-
tional mode (C—H or O—H) of hydrocarbons
present in the oxide film as impurities. The cou-
pling of the electron and the impurity in this
case may be associated with the interaction of
the electron with the dipole moment of the 
C—H and O—H bonds in the adsorbed hydro-
carbons, as shown in Figure 6-30. These inves-

tigators have plotted versus V for the 

Al - Al2D3 - Pb system and compared this
result to the infrared spectrum of the bulk spec-
imen of the hydrocarbon, which was deliber-
ately adsorbed on the Al - Al2O3 - Pb system
used for obtaining the tunneling J–V character-
istics. These results are also shown in Figure 6-
30 and are in good agreement with each other.
The results are from Lambe and Jaklevic.65
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6.3.3 Tunneling through a Metal–Thin
Insulating Film–Semiconductor 
(MIS) System
Numerous studies of tunneling phenomena in
MIS systems have been reported, with consid-
erable attention to the use of these phenomena
as a spectroscopic tool for the investigation of
the electronic band structure of the semicon-
ductor surface, as well as for electronic appli-
cations.66,67,69–81 The difference between a
metal–semiconductor junction and an MIS
system can easily be seen from the energy band
diagrams shown in Figure 6-31 and Figure 6-2.
To use Figure 6-31 to describe the features of
the tunneling through the MIS system, it is con-
venient to define some important symbols as
follows:

e, h: The average barrier heights of the insu-
lator for electron tunneling between the
metal and the conduction band, and for hole
tunneling between the metal and the valence
band of the semiconductor, respectively,
which are, in general, functions of applied
voltage

S: The barrier width of the insulator, which is
the thickness of the insulator (e.g., the oxide
layer)

Vi, Vio: The voltage drop across the insulator
with and without applied voltage, respec-
tively

ys, yso: The surface potential at the semicon-
ductor surface due to band bending with and
without applied voltage, respectively

Ecs, Ecso: The energy level of the conduction
band edge at the semiconductor surface with
and without applied voltage, respectively

Evs, Evso: The energy level of the valence band
edge at the semiconductor surface with and
without applied voltage, respectively

From Figure 6-31, the applied voltage V will
appear partially across the insulator and par-
tially across the semiconductor. Thus,

(6-156)

For simplicity, we assume that there are no
charges present inside the insulator. There-

V V qi s m s= + + -y f f( )

ff

fore, the electric field in it is uniform and is
given by

(6-157)

The presence of the thin insulating film will
make the distance between EFm and the semi-
conductor conduction band edge Ecs at the inter-
face dependent on the applied voltage, because
the voltage drop Vi across the insulating film 
is dependent on applied voltage and so is Ecs or
Evs. This causes the voltage dependence of the
tunneling current through the thin insulating
film by the following factors:

The voltage dependence of the tunneling trans-
mission coefficient due to the voltage
dependence of the average barrier heights 

e and h for tunneling

The voltage dependence of the supply function
due to the voltage dependence of |EFm - Ecs|
or |EFm - Evs|

For the MIS (n-type) system shown in Figure
6-31, when a forward bias brings EFm in align-
ment with Evs, the tunneling hole current Jmv

will begin to increase. (This means that elec-
trons in the valence band see a large number of
empty states in the metal; electrons tunneling
from the valence band to the metal are equiva-
lent to the holes tunneling from the metal to the
valence band.) This condition is

(6-158)

With an increase in the forward bias, Jcm also
increases because the electron concentration n
in the conduction band increases; but both Jmc

(electron flow from the metal to the conduction
band) and Jvm (hole flow equivalent to electron
flow from the metal to the valence band)
decrease. When a reverse bias brings EFm in
alignment with Ecs, the tunneling electron
current Jcm (electron flow from the metal to the
conduction band) will begin to increase. This
condition is

(6-159)
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With an increase in the reverse bias, Jvm also
increases because the band bending results in
an increase in the number of empty states in the
valence band. Both Jcm and Jmv, however,
become negligible under the reverse-bias 
condition. Therefore, in plotting J–V or G–V

characteristics, where G is the dynamic con-
ductance dJ/dV, there is a wide region of low
conductance, and beyond the ends of this
region the conductance rises rapidly. This
region of low conductance is generally referred
to as the conductance well.66,82 From Equations



6-158 and 6-159, the width of the conductance
well is

(6-160)

The presence of interface states located 
in the energy band gap at the insulator–
semiconductor interface affect Vw through
ysw(Reverse) and ysw(Forward). The charge in the inter-
face states tends to shield the semiconductor
from the metal and makes communication
between the metal and the semiconductor more
difficult. This leads to a smaller voltage
dependence of semiconductor band bending
and hence a narrower conductance well.

For the MIS (n-type) system shown in Figure
6-31, the expression for the majority carrier
(electron) tunneling currents for one-
dimensional tunneling is78

(6-161)

and the minority carrier (hole) tunneling
current is

(6-162)

where

mte = the effective mass for electrons with
momentum transverse to the barrier

mth = the effective mass for holes with momen-
tum transverse to the barrier

ne = the ideality factor for electrons, which is
equal to V/(yso - ys)

EFpo = the hole quasi–Fermi level at the semi-
conductor surface (x = 0)

In Equation 6-161, V is positive for the forward
bias and negative for the reverse bias; in Equa-
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tion 6-162, the bias dependence of Jp is
obtained through the bias dependence of Evo

and EFpo. It should be noted that (- e
1/2S) in

exp(- e
1/2S) and (- h

1/2S) in exp (- h
1/2S) are

dimensionless and come from the following
expression

(6-163)

if is expressed in electron volts and S in
angstroms.61,78

In MIS systems, we can adjust the applied
voltage to increase the minority carrier injec-
tion ratio, defined as the ratio of the minority
carrier current to the total current. This can be
easily realized from Figure 6-31 and Equations
6-161 and 6-162. On the basis of this principle,
Card and Smith81 have observed green lumi-
nescence in an Au-SiO2-GAP (n-type) system
under forward bias. Figure 6-32 shows the
green light output power of the Au-SiO2-GAP
system as a function of the thickness of SiO2
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films for two values of tunneling current under
forward bias. For a fixed value of current, the
light output power (or light intensity) increases
with S, reaches a peak, and then decreases with
increasing S. This indicates that the minority
carrier injection ratio [Jp/(Jn + Jp) ~ Jp/Jn] ini-
tially increases with S (when EFm ~ Evs), but
after reaching the peak, it decreases with S
because the barrier width increases, causing a
rapid decrease in the transmission coefficient
for tunneling.

6.3.4 Effects of Space Charges and 
Traps on Tunneling Efficiency and 
Impurity Conduction
In general, insulating films contain traps. The
space charge due to trapped electrons (the
trapped space charge) may seriously affect 
the profile of the potential barrier and hence the
tunneling J–V characteristics. If there is no
space charge, the applied voltage reduces the
effective height and width of the potential
barrier for electron tunneling, as shown in
Figure 6-33(b). Suppose that the net space
charge density is zero in the region 0 < x < S2

and is constant in the region S2 < x < S, where
|S2| is the barrier width for tunneling. The space
charge will alter the profile of the potential
barrier by increasing the barrier width to limit
electron tunneling, as shown in Figure 6-33(c).
Thus, the space charge effects can be accounted
for by extending the straight-line portion of the
actual barrier from x = S¢2 to x = S and using an
effective bias V ¢ in place of the actual bias V to
calculate the tunneling distance |S2 - S1| and the
average barrier height .

Several investigators have studied these
effects of space charge and reported that free
carrier space charge without traps is ineffective
in lowering the tunneling current, even for
extremely low free carrier mobilities, that a
high trap density can severely limit the tunnel-
ing current, and that low free carrier mobilities
enhance space charge effects.83,84

Insulating or semiconducting films always
contain impurities, which may be unavoidably
present or may be deliberately doped in the film
specimens. These impurities form impurity

f

states in the forbidden energy gap. When 
the localized electronic wave functions of the
impurity states overlap, an electron bound to
one impurity state can tunnel to an unoccupied
impurity state without involving activation into
the conduction band. This tunneling process
between impurity sites is referred to as impu-
rity conduction.85 The mobility of an electron
moving in the impurity states is very small
since it depends on interaction between widely
spaced impurities, so this conduction mecha-
nism usually becomes predominant at low tem-
peratures due to a low concentration of carriers
in the conduction and valence bands. This
depends, however, on impurity concentration
and the energy levels of the impurity states,
which control the probability of tunneling from
impurity site to impurity site and the number of
electrons taking part in this tunneling process.

In semiconductors, the impurity conduction
process is possible only if the material is com-
pensated (i.e., if the material contains both
donor and acceptor impurities). This condition
for impurity conduction was put forward by
Mott86 and Conwell87 and confirmed experi-
mentally by Fritzsche.88–90 For example, if the
donor concentration ND is larger than the accep-
tor concentration NA in a compensated n-type
semiconductor, all the acceptors will be occu-
pied and become negatively charged; only ND

- NA donors remain occupied and neutral at low
temperatures, as shown in Figure 6-34. If impu-
rity state A and impurity state B are at the same
energy level, the overlap of the wave functions
between these two sites will enable the move-
ment of an electron from an occupied to an
empty donor site without involving activation
into the conduction band. If the impurity state
A is located at a lower energy level than the
impurity state B, then thermal energy (phonon),
supplied by lattice vibrations of the material, is
required to assist electron tunneling from A to
B. The field created by the charged acceptors
and donors will split the energy levels of donor
states; therefore, an electron can tunnel from
one impurity state to another only by exchang-
ing energy with phonons. The applied voltage
will alter the energy level difference between
sites, thereby making the tunneling probability
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higher in one direction than in the other. A
similar process can readily be realized in com-
pensated p-type semiconductors (NA > ND), but
in this case, electrons tunnel through acceptor
impurity sites.

The following are the most significant fea-
tures of impurity conduction observed in resis-
tivity–temperature characteristics:

• Resistivity is strongly dependent on impu-
rity concentration.

• The plot of �nr versus 1/T exhibits a finite
slope, indicating that a thermal activation
energy is required for electron tunneling
between sites when the impurity concentra-
tion is small.

• Activation energy decreases with increasing
impurity concentration and becomes zero
when the impurity concentration reaches a
certain critical value or higher. This indicates
that with impurity concentrations higher
than such a critical value, carriers move
freely without involving thermal activation.

Some typical experimental results obtained by
Fritzsche and Cuevas90 in compensated p-type
germanium semiconductors are shown in
Figure 6-35. A similar impurity conduction
phenomenon has also been observed in tanta-
lum oxide thin films,91 in silicon monoxide
films,92 in nickel oxide,93,94 in vanadium phos-
phate glasses,95 and in many other materials.85,96

6.4 Charge Transfer at the
Metal–Polymer Interface

Electron (or hole) injection from a metallic
contact to a polymer has been considered due
to electron transfer via the surface states in 
the polymer.97,98 Several investigators have 
proposed a similar electron transfer mecha-
nism.99–101 The density of surface states in the
polymer is likely to be much higher than that
of bulk trapping states, due partly to direct
exposure of the surface to the external envi-
ronment and partly to the metallization process
in forming the metallic contact. The surface
states are distributed in the energy band gap and
extended to a depth of xs from the interface,
which may be about 300Å.102 Beyond xs, the
bulk trapping states are dominant, but their
density is smaller. Within the region dominated
by surface states, electrons thermally activated
can tunnel from the metallic electrode to the
surface states, and then move up to the con-
duction band by thermal activation, as shown
in Figure 6-36. In the region containing bulk
trapping states, electrons cannot tunnel from
state to state because of the large separation
between states.

For polyethylene, it is likely that the bulk
electron trapping states are distributed follow-
ing Gaussian distribution between Ec and EF,
while the bulk hole trapping states are also dis-
tributed in the same manner between EF and Ev.
It is also likely that the electron traps are accep-
torlike and the hole traps are donorlike local-
ized states. In thermal equilibrium, all surface
and bulk trapping states can be assumed to 
be empty above the Fermi level EF and occu-
pied below EF. However, when electrons are
injected under an applied field from the metal-
lic electrode to the conduction band of the
polymer via the surface states, the major trap-
ping will take place between the quasi–Fermi
level and the thermal equilibrium Fermi level.
Initially, the injected current is large, but as 
the traps gradually become filled, the current
gradually reduces to the trap-controlled SCL
current. Depending on the density, the 
distribution and the depth of traps in the energy
band gap and the trap filling and thermal
detrapping processes can be very slow for large
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Figure 6-35 Resistivity r in ohm-cm as a function of temperature for compensated p-type germanium semiconductors
with compensation = ND/NA = 0.4 for the acceptor concentrations in cm-3: (1) 7.5 ¥ 1014; (2) 1.4 ¥ 1015; (3) 1.5 ¥ 1015; 
(4) 2.7 ¥ 1015; (5) 3.6 ¥ 1015; (6) 4.9 ¥ 1015; (7) 7.2 ¥ 1015; (8) 9.0 ¥ 1015; (9) 1.4 ¥ 1016; (10) 2.4 ¥ 1016; (11) 3.5 ¥ 1016;
(12) 7.3 ¥ 1016; (13) 1.0 ¥ 1017; (14) 1.5 ¥ 1017; (15) 5.3 ¥ 1017; (16) 1.35 ¥ 1018.
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bandgap materials such as polyethylene. This is
why it usually takes a very long time for the
charging current under a step-function voltage
to decay to a steady-state value.
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7 Electrical Conduction 
and Photoconduction

As far as insulators are concerned, the origin of
the charge carriers for intrinsic or extrinsic con-
ductivity is by no means clear. In this chapter,
we shall cover only electrical conduction in
dielectric solids, just a fraction of the large
volume of work on electrical conduction,1–6 and
discuss generally applicable principles in hopes
of providing a framework for an understanding
of this diverse behavior.

At low fields—this means at average applied
fields F (i.e., the applied voltage V divided 
by the specimen thickness d) lower than the
threshold (or critical) field Fth for switching on
significant injection of carriers from the carrier-
injecting contacts—electrical conductivity fol-
lows the empirical equation given by

(7-1)

where so is the preexponential factor and Es is
the activation energy. Neither the interpretation
of so nor Es is straightforward; it is rather
ambiguous because electrical conduction in-
volves various transport processes. The basic
equation for total conductivity can be written as

(7-2)

where n and p are, respectively, the concentra-
tions of electrons and holes; mn and mp are,
respectively, the average mobilities of electrons
and holes; n- and n+ are, respectively, the con-
centrations of negative and positive ions; m-

and m+ are, respectively, the average mobilities
of negative and positive ions; and s and sion

are, respectively, the electronic and ionic con-
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The hole is really an abstraction which gives a convenient way of describing the behavior of the elec-
trons. The behavior of the holes is essentially a shorthand way of describing the behavior of all the
electrons.

Willian Shockley

Electrical conduction and photoconduction are
essentially governed by the manner of generat-
ing charge carriers and their transport in a mate-
rial. If the carriers are generated by any means
other than optical excitation (i.e., if they can 
be generated in the dark), the conduction is
referred to as dark electrical conduction or
simply electrical conduction. If the carriers are
generated primarily by optical excitation, the
conduction is referred to as photoconduction. In
this chapter, the discussion is divided into two
parts: Part I deals with electrical conduction
and Part II with photoconduction.

PART I: ELECTRICAL CONDUCTION

7.1 Introductory Remarks

The electrical conductivities of materials range
from those of superconductors through those of
metals and semiconductors to those of highly
resistive insulators. Electrical conductivity can
be classified into three categories:

Intrinsic conductivity: Charge carriers are
generated in the material based on its 
chemical structure only.

Extrinsic conductivity: Charge carriers are
generated by impurities in the material,
which may be introduced into it by fabrica-
tion processes or deliberately doped into it
for a specific purpose.

Injection-controlled conductivity: Charge
carriers are injected into the material mainly
from metallic electrodes through a metal–
material interface.



7.2 Ionic Conduction

Ionic conduction in dielectric solids involves
the transport of ions which have a mass like
their surroundings. An ion with a charge q in a
solid will polarize its surroundings. As a result,
the polarized atoms or molecules will rearrange
themselves to form a dipole hole, providing 
a screening effect on the ion, as shown in
Figure 7-1.

Since the polarization of the surroundings
reduces the electrostatic energy of the ion, the
effect can be considered an ionic trap hindering
the motion of the ion. This is equivalent to 
the creation of a potential barrier; an ion must
move by an activation process from one poten-
tial well to another by surmounting the barrier
height, as shown in Figure 7-2(a). An ion not
only polarizes the surroundings but is also
polarized by the opposite charges of the sur-
rounding dipoles as it moves past them. This
causes an increase in the height of the potential
barrier. In short, interaction between ions and
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Figure 7-1 Schematic illustration of the screening of ions
by surrounding polarized molecules or atoms.

Figure 7-2 Schematic illustration of the potential energy barrier hindering the transport of a cation vacancy in the lattice:
(a) in the absence of an electric field and (b) with an applied field F.

ductivities. Under certain conditions, electrical
conduction may involve both electronic and
ionic conduction. For simplicity, we shall dis-
cuss these two types of electrical conduction
separately.



the surroundings hinders the movement of ions.
However, ions require energy to surmount the
barrier height, as well as vacant sites into which
they can move. Vibration of ions involving 
an energy kT can cause ions and vacancies to
exchange sites. Ionic conduction can be classi-
fied into two categories: intrinsic and extrinsic,
based mainly on the manner of generating ions.

7.2.1 Intrinsic Ionic Conduction
For ionic crystals, ionic conduction is mainly
intrinsic because the crystals have thermally
created vacant sites in the lattice through which
host ions can move. The simplest types of ther-
mally created vacant sites (lattice defects) are
the well known Frenkel and Schottky defects.
A Frenkel defect is formed when an ion origi-
nally at a lattice site moves to an interstitial
position, which implies that this process gener-
ates two imperfections: a vacancy in the lattice
and an interstitial ion. A Schottky defect is
formed when an ion originally at a lattice 
site diffuses to a surface position, creating one
imperfection: a vacancy in the lattice. Since 
the volume and the surface of a crystal must 
be electrically neutral, Schottky defects must be
created in pairs: one vacancy created by dis-
placing an anion and the other by displacing a
cation. It has been found that in most alkali-
halide ionic crystals, probability for the forma-
tion of Schottky defects is much higher than for
Frenkel defects.7 It can be imagined that for
large ions, vacant lattice sites must be present
for the ionic movement, whereas small ions 
can move through the interstitial space. For
nonionic solids, some structures may provide
channels, allowing ions space to move.

Ionic conduction is due simply to the trans-
port of negative and positive ions. If the mate-
rial contains several different species of ions,
the ionic conductivity may be written as

(7-3)

where mj and nj are, respectively, the mobility
and the concentration of ions belonging to
species j. To describe the transport process
clearly, we will assume for simplicity that the
conductivity is due to the movement of one

s mion = Âq nj j
j

type of ion. We will take the NaCl crystal as
example, since it is an important and much
investigated material. An NaCl lattice contains
mainly Schottky defects, and the Na+ ion is
much smaller than the Cl- ion. So the ionic 
conduction in NaCl can be considered almost
entirely due to the movement of Na+ via 
Schottky defects.

As sion = qu+n+, the density of ions n+ can be
considered the density of vacancies in the
lattice in which Na+ ions are missing. This is
analogous to the case of hole conduction in
semiconductors, for which the density of holes
in the valence band is the density of quantum
states that are empty (unoccupied by electrons).
So in ionic crystals, the movement of ions is in
fact the movement of vacancies.

In the absence of an electric field, the prob-
ability per unit time for a vacancy to move to a
neighboring position is given by

(7-4)

where uo is the number of attempted escapes per
second, which is the vibration frequency of the
ions surrounding the vacancy, and Ei is the acti-
vation energy, which is the height of the poten-
tial barrier. Based on a simple one-dimensional
model, the cation vacancy has equal probability
of escape to the right or to the left in the absence
of an applied field. Under an applied field, the
probability changes because the barrier height is
changed by an amount of qFa, where a is the
lattice constant as shown in Figure 7-2.

For the vacancy moving in the direction of
the field, the probability becomes

(7-5)

and that in the direction opposite to the field
becomes

(7-6)

Thus, the velocity of the vacancy can be written
as

(7-7)
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In the case of low fields, qFa << kT, the last
term sinh (qFa/2kT) can be approximately
equal to qFa/2kT (i.e., the first term of its
expansion series). Then Equation 7-7 can be
simplified to

(7-8)

Hence, the mobility can be expressed as

(7-9)

For a three-dimensional NaCl lattice, a central
cation vacancy can jump to any of the 12 
neighboring cation sites; each has a distance

from the vacancy. If the applied field is 
in 100 or any crystal direction, four possible
jumping directions are perpendicular to the
field, which will not contribute to the conduc-
tivity; four jumping directions are in the direc-
tion of the field; and the remaining four are in
the direction opposite to the field. Taking this
jumping probability into account, the mobility
becomes

(7-10)

Since the vacancy is part of the Schottky
defect, we can assume n+ = ns where ns is the
equilibrium density of Schottky defects, which
is given by

(7-11)

where N is the density of the cations in the
crystal and Es is the Gibbs free energy for the
formation of a pair of Schottky defects. Thus,
the ionic conductivity of NaCl–type ionic 
crystals can be written as

(7-12)

where B is a temperature-dependent constant
taking into account the effect of the lattice
vibration. By letting
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Equation 7-12 can be simplified to

(7-13)

which is similar to Equation 7-1. It can be seen
that (sion)o is temperature dependent. B also
varies with temperature, which makes (sion)o

relatively less sensitive to temperature. It
should be noted that this simple analysis for
intrinsic ionic conduction is based on an ideal
model for binary ionic crystals such as NaCl
and KC1.

Vacancies might also be introduced into 
the crystal by dopants. For example, a small
amount of SrCl2 doped into NaCl would intro-
duce Na vacancies for the Sr ions. In this case,
the ionic conductivity depends on the dopant
concentration and the temperature. Typical 
sion - T characteristics are shown schematically
in Figure 7-3. The slope in the high-tempera-
ture region (intrinsic) reflects the activation
energy Es, which consists of the energy
required for the creation of vacancies and that
required for the movement of the vacancies.
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The slope in the low-temperature region
(extrinsic) reflects the energy Ei required
mainly for the movement of the vacancies.

7.2.2 Extrinsic Ionic Conduction
The charge carriers for intrinsic ionic conduc-
tion are the vacancies created in the lattice sites
unoccupied by the host ions such as Na+ in 
the NaCl lattice. This occurs only in pure ionic
crystals. However, in nonionic solids, ionic
conduction is extrinsic, depending almost
entirely on the nature and concentration of ionic
impurities. Insulating materials such as poly-
mers may contain ions (e.g., ionomers, poly-
electrolytes), groups capable of ionizing, or
groups into which ionic materials have been
introduced. In most insulating materials, water
is always a source of ions. It is generally not
easy to identify the ions experimentally. For
insulating polymers, it is reasonable to assume
that they are derived mainly from fragments of
polymerization catalyst, degradation and disso-
ciation products of the polymer itself, absorbed
water, and other impurities introduced into 
the polymer during fabrication processes. For
example, insulating polymers such as PVC may
contain H3O+, Na+, K+, OH-, Br-, etc.

A molecule AB can be dissociated into A+ and
B- ions:

(7-14)

In thermal equilibrium, the concentration of
ions nk can be expressed as

(7-15)

An equilibrium dissociation constant Kd,
according to the mass action law, is defined as

(7-16)

where [AB]o and [AB] are, respectively, the con-
centrations of the total original molecules and
the nondissociated molecules and b is the frac-
tion of the molecules that are dissociated. The
dissociation is a thermally activated process,
and therefore Kd can be written as
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(7-17)

where Kdo is a constant, Ed is the activation
energy for dissociation, and er is the dielectric
constant. It can be seen from Equations 7-16
and 7-17 that Kd increases very fast with
increasing dielectric constant.

If AB molecules are the only dissociable
species present in the material, then their con-
centration can be expressed as

(7-18)

and the extrinsic ionic conductivity can be
written as

(7-19)

Since b increases with increasing Kd, the dielec-
tric constant plays a very important role in ionic
conductivity. This is also why water absorbed
by the material would cause a great increase in
ionic conductivity.

7.2.3 Effects of Ionic Conduction
The positively charged cations moving toward
the cathode and the negatively charged anions
moving toward the anode under an applied
electric field will create hetero–space charges
near the electrodes. If the charges of the ions
are not neutralized at the electrodes, they will
accumulate there. These hetero–space charges
may trigger the injection of electrons from the
cathode or holes from the anode when the 
accumulated amount of these charges reaches 
a certain critical value.

In general, ions, when arriving at the elec-
trodes, are not neutralized. They may react
chemically with the electrode material and
produce deposits that may alter the interface
behavior at the metal–material contacts. 
Furthermore, because of the formation of
hetero–space charges, the field distribution
between electrodes becomes very nonuniform.
The transport of ionic mass in the material 
will also change the spatial distribution of the
dielectric properties, resulting in the formation
of a multilayer capacitor. Based on the simplest
Maxwell–Wagner two-layer capacitor model,
the behavior of such a capacitor under AC fields

s ion = +- +qbN u uo( )

N ABo o= [ ]

K K E kTd do d r= -exp( )e
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has been analyzed. It was found that both the
overall dielectric constant and the conductivity
depend on the frequency, the relative difference
in layer thickness, the dielectric constant, and
the conductivity between the two layers.8

It is well known that the charging current
decays with time immediately after the appli-
cation of a step-function voltage across an 
insulating material between two metallic 
electrodes, as shown in Figure 7-4. We refer to
this metal–insulating material–metal structure
as the MIM system. This current decay phe-
nomenon occurs in all insulating materials at
any applied electric fields, low or high. In 
this section, we will consider only cases at low
fields. There are three possible mechanisms that
may be responsible for this phenomenon. These
mechanisms are ionic conduction, dipolar
polarization, and electronic conduction.

It is generally accepted that the current decay
phenomenon is associated with ionic con-
duction. Obviously, for materials having a high
dielectric constant or containing ionic impuri-
ties, this phenomenon is due to ionic conduction.
At low applied fields, the electrical conduction
current in insulating materials is usually so small

that determining the type of charge carrier
responsible for the conduction is very difficult.
Some investigators have used the conductivity’s
pressure dependence to determine the type of
charge carrier in insulating polymers.9 If the
conductivity decreases with increasing pressure,
the conduction is ionic because of the decrease
in free volume, which is required for the move-
ment of ions. If the conduction is electronic, 
the conductivity should increase with increasing
pressure because of increasing overlap of wave
functions. For nonpolymeric hard insulating
materials, the interpretation of the electrical
conductivity’s pressure dependence may not be
straightforward.

However, for good nondipolar insulating
materials, it is unlikely that ionic conduction
would make a noticeable contribution to the
total conduction current, in either the transient
or the steady-state region, for the following
reasons:

• The dissociation at room temperature for
materials with a low dielectric constant
cannot produce sufficient ions for significant
ionic conduction, particularly when the
amount of ionic impurities can be reduced to
a negligible level through careful prepara-
tion and handling processes.

• The hetero–space charges formed near the
electrodes produced by ionic conduction
may trigger the injection of electrons from
the cathode and holes from the anode when 
the amount of accumulated space charges
reaches a certain critical level. In this case,
we would expect the conduction current to
increase after the transient current decay
period has elapsed. But such an expected
phenomenon does not occur, implying that
the concentration of hetero–space charges is
either zero or very small and that the ionic
conduction component, if any, is negligibly
small compared to the dominant electronic
conduction component.

• For ionic conduction, we would expect that
electrolytic products would be accumulated
near the electrodes as the ions arrive there.
So far, such products have not been detected
in good insulating polymers, indicating that
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such products may not exist or may be too
few to be detected. This also means that the
ionic conduction component, if any, would
be negligibly small.

• It is difficult to imagine how ions can be
replenished continuously to the solid speci-
men to maintain the steady current flow after
the transient current period has elapsed.

Regarding the second possible mechanism,
dipolar polarization, we have the following
comments. The time involved in the charging
current decay region is usually longer than a
few tens of seconds. If the current decay tran-
sient is due to the polarization (i.e., due to the
displacement current and not the conduction
current), then the polarization must be due to
the orientation of dipoles available in the mate-
rial. Good insulating polymers generally have
a low dielectric constant (of the order of 3),
implying that they are mainly nondipolar. 
Of course, dipolar impurities such as moisture
(H2O) and other foreign impurities may be
introduced into the polymers during fabrication
processes. However, it is not expected that the
concentration of such impurities would be large
enough to contribute significantly to this tran-
sient phenomenon. Otherwise, their presence
would significantly enhance both the dielectric
constant and the conductivity, but this is not 
the case. Furthermore, dipolar polarization 
may induce a current transient, but would not
produce space charges, implying that the spec-
imen should remain neutral. In insulating poly-
mers, space charges are always formed near the
electrodes after the sample is subjected to elec-
trical stressing for a period of time. On the basis
of these facts, it is very unlikely that dipolar
polarization, if there were any, would play 
a noticeable role in the current transient 
phenomenon.

The following section discusses the third
possible mechanism: electronic conduction.

7.3 Electronic Conduction

Insulating materials generally have a narrow
energy bandwidth, a large energy band gap 

(>5eV), a large carrier effective mass, a large
concentration of various localized states in the
band gap, and hence a very low conductivity at
low fields. Most insulating polymers are non-
crystalline in structure and nondipolar. Con-
sidering an ideal perfect crystal, the intrinsic
concentrations of electrons n and of holes p are
equal, and n is about 1.5 ¥ 1010 cm-3 for a band
gap of 1.1eV, as in silicon. The intrinsic carrier
concentration is given by

(7-20)

where Nc and Nv are the effective densities of
states in the conduction and the valence bands,
respectively, Eg is the energy band gap, and 
k and T are the Boltzmann constant and the
absolute temperature, respectively. For the
same ideal perfect crystal, with Eg changed
from 1.1eV to 5.0eV (other parameters remain-
ing unaltered), ni will reduce to 3 ¥ 10-23 cm-3,
according to Equation 7-20. This means that
there is less than one electron per cm3. The elec-
trical conductivity is defined as

(7-21)

where un is the electron mobility and q is the
electronic charge. Based on this equation, the
intrinsic electrical conductivity would be neg-
ligibly small compared to the finite values of s
for all insulating materials reported in the liter-
ature,3,10,11 the conductivity of polyethylene, for
example, is about 10-17 (W-cm)-1. This simple
calculation tells us that for Eg ≥ 5eV, the elec-
trical conduction is extrinsic and the intrinsic
contribution can be entirely ruled out. It is 
interesting to see what carrier concentration is
required to give an electrical conductivity of
10-17 (W-cm)-1. Taking un = 10-10 cm2V-1s-1 for
polyethylene, the carrier concentration would
be about 6 ¥ 1011 cm-3, based on Equation 7-21.
Now, the question arises as to what these carrier
species are and where they come from. There
are two major types of carrier species: ions and
electrons (or holes). The previous section men-
tioned that ions are not the species responsible
for electrical conduction.

Tahira and Kao10 were the first to identify
experimentally the charge carrier species and
the mechanism responsible for the charging

s = qu nn

n p n N N E kTi c v g= = = -( ) exp( )1 2 2

Electrical Conduction and Photoconduction 387



current decay transient in polyethylene. They
used a simple experimental arrangement,
shown in Figure 7-5, and an MIM sandwich
configuration with one electrode made of a
semitransparent thin gold film of about 200Å
in thickness. The applied step-function DC field

was 60kVcm-1. The ultraviolet (UV) light was
produced by a 180W deuterium lamp, and the
illuminating beam was chopped to produce rec-
tangular light pulses with a rise-and-fall time of
about 10-4 s. Both the charging current J and the
superimposed photocurrent Jph were measured
simultaneously after the application of a step-
function DC field and a series of light pulses 
to illuminate the specimen through the gold
illuminated electrode. Typical results, given in
Figure 7-6, show that the photocurrent depends
strongly on the magnitude of the charging
current. The total current is

(7-22)

The photocurrent decays much faster when the
illuminated electrode is negatively biased than
when it is positively biased, indicating clearly
that the lifetime of the photogenerated carriers
is shorter for the former than for the latter case.

J J JT ph= +
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It is most likely that the probability for photo-
generation of free holes is much higher than 
for free electrons by UV light of wavelengths
ranging from 200nm to 300nm in polyethylene
with a band gap of about 8.8eV. The electrons
injected from the injecting contact are quickly
captured by the acceptorlike traps, forming 
a trapped electron space charge there. These
trapped electrons behave as hole traps, tending
to capture the photogenerated free holes. In the
region near the electron-injecting contact, there
are plenty of trapped electrons, which act as
deep hole traps. Thus, in this region, the rate of
photogeneration of free holes is smaller than
the rate of annihilation of holes; in other words,
the hole lifetime is shorter. This is why the pho-
tocurrent decays very rapidly with time. When
the anode is illuminated, the photocurrent
decays slowly with time, indicating that the
holes have a longer lifetime. In that region near
the anode, the major traps are the originally
existing donorlike hole traps.

This experiment provides the following
important information:

• The concentration of the originally existing
acceptorlike electron traps is higher than 
that of the originally existing donorlike hole
traps.

• After being filled by electrons, the acceptor-
like traps act as deep hole traps, and their
concentration near the electron-injecting
contact is much higher than that of the orig-
inally existing donorlike hole traps.

• The charging current decay phenomenon is
due to the electron trap–filling process.

• At low fields, electron injection from the
contact is predominant because the potential
barrier height for electron injection is lower
than that for hole injection. Thus, hole injec-
tion can be ignored.

The trapped electrons near the injecting contact
create a homo–space charge and hence an inter-
nal field opposite to the applied field, reducing
the effective field for electron injection from
the contact. This is why the charging current
decays with time. After the transient decay
period, the conduction current will finally reach

a quasi–steady state value. This implies that 
the electrical conduction has reached a dynamic
equilibrium condition under which the rate of
electrons being trapped is approximately equal
to the rate of trapped electrons being thermally
detrapped (i.e., thermal emission of electrons
from traps), and that the contact injects just
enough electrons to replenish those lost at the
anode. In insulating polymers, the trapped elec-
trons are highly concentrated near the injecting
contact because of very low electron mobility.
Thus, beyond the space charge region, the
remaining portion of the specimen may be 
considered free of space charge. Therefore, the
field in the remaining portion may be assumed
to increase linearly with increasing applied
field. This may be the reason why, at low fields,
the quasi–steady state conduction current fol-
lows Ohm’s law closely. Similar phenomena
have also been observed in polypropylene and
polyimide. Based on this argument, it can be
concluded that at low fields, electrical conduc-
tion in both the transient and the quasi–steady
state regions is predominantly electronic in
nature.

7.3.1 Electrical Transport
There are several mechanisms that may account
for electrical transport in dielectric solids. We
shall discuss each of them briefly.

Band Conduction
The most important result of applying quantum
mechanics to electronic properties of solids is
that electrons are allowed only in certain energy
levels grouped in bands, separated by energy
gaps, which are generally called forbidden gaps
or band gaps. Based on the crystal structure
with a perfectly periodic lattice, an electron can
propagate freely through the lattice as a wave
characterized by a wave vector k. So, an elec-
tron behaves as a particle as well as a wave, and
its behavior is governed by the wave vector

(7-23)

the energy

k =
2p
l
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(7-24)

and the momentum

(7-25)

where l is the de Broglie wavelength, u is the
frequency, v is the velocity, m*n is the effective
mass of the electron, and h is the Planck con-
stant. Based on wave mechanics, the momen-
tum is expressed as

(7-26)

where is equal to h/2p. Thus, from Equations
7-23 through 7-26, the relation between the
energy and the momentum of the electron can
be written as

(7-27)

Each atom has its own discrete energy levels in
the s, p, d, f . . . orbitals, but when many atoms
are brought together to form a solid, the 
electron charges in each orbital will overlap
between adjacent atoms, and the energy levels
of isolated atoms will split to form energy
bands.

Since electron waves move in the structure
with a periodic potential, the interaction
between the electrons and the periodic poten-
tial gives rise to the formation of a band struc-
ture.12 The traveling electron waves undergo
constructive and destructive interference as
they interact with the ion cores of the lattice.
This interaction leads to the creation of energy
band gap, separating bands of allowed propa-
gation. This is analogous to an electrical filter
with stop bands and pass bands. When the elec-
tron waves moving perpendicular to the lattice
planes have the wave vectors k = 2p/l = np/a
with n = 1, 2, 3 . . . , Bragg reflection occurs at
the lattice planes, so the wave cannot propa-
gate. The condition for Bragg reflection is

or

(7-28)k
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For example, a silicon atom has an electronic
structure 1s22s22p63s23p2 and a carbon atom has
an electronic structure 1s22s22p2. Both atoms
are similar; there are eight available quantum
states in the outermost s and p orbital levels, 
but only four of these are filled for bonding. 
A diamond (crystalline C) has N atoms and 6N
electrons per unit volume. In the 2p orbital,
there are six quantum states, but only two
quantum states are filled. As the interatomic
spacing decreases, these energy levels split into
bands, as shown in Figure 7-7. As the 2s and
2p bands grow, they merge into a single band
composed of a mixture of energy levels. This
band of mixing 2s - 2p levels contains 8N
available states but only 4N are filled. As the
interatomic spacing approaches the equilibrium
value (i.e., the lattice constant of diamond), 
this band splits into two bands separated by an
energy gap Eg. The upper band, containing 4N
states of antibonding, is called the conduction
band. The lower band, also containing 4N states
of sp3 bonding, is called the valence band. At 
T = 0, all states in the valence band are occupied
by electrons and all states in the conduction 
band are empty. But at T > 0, some electrons at
the top of the valence band make a transition to
the bottom of the conduction band and occupy
some states there, as shown in Figure 7-8.

It should be noted that Equation 7-27 was
originally derived for Sommerfeld’s free elec-
tron model for metals. To take into account the
interaction between the electron and the peri-
odic potential, the effective mass m* (instead 
of the rest mass m) is used for electrons. Also,
Equation 7-27 is for a simple, spherical, con-
stant energy surface. For an ellipsoidal constant
energy surface, the effective masses along the
longitudinal and the transverse directions are
different and Equation 7-27 is no longer valid.
In fact, for many semiconductors, such as
silicon and germanium, the constant energy
surfaces are not spherical and the E-k relation
is not parabolic.13 However, we use Equation 7-
27 for the sake of simplicity because this book
emphasizes the physical concepts rather than
detailed mathematical analysis. In fact, the 
calculation of the energy band structure is quite
mathematically involved, and for most dielec-
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tric solids information about the band structure
is still lacking. So a detailed discussion of band
structure is beyond the scope of this chapter.

Two typical types of band structure are
shown, however, in Figure 7-8, in which the
various symmetry points mean that at the Bril-
louin zone G: 2p/a (0, 0, 0) is at the zone center;
L: 2p/a (1/2, 1/2, 1/2) is at the zone edge along
(111) axes, and X: 2p/a (0, 0, 1) is at the zone
edge along (100) axes in the first Brillouin
zone.14 In general, the structure is more com-
plicated than in Figure 7-8, but this simplified
structure gives a clear picture of the basic 
features. The energy difference between the

bottom of the conduction band (termed the con-
duction band edge Ec) and the top of the valence
band (termed the valence band edge Ev) is the
forbidden gap Eg. For silicon, Ec occurs at k =
0, but Ev occurs at k = kc along the [100] direc-
tion, implying that the crystal momentum k is
different from the particle momentum mv. See
Figure 7-8(a). In this case, the crystal momen-
tum is k, but the particle momentum is zero
when the kinetic energy of the electron is zero
at Ec. Thus, for silicon, when an electron makes
a transition from the valence band to the con-
duction band, it requires not only an energy Eg,
but also a momentum to change its momentum.

h

h
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Momentum is conserved via a phonon inter-
action. A phonon is a quantum of lattice vibra-
tion and has a characteristic energy Ephonon. So
a transition from Ev to Ec involves either phonon
emission or phonon absorption. If the transition
is caused by optical excitation, the photon 
provides an energy hu but cannot provide a
momentum. Therefore, if the photon energy 
hu £ Eg, the transition will involve phonon
absorption. If hu > Eg, the transition will
involve phonon emission. Silicon is an indirect
band-gap semiconductor. Elementary semicon-
ductors, including silicon, germanium, etc.,
belong to this category.

If Ec and Ev occur at the same value of k, as
in GaAs in Figure 7-8(b), the transition does
not require a change in crystal momentum, so
GaAs is a direct gap semiconductor. Most III–V
compound semiconductors, such as GaAs, InP,

InAs, and InSb, belong to this category. Direct
gap semiconductors have a direct optical tran-
sition, small electron effective masses, and high
electron mobilities. That is why these materials
are widely used in light-emitting diodes, semi-
conductor lasers, and high-speed or high-
frequency devices.

In general, an electron can move freely in a
field-free space or in a space with a constant
potential field because there is no force acting
on the moving electron. If a voltage is applied
between two electrodes, producing an electric
field F in the space, then the electron will expe-
rience a force qF, driving it to move along the
field direction. In this case, the velocity of the
electron is not constant at a constant F but
increases with time until it reaches the positive
electrode. Thus, the velocity of an electron
moving in a lattice with a periodic potential
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field would fall and rise and fall again. In 
this case, the instantaneous velocity has no
meaning; we must use the mean velocity over
a distance many times the atomic spacings.

An electron can move without being scat-
tered if its energy E and momentum k lie in 
the allowed ranges and if the potential field is
strictly periodic.12 As it moves, an electron is
acted upon by the periodically varying field. 
If we average the parameters describing the
motion over several periods, we can describe
the motion of the electron due to an externally
applied electric field or magnetic field by equa-
tions of the same form as those for an electron
moving in free space, provided that the effec-
tive mass m* for the electron (instead of its 
rest mass) is used. For steady-state motion, the
mean velocity of the electron can be written as

(7-29)

and the acceleration as

(7-30)

since dk/dt = F where F is the force acting on
the electron, which can be written as

(7-31)

So the effective mass of the electron m* is

(7-32)

Equation (7-32) indicates that the narrower the
parabola is, the smaller the effective mass. For
example, GaAs has a narrow conduction-band
parabola, its electron effective mass m* =
0.07m. Silicon has a wider conduction-band
parabola, m* = 0.19m. Obviously, m* depends
on the crystal direction, since the E - k relation
is direction dependent.

The width of the allowed energy bands
depends on the shell to which the electrons
belong. The interaction between the K-shells of
individual atoms is small because electrons in
the K-shell are firmly bound to the nucleus, so
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the width of the K-band is extremely small. The
less firmly bound the electrons, the wider 
the allowed energy bands become.

The basic difference between semiconduc-
tors and insulators is mainly the difference
between their energy band gaps. Figure 7-9
illustrates schematically the basic differences
among metals, semiconductors, and insulators.
For metals, either the upper band is partially
filled or the upper band overlaps the nearly full
lower band. For semiconductors, Eg < 3eV, as
in Ge, Si, and GaAs, whose Eg are, respectively,
0.67, 1.10, and 1.43eV. For insulators, Eg >
3eV, as in diamond and SiO2, whose Eg are,
respectively, 5.0 and 9.0eV. Usually, the larger
the energy band gap, the narrower the conduc-
tion bandwidth becomes. The energy band gap
is temperature dependent. The higher the 
temperature, the more severe the lattice vibra-
tion and the easier it is to break the bond. This
is equivalent to saying that Eg decreases with
increasing temperature.

In short, band conduction is due to the move-
ment of electrons in the conduction band or
holes in the valence band, governed by the 
following parameters.15–17

Density of Quantum States
The density of states in the conduction band

is the number of states in the conduction band
per unit volume per unit energy at E above Ec,
which is given by

(7-33)

The density of states in the valence band is the
number of states in the valence band per unit
volume per unit energy at E below Ev, which is
given by

(7-34)

where m*n and m*p are, respectively, the effective
masses of electron and hole. The density of
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states as a function of energy is shown in Figure
7-10.

Fermi–Dirac Distribution Function
Electrons in crystalline solids follow the

Fermi–Dirac statistics. The probability that an
available quantum state at energy level E in 
the conduction band will be occupied by an
electron at temperature T is given by

(7-35)

The probability that an occupied state at energy
level E in the valence band will be empty (will
create a hole) at T is given by

(7-36)

where EF is the Fermi level, which is a refer-
ence level. This implies that the probability that
an empty state at DE above EF will be occupied
is equal to the probability that an occupied state
at DE below EF will be empty.
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Sources of Charge Carriers
There are three ways to supply charge carri-

ers, depending on the type of electronic con-
duction.

Intrinsic conduction—The carriers—elec-
trons and holes—are generated in the material
itself, usually by thermal excitation. The con-
centrations of electrons and holes are equal.
Intrinsic carrier concentration as a function of
temperature is given by Equation 7-20. Thus,
the intrinsic conductivity can be written as

(7-37)

where Nc and Nv are, respectively, the effective
densities of states (i.e., the number of states per
unit volume) in the conduction and the valence
bands, which are given by

(7-38)
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Extrinsic conduction—Even intrinsic silicon,
which is supposed to be the material with the
highest purity ever achieved by today’s tech-
nology, still contains unavoidable impurities 
of a concentration of about 1011 cm-3. This so-
called intrinsic silicon is usually classified into
two types: u-type silicon (slightly n-type) and
p-type silicon (slightly p-type), depending on

whether donor-type or acceptor-type impurities
are predominant. At high temperatures, intrin-
sic conduction is dominant, but at low temper-
atures the n-type or p-type behavior will appear.
Obviously, insulating materials such as poly-
ethylene and SiO2 would contain various impu-
rities of a concentration higher than 1015 cm-3,
of which some certainly act as donors or as
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acceptors. Since insulating materials have a
large band gap, intrinsic conduction can be
completely ruled out. If the electrical contacts
were ohmic, an extrinsic conduction current
would be observed.

For practical applications, semiconductors
are usually doped with predetermined donor or
acceptor impurities, which can contribute addi-
tional electrons or holes, respectively, to the
material. A donor atom contains an additional
electron beyond those required to bond the
impurity to the semiconductor lattice. The
bound states of such extra electrons lie in 
the band gap at the energy level Ed above the
middle of the gap that is, Ed > (Ec + Ev)/2. The
extra electrons are easily excited thermally into
the conduction band, leaving behind positively
charged ions. Similarly, an acceptor atom is
deficient in one electron. The bound states of
those missing electrons also lie in the gap at an
energy level Ea below (Ec + Ev)/2, so electrons
are easily excited thermally from the valence
band to the bound states of the acceptors, cre-
ating holes in the valence band and leaving
behind negatively charged ions.

If ND and NA are, respectively, the concentra-
tions of donors and acceptors, and N +

D and N -
A

are, respectively, the concentrations of ionized
donors and acceptors, then for charge neutral-
ity we can write

(7-40)

The Fermi level always adjusts itself to main-
tain charge neutrality in the material. Thus, we
can write

(7-41)
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where Ei is the intrinsic Fermi level. If ND >>
NA, implying that (Ec - EF) < (EF - Ev), the
semiconductor is of the n-type and its conduc-
tivity can be simplified to

(7-45)

Similarly, if NA >> ND, implying that (EF - Ev)
< (Ec - EF), the semiconductor is of the p-type
and its conductivity can be simplified to

(7-46)

For a nondegenerate semiconductor, in which
Ec - EF > 4kT or EF - Ev > 4kT, the product np
is always equal to n2

i at a fixed temperature inde-
pendent of the position of the Fermi level.

(7-47)

This is generally referred to as the mass action
law. It is usual for semiconductors to contain
both donor and the acceptor impurities simul-
taneously. At the time the impurities are doped,
the donor electrons immediately fill up any
available acceptor bound states, since the
crystal must attain the lowest possible energy
state consistent with its temperature. For most
purposes, the semiconductor can be considered
to contain NA - ND acceptors or ND - NA donors,
whichever is larger. Such semiconductors with
NA � ND with intrinsic behavior are said to be
compensated. The electrical conductivity of the
semiconductor containing both electrons and
holes can be written as

(7-48)

The electrical conductivity as a function of 
the ratio p/n is shown in Figure 7-11. The
minimum of s occurs when ds / dn = 0, which
leads to

(7-49)

For Si, mn > mp, so smin occurs at p/n = mn / mp >
1, but si occurs at p/n = 1, which is slightly
larger than smin, as shown in Figure 7-11.
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Injection-controlled conduction—The carriers
are injected into the material mainly from
metallic electrical contacts through a potential
barrier at the metal–material interface. This
subject has already been discussed in some
detail in Charge Carrier Injection through
Potential Barriers from Contacts in Chapter 6.

Carrier Drift Mobilities
Electrons in the conduction band or holes in

the valence band have three degrees of
freedom. Each degree for each electron has
thermal energy kT/2. Thus, the kinetic energy
of an electron may be written as

(7-50)

So the electron’s thermal velocity is

(7-51)

For semiconductors, vth is of the order of 
107 cms-1 at 300K, and the direction of the
moving electrons is random. However, under
an applied electric field F, the electrons tend to
move along the direction of the field, and the
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net velocity of the electrons in the direction 
of the field is called the drift velocity vn. The
average distance between collisions is called
the mean free path , and the average time
between collisions is called the mean free time
or collision time t. Thus, the momentum of the
drifting electron can be written as

(7-52)

the electron drift velocity as

and the electron drift mobility as

Similarly, the hole drift mobility can be written
as

The mean free time t is due mainly to random
collisions of the thermally activated electrons,
so t may be expressed as

If is 10-5 cm, t = 10-5 / 107 = 10-12 second.
The carrier mobility is controlled by or t,
which is governed by the scattering mecha-
nisms. The major scattering mechanisms
follow.

Lattice scattering—The higher the tempera-
ture is, the more severe the lattice vibration and
hence the more frequent the scattering (colli-
sions) and the lower the mobility

Thus,

Impurity scattering—The higher the tem-
perature is, the less significant the impurity
scattering and hence the higher the carrier
mobility
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Also, mobility decreases with increasing con-
centration of impurities. In general, at high tem-
peratures, lattice scattering is dominant, while
at low temperatures impurity scattering
becomes dominant. For silicon, lattice scatter-
ing is dominant at temperatures around and
higher than 300K.

Defect-Controlled Conduction
Most practical insulating materials are amor-
phous in nature. Amorphous structure implies
the random arrangement of atoms or molecules
and the absence of any periodic symmetry. 
It should be noted that completely random
arrangement of atoms or molecules in gases is
seldom found in condensed matter, even
liquids. The basic difference between an amor-
phous and a crystalline solid lies in the fact that
in the former, the atomic order is restricted to
the nearest neighbors so that the atoms exhibit
only short-range order because of the ever
present binding force between neighbors; in the
latter, the atomic order is a long-range one,
exhibiting a periodic symmetry.

Short-range order results in the distribution
of the density of electronic energy states tailing
into the zone that is normally the forbidden
zone. The electronic states in the tails are local-
ized; hence, electrons in those states are local-
ized. Beyond the tails are delocalized electronic
states. The boundaries between the regions of
localized and delocalized states are generally
referred to as the conduction-band and valence-
band edges, which are denoted by Ec and Ev,
respectively, following band theory for crys-
talline solids. The energy gap between Ec and
Ev is called the mobility gap and is shown in
Figure 7-10(b).4

Electron and hole mobilities increase with
increasing energy above Ec and below Ev,
respectively. Thus, only when the electrons are
excited to high electronic energy states in the
delocalized region (also called the extended
region), can appreciable electrical conduction
occur. Obviously, electrons in localized states
can move only by means of a thermally acti-

m mn por Tµ 3 2 vated hopping process from one site across a
potential barrier to a neighboring site, or by 
a tunneling process from one site through the
barrier to the next. Both mechanisms may
operate simultaneously. The relative impor-
tance of these two mechanisms depends on the
profile of the potential barrier and the avail-
ability of thermal energy.

In general, polymers are different from so-
called amorphous materials. A polymeric solid
consists of an assembly of molecular chains,
each of which also consists of many molecules.
Within the chain, molecules are held together
by covalent bonds and, in some cases, also by
ionic bonds. Between the chains, however, only
weak bonding exists, usually of a van der Waals
type. A chain can be considered a large mole-
cule (or macromolecule), which is made of
many small units called monomers (or mers)
repeatedly bonded together. Each unit can be
thought of as a separate small molecule with
electronic states associated with the molecular
orbitals of other molecules. Molecular orbitals
of the molecules would overlap, creating the
bonding and antibonding states, which lead to
the formation of the valence and the conduction
bands, respectively. Energy band theory can be
used to characterize the electrical properties of
polymers.18

There are two main types of electronic trans-
fer: intramolecular and intermolecular. For
intramolecular transfer, electronic movement
depends on the intramolecular bond and the
bond of the individual monomer. For example,
polyethylene has strong bonds between carbon
atoms. All monomers are fully saturated and
there is no significant overlap in the molecular
orbital of each carbon atom with the molecular
orbitals of carbon atoms on either side. In this
case, we would expect the conduction band to
be narrow and the forbidden gap is wide. If
each carbon atom along the molecular chain
had only one hydrogen atom instead of two,
then each carbon atom would have a double
bond and the atomic orbital of each would
overlap significantly with those of carbon
atoms on both sides, forming delocalized
molecular orbitals. This type of chain structure
is generally called a conjugated chain, in which
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carbon atoms have alternating single and
double bonds. In this case, we would expect the
macromolecule to have a wider conduction
band and a narrower forbidden gap, and the
electronic conduction due to such an intramol-
ecular transfer to be appreciable, as in benzene
and anthracene.

While band theory may be used to charac-
terize the electrical properties due to intramol-
ecular transfer along the chains, the
intermolecular transfer from one macromole-
cule to another may be the major stumbling
block for electrical conduction. A polymer con-
sists of many macromolecules, whose arrange-
ment can be considered quite random and
which are bonded mainly by weak van der
Waals bonds. The whole polymer may be
thought of as a mixture of crystalline and amor-
phous domains. The interface between a crys-
talline domain and an amorphous domain may
behave just like a trapping region. Furthermore,
molecular motion may also play a role in
helping the macromolecules to make intimate
contact with each other. It is likely that the
boundaries between some macromolecules
may behave like grain boundaries in polycrys-
talline materials.

Polymers have intrinsic defects, due to struc-
tural disorders, and extrinsic defects, due to
chain end groups and foreign impurities left
over from fabrication processes. Based on the
arguments presented here, an insulating
polymer consists of various kinds of defects
which act as traps tending to capture charge
carriers. We believe that electronic conduction
is mainly a combination of intramolecular band
conduction and intermolecular hopping con-
duction.

Electrical Transport by a Tunneling Process
An electron in a molecule, when excited to a
higher energy level, can tunnel through a poten-
tial barrier to an unoccupied state in a neigh-
boring molecule with energy conserved by a
tunneling process,19 as shown in Figure 7-12.
The electron in the excited state may tunnel to
the neighboring molecule or return to its ground
state. In general, however, the probability for

the former is much higher than for the latter,
depending on the lifetime of the electron in the
excited state.

In reality, the tunneling electron would expe-
rience a potential which is the sum of the
approximate coulomb potential attracting the
electron to a positive ion and the potential of
electron affinity of the original neutral mole-
cule.20 These potentials vary gradually rather
than abruptly and are therefore better approxi-
mated by a triangular potential barrier than by
a square one (see Figure 7-12). Furthermore,
the triangular shape facilitates intermolecular
electron transfer, since the barrier width
becomes smaller for the excited electron at a
higher level.

In the band model for molecular crystals,
there is no explicit mention of potential barrier
between molecules. However, it can be imag-
ined that an excited electron may tunnel over a
distance of several molecules. Thus, the tunnel-
ing model may be considered a band model
when the potential varies periodically and 
regularly throughout the crystal and the width of
the potential barrier is less than 10A. Consider-
ing a two–potential well system with a single
potential barrier to be the same as a system con-
taining a great number of potential wells, Keller
and Rast.21 have calculated the bandwidth of
anthracene based on the energy level splitting to
form a band, with the number of levels equal to
the number of wells in the band. Their estimate
of the bandwidth for anthracene is 0.029eV,
which is close to the value calculated on the
basis of the band model.22

Insulating or semiconducting films always
contain impurities, which may be unavoidably
present or may be deliberately doped in the film
specimens. These impurities form impurity
states in the forbidden energy gap. When the
localized electronic wave functions of the
impurity states overlap, an electron bound to
one impurity state can tunnel to an unoccupied
state without involving activation into the con-
duction band. This tunneling process between
impurity sites is referred to as impurity con-
duction.23 The mobility of an electron moving
in the impurity states is very small (since it
depends on interaction between widely spaced
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impurities), so this conduction mechanism
usually becomes predominant at low tempera-
tures due to low concentration of carriers in the
conduction and valence bands. This conduction
process depends, however, on impurity con-
centration and the energy levels of the impurity
states, which control the probability of tunnel-
ing from impurity site to impurity site and the
number of electrons taking part in this tunnel-
ing process.

In semiconductors, the impurity conduction
process is possible only if the material is com-
pensated (i.e., if the material contains both
donor and acceptor impurities). This condition
for impurity conduction was put forward by
Mott24 and Conwell25 and confirmed experi-
mentally by several investigators.26–28 For
example, if the donor concentration ND is larger
than the acceptor concentration NA in a com-
pensated n-type semiconductor, all the accep-

tors will be occupied and become negatively
charged; only ND - NA donors will remain occu-
pied and neutral at low temperatures. If the
impurity state A and the impurity state B are at
the same energy level, the overlap of wave
functions between these two sites will enable
the movement of an electron from an occupied
to an empty donor site without involving acti-
vation into the conduction band. If the impurity
state A is located at a lower energy level than
the impurity state B, then thermal energy
(phonon) supplied by lattice vibrations of the
material is required to assist the electron tun-
neling from A to B. It should be noted that the
field created by the charged acceptors and
donors will split the energy levels of donor
states. Therefore, an electron can tunnel from
one impurity state to another only by exchang-
ing energy with phonons. Also, the applied
voltage will alter the energy level difference
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between sites, thereby making the tunneling
probability higher in one direction than in the
other. A similar process can readily be realized
in compensated p-type semiconductors (NA >
ND), but in this case electrons tunnel through
acceptor impurity sites.

The following are the most significant fea-
tures due to impurity conduction observed in
the resistivity–temperature characteristics:

• Resistivity is strongly dependent on impu-
rity concentration.

• The plot of 1n r versus 1/T exhibits a finite
slope, indicating that a thermal activation
energy is required for electron tunneling
between sites when the impurity concentra-
tion is small.

• Activation energy decreases with increasing
impurity concentration and becomes zero
when the impurity concentration reaches a
certain critical value or higher, indicating
that for impurity concentrations higher than
that critical value, carriers move freely
without involving thermal activation.

Impurity conduction phenomenon has been
observed in compensated p-type germanium,28

tantalum oxide films,29 silicon monoxide
films,30 nickel oxide,31,32 vanadium phosphate
glasses,33 and many other materials.4,23

Electrical Transport by a Hopping Process
A localized electron can drift through a solid
specimen by hopping from a molecule (or an
atom) to a nonoccupied state of a neighboring
molecule if it acquires the energy necessary to
overcome the potential barrier. In general, the
energy is from thermal excitation of the mate-
rial. The concept of hopping transport has been
familiar for a long time in connection with ionic
conduction, since ions move essentially by
hopping, whether through interstices or vacan-
cies. This concept has been extended to elec-
trons, particularly for electronic conduction 
in amorphous and disordered nonmetallic
solids.4,34

The probability of a hopping transition may
be determined by both the distance between the
two sites and the potential barrier that must be

overcome. If the potential barrier width (i.e.,
the distance between the two sites) is larger
than 10Å, electrons hop rather than tunnel from
one molecule to the neighboring molecule. In
this case, the probability of hopping transition
can be written as

(7-53)

where DEj is the activation energy, which is ET

- E (see Figure 7-12), and uj is the attempt-to-
escape jump frequency. As with ionic conduc-
tion, the barrier height ET depends on the
applied electric field. Hence, the jump proba-
bility is higher for the jump across the lower
barrier (i.e., the lower DEj = ET - E)

In fact, the hopping process is similar to the
atomic diffusion process, so hopping mobility
follows the Einstein relation

(7-54)

where D is the diffusion coefficient. Following
the approach for ionic conduction, we can
obtain

(7-55)

where a is the width of the potential barrier. So
mH can be expressed as

(7-56)

and hence the hopping conductivity as

(7-57)

where mHO and sHO are constants.
The hopping process is illustrated schemati-

cally in Figure 7-12. Whether charge transport
takes place according to the band model or 
the hopping model depends on the electron–
lattice interaction. For molecular crystals or
polymers, this depends on whether the
strongest coupling is with the intermolecular
(lattice) or the intramolecular (nuclear) vibra-
tions. The vibration periods are typically 
10-12 sec for intermolecular modes and 10-14 sec
for intramolecular modes. Denoting electron
relaxation time, intermolecular vibration
period, and intramolecular vibration period by
t, tv�, and tvn respectively, we have the follow-
ing two important cases35:

s sH HO jE kT= -exp( )D

m mH HO jE kT= -exp( )D

D W aH= 2

mH
q

kT
D=

W E kTH j j= -u exp( )D

Electrical Conduction and Photoconduction 401



Case 1: t < tvn < tvl. In this case, electron
motion is so rapid that the vibration motion
can be regarded as stationary and a perturba-
tion to the motion of the electrons. The elec-
trons can be thought of as waves traveling over
several lattice sites before being scattered. 
The band model is applicable for this case.

Case 2: tvn < t < tvl. In this case, the molecule
vibrates (intramolecular vibration) while 
the electron remains on a particular lattice
site. This implies that while the electron
remains on the lattice site, the nuclei of the
molecule on this particular lattice site move
to new equilibrium positions. This gives rise
to the formation of a polaron. Polaron theory
will be discussed in the next section. The
interaction of electrons and phonons in the
lattice site may lead to self-trapping, in which
the electrons polarize the molecules and are
trapped in self-induced potential wells. This
case may lead either to random hopping
transport or to coherent band transport. For
the former, the electron trapped in such a
potential well requires an activation energy to
surmount a barrier of a height equal to the
binding energy of the polaron in order to
move to the neighboring site.

Polaron Conduction
The band model for electronic conduction is not
always appropriate for some dielectric solids,
particularly for those with a low electron mobil-
ity. The interaction between a slow electron and
the vibration modes of a polar lattice may be so
strong that the polarization of the lattice caused
by the slow electron will act back on the elec-
tron itself, reducing its energy. As the electron
moves through the polar lattice, it carries with
it the polarization field. Thus, the electron and
the accompanying polarization field can be
considered a quasi-particle. This quasi-particle
is generally referred to as a polaron.36,37

The most important effect of lattice polar-
ization is the attendant increase in the effective
mass of the electron. The size of a polaron is
measured by the extent of the region over
which the distortion or deformation of the

lattice due to polarization is introduced. In 
ionic crystals, electron–phonon coupling arises
mainly from long-range, strong coulomb inter-
action between the electron and optical lattice
modes. Therefore, the radius of the distorted
region is much larger than a lattice constant.
The polarons in ionic crystals are sometimes
called large polarons. In molecular crystals,
electron–phonon coupling is strong but of short
range; the distortion may occur predominantly
within the order of a lattice constant around the
electron. The size of the polarons in this case 
is small, so such polarons are called small
polarons.

There is a great deal of work, both theoreti-
cal and experimental, on polarons. To review it
is beyond the scope of this book. For more
details on this subject see some excellent
reviews with special emphasis on inorganic
materials37–44 and some mainly on molecular
crystals.45–48

Large polarons have a radius larger than
several lattice constants. Frohlich37 has derived
the Hamiltonian for large polaron behavior.
This Frohlich Hamiltonian contains two impor-
tant characteristic constants, the first of which
is of the dimensions of the length given by

(7-58)

where w is the angular frequency of the lattice
oscillators and m* is the rigid-band effective
mass of the electron. The electronic polariza-
tion of the ions follows the motion of a slow
electron adiabatically. This polarization affects
the value of the rigid-band effective mass. The
length � can be considered a measure of 
the polaron’s size.

The second important characteristic constant
is the coupling constant, which is dimension-
less and given by

(7-59)

where w is the energy of the longitudinal
optical phonon and a is a measure of the
strength of the electron–lattice interaction.39

For a < 1 the situation corresponds to a weak
coupling. For a > 1 the coupling is strong. Of
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course, the effective mass m* also plays an
important role in determining whether the
polaron is large or small. In general, large
values of m* imply small polarons, while small
values of m* are for large and weakly coupled
polarons.

Any polaron is generally described by a
narrow band of energy whose width decreases
with increasing temperature. Polaron motion
becomes possible because there are always
small overlaps of the wave functions between
neighboring positions. Thus, there are two alter-
natives for polaron motion: one is motion in the
band (nonlocalized polarons), and the other is
motion by hopping (localized polarons), which
is thermally activated.49 In a large class of
dielectric materials, small polarons prevail, 
particularly in molecular crystals.

For small polarons, the lifetime of a polaron
at any site is long because of strong
electron–lattice coupling. The polaron can
move either as by tunneling between equivalent
localized polaron states centered at different
sites or by hopping between two nonequivalent
localized states, involving emission and
absorption of phonons. Tunneling is analogous
to a wavelike motion, which is of the band con-
duction and in which the vibrational states
involve only a few quanta and are well sepa-
rated. Hopping is a phonon-activated process
which is predominant at high temperatures and
involves a large number of highly excited
vibrational levels, so the polaron motion, which
is greatly affected by interactions with vibra-
tions, becomes random and nonwavelike, and
cannot be described in terms of a band struc-
ture. In general, if the phonon bandwidth is
small compared to the polaron bandwidth,
band-type conduction may be predominant; if
the reverse is true, conduction may be mainly
by hopping. Holstein45 has found that at T £
0.4 w/k, a band-type conduction may be
assumed, and at T > 0.5 w/k, a hopping-type
conduction may be assumed, w being the
optical mode vibrational angular frequency.
With increasing temperature, polaron band-
width decreases, while polaron effective mass
increases rapidly.

h
h

7.3.2 Lifetime and Relaxation 
Electrical Conduction
Electrical conduction can be classified into two
distinct types, depending on whether the minor-
ity lifetime to is greater or smaller than the
dielectric relaxation time td. Materials with 
to > td are generally referred to as lifetime mate-
rials, while materials with to < td are generally
referred to as relaxation materials. In general,
most inorganic semiconductors, such as germa-
nium and silicon, are lifetime materials. 
Semiconductors and insulators with a high
resistivity, such as intrinsic GaAs, organic
semiconductors, and amorphous materials, are
relaxation materials.

Lifetime Regime
Before discussing the relaxation regime, it is
important to review briefly the physical concept
of the lifetime regime of conventional semi-
conductors. The condition to > td is often not
clearly or precisely defined but, in most cases,
it is assumed that the neutrality condition pre-
vails in the conventional semiconductors. This
implies that dielectric relaxation is so rapid,
compared to other time-dependent events, that
it can be assumed to be instantaneous. Relax-
ation time is given by

(7-60)

where s is the electric conductivity, which is a
measure of the concentration and the mobility
of available mobile carriers, and e is the per-
mittivity, which is a measure of the strength of
the coulombic interaction inside the semicon-
ductor (the dielectric medium). Thus, the
product re can be thought of as the RC (R is
the resistance and C is the capacitance) time
constant of the materials. Obviously, the larger
the value of td is, the longer the time required
to attain equilibrium. In conventional semicon-
ductors, td is of the order of 10-12 sec and to is
normally larger than 10-9 sec. Thus, it can be
imagined that injection of minority carriers
(electrons) of concentration Dn into the semi-
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conductor will result in a change of the
quasi–Fermi level, following the relation

(7-61)

where no is the concentration of electrons in
equilibrium. After injection, the majority carri-
ers (holes) will quickly respond to neutralize
excess Dn so as to maintain the neutrality con-
dition, as shown in Figure 7-13(a).

The processes for attaining equilibrium are
relaxation and recombination processes. The
field created by excess minority carriers charge
-qDn will attract majority hole carriers Dp from
the vicinity until the excess charge is com-
pletely neutralized. The characteristic time for
this process is the relaxation time td. After this
relaxation process, the semiconductor is in the
neutrality condition. To reach the equilibrium
condition, the recombination process must
reduce Dn with time until the law of mass
action is restored. The characteristic time for
this process is the minority carrier lifetime to.
In equilibrium, EFn and EFp coincide to form one
Fermi level EFo, which determines the equilib-
rium electron and hole concentrations no and po.
In nonequilibrium, Dp must increase locally to
neutralize Dn, so EFp follows a similar relation
as Equation 7-61.

(7-62)

Therefore, both Dn and Dp decrease with
time. EFn and EFp split rapidly into two levels
(within the relaxation time td), then combine
slowly to EFo at equilibrium within the lifetime
to, as shown in Figure 7-13(a).

Relaxation Regime
From Equation 7-60, to satisfy the condition to

< td for the occurrence of the relaxation regime,
td must be large. Materials with a low carrier
mobility and a low concentration of mobile 
carriers are most likely of this category. For
example, a semiconductor with resistivity of
108 ohm-cm has a relaxation time of about 
10-4 sec, which is normally larger than the
minority carrier lifetime, which is generally

p p N E E kTo p v Fp v= + = - -D exp[ ( ) ]

n n n N E E kTo c c Fn= + = - -D exp[ ( ) ]

lower than 10-8 sec for high-resistivity materi-
als. Following this classification, gold-doped
silicon and germanium may become relaxation
semiconductors at extremely low temperatures,
at which to becomes smaller than td. In the life-
time regime, the neutrality condition is retained
long before the excess carriers Dn disappear; 
in the relaxation regime, the situation is
reversed. After the injection of Dn minority car-
riers into a relaxation semiconductor, the law of
mass action is quickly restored by reducing the
local majority carrier concentration within the
minority carrier lifetime to. Thus, at the com-
pletion of this process the np product follows
the relation

(7-63)

This leads to

(7-64)

If the injection is so high that Dn > no, then

(7-65)

This implies that under an extreme condition all
mobile majority carriers may have disap-
peared.50,51 It is clear that in the lifetime regime,
injection of minority carriers tends to decrease
the resistivity of the material, while in the relax-
ation regime, injection of minority carriers
tends to increase the resistivity of the material,
as can be seen from Equations 7-63 through 7-
65 and Figure 7-13(b). This feature of injection
is characteristic for the relaxation regime, and
it is sometimes called recombinative space
charge injection. In general, a majority carrier
depletion region is adjacent to the minority
carrier–injecting contact, followed by a narrow
recombination front. This majority carrier
depletion region causes a sublinear voltage
dependence of currents (I•V1/2). An increase in
voltage enhances the space charge in the deple-
tion region, thus increasing differential resist-
ance and sometimes even creating a negative
differential resistance region.50,51 After the
elapse of to, the space charge slowly relaxes to
retain the equilibrium condition, as shown in
Figure 7-13(b). Table 7-1 lists the basic differ-
ences between lifetime and relaxation semi-
conductors in their electrical behavior.

Dp poÆ
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A field domain (or a potential disturbance)
created by an injected pulse of minority carri-
ers will move under the influence of an applied
electric field. In the relaxation regime, the dis-
turbance will move in the same direction as the
majority carriers, because the excess minority
carriers are quickly reduced by the recom-
bination process. The disturbance in majority
carrier concentration moves slowly to relax
toward neutralization. In the lifetime regime,
the disturbance moves in the direction of
minority carriers. Unless otherwise stated, this
book deals with solids in the lifetime regime.

7.4 Bulk-Limited Electrical
Conduction

To achieve bulk-limited electrical conduction,
the electrical contacts (electrodes) must be
ohmic (see Charge Carrier Injection through
Potential Barriers from Contacts in Chapter 6).
For electrical conduction involving mainly one
type of charge carrier, say electrons, the
cathode region can be considered a carrier
reservoir that supplies charge carriers to the

anode region as demanded by applied voltage
conditions. Thus, the bulk electrical conduction
becomes space-charge limited (SCL).

7.4.1 Basic Concepts Relevant to Space-
Charge Limited Electrical Conduction
Space charge is generally referred to as the
space filled with a net positive or negative
charge, and it appears in a great variety of sit-
uations associated with semiconductors and
insulators. This section is concerned mainly
with the limit such a space charge imposes on
the current or the number of charge carriers per
second passing from one electrode to the other.
For example, if the cathode emits more 
electrons per second than the space can accept,
the remainder will form a negative space
charge, which creates a field to reduce the rate
of electron emission from the cathode. Thus,
the current is controlled not by the electron-
injecting electrode but by the bulk of the semi-
conductor or the insulator—in other words, by
the carrier mobility in the space inside the
material. In general, the emitted electrons have
a distribution of energies, the material has traps
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Table 7-1 Comparison between lifetime materials and relaxation materials.

Item                        Type Lifetime Semiconductors Relaxation Semiconductors

to, td to > td to < td

I-V characteristics (forward I µ Vn I µ Vn

biased) or I µ exp(qV/nkT) with n ≥ 1 with n < 1 or n = 1/2 (sublinear)
(super-linear)

EFn, EFp EFn π EFp EFn = EFp

(after carrier injection) Local space charge neutrality, Local space charge enhancement–space charge
local nonequilibrium effect, local equilibrium

The region near the contact of Majority carrier enhancement Majority carrier depletion (resistivity
minority carrier injection (resistivity decreasing) increasing)

General properties Low resistivity, high mobility, High resistivity, low mobility, and wide energy
and narrow energy band gap band gap (e.g., organic and amorphous
(e.g., conventional semiconductors or conventional
semiconductors, Si and Ge) semiconductors at low temperatures)

Electrical transport (electronic, Extensively studied (well Not yet explored (not fully
photoelectric, and understood) understood)
galvanomagetic properties)



of various distributions, and there exist various
high-field effects. Actually, the situation is quite
complicated; in order to find a solution that is
not too burdensome for the current–voltage
characteristics, we must resort to simplifying
assumptions.

Space-charge limited dark conduction occurs
when the contacting electrodes are capable of
injecting either electrons into the conduction
band or holes into the valance band of a semi-
conductor or an insulator, and when the initial
rate of such charge-carrier injection is higher
than the rate of recombination, so the injected
carriers will form a space charge to limit the
current flow. Therefore, the SCL current is bulk
limited.

Once the carrier-injecting contact can
provide a reservoir of carriers, the behavior of
the injected carriers and hence the current is
controlled by the properties of the material in
which the carriers are flowing. In molecular
crystals, the bandwidth is narrow and the for-
bidden energy gap is wide; hence, carrier
mobility is low, so the intrinsic resistivity of
these materials is high. Thus, the SCL current
is easily observed even though the carrier-
injecting contact may not be perfect because the
intrinsic resistance of the material is usually
much larger than the contact resistance. As
there are no perfect crystals existing in this
world, traps created by all types of imperfec-
tions are always present in the crystals and
interact with injected carriers from ohmic 
contacts, thus controlling the carrier flow 
and determining the current–voltage (J–V)
characteristics. In molecular crystals, two types
of carrier trap distributions have been
reported52,53:

• Traps confined in discrete energy levels in
the forbidden energy gap

• Traps with a quasi-continuous distribution
of energy levels (normally following an
exponential form or a Gaussian form) with
a maximum trap density near the band edges

Several methods can be used to determine
experimentally the energetic and kinetic param-
eters (energy levels and distributions) of carrier

traps, such as the space-charge limited current
(SCLC) method,54 the thermally stimulated
current (TSC) method,55 and the photo-
emission method.56 However, these methods do
not provide any information about the possible
physical nature of traps. Some general consid-
erations have been suggested to relate the 
discrete trap levels to chemical impurities intro-
duced into the lattice (chemical traps),54,57 and
to relate quasi-continuous trap distribution to
the imperfection of the crystal structure 
(structural traps).53,58,59

It should be noted, however, that the sur-
roundings of a given type of trapping are not
uniquely defined. It can be imagined that there
always exist differences in configuration
between nearest neighbors and in character
between trapping centers, so a discrete trap
level can be considered “smeared out.” Fur-
thermore, the surroundings of an impurity
entity are generally inhomogeneous. Several
investigators60,61–63 have proposed that some
types of traps are better described by a Gauss-
ian distribution function, such as the quasi-
continuous trap distribution associated with 
statistical dispersion of the charge-carrier
polarization energy caused by fluctuational
structural irregularities of the lattice.64,65 The
current–voltage (J–V) characteristics have been
analyzed for solids with traps distributed in a
Gaussian manner in energy but uniformly dis-
tributed in space.66–68

The spatial distribution of traps can never be
homogeneous because there always exist dis-
continuities between the material and the elec-
trodes. The thinner the material specimen used
for experimental studies is, the greater the influ-
ence of the form of spatial distribution of traps
on J–V characteristics. The effect of nonuni-
form spatial trap distribution is important for
thin films. In fact, this effect has been observed
in thin films,69–71 possibly due to surface topog-
raphy, grain boundaries, nonuniform doping,
microcrystalline defects, etc.

The probability that a trap will capture an
electron follows the Fermi–Dirac statistics

(7-66)f E
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The probability that a trap will capture a hole
follows

(7-67)

On the basis of their energy levels, the traps can
be classified as shallow or deep. The so-called
shallow traps refer to traps whose energy levels
E = Etn are located above the quasi–Fermi level
EFn for electron traps, and to traps whose energy
levels E = Etp are located below the
quasi–Fermi level EFp for hole traps. It can be
seen from Equations 7-66 and 7-67 that fn(E)
<< 1 or fp(E) << 1 if (Etn - EFn) or (EFp - Etp) is
much greater than kT. This means that most of
the traps may be empty. Conversely, if Etn is
below EFn or Etp above EFp, the traps are called
deep traps, in which fn(E) Æ 1 or fp(E) Æ 1 if
(EFn - Etn) or (Etp - EFp) is much greater than
kT. This implies that most of the traps are filled
with trapped carriers (trapped electrons or
trapped holes). Figure 7-14 shows schemati-
cally these two cases.

Carrier injection into a solid is generally
classified as single or double injection. Single
injection means that the current flow is due
mainly to one type of carrier (electrons or
holes) injected from a contacting electrode into
the solid. These injected carriers gradually
establish a space charge leading to the well
known single-carrier SCL current. Double
injection means that the current flow involves
two types of carriers: electrons injected from
the cathode and holes from the anode. In double
injection, recombination kinetics control all 
the electrical properties. The recombination
process may either be bimolecular (i.e., band-
to-band electron–hole recombination) or may
occur through one or more sets of localized
recombination centers. The J–V characteristics
are strongly dependent on the concentration
and the distribution function of traps inside the
specimen and other boundary conditions.

7.4.2 SCL Electrical Conduction: 
One-Carrier (Single) Planar Injection
This section deals mainly with the theoretical
analyses of the SCL electrical conduction pro-
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cesses under various trappings conditions, the
scaling rule and the effect of carrier diffusion.

Theoretical Analysis
In single crystals the trap energy levels, if any,
are generally discrete. In amorphous and poly-
crystalline materials they are distributed in
accordance with certain distribution functions.62

The latter has been attributed to the intrinsic dis-
order of the lattice, which is possibly due to the
variation of the nearest neighbor distances.
Material specimens in film form, produced by
vacuum deposition or other means, are likely 
to be polycrystalline. Therefore, traps created
by defects are generally distributed and their
density is rather high, even if the material itself
is very pure chemically. Furthermore, material
specimens always have boundaries, such as
their surfaces with metallic contacts. Trap dis-
tribution near such boundaries would be differ-
ent from that in the bulk. In our theoretical
analysis, we will confine our discussion to
steady-state DC one-dimensional planar current
flow and make the following assumptions, but
the treatment is general and therefore can be
applied to thick or thin specimens in the crystal
or film form of any material.

• The energy band model can be used to treat
the behavior of injected carriers.

• Only injected hole carriers are considered,
and the ohmic contact to inject them is
perfect. (Similar treatment can easily be
extended to a case of only injected electron
carriers.) This implies that there is no elec-
trode limitation to the current.

• The mobility of the free holes (or free elec-
trons) is independent of electric field and not
affected by the presence of traps.

• The free hole (or electron) density follows
the Maxwell–Boltzmann statistics; the
trapped hole (or trapped electron) density
follows the Fermi–Dirac statistics.

• The electric field is so large that the current
components due to diffusion and to carriers
generated thermally in the specimen can be
neglected. The former is justified if the
applied voltage is larger than several kT/q so
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that the drift term becomes predominant and
the diffusion term may be neglected without
causing serious error. The latter is justified
if the contact resistance is much less than the
intrinsic resistance of the specimen, as in
molecular crystals.

• High-field effects, such as the Poole-Frenkel
effect, impact ionization, and field-depend-
ent mobility, are ignored.

• The treatment is one-dimensional with the
plane at x = 0 as the hole injecting contact
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(anode) and that at x = d as the collecting
contact, the specimen thickness being d.
This implies that F (x = 0) = 0, and that the 
distance Wa between the actual electrode
surface and the virtual anode (-dV/dx = F =
0) is so small that we can assume F (x =
Wa Æ 0) = 0 for simplicity.

The distribution function for trap density as a
function of energy level E above the edge of the
valence band and distance x from the injecting
contact for hole carriers can be written as

(7-68)

where Nt(E) and S(x) represent, respectively,
the energy and spatial distribution functions of
traps. If the traps capture only holes, the elec-
tric field F(x) inside the specimen follows
Poisson’s equation

(7-69)

and the current density may be written as

(7-70)

where p(x) and pt(x) are, respectively, the den-
sities of injected free and trapped holes, which
are given by

(7-71)

and

(7-72)

and fp(E) is the Fermi–Dirac distribution func-
tion, which is given by Equation 7-67. In the
following sections, we shall consider six
general cases.

Without Traps (Trap-Free Solids—Ideal Case)
For this case, pt(x) = 0. Multiplying both

sides of Equation 7-69 by 2F(x) and substitut-
ing Equation 7-70 into it, we obtain

(7-73)

Integration of Equation 7-73 and use of the
boundary condition
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This is the well known Mott–Gurney equation72

and is sometimes referred to as the square law
for trap-free SCL currents.

We have ignored the effect of thermally gen-
erated carriers. At low applied voltages, the J–V
characteristics may follow Ohm’s law if the
density of thermally generated free carriers po

inside the specimen (we are considering holes
only) is predominant such that

The onset of the departure from Ohm’s law or
the onset of SCL conduction takes place when
the inequality becomes equal. The applied
voltage for this condition to occur is

(7-75)

as shown schematically in Figure 7-15. By rear-
ranging Equation 7-75 in the form
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Figure 7-15 Schematic diagram showing the transition
from ohmic to space charge limited conduction for one
carrier (hole) injection in a trap-free solid.



we have

(7-76)

This means that when the transition from 
the ohmic to the SCL regime takes place, the
carrier transit time tt = d2/mpVW at VW (the
minimum voltage required for the transition) is
approximately equal to the dielectric (or ohmic)
relaxation time td = e/qpomp. If the applied
voltage V is less than VW, then tt > td, implying
that the injected carrier density p is small in
comparison with po, that the injected carriers
will redistribute themselves with a tendency to
maintain electric-charge neutrality internally in
a time comparable to td, and that they have no
chance to travel across the specimen. The redis-
tribution of the charge is known as dielectric
relaxation. This means that the injected carri-
ers under this condition do not alter the density
of carriers po because the injection of p would
be accompanied by an unbalanced space charge
which, according to Gauss’s law, would give
rise to an electric field, thus exerting a force on
adjacent electrons so that they move in to neu-
tralize the space charge. The net result is that
holes in all parts of the specimen start to drift
in such a way that the injected holes flow into
the specimen from the injecting contact to
replace the holes flowing out at the collecting
electrode, so no appreciable change in hole
density occurs anywhere within the specimen.
This can be easily understood by solving the
following continuity equation

(7-77)

where current J is given by

(7-78)

in which F produced by injected p follows
Poisson’s equation. Substituting Equation 7-69
into Equation 7-78 and then into Equation 7-77
and neglecting second-order terms involving
pF, we obtain

(7-79)
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If p < po and p spreads uniformly over the spec-
imen in a time comparable to the dielectric
relaxation time td, the second term on the right
side of Equation 7-79 can be ignored. Thus, the
solution of Equation 7-79 yields

(7-80)

td is a measure of the time required for the
injected carrier to reestablish equilibrium.
Since tt > td, negligible space charge would
appear in the bulk. In most inorganic semi-
conductors, td is small (e.g., td in Ge is about
10-12 sec) and the dielectric relaxation is not
easy to observe. However, in molecular crys-
tals, such as anthracene whose td is about 10-5

sec, the relaxation becomes important.
Equation 7-80 is no longer valid if tt � td

because Dp—2p in Equation 7-79 can no longer
be neglected. When V > VW and tt � td (for V
< VW, tt increases with decreasing V but td

remains practically constant, while for V > VW,
tt decreases with increasing V, and td also
decreases with increasing V because the
increase in V causes an increase in free carrier
density in the bulk) or tt < td, the injected excess
carriers dominate the thermally generated car-
riers because the injected carrier transit time is
too short for their charge to be relaxed by the
thermally generated carriers.54,73 By rearranging
Equation 7-75, we get

The physical meaning of this equation is that
the total charge of free carriers is approximately
equal to the condenser charge (the product of
capacitance and voltage). This is equivalent to
saying that the SCL current is due to the con-
denser charge driven from one plate through the
bulk of the specimen and then into the opposite
plate by the applied voltage.

Through qualitative reasoning, we can
imagine that there are two parallel current paths
in the specimen, one due to the ohmic process
and the other to the SCL process. Figure 7-15
shows the qualitative physical picture of these
two processes and the net current. At V = VW,
the net current can be qualitatively expressed as

qp d V
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(7-81)

This implies that the onset of tt = td is also the
condition for doubling the total free carrier
density in the bulk of the specimen, as shown
in Equation 7-81. It should be noted that Equa-
tion 7-81 serves only to explain the physical
picture. It is not logical to consider the two
processes existing simultaneously in the same
space because the potential distributions are
different for these two types of current. It is
much better to say that when tt > td, the ohmic
process is predominant and the effect of
injected space charge is suppressed, while
when tt < td, SCL conduction is predominant
and the ohmic process is suppressed; the poten-
tial distribution will adjust itself to suit the
dominant process. However, the transition from
ohmic to SCL conduction is not an abrupt
change but a gradual one.

Traps Confined in Single or Multiple
Discrete Energy Levels
For this case, Equation 7-68 can be

expressed as

(7-82)

where Ha is the density of traps, Et is the trap
energy level above the edge of the valence
band, and d (E - Et) is the Dirac delta function.
From Equations 7-71 and 7-73 we obtain

(7-83)

in which

(7-84)

Substitution of Equation 7-84 into Equation 7-
69 gives

(7-85)
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An analytical solution of Equation 7-85 for J as
a function of applied voltage is not possible,
although a numerical solution can be obtained
for all possible cases separately. For simplicity,
we will assume that Et is a shallow trap level
located below EFP. This implies that Haqa >
p(x). On the basis of this assumption and by
multiplying both sides of Equation 7-85 by
2F(x) and substituting Equation 7-70 into it, we
obtain

(7-86)

Integration of Equation 7-86 and use of the
boundary condition

(7-87)

in which V is the applied voltage and

(7-88)

Equation 7-87 is similar in form to that derived
by Lampert,74 except that d has been replaced
with deff, which can be considered as effective
thickness. The difference between deff and d can
be attributed to the inhomogeneous spatial dis-
tribution of free and trapped carriers.

We shall discuss some important parameters
related to the effects of traps. In what follows,
we will ignore the effect of nonuniform spatial
distribution of traps for simplicity. This means
that we will use d instead of deff.

qa is, in fact, the ratio of free carrier density
to total carrier (free and trapped) density

(7-89)

Thus, for the trap-free case, pt = 0, qa = 1. 
With traps, qa is always less than unity and
could be as small as 10-7.

When the density of thermally generated free
carriers po inside the specimen (we are consid-
ering holes only) is larger than the density of
injected carriers p, ohmic conduction is pre-
dominant. The onset of the transition from
ohmic to SCL conduction, following the same
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principle used in the previous section, occurs
when the applied voltage reaches

(7-90)

This equation indicates the following:

• The voltage for the transition VW increases
with increasing density of thermally gener-
ated carriers in the specimen po.

• The higher the concentration of traps (this
means the smaller the value of qa), the
higher the value of VW for the transition.

• When the free carrier density is changed by
injection from po to a new value p, then in
the steady state (when the trapping and
detrapping reach a quasi-thermal equilib-
rium) the density of trapped carriers is pt.
Thus, the total density of injected carriers
becomes pT = p + pt. Since mp is the mobil-
ity of free carriers, we define the effective
mobility as

(7-91)

with the understanding that the effective
carrier density for electric conduction is pT

rather than p. On the basis of this definition,
the effective carrier transit time can be
expressed in terms of free carrier transit time
tt and VW as

(7-92)

• The transition from ohmic to SCLconduction
occurs when tteff is approximately equal to td.

Even with V < VW, in which ohmic conduc-
tion is predominant in the steady state, there is
a transient supply of injected carriers when a
voltage is applied across the specimen. The
ohmic behavior can be observed only after
these space-charge carriers become trapped.
This phenomenon has been observed in CdS
crystals.75,76

Increase of applied voltage may increase the
density of free carriers resulting from injection
to such a value that the quasi–Fermi level EFp
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moves below the shallow hole trapping level Et.
Then, most traps are filled: For hole traps, a
filled trap means that it has given up an elec-
tron to the valence band, while for electron
traps a filled trap means that it has captured an
electron or it is occupied, so when most elec-
tron traps are filled, the quasi–Fermi level EFn

moves above the electron trapping level Et. The
traps-filled limit (TFL) is the condition for the
transition from the trapped J–V characteristics
to the trap-free J–V characteristics. It can be
imagined that after all traps are filled, the sub-
sequently injected carriers will be free to move
in the specimen. So, at the threshold voltage
VTFL that brings on this transition, the current
will rapidly jump from its low, trap-limited
value to a high, trap-free SCL current. VTFL is
defined as the voltage required to fill up the
traps—in other words, the voltage at which EFp

passes through Et. In thermal equilibrium (i.e.,
in the absence of external perturbation, and for
present consideration, in the absence of applied
voltage) the density of trapped holes is

(7-93)

and the density of unfilled traps is

(7-94)

where EFpo is the quasi–Fermi level in thermal
equilibrium (i.e., in the absence of applied
voltage).

Shallow-traps—In this case, Et < EFpo, Equa-
tion 7-94 can be approximated to

(7-95)

VTFL can be interpreted in such a way that when
the unfilled traps are completely filled, the
applied voltage reaches the value of VTFL. On the
assumption that Ha >> p, then at VTFL we have

(7-96)

Integration of Equation 7-96 gives
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(7-97)

For cases in which qa is not too small, so that

, we have

(7-98)

Figure 7-16 shows schematically the variation
of VW and VFTL with qa and Ha.
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Deep-traps—In this case, Et > EFpo, Equation

7-94 can be written as

(7-99)

Following the same method used for shallow
traps and assuming that Ha - pto >> p, then at
VTFL we have

(7-100)V
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Since Et > EFpo, all injected carriers will be used
first to fill the traps. At VTFL all traps will be
filled, so VTFL can also be considered the voltage
to begin the transition from ohmic to SCL con-
duction, that is, VW. For this deep-trap case,
however, the transition is from ohmic to trap-
free SCLC because all traps have been filled.
Recalling that

(7-101)

(see Equation 7-81), it is now interesting to see
the change of p when V is increased to 2VTFL.
Based on the total charge in the specimen, Q =
q(Ha - pto)d at V = VTFL and Q = 2q(Ha - pto)d
at V = 2VTFL, if the capacitance of the specimen
is assumed to be unchanged. At V = VTFL, the
total injected carriers Ha - pto are trapped car-
riers, but at V = 2VTFL, one-half of the injected
carriers are trapped and the other half are free
carriers, so

(7-102)

From Equations 7-101 and 7-102, we have

(7-103)

Figure 7-17 shows the schematic log–log plot
of the current–voltage characteristics. The tri-
angle of this plot is sometimes referred to as the
Lampert triangle.74,77 A more analytic treatment
of this problem, taking into account the ther-
mally generated carriers in the specimen, has
been reported by Lampert and Mark.54

If the traps are not confined to a single dis-
crete energy level but are in several discrete
energy levels (as in a solid that contains more
than two kinds of impurities), Equations 7-87
and 7-88 are still applicable, provided that qa is
given by

(7-104)

where

(7-105)

in which gpi, Hai, and Eti refer to gp, Ha, and Et

in the ith single discrete energy level.
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Traps Distributed Exponentially within the
Forbidden Energy Gap
In the analyses remaining in this section, we

shall not repeat the detailed mathematical treat-
ment. The formulation and the solution of the
problem will be given, because the analytical
processes are similar to those given in the
analyses for cases without traps or with traps
confined in single or multiple discrete energy
levels. When traps distributed exponentially in
the forbidden energy gap, the distribution func-
tion for trap density as a function of energy
level E above the edge of the valence band and
distance x from the injecting contact for holes
can be written, following Equation 7-68, as

(7-106)

where Hb is the density of traps and Tc is a char-
acteristic constant of the distribution. If Tc > T,
we can assume that fp(E) = 1 for EFp < E < •
and fp(E) = 0 for E < EFp as if we take T = 0.
This is a good approximation, particularly
when Tc is much larger than T. With this
assumption, we obtain

(7-107)

The upper limit of the integral has been
extended to infinity. This is permissible if EFp(x)
is far removed from the Fermi level of the
neutral region. By substituting Equation 7-107
into Equation 7-69, letting Tc/T = � and multi-

plying both sides by , we obtain

(7-108)
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in which

(7-109)

If pt >> p, qb is very small and can be neglected.
Integration of Equation 7-108 and use of the
boundary condition V = Úd

oF(x)dx gives
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for pt > p.
Equation 7-110 is similar in form to that

derived by Mark and Helfrich,78 except that d
has been replaced with deff. Again, the differ-
ence between deff and d is caused by the inho-
mogeneous spatial distribution of free and
trapped carriers.

Several investigators have reported that
some experimental results reveal the exponen-
tially distributed traps scanned at levels above
a certain discrete level Ete.79–82 In this case,
Equation 7-110 becomes

(7-112)

The only difference is that Hb has been replaced
with H¢b, which is given by

(7-113)

This implies that the distribution function for
trap density is written as

(7-114)

It is obvious that Equation 7-112 reduces to
Equation 7-110 if Ete = o, that is, the highest
trap concentration is at the edge of the valence
band.

Following the same procedure given for traps
confined in single or multiple discrete energy
levels, and using d instead of deff for simplicity,
we obtain VW and VTFL for the present case.

When the density of thermally generated free
carriers po inside the specimen (we are con-
sidering holes only) is larger than that of the
injected carriers p, ohmic conduction is pre-

dominant. By setting equal to 

Equation 7-112, we obtain the applied
voltage required for the onset of the transi-
tion from ohmic to SCL conduction, which
is given by

(7-115)
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When all traps are filled, a transition from the
trapped SCLC to a trap-free SCLC will take
place. By setting Equation 7-74 equal to
Equation 7-112, we obtain the TFL threshold
voltage78:

(7-116)

Traps Distributed in a Gaussian Manner
within the Forbidden Energy Gap
In this case, Equation 7-68 becomes

(7-117)

where (2p)1/2 is the normalizing factor, Etm is the
hole-trapping energy level with a maximum
trap density, and st is the standard deviation of
the Gaussian function.

Shallow traps—Hole traps are considered
shallow if Etm < EFp. In this case, Equation 7-71
becomes83

(7-118)

in which

(7-119)

Substitution of Equations 7-70 and 7-118 into
Equation 7-69 gives

(7-120)

Integration of Equation 7-120 and use of the
boundary condition
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(7-122)

in which

(7-123)

Equation 7-122 is similar in form to that for
traps confined in a single discrete energy level
see (Equation 7-87), except that qa has been
replaced with qd. It is interesting to note that as
st Æ o, the case for Gaussian trap distribution
approaches the case for traps confined in a
simple discrete energy level, and that in the
former case, the plot of �nJ as a function of 1/T
may not be linear.

Deep traps—Hole traps are considered deep
if Etm > EFP. By letting z = E - Etm and using
appropriate approximations, Equation 7-71
becomes83

(7-124)

in which

(7-125)

and

(7-126)

Substituting Equations 7-70 and 7-124 into
Equation 7-69 and multiplying both sides by 
(m + 1)[F(x)]1/m/m, we obtain

(7-127)
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in which

(7-129)

for pt >> p.
Equation 7-128 is similar in form to that for

traps distributed exponentially within the for-
bidden gap (see Equation 7-110), except that 
� has been replaced with m. To distinguish
between the traps distributed in a Gaussian
manner and those distributed exponentially, the
technique of measuring thermally stimulated
currents as functions of temperature and
applied voltage can be used.62,84

Following the same procedure given previ-
ously for traps confined in single or multiple
discrete energy levels, and using d instead of
deff for simplicity, we obtain VW and VTFL in this
case as follows:

By setting equal to Equation 

7-122 and equal to Equation 7-128, we
obtain

(7-130)

for shallow traps and

(7-131)

for deep traps.

To obtain VTFL for shallow traps, we follow
Equation 7-93, and the density of trapped
holes in thermal equilibrium (in the absence
of applied voltage) is

(7-132)
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(7-133)

If Nt(unfilled) > p at VTFL, Poisson’s equation is

Thus

(7-134)

To obtain VTFL for deep traps, we set Equation
7-74 equal to Equation 7-128 and obtain

(7-135)

Traps Confined in Smeared Discrete 
Energy Levels
Earlier, we derived an expression for J as a

function of V in the case of traps confined in 
a discrete energy level. However, this case
could also be considered physically as a case
with a Gaussian distribution having a very
narrow trap energy deviation st (i.e., st << kT).
Suppose that the trap energy level Etm is located
below EFp, which we considered shallow 
traps; the J–V characteristics can be easily
derived from Equations 7-122 and 7-123 for 
st << kT.

If the traps are confined not in a single
smeared discrete energy level, but in multiple
smeared discrete energy levels (such as a solid
containing more than two kinds of impurities),
Equations 7-122 and 7-123 are still valid, pro-
vided that qd is given by

(7-136)

where

(7-137)

in which gpi, Hdi, sti, and Eti refer to gp, Hd, st,
and Et in the ith single smeared discrete energy
level.
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If the trap energy level Etm is located above
EFp in the case of deep traps, it is not possible
to obtain an exact solution for the J–V charac-
teristics. However, from Equations 7-126, 7-
128, and 7-129, we can obtain an approximate
solution for st << kT. This is given by

(7-138)

Traps Distributed Uniformly within the
Forbidden Energy Gap
This type of trap distribution was first inves-

tigated by Rose.75 Although physically, the
uniform distribution of traps within the forbid-
den energy gap is unlikely to occur in a solid,
it is possible that traps due to impurities may
not be confined in a single discrete energy level,
but rather within a narrow band from E� to Eu

in the forbidden energy gap. In such a case,
Equation 7-68 can be written as

(7-139)

where U is the Heaviside step-function. U(E -
E�) = 0 if E < E�; U(Eu - E) = 0 if E > Eu; U(E
- E�) = 1 if E > E�; U(Eu - E) = 1 if E < Eu;
and Hc is the density of traps per unit energy
interval. From Equations 7-71 and 7-139, we
obtain

(7-140)

By assuming pt >> p and substituting Equation
7-140 into Equation 7-69, we obtain

(7-141)
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Integration of Equation 7-141 and use of the
boundary condition

give69

(7-142)

in which

(7-143)

Again, the difference between deff and d is
caused by the inhomogeneous spatial distribu-
tion of free and trapped carriers. Obviously, if
the traps are uniformly distributed from Ev to
Ec in the forbidden energy gap, Eu - E� = Eg.

Following the same procedure given for
traps confined within single or multiple discrete
energy levels, and using d instead of deff for
simplicity, we obtain VW and VTFL for this case
as follows:

By setting equal to Equation 

7-142, we obtain

(7-144)

For an accurate approach, we can obtain VTFL

by setting Equation 7-74 equal to Equation
7-142 and using graphical or computer tech-
niques to calculate VTFL. However, using the
method of Muller,85 which states that expo-
nential trap distribution approaches uniform
trap distribution when � Æ •. Thus, by
letting � Æ • in Equation 7-116, we obtain

(7-145)

since Hb is equivalent to Hc(Eu - E�) when 
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The Scaling Rule
It can be seen from all expressions for J–V
characteristics given in the previous cases that
the general scaling rule54,86 for one-carrier SCL
conduction in any material with any trap distri-
butions can be expressed in the form of

(7-146)

This equation is universally valid, provided that
the carrier mobility is field independent and the
effect of carrier diffusion is ignored. It is also
valid for two-carrier (double-injection) space
charge conduction if mobilities of both types of
carriers are field independent and the effect of
carrier diffusion is ignored. (High-field effects
and the effect of carrier diffusion will be dis-
cussed later.) In Equation 7-146, the use of deff

(effective specimen thickness) instead of d (true
specimen thickness) in all expressions for J–V
characteristics can be thought of as taking into
account the effect of nonuniform spatial distri-
bution of traps.

By writing Equation 7-146 in the following
form

(7-147)

we derive the following features:

The factor means that a solid with a

nonuniform spatial distribution of traps is
equivalent to a solid with a uniform spatial
distribution of traps if its true thickness d is
replaced with an effective thickness deff.

J is directly related to the average field Fav =
V/d, because J can always be written as

(7-148)

where is the average density of free carri-
ers. It is this that produces different forms
of J–V characteristics. It is obvious that 
depends on the distribution of space charge,
which in turn depends not only on the type
of trap distribution, but also significantly on
the interaction between the traps and the
field, which is volume dependent.
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can be interpreted as the flow of one unit

volume of free charge carriers per second,
while Fav/d can be written as D/ed, in which
D is the average charge per unit area on the
electrode and can be interpreted as the
average charge density in the specimen
having a dielectric constant e. Thus, the flow
of charge carriers per unit volume per second
is directly related to the average charge
density, which includes the free and trapped
charged carriers in the specimen.

With expressed in terms of

, the value of n will reflect

the type of trap distribution. Table 7-2 sum-
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marizes the values of n for all cases, and
Table 7-3 summarizes all expressions for J–V
characteristics for all cases discussed in this
chapter.

The general expressions for the current–voltage
characteristics in a solid with traps uniformly
and nonuniformly distributed in space and in
energy have been derived using a unified math-
ematical approach. The analytical technique
discussed in this chapter may, in principle, be
used to analyze any distribution of traps in
space and energy. However, it should be noted
that in the derivation, both permittivity and
carrier mobility have been assumed to be con-
stant. For a more rigorous treatment, these two
physical parameters may have to be considered
altered by the charge exchange in traps87 and by
high-field effects.
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Table 7-2 The values of n in the factor for single-injection J–V characteristics.

n Description References

Minority carrier electron injection into a p-type semiconductor Roberts88

Experimental results (e.g., single crystal trigonal selenium
with indium electrodes)

1 Traps distributed uniformly within the forbidden energy gap Touraine and Carles89

Experimental results (e.g., amorphous Se films)

2 Without traps Smith and Rose76

Experimental results (e.g., CdS)

2 Traps confined in single discrete energy levels or in smeared Helfrich53

discrete energy levels Schadt and Williams90

Experimental results (e.g., single crystal anthracene with silver Barbe and Westgate91

electrodes, b-phthalocyanine with gold electrodes) Hwang and Kao69

2 Shallow traps distributed in a Gaussian manner within the Lanyon60

forbidden energy gap Hwang and Kao83

Experimental results (e.g., amorphous Se films)

� + 1 Traps distributed exponentially within the forbidden energy gap Helfrich53

Experimental results (e.g., anthracene crystals, tetracene crystals) Mark and Helfrich78

Reucroft and Mullins81

Baessler, Herrmann, Riehl, and Vaubel92

m + 1 Deep traps distributed in a Gaussian manner within the Sussman62

forbidden energy gap Hwang and Kuo83

Experimental results (e.g., copper phthalocyanine films with 
gold electrodes)
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The Effect of Carrier Diffusion
Previously, we assumed that our theoretical
analysis may neglect the diffusion current com-
ponent for mathematical simplicity. In this
section, we shall examine the validity of this
assumption and the condition under which such
an assumption can be applied without causing
a serious error.

The total current density for hole injection
from the injecting contact (anode) at x = 0 is
the sum of drift and diffusion current densities
and is given by

(7-149)

where

(7-150)

based on Einstein relation. From Equation 7-
149, it is obvious that Jdiff may be neglected if
and only if Jdr >> Jdiff. This means
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Supposing that the drift current component
must be at least 10 times the diffusion current
component before we can justify neglecting the
diffusion current component, then we have

(7-152)

This equation implies that only when p(x = 0)
= p(x = d) may we completely neglect the dif-
fusion contribution, and that when p(x = 0) >
p(x = d), the voltage V must be larger than
10VT�n[p(x = 0)/p(x = d)] before we may
neglect the diffusion term.

For example, if p(x = 0)/p(x = d) = 103, the
applied voltage must be larger than about
100VT, that is, larger than 2.5 volts at 300K.
The magnitude of applied voltage alone does
not give a clear criterion; it must go with spec-
imen thickness. If we want to apply an average
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Table 7-3 The expressions for single injection J–V characteristics with and without traps.

Case Single Injection in Solids (for hole injection) References

Trap-free Mott and Gurney72

Traps cofined in Helfrich53

a single discrete Lampert and Mark54

energy level Hwang and Kao69

Traps distributed Mark and Helfrich78

exponentially within Hwang and Kao69,83

the forbidden energy Reucroft and Mullins81

gap

Traps distributed in a Bonham67

Gaussian manner within Hawang and Kao83

the forbidden energy
gap

Traps distributed Muller85

uniformly within Rose75

the forbidden energy Hwang and Kao69,83
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field of 3kV/cm across the specimen, specimen
thickness must be larger than 2.5/3 ¥ 103 �
10-3 cm, or 10 mm. This simple example indi-
cates that for a given applied average field Fav,
the larger the specimen thickness is, the less
important the diffusion contribution.

This is why the diffusion current component
may sometimes be ignored for long specimens
but not for thin specimens. For thin films, the
diffusion current may become large enough to
produce various effects. For example, diffusion
tends to move the virtual anode (the plane of
which F = 0), away from the hole injecting
contact, thus shortening the effective specimen
thickness and enhancing the field toward the
cathode. The same argument is applicable to the
case for only injected electron carriers.

However, for most insulators, the energy
band gap is large; the carrier mobility, the
carrier diffusion coefficient, and the thermally
generated carrier density are all very small.
Thus, for these materials, it is not difficult to
satisfy the condition given by Equation 7-152
for neglecting the diffusion term, provided that
the specimen thickness is not too thin.

7.5 Bulk-Limited Electrical
Conduction Involving Two Types 
of Carriers

Similar to bulk-limited electrical conduction
involving one type of carrier, in cases involv-
ing two types of carriers, one of the electrical
contacts must be ohmic, acting as a carrier
reservoir for one type of carrier (say electrons),
and the other electrical contact must also be
ohmic, acting as a reservoir for the other type
of carrier (say holes). Thus, bulk-limited elec-
trical conduction is governed by the bulk prop-
erties of the materials.

7.5.1 Physical Concepts of Carrier
Trapping and Recombination
Because no perfect crystals exist in this world,
there are always traps associated with various
defects present in the solids. Sudden applica-
tion of a step-function voltage across a speci-
men will force the electrons to inject from the

ohmic contact into the conduction band (or
holes into the valence band) of the specimen,
giving rise to a large current burst. If there 
are no traps, the space charge created by the
injected carriers will remain in the conduction
band (or the valence band), and the peak value
of the transient current will not decay but will
continue as a steady current. Such an ideal case,
however, never happens. In actual specimens,
there are always traps. After carrier injection,
the free carriers will be captured by traps, thus
causing the current to decay gradually to a
steady-state value.

In general, the trap concentration (usually of
the order of 1015 cm-3) is higher than the free-
carrier concentration. Smith and Rose76 have
used the experimental arrangement shown in
Figure 7-18 to demonstrate that charge carriers
injected into the specimen are trapped and
remain in the specimen, even when both elec-
trodes are grounded before the specimen is
released and dropped into the electrometer pan.

However, the trap-free ideal case, based on
the well known Mott–Gurney equation given
by Equation 7-74, can only be observed when
V > VTFL, as shown theoretically in Figures 
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Figure 7-18 Schematic diagram illustrating the experi-
mental arrangement for detecting injected trapped charges
in an insulator.



7-16 and 7-17 and experimentally in Figure 7-
19. For the deep traps discussed previously, the
log–log plot of the J–V characteristics would
form a Lampert triangle. The experimental
result of Henderson, Ashley, and Shen,77 shown
in Figure 7-19, provides good experimental evi-
dence of the Lampert triangle in the J–V char-
acteristics of neutron-irradiated silicon, which
contains radiation-created deep traps. It should
be noted that the slope in the TFL region
increases in verticality with increasing ratio of
the unfilled equilibrium trap density to the equi-
librium free-carrier density, and that TFL
behavior is greatly affected by high fields and
possibly by double injection.

Charge carriers injected into an insulator or
a semiconductor through electron or hole emis-
sion (or both) from the contacting electrodes, or
through absorption of light, will contribute to
the increase in electrical conductivity. Under

such a condition, np > ni
2, implying that there

are excess carriers in the materials, where ni
2 =

nopo under thermal equilibrium and no and po

are the thermally generated electron and hole
densities inside the material. Contrarily, it is
also possible that np < ni

2, but under this con-
dition the carriers are extracted from the mate-
rial. These two conditions are generally
referred to as nonequilibrium conditions.
However, when carrier density distributions 
are disturbed from their thermal equilibrium
values, they tend to return to equilibrium
through a recombination process (in the case of
carrier injection) or through a generation
process (in the case of carrier extraction).

Injected carriers in the material will be either
temporarily captured at trapping centers or lost
permanently through recombination centers. As
there are no perfect crystals, completely free 
of defects or imperfections, materials always
contain localized states, which may be confined
in smeared discrete levels or distributed in the
forbidden energy gap. These localized states
form so-called trapping and recombination
centers. Therefore, trapping and recombination
processes play one of the most important roles
in single or double injection, in photoconduc-
tion and luminescence in solids (insulators and
semiconductors), and in all solid-state electron
devices. This section is devoted to clarifying
some physical concepts related to these
processes.

For single injection, presented in Section
7.4.2, we were concerned mainly with traps
acting as trapping centers, but for double injec-
tion, the so-called traps, in the case of single
injection, may act as trapping centers (or
simply traps) or as recombination centers. To
avoid confusion, we will start with a clear def-
inition of these two centers. A trapping center
(or simply a trap) is a center that captures a free
carrier; after a while, this captured (or trapped)
carrier has a greater probability of being ther-
mally reexcited to the nearest allowed band to
become a free carrier again than of recombin-
ing with a carrier of the opposite sign at the
center. Trapping centers that capture electrons
only are called electron traps, and those cap-
turing holes only are hole traps. The occupancy
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Figure 7-19 Experimental evidence of the Lampert 
triangle in silicon irradiated to 1.1 ¥ 1016 neutrons cm-2

(> 0.1 MeV) with a steep transition at VTFL. (After Hender-
son et al., 1972).



of such centers is determined by the thermal
equilibrium interchange of the carriers of one
particular sign between the centers and the
nearest allowed band.

A recombination center is a center that also
captures a free carrier, but the captured carrier
has a greater probability of recombining with 
a carrier of the opposite sign, resulting in the
annihilation of both, than of being thermally
reexcited to the nearest allowed band. Those
recombination centers in which the localized
states are normally empty capture electrons first
and then recombine with holes; those in which
the localized states are normally filled, capture
holes (or, in other words, give up electrons to the
valence band) first and then recombine with
electrons. The occupancy of such centers is gov-
erned by the kinetic recombination processes.

A localized state may act as a trapping or a
recombination center, depending on its location
in the forbidden energy gap (governed by the
nature of impurities, defects, and temperature),
the concentrations of free electrons and holes,
and the capture across sections of electrons and
holes. Thus, the distinction between a trapping
and a recombination center is a quantitative
rather than a qualitative one.

In the steady state, the rate of generation of
electrons and holes must be equal to the rate of
recombination, and the rate of trapping must be
equal to the rate of detrapping (or reexcitation).
To analyze carrier transport problems involving
these processes, it is important to set a quanti-
tative criterion to separate trapping and recom-
bination centers. Rose73,75 has used demarcation
levels to separate them. The demarcation level
for electron traps, EDn, is defined as the level at
which a captured electron has an equal proba-
bility of being excited into the conduction band
and of recombining with a hole from the
valence band. Similarly, the demarcation level
for hole traps, EDp, is defined as the level at
which a captured hole has an equal probability
of being excited into the valence band and of
recombining with an electron from the conduc-
tion band. The localized states located between
EC and EDn act predominantly as electron traps;
those located between Ev and EDp act predomi-
nantly as hole traps; and those located between

EDp and EDn act predominantly as recombina-
tion centers.

Capture Rates and Capture Cross-Sections
The electron capture rate is defined as the rate
at which electrons are captured from the con-
duction band by traps following the equation

(7-153)

where n is the free (or conduction) electron
density in the conduction band, Nn is the density
of empty electron traps, and Cn is the electron
capture rate constant (or simply the electron
capture coefficient). The capture cross-section
of an electron trapping center sn is defined as a
cross-section through which a moving electron
must come to the center to be captured. Assum-
ing that all the electrons have the same energy
E and the same velocity v, then within a time
Dt the volume of space through which electrons
pass and where they will be captured is snvDtn,
and the number of electrons per unit volume to
be captured within a time Dt is

and (7-154)

From Equations 7-153 and 7-154, we obtain

(7-155)

Experimentally, we do not measure sn directly
but measure Cn. The measured value of Cn is an
average value of Cn(E), taking into account the
actual energy distribution of electrons. Thus, for
a thermal equilibrium distribution, we may write

(7-156)

where ·vÒ is the average velocity of the carri-
ers, which is given by

(7-157)
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and

(7-158)

in which the electron energy E is measured
from Ec (the edge of the conduction band).

The thermal velocity of the carriers is given
by

(7-159)

The electron capture cross-section most fre-
quently quoted in the literature is the root mean
square cross-section.93

(7-160)

Similarly, the hole capture rate constant (or
simply the hole capture coefficient) Cp and the
hole capture cross-section sp can be expressed
as

(7-161)

(7-162)

where

(7-163)

Recombination Rates and Recombination
Cross-Sections
Recombination occurs by

Direct band-to-band recombination of free
electrons and free holes not involving recom-
bination centers

Indirect recombination through recombination
centers as a stepping—stone: free carriers of
one type being captured first at the centers
and then recombined with free carriers of
opposite sign

Theoretically, both recombination mechanisms
exist simultaneously, but in most cases indirect
recombination is predominant. Direct band-to-
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band recombination becomes important only
when both electron and hole densities are high.

The direct band-to-band recombination rate
R can be defined by the following equation:

(7-164)

As with the expressions for Cn and Cp, we can
write the direct band-to-band recombination
rate constant Cr as

(7-165)

where v, in this case, is the microscopic rela-
tive velocity of an electron and a hole, and sR

is their recombination cross-section. Thus, the
measured value of Cr is the average value of
vsR over the two velocity distributions.

For indirect recombination through a set 
of acceptor-type recombination centers, the
centers will capture electrons first and then
recombine with holes. The rate of capturing
electrons at the centers must be equal to the rate
of capturing holes at the centers for recombi-
nation there. Thus, the recombination rate is

(7-166)

where Nra and nra are, respectively, the densities
of total acceptor-type recombination centers,
including occupied (or filled) and unoccupied
(or empty) localized states, and captured elec-
trons (filled localized states).

If the recombination centers are of donor
type, the centers will capture holes first and
then recombine with electrons there. In this
case, the recombination rate is

(7-167)

where Nrd and nrd are, respectively, the densities
of total donor-type recombination centers,
including occupied (or filled) and unoccupied
(or empty) localized states, and captured holes
(empty localized states).

In Equation 7-164 we ignored the effect of
thermally generated carriers nopo = ni

2, and in
Equations 7-166 and 7-167 we ignored the
probability of thermal reexcitation of captured
carriers in recombination centers to the nearest
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allowed band (instead of recombination with
carriers of the opposite sign). However, for
large energy-gap materials, such as organic
crystals, no and po are small and can be ignored
without causing a great error in most cases. If
the recombination centers are far away from EFn

for the acceptor type or far away from EFp for
the donor type, so that the thermal reexcitation
may be ignored, then Equations 7-166 and 
7-167 are valid.

Demarcation Levels
First we will consider acceptor-type centers of
density Nn located at an energy level Et in the
forbidden energy gap. In thermal equilibrium,
if there are no other sinks to take the free elec-
trons away, the rate of capturing free electrons
by the empty centers is equal to the rate of ther-
mally reexciting the captured electrons from
the occupied centers to the conduction band.
Thus, we can write

(7-168)

where nt is the trapped electron density and un

is the attempt-to-escape frequency which, in 
a classical physical concept, represents the
number of times per second a captured electron
attempts to absorb sufficient energy from the
lattice vibration and surmount the potential
barrier of the trap. By expressing n, nt, and 
(Nn - nt) as

(7-169)

(7-170)

(7-171)

Substitution of Equations 4-169 through 7-71
into Equation 7-168 yields

(7-172)

The rate of thermal reexcitation of captured
electrons is

To derive an expression for the electron demar-
cation level EDn, we assume gn = 1 for simplic-

g n N v E E kTn t c n c t
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n v N n n E E kTn n t r n c ts u( ) exp[ ( ) ]- = - -

ity and replace Et with EDn for Et = EDn, then set
the rate of thermal reexcitation of captured
electrons to the conduction band equal to the
rate of recombination of these captured elec-
trons with free holes from the valence band.
Thus, we can write

(7-173)

From Equations 7-169 and 7-173, we obtain

(7-174)

Using the same argument, if the same local-
ized states are located below the middle of the
forbidden energy gap, then these states may act
as hole traps and we can set the rate of thermal
reexcitation of captured holes to the valence
band equal to the rate of recombination of these
captured holes (Nn - nt) with free electrons from
the conduction band.

(7-175)

Thus, we obtain

(7-176)

Derivation of Equations 7-174 and 7-176 is
based on the assumption that ·vsnÒ = vsn and
·vspÒ = vsp.

There is one set of demarcation levels (EDn

and EDp) for a particular type of imperfection
(or for one set of localized states), characterized
by a particular set of capture cross-sections (sn

and sp), as shown in Figure 7-20. From Equa-
tions 7-174 and 7-176 we have

(7-177)

Suppose that electron traps are distributed
exponentially between Ete1 and Ete2 within the
forbidden energy gap, following the equation

(7-178)

as shown in Figure 7-20(a). These traps will act
as electron traps for single injection, but their
behavior will be quite different for double
injection. The following list shows their 
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Figure 7-20 (a) Exponential electron trap density distribution function; (b) demarcation levels, Fermi levels, energy levels
for trapping and recombination centers for nsn = psp; (c) for nsn < psp; (d) for nsn > psp; (e) for an n-type semiconductor
with no > Dn, po > Dp, and no > po; (f ) for an n-type semiconductor with no > Dn, po < Dp, and no > po.



behavior under various conditions, based on
Equations 7-174, 7-176, and 7-177.

• When the injected carrier densities (injected
by either optical or electrical means) exceed
the thermally generated carrier densities, as
in most insulators (n > no and p > po), the
carrier densities n and p are generally
expressed in terms of quasi–Fermi levels EFn

and EFp under such nonequilibrium condi-
tions. If the injected carrier densities are of
such values that nsn = psp, then the electron
demarcation level EDn coincides with EFn,
and the hole demarcation level EDp coincides
with EFp, as shown in Figure 7-20(b). If the
injected carrier densities are of such values
that nsn < psp, then EDn separates from EFn

and is located above it by an amount of
kT�n(psp/nsn), and from Equation 7-177),
EDp is located above EFp by the same amount,
as shown in Figure 7-20(c). Similarly, if 
nsn > psp, EDn and EDp will be, respectively,
located below EFn and EFp by an amount of
kT�n(nsn/psp), as shown in Figure 7-20(d).
In the interval between EDn and EDp, the occu-
pancy of the localized states—the so-called
traps in Figure 7-20(a)—is determined by
kinetic recombination processes. Therefore,
the localized states within this interval act as
recombination centers. The occupancy of the
localized states above EDn is determined by
EFn, and these states act as electron trapping
centers. The occupancy of the localized
states below EDp is determined by EFp, and
these states act as hole traps. Each set of
recombination centers has its own set of
demarcation levels, and when there are two
sets of recombination centers due to two dif-
ferent types of imperfections (each charac-
terized by its own pair of capture
cross-sections sn and sp), the demarcation
levels are displaced independently for each
set from the common quasi–Fermi levels EFn

and EFp.73 It can also be seen that in single
injection, the electron traps (e.g., acceptor-
type) distributed as shown in Figure 7-20(a)
act as electron traps, but in double injection
only the traps located above EDn can be con-
sidered electron traps. The rest act as recom-

bination centers between EDn and EDp, and as
hole traps between EDp and Ev.

• With an increase in carrier injection, either
by increasing the light intensity in optical
excitation or by increasing the applied field
in double electrical contact injection, both
EFn and EFp and EDn and EDp will be shifted
toward the band edges. Therefore, some
localized states acting as traps will be trans-
formed into recombination centers. This
process in producing recombination centers
is sometimes referred to as electronic doping
because it involves electronic excitation or
injection.

• An increase in temperature will shift the
quasi–Fermi levels, and hence the demarca-
tion levels, away from the band edges. So
some localized states acting as recombina-
tion centers will be transformed into trap-
ping centers.

• When injected carrier densities are smaller
than thermally generated carrier densities,
then no and po are predominant in the con-
duction and valence bands. In this case, the
quasi–Fermi levels coincide with each other,
EFn = EFp = EFo, and the demarcation levels
also coincide with each other, EDn = EDp =
EDr, as shown in Figure 7-20(e) for n-type
semiconductors. When EDr is considered
EDp, all electron-occupied states located
between EDr and EFo act mainly as recombi-
nation centers for holes, and those above EFo

as electron traps and below EDr as hole traps.
But when EDr is considered EDn, the unoccu-
pied localized states located above EDr act as
electron traps and those below EDr as recom-
bination centers for electrons.

• If the injected electron density is still smaller
than the thermally generated electron density
no but the injected hole density is larger than
the thermally generated hole density po, then
EFn remains practically at EFo but EFp sepa-
rates from EFo and moves toward Ev. At the
same time, EDp remains practically at EDr but
EDn moves toward Ec at the same rate EFp

moves toward Ev, as shown in Figure 7-20(f).

• If the injected electron density is much
larger than no and po and there is no hole
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injection, such as single injection (electron
injection), into an insulator, then the term
kT�n(nsn/psp) becomes very large, much
larger than Eg and EDn, and EDp and EFp will
disappear in the forbidden energy gap. In
this case, the traps located above EFn are
shallow traps and those below EFn are deep
traps. There are no recombination centers.

• It should be noted that EFn, EFp, EDn, and EDp

are functions of distance from the injecting
contacts, which are not shown in Figure 7-
20 for clarity.

Coulombic Traps
Trapping can be considered a process of energy
storage by spatially localizing electrons and
holes at certain sites so as to hinder their free
movement, that is, to stop them from con-
tributing to electrical conduction. These cap-
tured electrons and holes may be released to 
be free again by absorbing sufficient thermal 
or optical energy, or they may be lost through
recombination by giving up their stored energy.

Any centers formed by localized states capable
of capturing carriers are called traps or trap-
ping centers. After the capture of a carrier, the
subsequent action determines whether the trap
acts as a trapping center or as a recombination
center. This has been discussed earlier in
Section 7.5.1.

A trap can be considered an entity with a
certain charge—positive, neutral or negative—
when empty or unoccupied. With M to repre-
sent one trap, e to represent an electron, h to
represent a hole, and the superscript to denote
the charge—(-) negative, (o) neutral, and (+)
positive—Table 7-4 shows that the behavior 
of the traps can be grouped into three types:
coulombic attractive centers, coulombic neutral
centers, and coulombic repulsive centers The
variation of potential energy of these three
types of coulombic traps is shown schemati-
cally in Figure 7-21. In general, the trap densi-
ties in solids range from about 1012 cm-3 in
highly pure single crystals to about 1019 cm-3 in
imperfect large bandgap insulators; the capture
cross-sections range from about 10-11 cm2 for
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Table 7-4 The trapping and detrapping processes for three types of traps.

Coulombic Type of Trapping and detrapping processes Remarks
trapping carrier to

Charge before trapping Charge after trappingcenter be trapped
(trap unoccupied) (trap filled)

Attractive Electron (e) Deep donors with compensation for 
electron traps. The detrapping process 
is known as the Poole–Frenkel effect.

Attractive Hole (h) Deep acceptors with compensation for
hole traps. The detrapping process is 
known as the Poole–Frenkel effect.

Neutral Electron (e) The field dependence of the detrapping
process for electrons or for holes is
small.

Neutral Hole (h)

Repulsive Electron (e) Double donors or double acceptors 
with one level compensated.

Repulsive Hole (h)

M e Mo+ +
Trapping

Detrapping

M h Mo- +
Trapping

Detrapping

M e Mo + -Trapping

Detrapping

M h Mo + +Trapping

Detrapping

M e M- --+
Trapping

Detrapping

M h M+ +++
Trapping

Detrapping



coulombic attractive centers to about or less
than 10-21 cm2 for coulombic repulsive centers;
and the carrier lifetimes based on a carrier
thermal velocity of 107 cm/sec could range from
102 sec to 10-14 sec.94

The capture cross-section of a center is deter-
mined by the variation of potential energy in
the vicinity of the center. For attractive centers,
we can assume that a free carrier will be cap-
tured when it approaches the center at a dis-
tance r from the center having a drift velocity

(7-179)

The average diffusion velocity of a particle 
executing Brownian motion at a distance r from
the center is given by

(7-180)

By equating vd and , we obtain the radius of
the attractive center73

(7-181)

Since

(7-182)

the capture cross-section can be written as

(7-183)
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where l is the carrier mean free path between
collisions for energy loss, t is the carrier life-
time, and v is the carrier thermal velocity. If 
l < rc, many collisions can occur within the
critical radius and the interaction between the
center and the carrier is diffusion limited.93

Equations 7-181 and 7-183 are derived on the
basis of this assumption. For this condition
(s)attractive µ (e)-2(T)-2 and in most materials with
a large band gap and a lower carrier mobility l
< rc, as in organic semiconductors or dielectric
materials. However, for silicon and most inor-
ganic semiconductors l > rc, then Equation 7-
183 is not applicable but can be used as a guide
by multiplying it by the ratio of 2rc/l.73 Thus,
we have

(7-184)

This implies that the capture cross-section is
roughly proportional to r3

c and T -2 if l can be
assumed to be proportional to m, which is pro-
portional to T-3/2. For l > rc, it can be imagined
that a free carrier may pass through the center
a number of times before being captured. This
implies that the effective capture cross-section
is reduced. If such an attractive center is not
deformed by the field, the radius of the center
is approximately proportional to F -1/2, so its
capture cross-section should decrease with field
as F -3/2.95

It should be noted that the rapid increase 
in capture cross-section with decreasing tem-
perature may be associated with a large capture
rate into highly excited states, followed by a
cascade process in which a certain fraction of
the captured carriers reaches the ground state.93

For neutral centers, the polarizability of the
center provides a quasi–long range interaction
with the carrier. A charge q at a distance r
from the center with polarizability a will
produce a dipole moment of aq/4per2. This
dipole will in turn produce an attractive force
of 2(aq/4per2)(q/4per3) on the charge, so an
attractive potential is

(7-185)

where A is a constant equal to aq2/2(4pe)2.
Different centers (different impurities) in the
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q/4p erc = 4kT/3q
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2/(4p e) 4kT
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DV 

Figure 7-21 Schematic diagrams illustrating the variation
of potential energy of (a) coulombic attractive center, (b)
coulombic neutral center, and (c) coulombic repulsive
center.



tribute to electric conduction. We can define tn

as the time that an excited electron spends in
the conduction band and tp as the time that an
excited hole spends in the valence band. Sup-
posing that a uniform excitation generates G
electron–hole pairs per second per unit volume
in a solid, then the generated electron and hole
densities in the conduction band and valence
band are, respectively

(7-186)

and

(7-187)

If these carriers are trapped and then thermally
reexcited, the time spent in the traps is not
included in tn and tp. In the steady state, the rate
of generation is equal to the rate of trapping.
Thus, we have

(7-188)

(7-189)

where Nr and nr are, respectively, the total
(occupied and unoccupied) and the occupied
trapping or recombination centers. These equa-
tions are valid provided that the carrier mean
free path is larger than the diameter of the
capture cross-section ( or ).
For small mean free paths, tn or tp will be
increased by a factor of the order of the ratio of
half the spacing between capturing centers to
the mean free path.73

If Dn µ G or Dp µ G, tn or tp is constant.
This implies that n and p are smaller than the
density of trapping or recombination centers.
This is true for most insulators, in which the
density of localized states is usually greater
than 1015 cm-3 and n or p less than 1015 cm-3. In
this case, photoconductivity is linear with light
intensity. However, in some materials and
under certain conditions Dn or Dp may vary
with Ga. Then the photoconductivity is said to
be superlinear if a > 1 and sublinear if a < 1.
In such cases, tn and tp are no longer constant
but depend also on G.

Several lifetime terms that are frequently
used in the literature are defined as follows99,100:
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same host lattice or the same impurities in dif-
ferent host lattices will have different values of
a. Since the radius r at which the potential
energy is kT varies with T-1/4, the capture cross-
section will be less sensitive to temperature.
Since the capture cross-section is much smaller
than that of the attractive center, it is more sen-
sitive to the potential profile at short ranges, so
it is more sensitive to the chemical nature of the
center.93

For repulsive centers, either M- + e Æ M--

or M+ + h Æ M++, the capturing action is repul-
sive. An electron approaching a center that has
already captured an electron will see a repul-
sive potential barrier that it must surmount ther-
mally or tunnel through before being captured.
Figure 7-21(c) shows that when the free elec-
tron reaches the potential top (DV), it sees 
an attractive potential field. Such a trapping
process indicates that the capture cross-section
of the repulsive center would be very small and
very sensitive to temperature. The increase in
electric field causes an increase in the number
of high-energy electrons to overcome the 
repulsive potential barrier and be trapped. This
phenomenon is generally referred to as field-
enhanced trapping, which produces a negative
differential resistance region and current 
oscillations in n-type GaAs.96–98

In general, sattractive > sneutral > srepulsive. When
an electron is captured, it must lose its energy,
which is carried away by one of the following:

• A photonradiative capture or recombination

• Phonons (optical and acoustic phonons), that
is, nonradiative capture or recombination

• Another electron or hole, that is, Auger 
recombination

Characteristic Times
There are four characteristic times commonly
used in the literature to describe various quan-
tities. It is therefore necessary to have a clear
definition and physical concept of them.

Carrier Lifetime t
The carrier lifetime (or simply the lifetime)

is generally referred to as the time during which
a charge carrier is free to move and so to con-



Free lifetime: The lifetime of a free carrier
excluding any time spent by the carrier in the
traps

Excited lifetime: The total lifetime of an
excited carrier, including both the free life-
time and the time spent in the traps (trapping
time or capturing time)—in other words, the
total time between the action of excitation
and the action of recombination

Minority carrier lifetime: The free lifetime of
a minority carrier, electron or hole, present
in lower density

Majority carrier lifetime: The free lifetime of
a majority carrier, electron or hole, present in
higher density. If free-carrier densities n and
p are much larger than the density of recom-
bination centers, the majority carrier lifetime
is equal to the minority carrier lifetime. If n
and p are smaller than the density of recom-
bination centers, as in most insulators, the
majority carrier lifetime is much larger than
the minority carrier lifetime.

Electron–hole pair lifetime: The free lifetime
of the carrier (usually the minority carrier)
first captured in traps

Diffusion-length lifetime (or recombination
lifetime), to: Based on the relation to = L2

o/Do

where Do is the ambipolar diffusion coeffi-
cient and Lo is the diffusion length

Dielectric Relaxation Time td

The dielectric relaxation time is defined as
the time necessary for the reestablishment of
quasi-neutrality after an injection of carriers
into the solid. The dielectric relaxation time for
electrons is td = e/qmnn; for holes, it is td =
e/qmpp.

Carrier Transit Time tt

Carrier transit time is defined as the time
required for a carrier to travel across a speci-
men, which includes the total time spent as a
free carrier and the total time spent as a trapped
carrier in the traps during the transit. It is
obvious that, only for td < tt and td < to, the con-
dition of local space charge neutrality can be
used as a good approximation for electric trans-
port calculations.

Response Time tr

Response time is defined as the time required
for a transient current to reach a steady-state
value (or an appropriate fraction of the steady-
state value, such as 1 - 1/e) after light excita-
tion is switched on. This is also the time
required for the photocurrent to decay to the
fraction (1/e) of its steady-state value after light
excitation is switched off. Response times are
given by

(7-190)

(7-191)

Two things can be seen:

If there are no trapping or recombination
centers, or if the free-carrier densities n and
p are much larger than the density of trap-
ping or recombination centers, the response
time is equal to the carrier lifetime.

If n and p are comparable or less than the
density of trapping or recombination centers,
trn > tn and trp > tp.

Therefore, a temperature rise or an increase 
of light intensity may reduce the difference
between the response time and the carrier life-
time. tr > t because carrier injection must
supply not only carriers into the bands for elec-
tric conduction, but also pour carriers into 
trapping centers. When the light excitation is
switched off, time is required not only for the
free carriers to be recombined in the recombi-
nation centers, but also for trapped carriers to
be detrapped and then recombined in the
recombination centers via thermal excitation
and subsequent capture and recombination
processes.

7.5.2 Kinetics of Recombination
Processes
In Radiative and Nonradiative Transition
Process in Chapter 3, we discussed the radia-
tive and nonradiative transitions during recom-
bination processes. Here, we shall confine
ourselves to a discussion of the kinetics of
recombination processes in general cases only.
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Band-to-Band Recombination 
without Involving Recombination Centers
or Traps
An intrinsic semiconductor or insulator may
have excess carriers due to thermal excitation
or external stimulation (for example, optical or
electrical injections). Such excess carriers will
disappear through either recombination or
carrier flow to the collecting contacts. If there
are no collecting contacts, the only way to limit
the excess carriers is through recombination.
Thus, the rates of change of carrier densities
due to optical excitation with a generation rate
G can be written as

(7-192)

where

(7-193)

Dn and Dp are the excess carrier densities gen-
erated by optical excitation. We shall consider
three cases.

Case 1
If Dn >> no and Dp >> po, then the thermally

generated carriers may be neglected and n = p.
Thus, we have

In equilibrium:

(7-194)

(7-195)

Rate of growth:

(7-196)

(7-197)

Rate of decay:

(7-198)
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This case is a typical example of bimolecular
recombination. If no and po are taken into
account, the bimolecular recombination rate is
not determined by Equations 7-195, 7-197, and
7-199, but by equations given in Cases 2 and 3
following.

Case 2
If Dn << no and Dp << po, then the thermally

generated carriers are predominant and n � no

and p � po � ni
2/no. In this case, we have

In equilibrium:

(7-200)

Rate of growth:

(7-201)

and

Rate of decay:

(7-202)

Case 3
Both Dn and no and Dp and po play equally

important roles in the recombination processes.
In this case, we have

In equilibrium:

(7-203)
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if Cr
2(no + po)2 << 4Cr(G - Crni

2).
Rate of growth:

(7-204)

Rate of decay:

(7-205)

where

From Equation 7-205, it can be seen that when
(Dn)o < no + po, the decay is virtually exponen-
tial throughout its course. Even if (Dn)0 > no +
po, only the initial decay is hyperbolic when 
t < t and it eventually becomes exponenetial 
for t > t. No matter how large (Dn)o may be,
hyperbolic decay will rapidly bring (Dn) down
to a value less than (no + po) within the time
interval t.

With a Single Set of Recombination
Centers but without Traps
Shockley and Read101 were the first to analyze
recombination kinetics in detail for semicon-
ductors with one type of recombination center
but without traps, based on the processes shown
in Figure 7-22. The center is assumed to be
neutral when empty and negatively charged
when occupied by an electron. The four
processes are

The rate of electron capture by neutral centers
of density Nr with capture coefficient Cn is 
Cn n(Nr - nr).
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The rate of thermal reexcitation of captured
electrons from the centers to the conduction
band is CnnrNc exp[-(Ec - Er)/kT], based on
Equations 7-168 and 7-172.

The rate of hole capture by the electron-
occupied centers with capture coefficient Cp

leading to recombination is Cp p nr.

The rate of thermal excitation of holes from the
neutral centers to the valence band (thermal
excitation of electrons from the valence band
to the unoccupied centers) is Cp(Nr - nr)Nv

exp[-(Er - Ev)/kT].

Thus, the net rate of electron capture by recom-
bination centers is

(7-206)

Similarly, the net rate of hole capture by re-
combination centers is

(7-207)

where nr is the density of electron-occupied
centers and Er is the energy level of the centers.
In the steady state, Equations 7-206 and 7-207
must be equal. By denoting fr as the probabil-
ity that a recombination center will be occu-
pied, we can write
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(a) (b)

(c) (d)

Figure 7-22 Shockley–Read recombination and genera-
tion model. The recombination centers are neutral when
empty and negatively charged when filled with a captured
electron. (a) Capture of an electron from the conduction
band by a neutral center, (b) thermal excitation of the cap-
tured electron from the center to the conduction band, (c)
capture of a hole from the valence band by a filled center
(recombination), and (d) thermal excitation of a hole to the
valence band from a neutral center (capture of an electron
from the valence band by a neutral center, i.e. generation).



(7-208)

(7-209)

(7-210)

(7-211)

Substituting Equations 7-208 through 7-211
into Equations 7-206 through 7-207, setting
them equal to teach other, and then solving
them, we obtain

(7-212)

Thus, the recombination rate for these accep-
tor-type recombination centers is

(7-213)

By introducing

(7-214)

(7-215)

and since

(7-216)

Equation 7-213 can be expressed as

(7-217)

This is the Shockley–Read equation. It can be
seen that the driving force for recombination is
np - ni

2 which is, in fact, the deviation from the
equilibrium condition.

To obtain exact equations for the carrier life-
times tn and tp for arbitrary values of excess
carrier densities Dn and Dp and recombination
center density Nr is difficult, but equations that
are useful for most cases with a very good
approximation have been derived by Blake-
more102 and they are:

(7-218)
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(7-219)

Case 1
Dn and Dp are small compared to no and 

po(n = no + Dn, p = po + Dp), but tn π tp. In this
case, we can obtain tn and tp by setting Dn Æ
0 and Dp Æ 0 in Equations 7-218 and 7-219.
Thus, we have

(7-220)

(7-221)

and

(7-222)

Case 2
Dn and Dp are small compared to no and po,

but Dn = Dp and tn = tp. In this case, we can
obtain tn = tp by setting the terms in Nr to zero
in Equation 7-220 or 7-221. Thus, we have

(7-223)

and

(7-224)

Case 3
Dn and Dp are much larger than no or po, but

still Dn = Dp and tn = tp. In this case, we can
obtain tn = tp by setting the terms in Nr to zero
in Equation 7-218 or 7-219. Thus, we have

(7-225)
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and

(7-226)

Letting t ¢ denote the lifetime for vanishingly
small values of Dn as given by Equation 7-223,
then Equation 7-225 can be written in the 
form

(7-227)

where

(7-228)

(7-229)

If a > b, then t increases monotonically with
increasing Dn, giving rise to superlinear 
photoconductivity; if a < b, then t decreases
monotonically with increasing Dn, giving rise
to sublinear photoconductivity. The limiting
value for t as Dn approaches infinity is101

(7-230)

In fact, Case 3 is close to most cases for 
insulators or organic semiconductors in which
the energy band gap is large and the mobility 
is small. Supposing that Dn = Dp, Dn > no, and
Dn > po, then we can write

(7-231)

In the steady state

(7-232)

After Dn has reached its steady-state value
(Dn)o, if the optical excitation is switched off,
Dn will decay following the expression

(7-233)

where t is given by Equation 7-227. For this
case, the response time is approximately equal
to the lifetime.

By comparing Equation 7-233 with Equation
7-199, it is clear that for Dn = Dp >> no and
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>>po, the excess carrier density or photocurrent
decays exponentially with time if the re-
combination is monomolecular (indirect re-
combination through recombination centers),
and decays hyperbolically with t for t << t if
the recombination is bimolecular (direct band-
to-band recombination). This is generally used
as a criterion to distinguish experimentally
these two types of recombination processes.

7.5.3 Space-Charge Limited Electrical
Conduction: Two-Carrier (Double) 
Planar Injection
In double injection, charge carriers of both types
(electrons and holes) are present, and the
problem becomes much more complicated
because the current–voltage (J–V) characteris-
tics are controlled by recombination, which may
be either direct band-to-band recombination or
indirect recombination, occurring through one
or more sets of localized states. This section
deals only with the steady-state DC one-dimen-
sional planar current flow for two general cases,
making the following assumptions:

• The energy band model can be used to treat
the behavior of injected carriers.

• The anode for injecting holes and the
cathode for injecting electrons are both per-
fectly ohmic injecting contacts located at z
= o and z = d, respectively, the specimen
thickness being d.

• The electric field is so large that the current
components due to diffusion and to carriers
generated thermally in the specimen can be
neglected.

• The free hole and electron densities and
trapped hole and electron densities in shal-
low traps follow the Maxwell–Boltzmann
statistics; the trapped hole and electron den-
sities in deep traps follow the Fermi–Dirac
statistics.

• The mobilities of the free holes and elec-
trons are independent of field and are not
affected by the presence of traps and recom-
bination centers.

• The planes perpendicular to the z-axis, at
which the field is zero, are located at z = wa

Electrical Conduction and Photoconduction 437



and z = wc which are, respectively, very close
to the injecting contacts at z = o and z = d,
so that

(7-234)

The behavior of double injection in a solid is
governed by the current flow equations

(7-235)

(7-236)

(7-237)

the continuity equations

(7-238)

(7-239)

and Poisson’s equation

(7-240)

where n and p are given by

(7-241)

(7-242)

and nt and pt are given by

(7-243)

(7-244)

in which hn(E, z) and hp (E, z) are the distribu-
tion function for electron and hole trap densi-
ties, respectively.

We shall consider two general cases and state
any additional assumptions that must be made
when dealing with individual cases.

Without Recombination Centers and
without Traps
For this case, nt = pt = 0, R = np·vsRÒ. To sim-
plify the mathematical treatment, we introduce
the following parameters

p h E z g

E E kT dE

t p p
E

E

Fp

u
= +

¥ -
Ú

-

( , ){

exp[( ) ]}

1

1

l

n h E z g

E E kT dE

t n n
E

E

Fn

u

= +

¥ -

-

-

Ú ( , ){

exp[( ) ]}

1 1

1

l

p N E E kTv Fp v= - -exp[ ( ) ]

n N E E kTc c Fn= - -exp[ ( ) ]

dF

dz

q
p z p n z nt t= + - - =

e
r
e

[ ( ) ( ) ]

- =
1

q

dJ

dz
Rp

1

q

dJ

dz
Rn =

J J Jn p= +

J q pFp p= m

J q nFn n= m

F z w o F z w da c( ) ( )= = = =� � 0

(7-245)

Using these parameters, Equations 7-237
through 7-240 can be written as

(7-246)

(7-247)

(7-248)

(7-249)

Solving these equations gives

(7-250)

where Co is the integration constant. The entire
current at the anode is carried by holes, so So =
0, and the entire current at the cathode is carried
by electrons, so So = 1. Substituting Equation
7-250 into Equation 7-247 and then integrating
it, we obtain

(7-251)

Using the boundary condition

(7-252)

and from Equations 7-245 and 7-251, it can
easily be shown that the relation between J and
V is103

(7-253)
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(7-254)

in which B(m, n) is the Beta function. This is
the general equation for solids without recom-
bination centers and without traps. This equa-
tion for meff can be simplified for some simple
cases, as shown in the following sections.

Injected Plasma

In this case, ·vsRÒ is small, so and

. Thus, with the aid of Stirling’s

formula

(7-255)

Equation 7-254 can be approximated to
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If ·vsRÒ is small, the recombination cross-
section sR is small. This implies that re-
combination is not a barrier that hinders both
electrons and holes from completing their pen-
etration of the material specimen, and that the
charge neutrality condition prevails throughout
the bulk. This can be seen in Figure 7-23(a), in
which n � p throughout the bulk.

Space-Charge Limited Currents
In this case, ·vsRÒ is very large, so amn/bo <<

1 and amp/bo << 1. Using the relation

(7-257)

Equation 7-254 can be approximated to

(7-258)

This equation and Equation 7-253 indicate that
the total current is simply the sum of the two
separate one-carrier SCL currents.

When ·vsRÒ is very large and approaches
infinity, sR also approaches infinity. This
implies that there is no region in which elec-
trons and holes can overlap, since there would
be an infinite recombination current if such an
overlap region occurred. Under such a condi-
tion, the electron current would exist only on
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Figure 7-23 Spatial distributions of the electron and hole densities for double injection into a trap-free dielectric speci-
men for two limiting cases: (a) the small sR limit corresponding to an injected plasma and (b) the sR Æ • limit corre-
sponding to back-to-back single carrier SCL currents. The particular case shown corresponds to the choice of mn/mp = 2.



the cathode side and the hole current on the
anode side, and they would meet and annihilate
at a certain plane dividing these two regions, as
shown in Figure 7-23(b).

One-Carrier Space-Charge Limited Currents
In this case, amn/bo >> 1, but amp /bo << 1.

Using the same technique for simplifying
Equation 7-254, we obtain

(7-259)

Thus, the total current will be mainly electron
SCL current, the hole current being negligible
because the holes are so sluggish that most of
them will be annihilated by recombination at
the anode.

With Recombination Centers but 
without Traps
Several investigators have used a model based
on a perfectly compensated semiconductor 
for the analysis of double injection with re-
combination centers.54,103–108 In this model, the
deep acceptorlike traps act as recombination
centers and the shallow donors provide com-
pensating electrons for these deep acceptors to
preserve local electrical neutrality, as shown in
Figure 7-24. A recombination center is nega-

m meff � n

tively charged when it is occupied by a com-
pensating electron, but this negative charge is
balanced by the positive charge of the ionized
shallow donor, maintaining local neutrality in
thermal equilibrium. Similarly, the existence of
a neutral, unoccupied recombination center
implies the existence of an un-ionized shallow
donor in thermal equilibrium. Double injection
will disturb this thermal-equilibrium local neu-
trality condition.

The shallow donors can be assumed to
provide only compensating electrons in thermal
equilibrium and to play no role in the recombi-
nation and conduction processes. The recombi-
nation centers play the major role in double
injection. Under such a condition, the capture
cross-section for capturing holes is greater 
than the capture cross-section for capturing
electrons in the recombination centers. This
implies that the electron lifetime is greater than
the hole lifetime. In this section, we shall use
this model to describe and to explain some
important features of double injection.

In the steady state, the behavior of double
injection in a solid is governed by the current
flow equations

(7-260)J q nF qD
dn

dz
n n n= +m
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Figure 7-24 A single set of recombination centers in a perfectly compensated semiconductor. Nr denotes the density of
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(7-261)

(7-262)

the continuity equations

(7-263)

(7-264)

Poisson’s equation

(7-265)

and

(7-266)

These equations include the current compo-
nents due to diffusion and to carriers generated
thermally in the specimen. In thermal equilib-
rium, n = no, p = po, pr = pro and the whole 
specimen is electrically neutral (there is no net
space charge). Double injection changes these
thermal equilibrium quantities by an amount of

(7-267)

Thus, Dn and Dp are densities of injected free
electron and hole carriers, respectively, and Dpr

is the density of injected trapped holes. If no, po,
and pro, which are thermally generated, are
ignored, then automatically Dn = n, Dp = p, and
Dpr = pr.

Equations 7-260 through 7-266 are com-
pletely general and apply to all electrical trans-
port problems in semiconductors and insulators.
If monomolecular recombination is predomi-
nant, and if bimolecular recombination can be
ignored, then the rate of recombination may be
written based on Equation 7-206 or 7-207 as

(7-268)
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Analytical solutions of Equations 7-260
through 7-266 are not possible without involv-
ing restrictive assumptions. However, analyses
can be many, depending on the assumptions
made for certain conditions in order to simplify
the problem. The carrier lifetimes tn and tp

depend on the injection level and hence on pr,
and the changes to these lifetimes are responsi-
ble for various features of the J–V characteris-
tics. The following analysis shows the solution
for one case with a large density of deep recom-
bination centers.

To begin, we will make the following
assumptions:

• The current is volume controlled and no 
constraints on the current are imposed by 
the carrier-injecting contacts.

• The structure is a p+ - i - n+ long structure 
with the i-region several ambipolar diffusion
lengths long, so the diffusion current com-
ponent may be neglected.

• The carrier mobilities are field independent.

• The recombination centers are acceptorlike
deep traps.

Based on these assumptions, the behavior of the
double-injection current can be described by
the following equations:

(7-269)

(7-270)

(7-271)

where

(7-272)

(7-273)

An analytical and exact solution of Equations
7-269 through 7-273 is not possible. However,
Deuling109 has obtained an exact numerical
solution using a Rung–Kutta method with a
computer for Au-doped Si, using the following
physical parameters:
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Nr (Au impurities in Si) = 1016 cm-3.

EF - Ev = 0.485eV, Er - Ev = 0.620eV.

Cn = 1.65 ¥ 10-9 cm3 sec-1.

Cp = 1.15 ¥ 10-7 cm3 sec-1.

The voltage V is normalized to Vo =
d2 (CnNr /mn), and the current J is normalized
to Jo = emnd (CnNr /mn)2.

Figure 7-25 shows Deuling’s computed results.
For the same problem, Lampert54,104,105 has used
a regional approximation method based on 
the quasi-neutral approximation and obtained a
solution. His result is also shown in Figure 
7-25 for purposes of comparison. The quasi-
neutrality approximation gives a general shape
of J–V characteristics, although it overempha-
sizes the negative differential resistance region.
Deuling109 has also calculated the J–V charac-
teristics as functions of the temperature, and his
results are shown in Figure 7-26. The lower the
temperature is, the longer the negative differ-

ential resistance region. This agrees with the
experimental results of Bykovskii et al.110

Note that when the injection level becomes
so high in the negative differential resistance
region, a transition will occur to convert the
negative differential resistance back to the pos-
itive differential resistance, but at higher
current levels. After such a transition, J µ V2 in
the semiconductor regime and J µ V3 in the
insulator regime.

For details about the regional approximation
method based on the quasi-neutrality approxi-
mation, see the review of Lampert and
Schilling105 and Lampert and Mark.54 For
details about other approximation methods to
deal with double injection problems, see the
review of Baron and Mayer107 and Migliorato
et al.108

Before closing this section, it is worth 
mentioning that the threshold voltage for the
onset and the length of the negative differential
resistance (NDR) region both depend on the
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functions of temperature calculated on the basis of the
quasi-neutrality approximation by Deuling.109



externally applied magnetic field or intense light
illumination. Generally, the threshold voltage
and the length of the NDR region decrease with
increasing magnetic field, which has been 
theoretically and experimentally studied.111–113

Several investigators have also reported that in
p+ - i - n+ GaAs devices the threshold voltage
and the length of the NDR region decrease with
increasing intensity of the illuminating
light.114,115 It can be imagined that if a current-
controlled NDR device were connected to a con-
stant DC bias voltage in series with a load
resistance, it could be made to switch between a
low-conductivity regime and a high-conductiv-
ity regime. This can be accomplished by the
application of a pulse of electric field whose
direction either aids or opposes the field 
produced by the DC bias voltage, depending 
on whether turn-on (to the high-conductivity
regime) or turn-off (to the low-conductivity
regime) is required. The switching may take
place with a time between 10-6 and 10-9 sec,
depending on load resistance. Such a switching
function also may be achieved by the applica-
tion of a pulse of magnetic field or intense light.
However, two-terminal NDR switching is not
convenient to use in practice, which may be why
this switching feature has not yet been further
developed for practical applications.

7.6 High-Field Effects

When the applied electric field becomes high,
several effects may arise. The effects on the J–V
characteristics are mainly caused either by a
change in the distribution function or the 
mobility of charge carriers, or by a change in
the injection or generation of charge carriers, or
by both. High-field effects have been studied
extensively both theoretically and experimen-
tally by many investigators.2,116–121 For high-
resistivity (or low mobility) solids such as
inorganic and organic insulating materials, 
the high-field effects can be divided into three
categories:

Electrode effects: The high-field effects are
caused by the field-dependent rate of carrier
injection or emission from electrodes

through either Schottky-type thermionic
emission or tunneling through a potential
barrier near the injecting contact or across a
thin insulating film.

Bulk effects: The high-field effects are caused
by the field-dependent carrier mobility due to
various scatterings; by the field-dependent
carrier density due to field-dependent trap-
ping probability, the detrapping process (e.g.,
the Poole–Frenkel effect), and tunneling of
trapped carriers; and by the field-dependent
thermal effect arising from the joule heating
of the specimen.

Combined electrode and bulk effects: The
high-field effects may be changed from 
bulk-limited to electrode-limited or from
electrode-limited to bulk-limited processes
when the applied field is increased.

7.6.1 Filamentary Charge-Carrier
Injection in Solids
It is well known that for either single or 
double injections, different materials used for
electrodes or different techniques employed for
preparation of the surfaces of semiconductors
or insulators result in different values of criti-
cal voltages for transition from regime to
regime. This indicates that there are no perfect
ohmic contacts and that different electrode
materials in contact with a crystal surface will
form different potential barriers for carrier
injection. It can also be imagined that the inter-
face between an electrode and a crystal surface,
which is not microscopically identical from
domain to domain in asperity and surface con-
ditions, is never homogeneous and uniform.
Thus, there may be one or more microregions
at which the potential barrier has a profile 
more favorable to carrier injection than at 
other regions of the interface. Furthermore, the
crystal itself is never microscopically homoge-
neous or uniform.

Due to all these unavoidable imperfections,
the current passing through a crystal specimen
is filamentary, at least from a microscopic point
of view and particularly under high fields. If 
an electric field is applied to the specimen 
longitudinally, the field will not be uniform
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longitudinally (due to the effect of space
charge) and the current density will not be
uniform radially (due to the formation of fila-
mentary paths). The current filaments formed in
Si, GaAs, ZnTe, GeAsx P1-x, and polycrystalline
Si have been observed by Barnett et al.,122–125

and in anthracene and in chalcogenide glasses
observed by Kao et al.82,126,127

The following sections present a theoretical
model for filamentary injection and show that
the model can be used to explain some experi-
mental aspects of single and double injection.

Filamentary One-Carrier (Single) Injection
In our theoretical analysis, we will consider
only electron injection and make the following
assumptions:

• When applied voltages equal to or higher
than the threshold voltage for the onset of
carrier injection, there may be one or more
filaments formed between electrodes. But,
for mathematical simplicity, we will use
cylindrical coordinates and consider only
one filament formed along the z-axis, which
coincides with the central line joining the
two circular plane electrodes. The filament
radius is rd. The whole system is symmetri-
cal about the z-axis.

• In the filament, the longitudinal component
of the diffusion current may be ignored
because of the large longitudinal component
of the electric field. The radial component of 
the drift current may be ignored because of
the small radial component of the electrical
field.

• Free electron density follows the Maxwell–
Boltzmann statistics; trapped electron
density follows the Fermi–Dirac statistics.

• The mobility of the free electrons mn is not
affected by the presence of traps or by the
high electric field.

• The treatment is two-dimensional with the
plane at z = 0 as the electron-injecting con-
tact and at z = d as the electron-collecting
contact, the specimen thickness being d.

• The thermally generated electron concentra-
tion is negligible.

The behavior of single injection in the steady
state is governed by the current flow equation

(7-274)

the continuity equation

(7-275)

(7-276)

and Poisson’s equation

(7-277)

where and are, respectively, the unit
vectors in the z and r directions; the other
symbols have the usual meanings.

The field F in the radial direction is assumed
to be negligibly small, but dF/dr is not, and it
should follow Poisson’s equation. Thus, Equa-
tion 7-276 becomes

(7-278)

For trap-free solids, nt = 0, and for solids with
shallow traps we can write

(7-279)

An examination of Equation 7-278 shows that
when r approaches zero, n approaches infinity.
Physical reality requires n to be finite for all
values of r, and this demands that dn/dr Æ 0
when r Æ 0. However, Equation 7-279 cannot
be solved rigorously without the aid of numer-
ical computation. To emphasize the physical
picture of the problem, a simple analytical solu-
tion is always better than a computer solution.
Therefore, we must make an approximation. 
It is postulated that by neglecting the term

, the solution of Equation 7-279 is a good

approximation of the exact solution of Equation
7-279.123 On the basis of this approximation,
and on the assumption that the traps are shallow
traps, Equation 7-278 reduces to
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(7-280)

Using the boundary conditions

(7-281)

the solution of Equation 7-280 gives

(7-282)

where no is the electron density at the center of
the filament, which is related to the current
density at the center of the filament Jzo. Thus,
we can write

(7-283)

Using the boundary condition

(7-284)

and

(7-285)

the solution of Equations 7-277 and 7-283 at 
r = o for nt >> n yields126

(7-286)

where

(7-287)

(7-288)

V is the applied voltage, Fav is the average value
of F along the z direction, and Fc is the electric
field at the cathode (z = o).

Equation 7-283 can also be expressed by
approximation as

(7-289)J q n Fzo n o= m av

Y F Fc= av

M
Y

Y Y Y

= -
-

+ -
-Ê

Ë
ˆ
¯ -

-È

Î
Í

˘

˚
˙

4 3

6

4 3

6

16 1

27

2

2 2 3
1 2

( )

J
F

d
M

V

d
Mzo n n n n= =

9

8

9

8

2 2

3
em q em qav

V Fdz F d
o

d
= =Ú av

F F z ocÆ Æwhen

n J qu F or J qu n Fo zo n zo n o= =

n
n

n q r
D

o

o n

n n

=
+È

ÎÍ
˘
˚̇

1
6

2m
eq

r o n n

r n o and
dn

dr
o

oÆ Æ

Æ • Æ Æ

;

d n

dr

q

D
nn

n
n

2

2
1 2= -m

e
q

where o is the average carrier density at the
center of the filament (at r = o). Comparing
Equation 7-289 to 7-286, we obtain

(7-290)

Using o for n in Equation 7-282, we obtain the
average electron density as a function of r as

(7-291)

Thus, the average current density is

(7-292)

and the total current is

(7-293)

Note that multiple current filaments may exist
simultaneously between two parallel elec-
trodes. In such a case, the total current between
the plane electrodes may be expressed as

(7-294)

This means that the total current can be 
represented by the current in one filament I
multiplied by a parameter H, which may be
field dependent.

By assuming that the electron injection is due
mainly to tunneling through a potential barrier
at the cathode following Equation 6-97 (field
emission) (see Chapter 6). We can write
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(7-295)

and making Jc = Jzo since the current in the z
direction is continuous, then from Equations 
7-256 through 7-288 and 7-295, we obtain

(7-296)

where

(7-297)

a and b are constants depending on the inter-
facial condition between the cathode and the
material specimen, and Jc and Fc are, respec-
tively, the current density and the field strength
at the cathode. For a given material specimen
and a given carrier-injecting contact (cathode
electrode) Y decreases (or M increases) with
increasing d and Fav, implying that the ratio
Fc/Fav or the space charge effect depends on
both specimen thickness and applied voltage.126

This model has been used to explain semi-
quantitatively high-field electric conduction
and breakdown phenomena in dielectric
liquids.126 Of course, this model may also be
used for high-field electric conduction in solids
involving a field-emission contact.

Filamentary Two-Carrier 
(Double) Injection
Using a method similar to that in the previous
section, we can easily derive the expressions
for Jz(r) - V and the I–V characteristics for the
case of filamentary two-carrier (double) injec-
tion. Because of the limited space, we shall not
include the mathematical analysis here. The
reader interested in that analysis is referred to
references.122–125

The formation of the NDR region resulting
from double injection in a solid with recombi-
nation centers, discussed in Section 7.5.3, has
been attributed to the development of a current
filament between two carrier-injecting elec-
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J aF b Fc c c= -2 exp( ) trodes.94 The I–V characteristics observed in
double injection are of the current-controlled
form, as shown in Figures 7-25 through 7-27.
Usually, a stable filament is formed after the
transition from a low-current regime to a high-
current regime, and sometimes after the occur-
rence of a current-controlled NDR region.
Several investigators have reported that, prior
to switching the current to the OFF state (low-
current regime), the current is dependent on the
electrode area, but after switching to the ON
state (high-current regime), the current
becomes practically independent of the elec-
trode area. This indicates that electrical con-
duction takes place along a filament path
between two electrodes.127,128 This is true for all
materials with a switching phenomenon.

Using recombination radiation photography,
Barnett and Milnes125 have observed the devel-
opment and growth of current filaments in
indium-doped semi-insulating silicon p+ - p -
n+ structures. Using a step-by-step sectioning
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method, Saji and Kao127 have observed the dis-
tribution of the cross-sections of a typical
current filament along its path between elec-
trodes in chalcogenide glasses.

It is likely that the formation of a filament
occurs when a critical injection level has been
reached. We can assume that at that critical
injection level, the carriers of one type (e.g.,
electrons) injected from the cathode have filled
all the electron traps along a preferable path.
Then, a negative space charge formed by the
free and trapped electrons will enhance the field
toward the anode, switching on hole injection
and hence double injection. The voltage
required for such a critical injection level to be
reached is usually called the threshold voltage
VTH.

At this voltage, the conduction becomes
current- or energy-controlled. Since the mate-
rial is never homogeneous in structure and
chemical composition, electrons and holes can
always find an easy path with low resistance to
drift along the applied field. This is why the
shape of the current filament is irregular and its
cross-section varies along its path. The current
is continuous, but the current density in the fil-
ament is not uniform; it is highest in the region
of the filament with a smallest cross-section.
This region may produce the largest joule
heating (or the highest temperature). Therefore,
it becomes a hot spot in the filament.

It is likely that such a hot spot acts as a
nucleus, initiating the growth of the filament.
As the concentration of electrons and holes are
increased by Joule heating, the increase in elec-
trons and holes will, in turn, enhance the carrier
injection from both electrodes, forming a
mutual feedback carrier multiplication process.
The increase of current in the filament implies
a decrease in resistance of the material speci-
men. If a constant DC voltage is applied to a
specimen connected in series with a resistor, the
voltage across the specimen will decrease
rapidly as soon as the filament starts to grow.

When the applied voltage across the speci-
men reaches VTH, the current starts to increase
rapidly in the filament, while the voltage across
the specimen decreases accordingly, forming an
NDR region. However, the I–V characteristics

in this region are very unstable until the current
reaches a level at which the carriers lost from
the filament by radial diffusion just balance
those gained by the mutual feedback multi-
plication process. Under this condition, the
voltage across the specimen becomes VM,
which can be considered the minimum voltage
to maintain a stable microplasma in the fila-
ment. Thus, to make the specimen operate in a
high-current regime, it is necessary to apply a
voltage across the specimen higher than VM

after the formation of the filament.

7.6.2 The Poole–Frenkel 
Detrapping Model
The Poole–Frenkel effect is sometimes called
the internal Schottky effect, since the mecha-
nism of this effect is associated with field-
enhanced thermal excitation (or detrapping) of
trapped electrons or holes, which is very similar
to the Schottky effect in the thermionic emis-
sion. The effect of an applied field in lowering
the potential barrier for a trapped electron to
escape in a one-dimensional model is shown in
Figure 7-28, which is very similar to Figure 6-
12. Both effects are due to coulombic interac-
tion between the escaping electron and a
positive charge, but they differ in that the pos-
itive charge is fixed for the Poole–Frenkel trap-
ping barrier, while the positive charge is a
mobile image charge for the Schottky barrier.
The results in the barrier lowering due to the
Poole–Frenkel effect are twice that due to the
Schottky effect. The amount of the barrier low-
ering due to the Poole–Frenkel effect is

(7-298)

where bpF is called the Poole–Frenkel constant.

(7-299)

Equation 7-298 differs from DfB given by
Equation 6-25 by a factor of two because the
coulombic attractive force to the electron is
q2/4pe(rpF)2 for the Poole–Frenkel effect, and
q2/4pe(2xm)2 for the Schottky effect. Thus, the
Poole–Frenkel effect is effective only for traps
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that are neutral when filled and positively
charged when empty. Traps that are neutral
when empty and charged when filled will not
manifest this effect for lack of coulombic inter-
action. The degree of field-dependent detrap-
ping for various types of traps is summarized
in Table 7-4.

Many investigators have used the Poole–
Frenkel model to interpret high-field transport
phenomena in insulators and semiconduc-
tors.128–134 It is obvious that the Poole–Frenkel
effect is observed when electric conduction is
bulk limited, and the Schottky effect is
observed when electric conduction is electrode-
limited. In both cases, �ns µ F1/2. To distin-
guish one case from the other, we must rely on
the comparison of experimental and theoretical
values of bSc and bpF, which can be calculated
quite accurately if the value of e for high fre-
quencies, which should be approximately equal
to h2 (the refractive index of the material), is
known. However, many investigators have
reported that the value of bpF determined from
the slope of the �ns - F1/2 plots does not agree
with the theoretical one for the whole range of
the experimental J–V characteristics.128–134 This
implies that there may be several slopes in the
�ns - F1/2 plots and that even from the best-fit
curve, the value of e is usually not close to what
would be expected.

A trapped electron can be thermally released
not only in the forward direction of the applied
field, in which the potential barrier is lowered
by the field; it can also be thermally released in
other directions, although the probability is
smaller. The relative probabilities for a trapped
electron to be thermally released in the forward
direction and in the reverse direction of the
applied field are field dependent. The simple
expression for the barrier lowering given in
Equation 7-298, derived by Frenkel,129 is based
on a one-dimensional (planar) model. Several
investigators have shown that a three-dimen-
sional treatment gives field- and temperature-
dependent conductivities that are different from
the following original Poole–Frenkel relation

(7-300)

where so is the low-field conductivity.130,135

From Figure 7-28, it can be seen that the poten-
tial energy of an electron attracted to a posi-
tively charged trap located at r = 0 under the
influence of a uniform field may be written
as

(7-301)

by setting we obtain the barrier 
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(7-302)

which occurs at

(7-303)

where q is an angle between and . The
potential barrier is lowered only in the forward
direction for 0 £ q £ p/2. In the reverse direc-
tion, Ieda et al.130 have assumed that there is a
state denoted by d in which, by interaction with
phonons, the transition probability that an elec-
tron to a distance rd will become a free carrier
is much larger than that for the electron to the
ground state. They have derived an expression
for rd as

(7-304)

and for the increase of the potential barrier in
the reverse direction as

(7-305)

Using the effective barrier lowering in the
forward direction for rpF £ rd

(7-306)

and for rpF ≥ rd

(7-307)

Ieda et al130 have also modified Equation 7-300,
based on a one-dimensional treatment, to the
following equation, based on a three-
dimensional treatment:

(7-308)

and

(7-309)

where
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Df b qpF pF F= ( cos )1 2 It can be seen that at low fields, aF2/4g << 1
the conductivity follows a simple Ohm’s law
and that at high fields Equation 7-309
approaches Equation 7-300 asymptotically. In
the intermediate fields, the field-dependent s
follows Equations 7-308 and 7-309, which are
quite different from Equation 7-300. Ieda et
al130 have reported that Equations 7-308 and 
7-309 are very consistent with the J–F charac-
teristics as functions of temperature in poly-
acrylonitrile films and in SiO films.

There are many other modifications of the
original Poole–Frenkel model based on various
assumptions, such as those by Hartke,135 Hill,131

Antula,133 and Adamic and Calderwood.136 The
reader interested in their approaches is referred
to their original papers.

7.6.3 The Onsager Detrapping Model
Unlike the Poole–Frenkel model, which is based
on the assumption that the probability for the
trapped carriers to be thermally released
increases with increasing applied field because
of the field-enhanced lowering of the traps’
potential barriers, the Onsager model is based on
a completely different assumption: that the
probability p(r, q, F) that an electron–hole pair
(or electron–donorlike trap) thermalized with an
initial separation r and orientation q relative to
the applied field F to escape initial recombina-
tion increases with increasing applied field. For
the former model, the carriers are regenerated
after they have been captured in the traps. For
the latter model, the carriers are separated before
they are trapped. On the basis of the postulate
that the theory of geminate (or initial) recombi-
nation reduces to the problem of Brownian
motion of one particle under the action of the
coulombic attraction and the applied electric
field, Onsager137,138 has approached this problem
by solving the equation of Brownian motion

(7-312)

where f is a probability function, mn is the elec-
tron mobility, and U is the coulombic potential
modified by the applied field, given by
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(7-313)

Using the boundary condition of zero initial
separation between the electron and the posi-
tively charged center, the probability of ioniza-
tion under the steady-state condition (∂f /∂t = 0)
in the presence of the applied field is increased
by the ratio139,140

(7-314)

where J1 is the Bessel function of the first order
and
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tion 7-314 is modified to139

(7-316)

where rc is the cut-off separation distance to
separate the bound and the free carriers and is
defined by

(7-317)

Carriers within the separation distance 0 £ r £
rc/2 are bound charge carriers. When ro = 0,
Equation 7-316 reduces to Equation 7-314.
Figure 7-29 shows the difference between
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Equation 7-316 and Equation 7-314. It also
compares the Onsager model with the
Poole–Frenkel model. It can be seen that the
P(F)/P(0) ratio is smaller for the Onsager
model for a given field and that the larger the
value of ro is, the smaller this ratio.

Using the Onsager model, Pai139 has derived
an expression for the field-dependent electric
conductivity, which is

(7-318)

and the field-dependent current density

(7-319)

where K1 is a constant and the parameter m
ranges between 1 and 2, depending on the com-
plexity of the distribution of states in the for-
bidden band gap (donors, acceptors, traps, and
the like). Equations 7-318 and 7-319 are based
on uniform field distribution in a solid speci-
men. If the conduction involves carrier injec-
tion from the electrodes and space charge
effects, these two equations must be modified
to take into account the effect of field 
distribution.

Onsager has also derived the expression for
p(r,q,F), which is given by

(7-320)

where

(7-321)

By defining fpo as the ionization quantum yield
(the efficiency of production of thermalized ion
pairs per absorbed photon) and g(r,q) as the
initial spatial distribution of thermalized pair
configuration (separation between ions of each
ion pair or between electron and ionized
donor), the carrier quantum yield (carrier gen-
eration efficiency) is given by
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(7-322)

By assuming that fpo is independent of the
applied electric field and g(r, q) is an isotropic
d function and is expressed as

(7-323)

then substituting Equations 7-320 and 7-323
into Equation 7-322 and carrying out the inte-
gration, we obtain140

(7-324)

The first few terms of Equation 7-324 can be
written as

(7-325)

Many investigators have reported that Equa-
tions 7-319 and 7-325 agree well with the
experimental results on electric field and tem-
perature dependence of electrical conductivity,
and also with the electron and hole quantum
yields in organic and inorganic solids.139–145 It
should be noted that Onsager’s theory, because
of its inherent microscopic diffusive nature,
takes into account the integrated ionization
probability within the 4p solid angle. The phys-
ical soundness of the Onsager theory is to
include the reverse ionization (or escape) prob-
ability in a most natural way, devoid of any
approximation.139

7.6.4 Field-Dependent Carrier Mobilities
It is well known that for crystals doped with
either donor or acceptor impurities, charge 
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carriers (electrons and holes) will suffer two
main types of scattering:

1. Scattering with phonons (lattice vibra-
tion)—for nonpolar crystals mainly with
acoustic phonons, such as Ge and Si, and
for polar crystals with optical phonons in
addition, such as GaAs

2. Scattering with impurities (coulombic 
interaction)

Under a fixed electric field, the carrier mobili-
ties controlled by these scatterings are strongly
dependent on temperature.146–148 Apart from
these two scattering mechanisms, other mech-
anisms also play important roles in determining
the actual mobilities, such as intravalley and
intervalley scattering.116 In general, at a fixed
temperature and a fixed applied field, carrier
mobility decreases with increasing concentra-
tion of impurities and with increasing effective
mass of the carriers.

Under an applied field, an electron tends to
gain energy from the field due to acceleration
until it encounters a scattering either with
lattice vibration waves or with other particles.
If there is a net gain in energy, the energy of the
electron increases. For an electron in an in-
sulator or a nondegenerate semiconductor, an
increase in energy by an amount kT is usually
considered a large change in the mean energy.
By assuming the electron energy distribution to
be Maxwellian, the mean velocity of the elec-
tron may be written as

(7-326)

where Te is defined as the electron temperature
based on the expression of the electron energy
in terms of kTe. It can be seen from this simple
equation that electron mobility would be inde-
pendent of field only if Te = T; if Te > T, the
electron becomes hot and electron mobility
becomes field dependent.

The field dependence of the mean (or effec-
tive) mobility in crystalline semiconductors has
been extensively reviewed by Conwell,116 and
applied particularly to Ge, Si, and some III–V
compounds. There exists a great deal of infor-
mation about the energy band structures and
lattice vibration modes of these semiconduc-

v kT me= ( *)2 1 2

tors. Such information is not available for
organic and inorganic dielectric materials, such
as polymers or ceramics. However, the calcu-
lation of the field-dependent carrier mobility
requires a knowledge of the energy distribution
function of the carriers, and the mathematical
solution for this is usually lengthy and complex
even for simple semiconductors.2,116 This
section discusses briefly the physical concept of
field-dependent carrier mobilities.

In cases with a constant mean free path,
Lampert149,54 has proposed the following
formula for evaluating the mean field-depend-
ent mobility

(7-327)

where uo is the mobility independent of electric
field, which occurs only at very low fields, and
F1 is a critical field at which the drift velocity
of the carriers varies as the square root of the
applied field because the carriers become hot
carriers. Thus, at low to moderate fields (i.e., F
< F1), Equation 7-327 can be approximated to

(7-328)

At high fields (i.e., F > F1), Equation 7-327 can
be approximated to

(7-329)

These equations predict well the variations of
electron mobility with field in silicon, in which
u = uo at very low fields, m • F -1/2 at moderate
fields, and m • F -1 at high fields.150

Dielectric materials consist of both shallow
and deep traps. In the case of a single type of
carrier (e.g., electrons) injected from an elec-
trode, the electrons will encounter many traps
during their journey to the other electrode. We
can assume that at any moment there are n free
electrons traveling across the specimen with the
mobility un, and nt trapped electrons always sta-
tionary in the traps. This assumption is reason-
able only for cases in which the carrier transit
time tt is smaller than the time the trapped elec-
trons remain in the traps, so that during the
carrier transit time we can see only n electrons
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contributing to electrical conduction. But if
each injected electron (n + nt) spends on
average a total time tn as a free carrier and a
total time ttn in the trap, then the transit time
can be expressed as

(7-330)

and the mean (or effective) mobility as

(7-331)

Equation 7-331 implies that during the carrier
transit time, we can see all injected electrons
contributing to electrical conduction and that
there is no separation between free and trapped
carriers. This assumption is reasonable for
cases in which tn or ttn is smaller than tt. It
should be noted that u can be field dependent
due to scatterings with phonons and coulombic
impurities, and tn and ttn are field dependent
due to the field-enhanced detrapping processes
(see Sections 7.6.2 and 7.6.3).

Assuming that all injected electrons are
available to drift across the specimen, we can
write

(7-332)

Assuming that there is only one trapping level
in the forbidden gap located at Et below the
conduction band edge Ec, we can see the effect
of trapping level on effective carrier mobility
from the following relation

(7-333)

where Nt is the total concentration of traps and
Nc is the effective density of states in the con-
duction band. For example, Nc = 1019 cm-3, Nt =
1016 cm-3 for silicon if Et = 0.2eV (or 7kT)
below Ec, ueff /u = 0.1 for shallow traps. But if 
Et = 0.5eV (or 17.5kT) below Ec, ueff /u becomes
10-5 for deep traps. This example offers a
numerical feeling about the effects of traps and
applied field on effective carrier mobility.

It is worth describing briefly the physical
concept of the intervalley scattering mecha-
nism. In semiconductors with a two-valley con-
duction band, such as GaAs shown in Figure
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7-30(a), the electrons in subband 1 (lower
valley) have their mobility u1 and the electrons
in subband 2 (upper valley) have their mobility
u2; u1 is much larger than u2 because the effec-
tive mass of the electrons in the lower valley is
much smaller than in the upper valley. Unlike
the S-shaped J–F characteristics, which are
current controlled, the N-shaped J–F character-
istics are voltage controlled. The NDR region
is associated with the transfer of electrons from
a high mobility state to a low mobility state, as
shown in Figure 7-30(b).

In thermal equilibrium, subband 1 contains
essentially all the conduction electrons, while
subband 2 contains very few electrons.
However, when an applied field is larger than a
certain critical value (or threshold field), which
is about 3kVcm-1 for GaAs, electrons in the
lower valley (subband 1) can gain sufficient
energy from the field to be scattered into the
upper valley. The effective density of states in
the upper valley is much larger than in the
lower valley, so the probability that the elec-
trons will be scattered into the upper valley is
high. This electron transfer process leads to the
formation of the NDR region.

Figure 7-30(b) shows that at fields below F1,
almost all electrons are in the lower valley. At
fields above F2, almost all electrons are in the
upper valley. At fields between Fp and Fv, the
intervalley electron transfer process produces
an NDR region simply because a portion of the
total number of electrons drifts at lower veloc-
ities. Since a positive resistance consumes
power and a negative resistance supplies
power, a negative differential resistance should
generate AC power, that is, current oscillation
in the microwave regime. The latter phenome-
non was first observed by Gunn.151 Later, it was
called the Gunn effect, and the microwave fre-
quency oscillators based on this effect are
called Gunn diodes.

There are several modes of operation for
such transferred electron devices, and each
mode is related to the process of the transfer of
electrons from a high mobility state to a low
mobility state. Obviously, a small fluctuation in
the electron concentration in the NDR region
can lead to the formation of a dipole layer,
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which is generally referred as a domain. The
movement of such domains results in the oscil-
lation of the electric current.

Suppose that we have a III–V compound
semiconductor specimen, as shown in Figure 7-
30(c). Consider an average electric field Fa(=
V/L where V is the applied voltage and L is the
specimen length), which is larger than Fp and
is maintained as constant. When Fa is applied
across the specimen, the electrons from the
cathode and in the bulk will be accelerated
under the field. Some of them may acquire
enough energy to jump into subband 2.

However, the electrons near the cathode must
travel a certain distance xo from the cathode
before they have a chance to gain enough
energy to transfer to subband 2. This distance
xo, which is field dependent, should be of the
order of DE/qFa where DE is the separation in
energy between the two subband edges and q is
the electron charge. For n-GaAs, the value of xo

is estimated to be about 10-4 cm.
This argument implies that the electrons in

the region between x = 0 and x = xo are mainly
in subband 1 with the average drift velocity va,
while those in the region between x = xo and 
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x = L are partly in subband 1 and partly in
subband 2. Therefore, their average drift veloc-
ity is vu. See Figures 7-30(b) and (c). Since va

is much larger than vu, an electron space charge
will build up to form an accumulation layer
near the cathode, tending to reduce the field at
the cathode, as shown in A of Figure 7-30(c).
There, no is the electron density in equilibrium
and assumed to be the doping concentration, so
the specimen is electrically neutral when n = no.
This accumulation layer will cause the field dis-
tribution to change from the uniform field Fa to
that shown by solid line in B of Figure 7-30(c).
As the field at that instant increases from the
lowest value at x = 0 to a field slightly higher
than Fa at x > xo, the velocity of the electrons,
which are mainly in subband 1, increases spa-
tially from the lowest value at x = 0 to the
largest at x close to xo. Hence, the electron
density at the leading edge of the accumulation
layer becomes depleted to form a dipole layer,
as shown in C of Figure 7-30(c). This dipole
layer then produces a high-field domain, as
shown in D of Figure 7-30(c).

Taking into account the motion of electrons
as a whole toward the anode, domain dynamics
can be described simply by the following two
one-dimensional equations155:

(7-334)

(7-335)

We shall not include the mathematical analysis
here. It is clear that if the applied field is Fa, the
domain consists of an accumulation layer
where n > no, followed by a depletion layer
where n < no. The carrier concentration n = no

at two values of the field, that is, F = Fu outside
the domain and F = Fd being the peak domain
field. By using the equal area rule,153 the value
of the peak domain field Fd can be determined
if the value of the outside field Fu is known, as
shown by the dashed curve in Figure 7-30(b).
The formation and dynamics of domains have 
been extensively studied by many investiga-
tors.152–157 For details of this phenomenon, see
these references.
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7.7 Transitions between Electrical
Conduction Processes

Most metallic contacts to semiconductors or
insulators (for simplicity, the term solids will be
used to refer to these materials) are generally
nonohmic. The supply of charge carriers from
a nonohmic contact is not unlimited but
depends on the height and the width of the
potential barrier near the contact. A nonohmic
contact may act as a nearly ohmic contact at
low electric fields, but at an appropriate range
of fields it may act as a nearly blocking contact,
with the carrier supply limited by Schottky-
type thermionic emission. This nearly blocking
behavior may be changed again to nearly ohmic
behavior if the applied field can be increased,
without causing breakdown of the solid, to a
level that greatly reduces the width of the
potential barrier to enable the carriers to inject
by Nordheim–Fowler type tunneling.

For a given metal used for both anode and
cathode, at low fields one contact may behave
as a nearly ohmic contact for one type of carrier
(e.g., electrons) and the other as a nearly block-
ing contact for the other type of carrier (e.g.,
holes), as shown in Figure 7-31(a) and (b). In
cases in which different metals are used for the
anode and the cathode, if both anode and
cathode behave as nearly ohmic contacts, both
contacts will supply carriers at low fields,
forming a bulk-limited double-injection con-
duction, as shown in Figure 7-31(c). But if both
anode and cathode behave as nearly blocking
contacts, then the electrical conduction depends
only on the carriers replenished by thermal exci-
tation in the bulk, as shown in Figure 7-31(d),
carrier injection from contacts being negligible.

7.7.1 Basic Transition Processes
We shall use the simplest metal–solid contacts
to show the transitions between electrical con-
duction processes in a solid without defects
(without traps).158

A Solid between Similar Contacts
Using the same metal for both the anode and
the cathode, we may make the contacts nearly
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ohmic for electron injection and nearly block-
ing for hole injection, as shown in Figure 7-
31(a), or vice versa, as shown in Figure 7-31(b).
The two cases are similar, so we shall analyze
only the case shown Figure 7-31(b). In this
case, the barrier height of the nearly ohmic
contact at the anode is

f j cBP g mE= - -( )

which is much smaller than that of the nearly
blocking contact at the cathode, which is

where c is the electron affinity of the solid. This
implies that at an applied field, the anode can
replenish the holes in the solid extracted by 
the cathode, since Nvexp(-fBP/kT ) > ni, but 

f f cBn m= -
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the cathode cannot replenish the electrons
extracted by the anode, since Ncexp(-fBn/kT) <
ni. As a result, electron density n after a tran-
sient event will reduce to a value

Supposing that fBP = Eg/3 and jBn = 2Eg/3,
where Eg is the energy band gap, then

which could be very small. For example, nb/ni =
0.0015 for Eg = 1eV at T = 300K. Thus, p > ni

> nb. We shall derive the J–V characteristics for
this case in three regimes.

Low-Field Bulk-Limited Regime
In this regime p > ni and nb < ni. Based on

Equations 7-237 and 7-240, we can write

(7-336)

By setting qnb(mn + mp) = s0 and J/s0 = F0 and
using the boundary condition

Integration of Equation 7-336 yields

(7-337)

Since F0 is much larger than F, the expansion
of the logarithmic term truncated to the cubic
term is a good approximation. Thus, Equation
7-337 can be simplified to

(7-338)

From Equations 7-336 and 7-252 with V = 0 at
x = 0 and V = V at x = d, the voltage Vx at any
point x is given by

(7-339)

Substituting Equation 7-339 into Equation 7-
338 and letting x = 0, we obtain

(7-340)

The ohmic term (the term with a linear J–V
relation) is contributed only by the carriers that
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maintain neutrality in the solid. Since the right-
hand side of Equation 7-340 is always larger
than s0V/d for V > 0, there is no ohmic region
(linear J–V behavior region). However, for
large applied voltages, Equation 7-340 reduces
to a single-injection Mott–Gurney equation54:

(7-341)

By expressing J • Vm, the current is contributed
by two types of carriers at very low fields with
m > 2, but it becomes mainly a hole current at
higher fields with m = 2, as shown in Figure 7-
32(a) for V < Vc.

Medium-Field Contact Limited Regime
Equation 7-341 is valid until the applied

voltage reaches such a value that hole injec-
tion becomes saturated or electron injection
becomes appreciable. If electron injection is
still negligibly small after the onset of hole
current saturation, then the current becomes
mainly a field-enhanced thermionic emission
hole current, which is given by

(7-342)

(see Equations 6-25 and 6-34) where Ap = A*T 2

(7-343)

The electrical conduction gradually becomes
contact limited, as shown in Figure 7-32(a).

High-Field Bulk and Contact-Limited 
Regime
The function of the hole space charge is

twofold: It reduces the field at the anode to limit
the hole injection current and it enhances the
field toward the cathode. When the applied
voltage reaches the threshold voltage Vb, a tran-
sition from a dominant one-carrier transport 
to a dominant two-carrier transport occurs. By
defining the threshold field at the cathode 
Fcb corresponding to the threshold voltage Vb

for the onset of the field emission of electrons
of the concentration n = ni from the cathode, 
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Fcb can be estimated by setting the field emis-
sion current equal to the drift current at the
cathode

(7-344)

where a and b are the constants of the 
Nordheim–Fowler equation. At the threshold

J aF
b

F
qn Fn cb

cb
i n cb= -Ê

Ë
ˆ
¯ =2 exp m

voltage Vb, Jp is still much larger than Jn.
However, at V > Vb, the electron and hole den-
sities are both larger than ni; recombination
kinetics must be involved in deriving the J–V
characteristics for this bulk- and contact-
limited regime. Figure 7-32(a) shows the tran-
sition from contact-limited conduction to bulk-
and contact-limited conduction.
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It is also possible that under certain condi-
tions, the threshold voltage for the onset of field
emission at the cathode is lower than the thresh-
old voltage Vc for the onset of current saturation
at the anode. In this case, no contact-limited
regime will be observed. The schematic illus-
tration of the possible J–V characteristics is
given in Figure 7-32(b). Note that at voltages
slightly higher than Vb, the homo–space charges
near the contacts have not built up to a level 
that limits carrier injection. Thus, the current
increases very rapidly in the transition.

A Solid between Dissimilar Contacts
We shall consider one case for a solid between
dissimilar contacts. For this case, fBn1 � fBP2,
fBn1 > fBn2 and fBP1 < fBP2. Both the electron-
injecting and the hole-injecting contacts are
blocking, but neither the electron-collecting nor
the hole-collecting contacts have barriers for

carrier extraction, as shown in Figure 7-33.
Assuming that the number of carriers injected
from the blocking contacts are negligibly small
compared to those generated in the bulk by
thermal excitation (or by photoexcitation), car-
riers can only be extracted from or flow out of
the solid into contacts. This is a problem of
double extraction rather than double injection.
Before the application of a step voltage at t =
0-, both the electron and hole densities are
approximately uniformly distributed in the
solid with n0 = p0, except near the contacts.
After the application of a step voltage at t = 0+,
the excess holes near the cathode and the excess
electrons near the anode disappear rapidly and
the band becomes flat, as shown in Figure 7-33.
It should be noted that if the solid contains
traps, the trapped carriers form a space charge
to cause band bending.159

In perfectly intrinsic solids, the J–V charac-
teristics follow Ohm’s law at low fields because
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Figure 7-33 Energy band diagrams and J–V characteristics for an ideal intrinsic dielectric solid with nearly blocking con-
tacts for both electron and hole injection (i.e., the metal for the cathode is dissimilar to the metal for the anode). Double
extraction with nearly ohmic contacts for both electron and hole extraction. A (––––): current saturation prior to the onset
of double injection. B (-----): the onset of double injection prior to current saturation.
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n0 and p0 can be self-replenished by thermal
excitation in the bulk. In this case, it is possi-
ble that current saturation may occur at V = Vs

and a current saturation region may exist at
applied voltages between Vs and Vb. However,
for V > Vb, carrier injection from both contacts
will switch on the double-injection high-field
bulk- and contact-limited regime, as shown in
Figure 7-33 (curve A). It is also possible that
the transition from the low-field bulk-limited
regime to the high-field bulk- and contact-
limited regime occurs at a voltage lower than
the threshold voltage for the onset of current
saturation, due to carrier exhaustion. In this
case, there is no current saturation region, as
shown in Figure 7-33 (curve B).

7.7.2 Transition from Bulk-Limited to
Electrode-Limited Conduction Process
The current injection from a normal metallic
contact into a dielectric solid follows the
general Schottky thermionic emission equation
given by

(7-345)

where fB = fm - c and b = (q3/4pe)1/2 for elec-
tron injection. This equation is similar to Equa-
tion 7-342 for hole injection. The SCL current
in a dielectric solid containing shallow traps is
given by Equation 7-87, which, for traps dis-
tributed uniformly in space and for electron
current only, is

(7-346)

For the cathode that is a nonohmic contact and
at low fields, the contact may still supply more
electrons than required to replenish those ther-
mally excited and collected by the opposite
electrode. Thus, a negative space charge exists
in the vicinity of the cathode and a positive
charge on the cathode surface, indicating 
that the electric conduction is bulk-limited
(SCL).

When the applied field is increased to such 
a value that the number of electrons, which 
the cathode can inject into the specimen per

J V dn a= 9
8

2 3em q

J A T kT F kTB= -* exp( )exp( )2 1 2f b

second, is exactly equal to what the anode can
collect per second, there is no space charge in
the specimen or any charge on the cathode
surface. The electric conduction process begins
to change from bulk limited to electrode
limited. The critical voltage to bring on this
transition can be obtained by setting Equation
7-345 equal to Equation 7-346)117:

(7-347)

At low fields, Equation 7-345 can be simplified
to

(7-348)

However, fB is lowered due to the combina-
tion of the applied electric field and the image
force (Schottky effect), so the electrode-limited
current for V > Vc is governed by Equation 7-
345. For V > Vc, there exists a negative charge
on the cathode surface. The polarity of the
charge on the cathode surface is generally used
as a signal to distinguish between bulk-limited
(SCL) and electrode-limited (injection-limited)
processes. Since F at the cathode is not linearly
dependent on V, the calculation of the J–V char-
acteristics must be carried out by means of
numerical methods. For further details about
this topic, see references.117,160

The transition from bulk-limited to elec-
trode-limited conduction has been observed
experimentally in inorganic insulators, such as
Mylar, SiO, and Ta2O5 films,161 and in organic
semiconductors, such as anthracene crystals.162

Figure 7-34 shows the transition from SCL cur-
rents at low fields to electrode-limited currents
at high fields for anthracene crystals. The bulk
I µ Vn curve with n > 2 indicates that the traps
in the specimen may be distributed exponen-
tially in energy, following Equation 7-110. The
theoretical electrode–barrier J–V line is calcu-
lated by subtracting the extrapolated bulk
voltage from the total voltage for each meas-
ured current; Isat represents the saturation
current due to thermionic emission in the
absence of the Schottky effect.
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7.7.3 Transition from Electrode-Limited
to Bulk-Limited Conduction Process
When a dielectric solid has shallow donors,
deep traps, and a blocking contact with a very
narrow depletion region, as shown in Figure 7-
35, all electrons from shallow donors will be
captured by deep traps. Therefore, at low fields,
the contact resistance is much higher than the
resistance of the bulk, and the J–V characteris-
tics are due mainly to field emission, following
Equation 6-99, and will be practically inde-
pendent of specimen thickness. Under such
conditions, electric conduction is electrode
limited. If the applied field is increased, 
bulk resistance and contact resistance tend to
decrease, but the rate of the decrease for the
former is much smaller than for the latter. At 
a certain critical voltage Vc, bulk resistance
becomes higher than contact resistance. At this
critical voltage, the transition from electrode-
limited to bulk-limited conduction occurs. At 
V > Vc, the J–V characteristics become con-
trolled by the space charge effect and the
Poole–Frenkel effect, and the current becomes
dependent on specimen thickness.117 Typical
experimental results of Al–SiO–Al films
demonstrating such a transition are shown in
Figure 7-36.163
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7.7.4 Transition from Single-Injection to
Double-Injection Conduction Process

If a dielectric solid has a pair of identical or dif-
ferent electrodes, it is possible that one of these
electrodes is definitely electron injecting and
the other is unable to inject holes efficiently, or
vice versa, at low applied fields. But such single
injection would become double injection at a
critical applied field. This phenomenon has
been reported by many investigators.164–166

Typical experimental results, for anthracene
with silver electrodes, are shown in Figure 
7-37.

For voltages below the threshold voltage Vth

for the onset of electroluminescence, J is pro-
portional to V2, following the relation for single
injection into a solid containing hole-traps in a
discrete energy level. The �nJ - 1/T plot for 
V = 2.0kV gives an activation energy Eact of 
0.56eV, which can be interpreted as this discrete

energy level above the valence band. For volt-
ages above Vth, J is proportional to Vn with n >
6, implying that the large current may be asso-
ciated with field-enhanced electron injection
and the release of trapped carriers due to the
reabsorption of electroluminescence. Eact for V
> Vth tends to increase with increasing V. This
change in Eact may be attributed to the effect of
the reabsorption of electroluminescence. The
transition occurs when sufficient space charge
builds to modify the potential barrier at the
cathode to enable electron tunneling from it.

For insulating materials with a large band
gap and a high ionic conductivity, the ionic
space charge may be sufficient to turn on 
the transition from single-injection to double-
injection conduction. The electrical contacts
between a metal and an insulator can be
assumed to be neutral contacts. The so-called
neutral contact means that the regions adjacent
to the contact on both sides are neutral electri-
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cally. This implies that there is no space charge
and no band bending present within the insula-
tor in the absence of electric fields, so both the
conduction band and the valence band edges
are flat right up to the interface. A condition like
this is sometimes referred to as the flat-band
condition.

To satisfy this condition, the work function
of the metal fm must be equal to the work func-
tion of the insulator f. In wide-bandgap insula-
tors, a small number of charge carriers always
transfers between the metal and the insulator in
order to bring the Fermi level of the metal to
align with the Fermi level of the insulator.
However, if the trapped space charge in the
insulator due to this transfer of charge carriers
is too small to cause significant band bending,
then we can consider the contact neutral (see
Types of Electrical Contacts in Chapter 6). For
most insulating materials, such as polymers, the
energy band gap is of the order of 9eV (e.g.,
polyethylene) and most metals have work func-
tions less than 4eV. Thus, the neutral contact
means that the potential barrier height fBn for
electron injection from the cathode is lower
than that fBp for hole injection from the anode.

When a steady DC voltage is applied across
a metal-insulator-metal (MIM) system, elec-
trons will be injected from the cathode to the
insulator by three possible processes: Schottky
emission, thermally assisted tunneling, and tun-
neling via traps. If the applied voltage is suffi-
ciently high, direct tunneling from the Fermi
level of the metal to the conduction band, based
on the Fowler–Nordheim type tunneling injec-
tion, is possible. The probability of tunneling
depends on both the population of electrons
available for tunneling and the barrier height.
The population of available electrons is highest
at the Fermi level of the metal and decreases
exponentially at levels higher than the Fermi
level, but the barrier height for tunneling
decreases at levels higher than the Fermi level.
So, there is a tradeoff between these two factors
governing tunneling processes. Since insulating
polymers contain a large quantity of various
traps and ionic impurities, carriers injected
from the electrical contacts will quickly be
trapped to form trapped space charges, as
shown in Figure 7-38(a).

The positively charged cations moving
toward the cathode and the negatively charged
anions moving toward the anode under an
applied electric field will create hetero–space
charges near the electrodes. If the ions’ charges
are not neutralized at the electrodes, they will
accumulate near the electrodes, producing an
internal potential and hence an internal field
opposite to the applied voltage, as shown in
Figure 7-38(b). The positive ions tend to neu-
tralize the injected trapped electrons near 
the cathode, while the negative ions tend to
enhance the field toward the anode, thus mod-
ifying the potential barrier near the interface
and creating a chance for the holes to tunnel
from the metal to the valence band of the
polymer, as shown in Figure 7-38(c). Obvi-
ously, the higher the applied field, the more
holes will tunnel, thus switching on the double-
injection process.167

The ionic conduction process is very slow
because the movement of an ion involves the
transport of a mass and the activation energy
both for the ion to surmount a potential barrier
and for the creation of a neighboring vacancy
for the ion to move into.11 It can be imagined
that to create hole tunneling, the applied field
must be sufficiently high and the stressing time
must be sufficiently long for the formation of a
high concentration of hetero–space charges.
Several investigators have observed hole injec-
tion from a metallic electrode into polyethylene
after the material has been subjected to electri-
cal stressing for a prolonged period of time, and
hence, double injection.168,169

7.8 Current Transient Phenomena

So far, we have considered only steady-state
injection currents. Prior to the attainment of the
steady state, a variety of current transient phe-
nomena may occur immediately after the appli-
cation of an electric field. Such phenomena
may provide useful information about trans-
port, trapping, recombination, and photogener-
ation processes in solids. On the basis of the
total charge Q injected into the solid, the
current transient phenomena can be classified
into three types:

Electrical Conduction and Photoconduction 463



464 Dielectric Phenomena in Solids

– –

–

+

–

–

+ +

–

+

–

+

+
+

+
+

+
+
+
++

+
++

++
+

––
–

–
–
–

–
––
–

–
–
–
–
–

Due to Injected
Trappied Electrons
Only

More Electron
Injection

Hole
InjectionHole Injection

With a Medium Voltage With a Higher Voltage

Ec

Ec

Ev

Ev

EFt

EF 2

EF 2

EF 2

EFt

V

V

V

V

Ec

Ec

Ev

Ev

EFt

EF 2

EF 1 

EF 2

Ec

Ev

EF 1

> 0 Ionic Space Charge

V > 0 with Injected Trapped Electrons

V > 0 without Space Charge

(a)

(b)

(c)

Figure 7-38 Schematic diagrams illustrating the effects of the combined space charges formed (a) by injected trapped
electrons and (b) by positive and negative ions on the band bending and hence (c) the potential distribution resulting in hole
tunneling from the anode to the insulating polymer.



The space-charge free (SCF) transient, for
which Q is much smaller than required to
influence significantly the electric field near
the injecting electrode, Q << 2eF

The space-charge limited (SCL) transient, for
which Q is large enough to create a charge
reservoir near the injecting electrode, Q >>
2eF

The space-charge perturbed (SCP) transient, 
for which the values of Q are intermediate
between SCF and SCL

Current transients can be induced by the appli-
cation of a voltage pulse, electron beam bom-
bardment, corona discharge, light pulse, etc.
This section briefly reviews the theory and
applications of current transient phenomena
resulting from one-carrier (single) planar 
injection.

Suppose that a step-function voltage of the
form

is applied to a solid specimen provided with an
electron-injecting contact at x = 0 as cathode.
The current transient begins at t = 0, and its
behavior is governed by the current flow 
equation

(7-349)

Poisson’s equation

(7-350)

the rate equation (see Equation 7-206)

(7-351)
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(7-352)

where no and nto are, respectively, the free-
electron and trapped-electron densities under
thermal equilibrium (assumed to be uniformly
distributed throughout the specimen), Cn is the
electron capture coefficient, and Nn is the density
of electron traps in a discrete set of localized
states located at Et in the band gap. tn is the trap-
ping time, defined as the mean free time of a
mobile free carrier before it is trapped, which is

(7-353)

and n1 and qo are defined by

(7-354)

(7-355)

and (Nn - nto) >> nt(x,t) - nto. Equation 7-351
may be extended for any form of trap distribu-
tion, provided that the total trapping rate is
larger than the total detrapping rate.

It is obvious that an analytical solution 
of Equations 7-349 through 7-352 cannot 
be obtained without making some simplifying
assumptions. Assuming that n >> no and nt >>
nto, integration of Equation 7-349 yields

(7-356)

since , by

assumption, where Fa(t) = F(d,t) and Fc(t) =
F(o,t) are, respectively, the fields at the anode
and the cathode. Integration of Equation 7-350
yields the relation between Fc(t) and Fa(t) in
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terms of the total charge Q(t) per unit area in
the specimen at time t.

(7-357)

In the following sections, we shall consider
three major current transient phenomena.

7.8.1 Space-Charge Free (SCF) Transient
In this section we shall describe two cases, one
is the trap-free case and the other the effect of
traps.

Case 1: In the Absence of Traps 
and Diffusion
For this case, Equation 7-356 becomes

(7-358)

and Q << 2eFc by assumption. This implies that
Q is smaller than the maximum charge that the
specimen can store (the maximum charge =
Ve/d) and that this case corresponds to the case
of a blocking-contact cathode and a weak light
pulse to produce the injected charge. From
Equation 7-357, we have

(7-359)

Thus, Equation 7-358 becomes

(7-360)

where tto is the SCF electron transit time.
The simplest example is the time-of-flight

technique for measuring carrier mobilities. This
technique is similar to that employed for the
determination of the mobility of minority car-
riers in semiconductors.170,171 The basic experi-
mental arrangement for the time-of-flight
technique is shown in Figure 7-39(a). The spec-
imen is subjected to a constant applied voltage
V between two noninjecting electrodes in the
dark. At t = 0, a light pulse (or electron beam)
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is applied to the cathode to produce a sheet of
charge Q, which drifts from x = 0 at t = o to x
= d at t = tto. The so-called sheet of charge has
a finite thickness due to the duration of the light
pulse (or electron beam). As soon as a sheet of
electrons is introduced in the narrow region
near the cathode, a current will start to flow and
can be recorded by a measuring circuit. The
slow rise of the current transient is caused by
the time constant of the measuring circuit; the
long tail is due to the spreading of the charge
carrier sheet by diffusion, as shown in Figure
7-39(b). The times t = 0, t1, t2, t3 correspond to
the position of the charge carrier sheet along 
the x direction in the specimen, as shown in
Figure 7-39(c). This technique has been used 
to measure carrier mobilities in organic
solids172–174 and in inorganic solids.175–179

In general, the concentration of imperfection
centers is higher near a surface. These, coupled
with other possible surface states, will consid-
erably shorten carrier lifetime in the generation
region. It is not easy to find a light source that
can produce an intense flash of much shorter
duration than the carrier transit time and yet
generate sufficient electron–hole pairs less 
than 1 mm from the illuminated surface. This
problem becomes more difficult for wide-
bandgap materials. Spear176,177 has suggested
using electron-beam excitation instead of
optical excitation for the following advantages:

• The intensity of the beam is high and its
duration can be made sufficiently short for
the generation of sufficient carriers.

• The depth of the generation region below 
the top surface can be varied to any desired
value simply by adjusting the accelerating 
potential.

• It does not involve absorption in the electrode.

• For wide-bandgap materials for which
optical excitation is not feasible, electron
beam or a particle excitation is the only
means of generating electron–hole pairs.

Case 2: In the Absence of Diffusion but
with Traps
The presence of traps may limit the applicabil-
ity of the transient method for drift mobility
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measurements. Suppose that mn is the mobility
of the free electron carriers whose concentra-
tion is n. But the trapped carrier concentration
is nt, so the measured drift mobility m¢ is given
by

(7-361)

If the traps are shallow electron traps located at
a single discrete level Et, then in thermal equi-
librium we have

(7-362)

From Equations 7-361 and 7-362, we obtain
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(7-363)

At very high temperatures, m¢n � mn. At low
temperatures

(7-364)

Similar expressions apply to hole carriers,
except that n, nt, mn, m¢n, and (Ec - Et) are
replaced with p, pt, mp, m¢p, and (Et - Ev), 
respectively.
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Figure 7-39 Schematic diagrams showing (a) the experimental arrangement for the time-of-flight technique, in which A
and B are the metallic electrodes with electrode A semitransparent, V is the applied voltage with negative polarity at A with
respect to ground, te is the duration of the excitation pulse, tt is the transit time, td is the dielectric relaxation time, Nq is
the narrow charge sheet due to N carriers generated near the cathode surface, F1 and F2 are, respectively, the electric field
behind and in front of the charge sheet; (b) the current transient as a function of time; and (c) the position of the charge
sheet along the axis in the specimen corresponding to t = 0, t1, t2, and t3.



For shallow traps, the average time for a
trapped carrier to stay in the trap before thermal
release (the trap release time) ttr << tt (transit
time), and the lifetime t << tt (depending on 
the specimen thickness and applied field).
However, for deep traps ttr >> tt. Thus, the
effect of traps on the measurements of drift
mobilities depends on whether t < tt or t > tt. It
is obvious that the presence of traps has little
effect if t > tt and makes the measurements
impossible if t < tt for deep traps. With a short
lifetime t � tt for deep traps, the concentration
of free carriers will gradually decrease during
the transit from one electrode to the other.
Typical transient responses for this case are
shown in Figure 7-40(c) and (d).

7.8.2 Space-Charge Limited 
(SCL) Transient
Similar to the previous section, this section
describes two cases. One deals with the trap-
free case and the other explores the effects of
traps.

Case 1: In the Absence of Traps 
and Diffusion
In this case, the injected charge Q is large
enough to create an electron charge carrier

reservoir at the cathode (or at the anode for
holes), due either to intense optical excitation
at the cathode or to strong carrier injection from
the ohmic-contact cathode. Since Q >> 2eFc in
this case, we have

(7-365)

and Equation 7-356 becomes

(7-366)

Suppose that t1 is the time required for the
leading front of the injected charge to arrive at
the anode (the transit time of the leading front).
Then, during the period 0 £ t £ t1, the total
current is simply the displacement current at the
anode because the conduction current Jc, which
depends on the charge collected at the anode, is
practically equal to zero. Thus,

(7-367)

The combination of Equations 7-366 and 7-367
yields

(7-368)

Using the boundary condition F(x,o) = V/d,
since there is no injected charge at t = 0, and
the following relations
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Figure 7-40 Schematic diagrams illustrating some typical pulse shapes in the time-of-flight measurements and the effects
of traps for carriers generated close to the cathode: (a) integrated signal (i.e., Q) for CR >> tt [see Figure 7-39(a)], (b) current
pulse for CR << tt. In both (a) and (b) deep traps are absent; (c) and (d) show the corresponding pulse shapes for deep traps.



(7-369)

the solution of Equation 7-368 yields

(7-370)

Hence, we obtain

(7-371)

where

(7-372)

Since the field at the leading front of the charge
at the time t < t1 can be considered the same as
the field at the anode at time t, the value of t1

can be determined by the following relation

(7-373)

with the aid of Equation 7-370. From Equation
7-369, this gives

(7-374)

Letting J1 = J(t1) and J• = J(•) = 9emnV2/
8d3 = the trap-free steady-state SCL current,
Equations 7-371 and 7-374 yield

(7-375)

The curve for R = tn/tto = • shown in Figure 7-
41 corresponds to the case in which trapping is
absent. It can be seen that Jo /J• = 0.44 occurs
at t/tto = 0 and J1/J• = 1.21 occurs at t/tto = 0.786.
The time rate of change of the current at t = ti

-

just before it reaches the peak is

(7-376)

and at t = t1
+ just after it passes the peak is

(7-377)

At t = t1 when the leading front reaches the
anode (x = d), the specimen contains the
maximum amount of space charge and J(t)
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attains its peak value. Therefore, J(t) decays
toward J• because for t > t1 more space charge
leaves the specimen than is injected into it, and
the space charge distribution at t = t1 relaxes
toward its steady-state configuration with the
relaxation time inversely proportional to V and
of the order t1. Since at t = t1, the specimen con-
tains more space charge than it can hold under
steady-state conditions. An undershot occurs in
the decay due to the inhibition of charge injec-
tion in the vicinity of t1, because of the over-
shot of charge already present at the time. This
may cause the oscillations of the decaying
current.180–182

Suppose that a light flash of much shorter
duration than the transit time produces a very
thin sheet (much thinner than the specimen
thickness) of charge carriers at x = 0 and t = 0.
Then the field is V/d in front of the sheet and
zero behind it. Thus, the width of the sheet as
a function of time is

(7-378)

and the current density of such sheet current is
given by

(7-379)

where Jo is the same as Jo given by Equation 7-
372.53 This equation is valid as long as the
leading front has not yet reached the anode. The
time t2 required for the leading front to reach
the anode is

J t J t to to( ) exp( )= 2

S t
V t

d
n( ) =

m
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Figure 7-41 Theoretical SCL current transients plotted in
current density as a function of time for various trapping
times tn for insulating crystals in which qo = no/nto = 0,
R = tn/tto, where tto is the space charge free transit time, J•

is the steady-state current without trapping, and R = •
corresponds to the absence of trapping.



(7-380)

The current transient has a cusp at t = t2. The
time rate of change of the current at t = t-

2 just
before it reaches the peak is

(7-381)

and that at t = t+
2 just after it passes the peak is

(7-382)

Theoretically, another transit time is required
for all the space charge to leave the specimen.
However, the initial charge distribution has a
negligible effect on the general shape of the
transient, provided that the change is confined
in a sheet very thin compared to the specimen
thickness, and that the width of the charge sheet
increases with time, becoming almost equal to
the specimen thickness when the leading front
arrives at the collecting electrode (the anode 
in this case). Therefore, the transients of SCL
current and SCL sheet current are similar.53

For details about the derivation of the above
equations, see references.53,180,184

Case 2: In the Absence of Diffusion but
with Traps
The SCL transient in a solid with traps has been
studied by several investigators.180,185–187 Many
and Rakavy have numerically computed J(t) as
a function of time for a solid containing traps,
and their results are shown in Figure 7-41. The
smaller the value of R = tn/tto, the faster the
current decays and the higher the value of t1.
This implies that the concentration of trapped
carriers near x = o increases with decreasing
value of R, giving rise to a correspondingly
lower field under which the leading front
moves. A current cusp always exists in the 
presence of trapping, provided that the 
trapping is not too fast (R = tn/tto > 0.5). Also,
the peak of the current occurs at about the same
time t1, and the initial current Jo = J(t = o) is
independent of R (i.e., independent of the trap-
ping time). For details about this analysis, see
references.186,187
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t tto2 0 792= . 7.8.3 Space-Charge Perturbed (SCP)
Transient
In most practical situations, the ohmic contact
is not perfect and the carrier reservoir is not
large enough to maintain zero field at the inject-
ing electrode, whether part of the time or
throughout the duration of the current. In this
section, we shall consider two cases in which
the current transient which is partly space-
charge controlled and partly electrode limited.

Carrier Generation by a Strong Light Pulse
The intensity of the light pulse is assumed to be
sufficiently great that initially zero field is
established at the electrode illuminated by the
light pulse, and the current initially follows an
SCL form.184,188 After the termination of the
light pulse, however, the carrier reservoir is
gradually diminished by recombination and
F(0,t) = 0 for times up to tA, where tA is the dura-
tion of the light pulse and tA £ t1.

Assuming that the carrier lifetime t < tA so
the carrier reservoir at the cathode collapses
completely at t = tA, and that F(0,t) = 0 for t £
tA and F(0,t) π 0 for t > tA, then for the time
interval t < tA, the current as a function of t is
given by Equations 7-371 and 7-372. For the
time interval t > tA Weisz et al.188 have derived
the expression for J(t) in a case with shallow
traps but excluding diffusion, which is

(7-383)

and

(7-384)

where

(7-385)
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and Jo(y) and J1(y) are the zero and first-order
Bessel functions, respectively; Ho

(1)(y) and
H1

(1)(y) are the zero and first-order Hankel func-
tions of the first kind, respectively; and c is the
constant of integration; t1 and t2 are the transit
times for the leading front and the tail of the
injected charge to arrive at the anode, respec-
tively. For tA ≥ 0, M and c can be determined
from the following equations

(7-386)

Weisz et al.188 have computed J(t) as a function
of t for tA = 0, 0.5t1, t1 and •, and the results are
shown in Figure 7-42. In the top four curves,
the current is initially SCL, but for t > tA, the
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current changes more rapidly with time than 
for the SCL transient. This prediction agrees
well with the experimental results on
anthracene180,183 and on iodine crystals.189

Carrier Generation by a Weak Light Pulse
The light intensity is assumed to be so weak or
the pulse duration so short compared to the
transit time that the charge Qo injected by the
light pulse is smaller than CV = eV/d. In this
case, F(0,t) π 0 for t < tA, but F(0,t) = 0 for t >
tA. Weisz et al.188 have analyzed this case, and
their analysis yields

(7-387)

If Qo << CV, then Equation 7-387 becomes

(7-388)

For t1 < t < t2, the value of J(t) can be calcu-
lated from Equation 7-384. They have also
computed J(t) for Qo < CV, and their results are
shown in Figure 7-42 (the bottom three curves).
From Equation 7-387, the initial current at 
t = o for Qo < CV is

(7-389)

Theoretically, J(o) is directly proportional to V,
but experimentally, it is proportional to V2 over
a considerable range of V, indicating that Qo

depends on V even when the intensity and dura-
tion of the light pulse are constant. Of course,
the higher the applied voltage, the more carri-
ers of the appropriate type will be swept into
the bulk of the specimen. In the illuminated
electrode region, carriers of both types are
present and encounter carrier recombination as
well as carrier trapping. In the bulk, only carrier
trapping is possible. Thus, the lifetime of a
carrier in the electrode region can be much
smaller than in the bulk. This implies that Qo

increases with increasing V. Weisz et al.188 have
estimated the voltage dependence of Qo, which
is expressed as

(7-390)

and J(o) becomes
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Figure 7-42 Transient current as a function of time due
to injected charge Qo in a dielectric specimen. The top four
curves are associated with strong light excitation and 
the bottom three curves with weak light excitation. The
physical constants used for computing these curves are 
mn = 1 cm2/V-sec, absorption coefficient: (light penetration
length)-1 = 103 cm-1, e/eo = 2, and d = 0.1 cm.
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(7-391)

where

(7-392)

r(o) is the charge density produced by a light
flash at t = o and at x = o. Equations 7-390 and
7-391 are valid only for K £ 1. The intensity of
light at which the initial current undergoes a
transition from the electrode-limited to SCL
regime is obtained by the condition K = 1,
which is

(7-393)

For details of SCP transients, see refer-
ences.184,188,190–192

Tabak and Scharfe192 have observed a transi-
tion from emission- (or electrode-) limited to
SCL current transient in amorphous selenium
films. Their results are shown in Figure 7-43. If
the light is absorbed close to the surface, only
the carriers with the same polarity as the illu-
minated surface will move across the specimen.
If Qo < CV, a fraction of the total charge during
carrier transport will be trapped. This fraction
is determined by the ratio of the average dis-
tance traveled before trapping to specimen
thickness. For a constant applied voltage, the
accumulation of space charge will cause the
electric field at the illuminated electrode to
approach zero and the current to become space-
charge limited. Eventually, at t = •, F varies
with x1/2. The dividing line between emission-
limited and SCL regimes is labeled T1/2 in
Figure 7-43. T1/2 is defined as the time required
for the current to decay to one-half of its initial
value; it is also the time taken to trap one CV
of charge.75,192

Finally, note that, for a rigorous treatment of
current transients, the effects of image force
and charge exchange in traps on permittivity
and carrier mobility should be considered.

7.9 Experimental Methodology 
and Characterization

To characterize the electrical properties of
materials, experimental work usually involves
several standard techniques and instruments,

r e m t( )exp( )o n n- =2 2

K o n n= -r m t e( ) exp( )2 2

J o K K V dn( ) [ ( ) ]( )� 4 1 22 2 3+ em such as x-ray diffraction, Auger electron spec-
troscopy, infrared absorption spectroscopy,
Raman spectroscopy, electron paramagnetic
resonance (EPR) spectroscopy, ellipsometry,
I–V and C–V characteristics, etc. Information
about these standard techniques and instru-
ments is available elsewhere and therefore not
included in this section. The commonly used
thermally stimulated discharge current (TSDC)
techniques were discussed in Relaxation Times
of Dipoles and the Thermally Stimulated Dis-
charge Current (TSDC) Technique in Chapter
5. Here, we shall describe only a few simple
and powerful methods used to determine the
type of carrier species and the trap parameters
that control the electrical properties of dielec-
tric materials.

7.9.1 Simultaneous Measurements of
Charging Current and Photocurrent
Transients
By measuring simultaneously the charging
current transient and the photocurrent transient
superimposed on it, we can determine the
carrier species responsible for both the dark
conduction and the photoconduction currents.
The experimental arrangement for this meas-
urement is shown in Figure 7-5, and Section 7.3
discussed the experimental results in some
detail.

7.9.2 Alternating Measurements of the
I–V and C–V Characteristics
By alternately measuring the I–V and C–V char-
acteristics using linear ramp voltages, we can
determine the carrier species and trap parame-
ters. The experimental arrangement for these
measurements is shown in Figure 7-44(a) 
and the form of the linear ramp voltage in
Figure 7-44(b). A metal–insulating material–
semiconductor (MIS) system and standard
instruments for monitoring the current, voltage,
and capacitance are used for these measure-
ments. The capacitance is usually measured at
a high frequency (1MHz).

We will now describe briefly how this
method can determine the following 
parameters:
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Figure 7-43 Transition from emission-limited to SCL current transients: (a) theoretical electric field distribution at t = 0
and at t = •, (b) theoretical J–t curve, and (c) experimental J–t curve for an amorphous selenium film with d = 108 mm and
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• By measuring the I–V characteristics at dif-
ferent ramp rates, the electron trapping rate
can be determined on the basis of the shift
of the I–V characteristics as a function of the
ramp rate.

• To determine the type of carrier species
responsible for high-field electrical conduc-
tion, we measure the C–V characteristics
right after the MIS specimen has been elec-
trically stressed. Figure 7-44(c) shows that if
an n-type semiconductor (e.g., n-Si) is used
for the MIS system, the C–V curve shifts to
the right if the space charge in the insulating
material is negative (due to trapped elec-
trons) and to the left if the space charge is
positive (due to trapped holes). When a p-
type semiconductor (e.g., p-Si) is used for the
MIS system, the direction of the shift of the
C–V curve is the same as for an n-type semi-
conductor. For the C–V measurements, the
voltage sweep must be limited to a swing
range lower than the threshold voltage for
carrier injection so that during the sweeping,
there is no carrier injection. In general, we
first measure the C–V characteristics of a
virgin MIS specimen (called the virgin C–V
curve). After that, the specimen is stressed
with a first cycle of linear ramp voltage up to
a predetermined peak voltage. After the first
cycle of stressing, the specimen is immedi-
ately connected to the circuit for the C–V
measurement. By repeating this procedure to
measure I–V and C–V curves alternately for
the second cycle, third cycle, and so on, we
can determine the type of carrier species and
the amount of trapped charge based on shifts
of the I–V and C–V curves.

• After several stressing cycles, the trap-filling
will reach its saturation level, and the shift
will also reach its maximum value. Based on
the maximum shift of the C–V curve from
the virgin C–V curve and the corresponding
maximum shift in the I–V curves, we can
determine the total trapped charge and hence
the trap concentration, as well as the cen-
troid of the trapped charge in the specimen.

• We can also use computer simulation to
estimate the trap concentration and the cen-

troid by comparing the experimental I–V
characteristics with the computed I–V char-
acteristics obtained from Equations 6-98
through 6-108.

Using polyethylene thin film specimens and an
MIS system with a p-Si semiconductor, we
demonstrate this technique for characterization
purposes. One advantage of using thin film
specimens for experiments is that very high
fields can easily be achieved at relatively low
applied voltages, so surface leakage or dis-
charge associated with high voltages can be
avoided. In this case, when the gate electrode
is negatively biased, holes are injected from the
p-Si through the Si–polymer contact to the
polyethylene films. Typical I–F and C–F char-
acteristics are shown in Figure 7-45.

When a ramp voltage is applied to the MIS
system, the current is constant up to the thresh-
old field for hole injection. This constant
current is the displacement current due to
C(dV/dt), where C is the total capacitance of the
MIS system. For the F > Fth, the I–F charac-
teristics are controlled by the effective field at
the injecting contact, which in turn is governed
by the rate of hole trapping. The shifts of the
I–F curves to the right and of the corresponding
C–F curves to the left after the first cycle of
electrical stressing, as shown in Figure 7-45(a),
indicate clearly that injected holes have been
trapped, forming a homo–space charge near the
injecting contact. The shifts gradually diminish
after the second and further cycles of electrical
stressing, indicating that the filling of the bulk
hole traps has reached a dynamic equilibrium,
unless the stressing field or stressing time is
increased. When a sweeping cycle with a swing
range from 0.5MVcm-1 to -1.5MVcm-1 is
applied to the gate electrode for C–F measure-
ments, the C–F curves (branches 1 and 2) form
a hysteresis loop which always runs counter-
clockwise regardless of the sweeping direction,
that is, the sweeping direction starting either
from the positive gate voltage or from the neg-
ative gate voltage, as shown in Figure 7-45(b).
This provides good evidence about hole 
injection and trapped-hole space charge in
polyethylene.193
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7.9.3 Measurements of Surface
Potentials
It is likely that the trapped carriers are concen-
trated in a narrow region of d in thickness from
the carrier-injecting contact, as shown in Figure
7-46, because of the small mean free path and
the high concentration of traps in most dielec-
tric materials, such as polymers. This trapped
charge will produce a surface potential. If the
injected carriers are electrons and the trapped
charge is formed by trapped electrons of con-
centration nt, then the surface potential Vs can
be written as

(7-394)

All parameters in Equation 7-394 have been
previously defined. The electron trapping rate
can be written as194

(7-395)

Equation 7-395 includes the newly field-
created trap concentration N¢t. If the stressing
field is not very high or the period of electrical
stressing is not very long, then Nt > N¢t. In this
case, N¢t can be ignored.

To measure trap concentration by measuring
surface potentials, a step-function voltage is
used as a test voltage, with a magnitude suffi-
ciently large to cause injection of electrons to

dn

dt

J

q
N N nt

t t t= + ¢ -
s

( )

V
dqn

s
t=

d
e

gradually fill the traps, but not large enough to
create a significant number of new traps. Then
N¢t, created by the high-field electrical stressing
or due to electrical aging, would not be affected
by this test voltage. The dark conduction
current decay with time after the application of
a step-function electric field has been expe-
rimentally proved to be associated with the
trap-filling process.10 This phenomenon was
discussed in Section 7.3. Several investigators
have studied this phenomenon.195–199 Their
analysis and experimental evidence indicates
that J is proportional to t-m with m close to
unity. Therefore, J can be reasonably expressed
as

(7-396)

where K and m are constants depending on the
material structure and the potential barrier
profile of the injecting contact, and Jo is the
quasi–steady state current after the current
decay transient period, which is field dependent.

Substituting Equation 7-396 into Equation 7-
395 and solving it with the boundary condition,
nt = 0 at t = 0, we obtain194

(7-397)

Substitution of Equation 7-397 into Equation 
7-394 gives

(7-398)

where

(7-399)

When a step-function test voltage is applied to
the specimen for a long time (e.g., 40 to 60
minutes), trap filling would reach a quasi-
equilibrium state, (i.e., most traps have been
filled by electrons). We refer this time as t Æ •.
Thus, the measurement of Vs(•) would reveal
the total trap concentration Nt + N ¢t. Before the
specimen is subjected to high-field or prolonged
electrical stressing, the surface potential
denoted by Vs(•) measures only the originally
existing trap concentration Nt, which is
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Figure 7-46 Schematic diagram illustrating the possible
distribution of trapped electrons injected from the electron-
injecting contact in a dielectric material under high electric
fields.



(7-400)

Therefore, the newly field-created trap concen-
tration N ¢t can be determined by

(7-401)

7.9.4 Capacitance Transient
Spectroscopy
Deep-level transient spectroscopy (DLTS) has
been used to study trap parameters in the bulk
and at the interface mainly of MIS systems.200

In practice, it is more convenient to use a
simple MIM system because it is sometimes
difficult to make an intimate contact between
the insulating material and the semiconductor.
The method of employing an MIM system to
measure the capacitance transient is referred to
as capacitance transient spectroscopy.201

Consider an MIM system with an electron-
injecting contact injecting electrons into a
dielectric specimen at fields higher than Fth.
The injected electrons will soon be trapped,
forming a trapped charge which will affect the
total capacitance of the system. In general, 
the trapped electrons are distributed between
the two metal plates. To simplify the analysis,
we assume that all trapped electrons are con-
centrated on one sheet with the total trapped
charge qs located at the centroid xo from the
injecting contact, as shown in Figure 7-47(a).
Obviously, with the charge sheet located at xo,
the potential distributions in region I and in
region II are different, depending on the loca-
tion of xo. For low-mobility insulating materi-
als, xo should be very close to the injecting
contact (plate A). This sheet charge qs will
induce charges qa and qb on the plates A and B,
respectively. The induced charges are given by

(7-402)

(7-403)

(7-404)

Thus, based on the principle of linear superpo-
sition, the total capacitance C of the MIM

q q qs a b= +
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e
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e
system consists of three components and can be
written as

(7-405)

as shown in Figure 7-47(b). These components
are given by201

(7-406)

(7-407)

(7-408)

where S is the area of the plates.
Physically, the sheet charge qs produces depo-

larization in region I and polarization in region
II. The former tends to decrease the capacitance,
while the latter to increase it. It can be seen that
C is a function of three variables: qs, xo, and V.
If the applied stressing voltage is a step-function
voltage, then as soon as the voltage V is applied
to the MIM system, electron injection will start,
electrons will be trapped, and the trapped elec-
tron concentration nt will increase with time.
Assuming that the trap filling is extended to 2xo,
then the total trapped charge may be approxi-
mately expressed as

(7-409)

Thus, by measuring the capacitance transient
spectrum, we can obtain information about the
trapped charge and xo. By measuring the spec-
trum as a function of temperature, we can also
obtain information about the distribution of the
trap energy levels.

We will use a polyimide (PI) film specimen
and the A1-PI-A1 MIM system to illustrate the
use of this technique. A specimen containing
either only the originally existing traps (Nt) or
the combination of Nt and the newly created
traps N ¢t is neutral if the traps are not filled with
charge carriers (i.e., qs = 0 and therefore, C =
Co). To enable the use of this technique to deter-
mine trap parameters, we must find a means of
filling the traps with electrons. The easy way is
to use a test voltage similar in concept to the
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test voltage used for surface potential measure-
ments. A step-function DC voltage can be used
as the test voltage V with a magnitude suffi-
ciently large to cause injection of electrons
from the injecting contact to fill the traps grad-
ually, but not large enough to create a signifi-
cant number of new traps. This test voltage can
also be considered a bias for the capacitance
measurements based on Equations 7-405
through 7-408.

Substitution of Equation 7-397 into Equation
7-409 gives

(7-410)

As C is a function of qs based on Equations 7-
405 through 7-408, C varies with time follow-
ing the variation of qs with time during the
trap-filling process. It can be seen that for large
t (i.e., t Æ •), qs � qS(2xo)(Nt + N ¢t). By assum-
ing that xo is close to the electron-injecting
contact, we can write for xo/d < 1
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Figure 7-47 (a) An MIM system with a sheet charge qs located at xo and an applied DC voltage between metal plates A
and B. (b) The three components of the total capacitance C. C0: the capacitance of the MIM system without the sheet charge
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(7-411)

Figure 7-48 shows C - Co as a function of t for
polyimide films at various values of V (or F =
V/d). After each measurement, the specimen
was short-circuited for about one hour or longer
to get rid of all the electrons trapped inside the
specimen before starting another measurement
with a different applied voltage. When the
applied field is lower than 0.1MVcm-1, the
capacitance is practically constant (i.e., C = Co),
indicating qs = 0 although there are traps in the
specimen. When F ≥ 1.5MVcm-1, C decreases
with time, implying that electron injection 
has started and a negative space charge is being
formed due to the trap-filling process. Before
the application of any field, the specimen is a
virgin specimen containing only the originally
existing traps Nt. For F = 1.5MVcm-1, the field
may not create many new traps. In this case, we
may assume Nt > N¢t and estimate Nt. Using 
S = 2 ¥ 10-2 cm2, d = 940Å and e = 3.4eo, Nt

has been estimated to be about 4 ¥ 1017 cm-3

from Equation 7-411. For F = 3.2MVcm-1, the 
field is high enough to create a large quantity
of new traps, making N ¢t > Nt. In this case, we
can ignore Nt, and N¢t is approximately 6 ¥
1018 cm-3. The incessant creation of new 
traps by carrier trapping under a stressing 

C t C
qSd

V
N No t t( ) ( )Æ • - = + ¢

field is the major mechanism leading to electri-
cal aging.

PART II: PHOTOCONDUCTION

The photoconduction phenomenon was first
discovered in selenium by Willoughby Smith in
1873.202 As this phenomenon is a quantum
process, it was not physically interpreted until
1911, by R. Pohl,203 who, with his school, sys-
tematically investigated it in the 1920s.204 Pho-
toconduction in a material is induced by the
absorption of photons of energy of electromag-
netic waves, such as gamma rays, x-rays, and
ultraviolet, visible, or infrared light.

Photoconduction is one of the important
phenomena in solid-state materials. It has been
used as a powerful tool to study defects and
other physical parameters in solids. A variety of
practical applications exists.205–207 Photocon-
duction has been observed in materials with
resistivities ranging from less than 1ohm-cm to
more than 1018 ohm-cm. The lifetimes of the
photogenerated carriers (a measure of photo-
sensitivities) range from seconds to 10-13

second. The response times of photoconductors
are strongly dependent on the densities of
various defect states.

7.10 Quantum Yield and Quantum
Efficiency for Photoconduction

Quantum yield h is generally referred to as

• The number of free electron–hole pairs gen-
erated per light quantum absorbed (for
intrinsic photoconduction)

• The number of free electrons or holes per 
light quantum absorbed (for extrinsic 
photoconduction)

Quantum efficiency gph is defined as the ratio
of the number of charge carriers generated 
by photoexcitation passing through a solid
between two electrodes to the number of light
quanta absorbed by this solid during the same
period of time.73 Suppose that in the steady state
free electrons of density Dn and free holes of
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density Dp are generated during continuous
photoexcitation. Then, we can write

(7-412)

(7-413)

where Gn and Gp are, respectively, the genera-
tion rates of electrons and holes per unit
volume, and tn and tp are, respectively, the life-
times of electrons and holes. For perfect crys-
tals, both excitation and recombination are of a
direct band-to-band process. In this case Dn =
Dp, Gn = Gp and hence tn = tp (intrinsic photo-
conduction). For real crystals in which there are
traps and recombination centers introduced by
imperfections (chemical or structural), then 
Dn π Dp, Gn π Gp and hence tn π tp (extrinsic
photoconduction).

In general, photocurrent density can be
written as

(7-414)

or

(7-415)

where ttn and ttp are, respectively, the transit
time for an electron and a hole to travel across
the specimen of thickness d, and Xn and Xp are
the distances that an electron and a hole have
traveled in the direction of the electric field F
during their lifetimes before they are trapped.
Since

(7-416)

it can be seen that at low fields, Jph = q(mnn +
mnp)F, which is proportional to F. This is
because in this case, Xn, Xp < d and tn, tp < ttn,
ttp. At fields in which Xn, Xp > d and tn, tp > ttn,
ttp, the photocurrent tends to become saturated
(independent of applied field). This is because
in this case, the migrations of a large number
of photogenerated carriers in the opposite
direction will form a space charge if both the
cathode and the anode are of blocking contacts.
This means that a contact collecting holes
cannot inject electrons or vice versa. (See Types
of Electrical Contacts in Chapter 6).

X F t d F

X F t d F
n n n tn n

p p p tp p

= =
= =

t m m
t m m

,

,

J q G X G Xph n n p p= +[ ]

J q
G d

t

G d

t
ph

n n

tn

p p

tp

= +È
ÎÍ

˘
˚̇

t t

Dp Gp p= t

Dn Gn n= t

The quantum efficiency gph (also called the
photoconductive gain) can be expressed as

(7-417)

where hn and hp are, respectively, the quantum
yields for electrons and holes. It is obvious that,
with blocking contacts, the maximum value of
Xn + Xp is d. If it is assumed that Gn = Gp and
hn = hp = h, the maximum gain is gph = h.

If both electrodes are ohmic contacts (this
implies that the cathode will inject electrons and
the anode will inject holes to the photoconduc-
tor), then the situation is quite different. In this
case, the gain can be higher than unity (if h
is assumed to be unity). The charge carriers
injected into the photoconductor from the elec-
trodes are continuously neutralized by dielectric
relaxation if the carrier transit time is larger than
the dielectric relaxation time td. Under this con-
dition, there is negligible space charge near the
electrodes and the photocurrent is linearly pro-
portional to the applied voltage. If the applied
voltage is increased to such values that the
carrier transit time becomes equal to td, and
both decrease together with increasing applied
voltage, then the photocurrent becomes space-
charge limited and behaves in a manner similar
to that described in Sections 7.4 and 7.5.

If the photoconductor is a perfect crystal,
free of traps, the condition for the onset of the
SCL photocurrent is carrier transit time equal
to td. If the photoconductor is a real crystal con-
taining traps, the threshold voltage for the onset
of the SCL current increases, because the pres-
ence of traps reduces the average carrier mobil-
ity and makes the experimentally observed
decay time of the photocurrent (after the
removal of excitation) longer than the carrier
lifetime. (In trap-free perfect crystals, the
observed decay time is equal to the carrier life-
time). This is due to two reasons:

1. The carriers released thermally from traps
prolong the observed decay time of the
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photocurrent if nt and pt (trapped electron
and hole concentrations) are larger than the
corresponding Dn and Dp.

2. The traps reduce effective drift mobility
and carrier lifetime.

Supposing that Dp >> Dn and the minority car-
riers (electrons) are trapped immediately by
traps after excitation, then Equation 7-417
reduces to

(7-418)

Assuming that hp = 1, gph = tp /ttp. This indicates
the importance of carrier lifetime to photosen-
sitivity of a solid. It is obvious that the value of
gph is field dependent, temperature dependent,
specimen-thickness dependent, and purity and
structure dependent even for a given material.
In Section 7.5, we discussed carrier lifetimes
for perfect crystals free of traps, tp = (· vsp Ò
Dn)-1; while for real crystals with tp = (· vsp Ò
nr)-1, where nr is the electron-occupied trap
concentration ready to capture holes (occupied
recombination center concentration). If nr > Dn,
then tp (with recombination centers) is about
Dn/nr times tp (without recombination centers).
If the photoconductor also contains shallow
hole traps, then the effective hole mobility is
decreased and its transit time is increased. In
this case, the transit time must be reduced to
about ttp = (Dp/pt)td or the applied voltage
raised to pt /Dp times the case without traps for
the onset of SCL photocurrent.73,99

For photoconductors with ohmic contacts,
the maximum gain for photoconduction is set
when the SCL current starts to be comparable
to the photocurrent. Thus,

(7-419)

where trp is the observed decay time or the
response time, which is

(7-420)

In most cases, the observed decay time trp does
not exceed td, so (gph)max is limited to unity. But
(gph)max > 1 can be expected if the energy levels
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of traps are such that the effect of pt on ttp is
greater than the effect of pt on trp. We can
rewrite Equation 7-419 as

(7-421)

where (pt)SCL injection is the filled-trap density due
to SCL injection and tends to increase the
transit time, and (pt)light excitation is the filled-trap
density due to light excitation and tends to
increase the observed decay time.73 It is
obvious that M can be made larger than unity.

7.11 Generation of Nonequilibrium
Charge Carriers

In thermal equilibrium, the concentrations of
electrons no and holes po thermally generated
follow the mass-action law

(7-422)

where ni is the intrinsic carrier concentration.
When such an equilibrium condition is changed
to a nonequilibrium one by an external force
such as photoexcitation, the concentrations of
excess electrons Dn and holes Dp generated by
the photoexcitation are

(7-423)

and the total concentrations of electrons n and
holes p are no longer governed by the mass
action law

(7-424)

Several processes may occur simultaneously in
competing for the absorption of the energy of the
photons penetrating into the photoconductor.

Process 1: If the photon energy for the pho-
toexcitation is equal to or slightly higher than
Eg, it will produce Dn and Dp through a band-
to-band transition process. Dn and Dp can be
written as

(7-425)
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where hn and hp are, respectively, the
quantum yields for electrons and holes, a is
the absorption coefficient, I is the light inten-
sity, and tn and tp are, respectively, the life-
times of the excess electrons and the excess
holes.

Process 2: The photon energy may be absorbed
by the material in causing a transition within
the allowed bands. For example, an electron
may be raised from a lower level to a higher

level in the conduction band, as shown in
Figure 7-49(a).

Process 3: Similar to Process 2, an electron in
the valence band may be raised from a lower
level to occupy a hole available near the
valence band edge. This is equivalent to
saying that a hole is raised from a lower level
to a higher level, as shown in Figure 7-49(a).

Process 4: The photon energy may be absorbed
by the material in causing the transition of a
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trapped electron in the recombination center
to the conduction band, producing an excess
electron. This process is, in fact, a photo-
detrapping process.

Process 5: The photon energy may be absorbed
by the material in causing the transition of an
electron in the valence band to occupy a state
in the recombination center, thus producing
an excess hole. This process is also a photo-
detrapping process. Processes 2, 3, 4 and 5
tend to reduce the quantum yield hn and hp

to a value less than unity.

In general, if DE is the energy required for
making a band-to-band transition, DE is greater
for optical transition than for thermal transition,
due mainly to the restriction of the Franck–
Condon principle (see The Franck–Condon
Principle in Chapter 3). Thus, we can write

(7-427)

When the photon energy hu > 2DE, the absorp-
tion of a single high-energy photon may lead 
to the generation of two electron–hole pairs, as
shown in Figure 7-49(b). Theoretically, when
hu = 2DE, impact ionization may lead to the
generation of a second electron–hole pair.
Experimentally, however, impact ionization
becomes significant only when hu > 2DE
because of the limitation of selection rules,
which govern the probability of photoioniza-
tion and impact ionization. Quantum yield as a
function of photon energy is shown in Figure
7-49(c). It should be noted that a high-energy
electron will lose its excess energy after about
103 collisions with phonons or defects. If the
electron has a mean free path of 10-6 cm and a
thermal velocity of 107 cm/sec, it will lose its
excess energy in less than 10-10 sec.

7.11.1 Energy Distribution of
Nonequilibrium Charge Carriers
The energy distribution of the nonequilibrium
carriers in a band does not differ from that of
the equilibrium carriers for the majority of 
their lifetimes. In thermal equilibrium, we use
Fermi level EF to describe electron and hole
concentrations:

( ) ( )D DE E Egoptical thermal> �

(7-428)

In nonequilibrium steady state, we can use the
so-called quasi–Fermi levels to describe elec-
tron and hole concentrations

(7-429)

where EF and Ei are, respectively, the Fermi
level in thermal equilibrium and the intrinsic
Fermi level; EFn and EFp are, respectively, the
quasi–Fermi levels for the total electron and
hole concentrations, including excess electrons
and holes. The energy distributions of the non-
equilibrium and equilibrium carriers are iden-
tical. The generation of nonequilibrium carriers
simply alters the concentration of free carriers,
leaving unaffected the energy distribution of
these carriers in the bands and the average
kinetic energy per free carrier. Consequently,
the mobilities of the nonequilibrium carriers 
do not differ from those of the equilibrium
ones. Equilibrium and the nonequilibrium car-
riers have the same average probability of
recombination.

7.11.2 Spatial Distribution of
Nonequilibrium Charge Carriers
The concentrations of photogenerated charge
carriers Dn and Dp are not uniformly distributed
in space inside the specimen because the light
intensity I is spatially nonuniform, due to the
spatial dependence of the absorption following
the absorption law

(7-430)

where Io is the light intensity at the illuminated
surface (see Absorption and Dispersion in
Chapter 3). Obviously, this will make Dn(y)
change with y. Two electrode-photoconductor-
electrode configurations used most commonly
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for photoconduction measurements are trans-
verse photoconduction and longitudinal photo-
conduction. For transverse photoconduction,
the light beam is normal to the applied electric
field. For longitudinal photoconduction, the
light beam is parallel to the applied field and
penetrates into the specimen through a semi-
transparent electrode, as shown in Figure 7-50.

Consider a photoconductor specimen like the
one shown in Figure 7-50(a). If we take the
photogenerated electrons as example, Dn will
vary with y, following the form similar to Equa-
tion 7-430. Thus, we can write

(7-431)

Assuming that the diffusion of the carriers
along the y direction may be neglected for 
photoconductors with a high conductivity, by
dividing the specimen into layers, each of

D Dn y n y

I y
o

n o n

( ) ( ) exp( )

exp( )

= -
= -

a
h a a t

thickness Dy, the photconductance within one
layer Dy can be written as

(7-432)

Since all layers are connected in parallel, the
total photoconductance can be expressed as

(7-433)

Thus, the average transverse photoconductivity
for photogenerated electrons is

(7-434)

Similarly, we can obtain the average transverse
photoconductivity for photogenerated holes.
However, it can be seen from Equation 7-434
that for a thick specimen with a large value 
of h, photoconductivity is independent of the
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absorption coefficient and is governed only by
the total amount of light energy Io penetrating
into the specimen.

In longitudinal photoconduction, the rela-
tionship between the photoconductivity and the
phenomenological parameters (h, a, and t) is
quite complex. However, a simple case with 
Dn << no has been analyzed.208

7.11.3 Lifetimes of Nonequilibrium
Charge Carriers
If no other processes affect the photogeneration
of nonequilibrium carriers, the excess carrier
concentration will increase with time without
limit, as shown in Figure 7-51(a). As the
number of photogenerated carriers increases,
however, the rate of recombination also
increases. Finally, the carrier generation rate
becomes equal to the carrier recombination
rate. In thermal equilibrium, the carrier gener-
ation rate Gth is equal to the recombination rate
Rth. Thus, we can write

(7-435)

where Cr is the recombination coefficient. In
nonequilibrium, we can write G = R, similar to
the thermal equilibrium one as

(7-436)

So the recombination rate for only the non-
equilibrium excess carriers Dn and Dp can be
written as

(7-437)

Each nonequilibrium carrier, (e.g., an electron)
will undergo thermal motion. While moving in
the conduction band, it will recombine with a
free hole or a trapped hole in the recombination
center. Based on Equations 7-188 and 7-189,
the lifetime of nonequilibrium carriers can be
written as

(7-438)
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(7-439)

We shall discuss several cases.

Linear Recombination
When the photoexcitation is low, then no + po

>> Dn and Dn = Dp. In this case (linear recom-
bination), recombination velocity is linearly
related to Dn, so we have

(7-440)

and

(7-441)

There are three subcases:

Intrinsic materials: no = po = ni. The lifetime
of the excess electrons is

(7-442)

Extrinsic n-type materials: no >> po. The life-
time of the excess electrons is

(7-443)

Since no >> ni, tn for extrinsic materials is
always smaller than for intrinsic materials.

Extrinsic p-type materials: no << po. The life-
time of the excess electrons is

(7-444)

As in the case of extrinsic n-type materials,
since po >> ni, the lifetime of excess carriers
in extrinsic materials is smaller than for
intrinsic materials.

The simple analysis above indicates that the
recombination of nonequilibrium excess carri-
ers via impurity centers (localized states in the
band gap) is much faster than through band-to-
band recombination.

For the linear recombination, the recombina-
tion rate is proportional to the nonequilibrium
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carrier concentration. Thus, the change in the
nonequilibrium carrier concentration (for elec-
trons as an example) may be written as

(7-445)

Now, if we use a rectangular light beam pulse
to excite a dielectric specimen, we can find the
variation of Dn with time during the rise period,
when the light pulse is switched on, and dur-
ing the decay period, after the light pulse is
switched off, by solving Equation 7-445.

During the rise period, we use the initial con-
dition: when t = 0, Dn = 0. Then, the solution
of Equation 7-445 yields

(7-446)

where (Dn)st is the steady-state value of Dn.
Later, we will use Dn instead of (Dn)st for the
steady-state value of Dn and Dn(t) for the tran-
sient value of Dn.

During the decay period, after Dn(t) has
reached a steady-state value (Dn)st, the light
beam is switched off and (Dn) starts to decay
with time. Thus, using the boundary condition
when t¢ = 0, I = 0 and Dn(t) = (Dn)st, the solu-
tion of Equation 7-445 gives

(7-447)

The variation of Dn(t) with time is shown in
Figure 7-51(b). The rise and decay relaxation
curves for this case are similar. The time con-
stant of these exponential curves is the lifetime
of the nonequilibrium excess carriers. This
linear recombination case prevails when holes
or empty states in the impurity centers are
available to recombine with the nonequilibrium
electrons. Similarly, this case prevails when
electrons or occupied states in the impurity
centers are available to recombine with the 
nonequilibrium holes. This is a simple way to
determine tn and tp from the relaxation curves.
Equations 7-446 and 7-447 indicate that tn and
tp are constant, and that (Dn)st (and hence the
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photoconductivity tph) are linearly proportional
to light intensity I.

Quadratic Recombination
When the photoexcitation is high, then Dn >>
no + po and Dn = Dp. In this case, the recombi-
nation rate R and DR can be written as

and (7-448)

The recombination rate is quadratically related
to Dn (quadratic recombination). So the change
of the nonequilibrium carrier concentration (for
electrons as an example) may be written as

(7-449)

Using the same procedure as for linear recom-
bination, we can obtain Dn as a function of time
for quadratic recombination.

During the rise period, we have

(7-450)

During the decay period, we have

(7-451)

In this case, the rise and the decay relaxation
curves are no longer symmetrical. The decay
curve changes much more slowly than the rise
curve, implying that the lifetime is not a con-
stant value. It varies with light intensity as well
as with time. During the rise period, the life-
time is

(7-452)

During the decay period, the lifetime is

(7-453)

The variation of Dn and tn with time is shown
in Figure 7-51(c). This case prevails when
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thermal equilibrium carrier concentrations are
very small compared to photogenerated carrier
concentrations. From Equations 7-452 and 7-
453, it can be seen that when the light is just
switched on, Dn Æ 0 and Dp Æ 0, the lifetime
tn Æ •. After the light has been switched off
for some time, Dn Æ 0 and Dp Æ 0, so tn is
also approaching infinity. For quadratic recom-
bination, the steady-state values of Dn and tn

become

(7-454)

Since (Dn)st is proportional to I1/2, the photo-
conductivity sph is also proportional to I1/2.

Instantaneous Lifetimes
The lifetime of nonequilibrium carriers is 
generally not constant but varies with light
intensity and time. So, the lifetime should be
expressed as

(7-455)

Only in the special case of linear recombination
may the lifetime be considered independent 
of light intensity and time. It is clear that for
quadratic recombination, the lifetime depends
on both light intensity and time, as shown in
Figure 7-51(c).

If there are several types of capture centers
acting as free holes, or trapped holes which
would capture electrons, and if each type has
its own capture cross-section, density, and
average relative velocity of motion, then the
lifetime of nonequilibrium carriers due to the
jth-type capture centers, based on Equation 7-
188, can be written as

(7-456)

where Nrj and nrj are, respectively, the concen-
trations of jth-type centers (including empty
and occupied centers) and occupied centers.
The effective average lifetime is the summation
of the lifetimes due to each type of center. Thus,
we have
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Average recombination rates for electrons and
holes can be expressed as

(7-458)

Obviously, since tn and tp depend on (Nr - nr)
and nr, respectively, they are not constant for a
given material consisting of multiple capture
centers. They vary with time under non–steady
state conditions, with light intensity and 
temperature.

Carrier trapping affects the lifetime of non-
equilibrium carriers. So-called carrier trapping
means that nonequilibrium electrons or holes
may be captured by traps, and later, the trapped
electrons or trapped holes will be thermally
reexcited back to the bands. For example, if a
dielectric specimen has only electron traps of
concentration Nt located at DEt below Ec, then
with photoexcitation, the total carrier concen-
trations are

(7-459)

where nt, nto and Dnt are, respectively, the con-
centrations of total trapped electrons, trapped
thermal equilibrium electrons, and trapped 
photogenerated electrons.

Following the same procedure used in Sec-
tions 7.11.3, the steady-state lifetimes tn and tp

can be readily derived, and they are

(7-460)

(7-461)
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Since Dnt /Dn is always positive, Equations 7-
460 and 7-461 indicate that with electron traps
only, the electron trapping tends to decrease the
lifetime of the nonequilibrium electrons and to
increase the lifetime of nonequilibrium holes,
and vice versa. For more details about the effect
of carrier trapping, see references.73,208

7.12 Photoconduction Processes

The carrier mobilities un and up are generally
assumed to be unaffected by light excitation.
Some changes may occur under certain condi-
tions, but these are small and insignificant. If
the applied electric field is small and if the pho-
toconductor is homogeneously excited (so the
distribution of photogenerated carriers remains
uniform), the photoconduction current (simply
called the photocurrent) depends only on how
the free carriers are photogenerated. The pho-
tocurrent depends on the wavelength and the
intensity of the exciting light, applied electric
or magnetic fields, temperature, surface condi-
tion, and ambient atmosphere, because photo-
generated Dn and Dp are dependent on these
parameters. Photoconduction can be intrinsic or
extrinsic, depending on the dominant photocar-
rier generation process.

7.12.1 Intrinsic Photoconduction
Photoconduction means the excitation of an
electron into the conduction band by the
absorption of energy from an incident photon
in the photoconductor. Photoconduction is
intrinsic if this electron originates in a full
valence band. This is, in fact, a band-to-band
transition. In this case, both electrons and holes
contribute to the generation of a photocurrent.
When the photons incident on the photocon-
ductor have energies above the fundamental
absorption threshold (>Eg), intrinsic photocur-
rent density can be expressed as

(7-463)

If the field F is small, Jph is proportional to 
F. At high fields, the spatial distribution of 
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carriers becomes nonuniform because of the
space charge effect. In such cases, Ohm’s law
is not obeyed, and the photocurrent becomes
saturated.

Direct band-to-band transition generally
occurs in inorganic crystals, and, to a lesser
extent, in organic crystals. Single-photon
intrinsic photoconduction can occur only when
photon energies exceed the optical absorption
threshold. However, in organic crystals, carri-
ers are generally produced via intermediate
steps involving excitons. The formation and the
interaction of excitons was discussed in For-
mation and Behavior of Excitons in Chapter 3.

Two-photon carrier generation processes are
directly associated with the generation of two
photoexcited states (i.e., excitons), which inter-
act, resulting in a direct transition of an elec-
tron from the valence band to the conduction
band or to an autoionization state above
Ec.209,210 There are several possible processes
leading to the generation of intrinsic electron
–hole pairs, such as singlet exciton–singlet
exciton collision ionization and singlet
exciton–triplet exciton collision ionization. 
For details about photoconduction resulting
from exciton interaction processes, see 
references.52,144,209–213

7.12.2 Extrinsic Photoconduction
Extrinsic photoconduction is generally unipo-
lar, that is, it involves mainly one type of carrier
(either electrons or holes are dominant). This
section discusses features of extrinsic photo-
conduction involving trapping and recombina-
tion centers.

Previously, we discussed the rise time and
the decay time of photogenerated carriers Dn
and Dp. The trapping of free carriers causes rise
time and decay time to be much greater than
carrier lifetime. Rise time is the time required
for the traps to capture the photogenerated free
carriers and for the steady state to be estab-
lished between the new density of free carriers
and the new occupancy of traps after an excit-
ing light is switched on. Decay time is the time
required for the trapped carriers to be released
thermally after the excitation is terminated.
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The observed decay time (or response time)
can be related to the carrier lifetime by the fol-
lowing approximate equation73:

(7-464)

(7-465)

depending on whether electrons or holes are the
dominant carriers. For perfect crystals free of
traps, the decay time is equal to the lifetime. In
general, the lifetimes tn and tp are insensitive
to light intensity. If pt >> p for hole-dominant
photoconductors, Equation 7-465 reduces to

(7-466)

By assuming Dp = p - po � p, from Equation
7-412 we obtain

(7-467)

Thus, we can estimate the concentration of
trapped carriers. Since pt is very sensitive 
to both temperature and photon energy, trp is
expected to decrease with increasing tempera-
ture and increasing photon energy. Measure-
ments of photocurrent decay as a function of
time at various temperatures, wavelengths, and
intensities of the exciting light allow the deter-
mination of trap parameters.73,214

Photocurrent–Voltage Characteristics

Case 1: With Carrier-Injecting 
Ohmic Contacts
If the concentration of photogenerated carri-

ers is higher than injected carriers from elec-
trodes, the J–V characteristics closely follow
Ohm’s law. However, depending on the applied
voltage V, there is a critical voltage VW at which
a transition from the linear ohmic region to the
superlinear SCL region takes place. The value
of VW shifts toward a higher voltage as the excit-
ing light intensity is increased. For traps con-
fined in a single discrete energy level in the
band gap, the SCL current in the dark, for the
case of dominant hole carriers, is given by

(7-468)

where q = p/(p + pt) (see Equation 7-87). There-
fore, q = 1 if pt = 0 (without traps).
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If the exciting light intensity is low, thermal
detrapping dominates the detrapping processes.
Under this condition, the SCL current will be
the same as in the dark. When the exciting light
intensity is increased to such a level that optical
detrapping becomes dominant, then the pho-
tocurrent depends on light intensity, and q is no
longer a function of temperature but a function
of light intensity.

With carrier-injecting contacts, the photocur-
rent can become saturated if the concentration
of majority carriers injected from the ohmic
contact is suppressed at high fields by minority
carriers injected from the opposite blocking
contact through a recombination process, par-
ticularly in relaxation semiconductors50,51,215,216

or if the bulk-limited regime is changed to an
electrode-limited regime at high fields.117

Case 2: With Noninjecting 
Blocking Contacts
It is obvious that with noninjecting blocking

contacts, the photocurrent would become 
saturated when all photogenerated carriers were
extracted from the photoconductor. Photocon-
ductive gain is maximal when the applied field
reaches a value at which the photocurrent is sat-
urated. Suppose that the electrical contacts are
noninjecting for electrons and holes, and that
the photogenerated electron–hole pairs are 
uniformly distributed throughout the specimen.
Then, all photogenerated carriers are extracted
if the mean electron drift length Xn (= tnmnF)
and the mean hole drift length Xp (= tpmpF) are
equal to or larger than the specimen thickness
d. If either Xn < d or Xp < d or both are smaller
than d, then space charge will form due 
to accumulated trapped carriers, making the
applied field nonuniform.

To illustrate the space charge effects, we will
consider a specific case in which mptp > mntn and
Xn < d. This implies that trapped electrons tend
to increase the field near the anode and to
decrease the field near the cathode, as shown in
Figure 7-52. A high field zone is formed near
the anode; its width can be assumed to be equal
to the electron drift length in the zone, which is
given by
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(7-469)

There is also a low field zone. Its width is

(7-470)

where F1 and F2 are, respectively, the fields in
zone 1 and zone 2. At low applied voltages, X1

is small and F1 is not much different from V/d.
Then Jph follows Ohm’s law

(7-471)

The contribution of electrons is neglected here
because mptp is assumed to be much larger than
mntn. At higher voltages, X1 increases. Assum-
ing that the major portion of the applied voltage
is across X1, then

(7-472)

From Equation 7-415 with GpXp >> GnXn, it can
easily be shown that

(7-473)

At this particular voltage range, Jph is propor-
tional to V1/2. At still higher voltages, X1 will
extend to the cathode and X1 � d, and the lim-
iting photocurrent becomes

(7-474)

The Jph–V characteristics for these three voltage
ranges are shown schematically in Figure 7-52.
For more details, see reference.159

J qG dph p=

J qG Vph p p p= ( )m t 1 2 1 2

F V X1 1�

J qG V dph p p p= m t

X Fn n2 2= t m

X Fn n1 1= t m

To culminate a clear understanding of 
photoconduction processes and space charge
effects, we will consider a simple case: a 
photoconductor having a set of recombination
centers located at Er below Ec. If an exciting
light with energy about Ec - Er is used to illu-
minate the photoconductor specimen, we have
only free electrons as the dominanted carriers.
If these photogenerated electrons are replen-
ished at the cathode, then the photocurrent can
be written as

(7-475)

where ttn is the transit time of the electrons and
gph = tn/ttn is the photoconductive gain, which
is the quantum efficiency defined in Section
7.10 (i.e., the number of photogenerated elec-
trons passing through the photoconductor per
absorbed photon). So gph can be expressed as

(7-476)

Equation 7-476 indicates that gph can be made
very large either by increasing V or decreasing
d if mn and tn are assumed to be constant. If
there is no replenishment of electrons from the
cathode, the maximum gain is gph = 1 when 
tn = ttn since ttn decreases with increasing V.

When a photoconductor is used as a pho-
todetector, its performance is determined by
two important parameters: photoconductive
gain gph and the speed of response (or response
time) trn. Thus, for good photodetectors, the
gphDB product must be large. This criterion is,
in fact, similar to that for good amplifiers. DB
is the bandwidth equivalent to the amplifier
passband width, which is directly related to the
response time trn and can be expressed as

(7-477)

It can be seen from Equations 7-476 and 7-477
that gph can be made larger than 1 if the photo-
generated electrons can be replenished at the
cathode. But when gph increases, DB will
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decrease because the response time increases,
implying that the gphDB product has a tradeoff
nature: it is necessary to make gph increase more
than DB decreases. We shall discuss briefly two
simple cases.

A Photoconductor without Traps
In the ohmic region, gph = mntnV/d2 and DB =

1/trn = 1/tn. Thus, we have

(7-478)

At the onset of the space charge limited current
(SCLC) region (the upper limit of the perform-
ance), ttn = td and DB = 1/trn = 1/tn. Thus, we
have

g B V d

J qG V d qG dg
ph n

ph n n n n ph

D =
= =

m
t m

2

(7-479)

Since td = e/s photoconductors with a high
resistivity have a high value of dielectric re-
laxation time td. For V > VW, the value of td

decreases with increasing applied voltage V, 
as shown in Figure 7-53(a). This implies that
high-gain photoconductors are usually very
sluggish in response. For V > VW, the SCL
current sets in and the injected carriers become
dominant; the photosensitivity will decrease.

A Photoconductor with Shallow Traps
In the ohmic region, gph = tn/ttn and trn = tn(1

+ nt /n). Thus, we have

g B
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(7-480)

With shallow traps, the response time and
transit time increase; hence, the gphDB product
decreases. At the onset of the SCL region, 
ttn = td. Since ttn increases, td also increases.
Therefore, the threshold voltage VW for the
onset of the SCL region increases, as well, as
shown in Figure 7-53(b).

Light Intensity Dependence
The relationship between photoconductivity 
sph and the light intensity I can be expressed in
the form

(7-481)

where A is a constant and m is the light inten-
sity exponent, whose values are generally in the
range of 0.5 £ m £ 1.0. The photoconductivities
of many materials, such as Sb2S3, Sb2SeS2,
ZnTe, MgI, ZnSe, Zn-doped silicon, and amor-
phous silicon, have been observed to follow
this relationship. In the steady state, the carrier
generation rate is always equal to the sum of
the recombination rates of all recombination
channels. According to Rose,73 an exponent m
lying between 0.5 and 1.0 (but not equal to 0.5
or 1.0) requires a distribution of trapping states
in energy in the band gap. Rose was the first 
to derive an expression to explain the relation-
ship of Equation 7-481, based on the following
assumptions:

The density of empty recombination centers in
the dark is negligibly small.

The trapping states are exponentially distrib-
uted in energy following

(7-482)

where B is the preexponential factor, Et is the
trapping state energy level, and Tc is the char-
acteristic constant for exponential trap distri-
bution (see Equation 7-106). It is assumed
that the photon energy hu ≥ Eg and that the
dominant carriers for photoconduction are
electrons.
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Rose’s analysis leads to the relationship
between free electron density n and the photo-
generation rate Gn as73

(7-483)

Since Tc ≥ T, the exponent Tc /(T + Tc) lies
between 0.5 and 1.0, which is m. The exponent
m is clearly temperature dependent. This model
implies that for photoconductors following the
relationship of Equation 7-481, the energy 
distribution of the gap states in the material is
exponential or at least continuous.

Several investigators have also analyzed the
light intensity dependence of photoconductiv-
ity, based on the charge neutrality condition
with the gap states assumed to be distributed 
in energy but not necessary exponentially217 or
based on the assumption that each localized gap
state has three possible charge values: neutral,
negative, or positive.218,219 Schellenberg and
Kao220 have generalized Rose’s original expres-
sion in two ways:

1. By extending the contribution of gap states
to recombination from those above the
midgap states to any states between elec-
tron and hole quasi–Fermi levels

2. By including the effect of the asymmetry
of gap state distributions and the charge
neutrality condition

This analysis has shown that the odd values of
the exponent m may occur in solids with gap
states distributed discretely or continually.220

For more details about various analyses of 
the photoconductivity–light intensity relation-
ship, see references.73,99,217–221 Obviously,
through measuring photoconductivity as a
function of light intensity at various tempera-
tures, it is possible to determine the distribution
profile of the gap-state density by carefully ana-
lyzing the experimental data.

For some materials, such as CdS, the pho-
tocurrent–light intensity (Jph - I) relationship at
a certain fixed temperature may be superlinear,
that is, the exponent m becomes greater than 1
over a small range of light intensities. Beyond
this range, the Jph - I relationship is linear, that
is, m = 1.73,99,221

n G N BkT vn c
T T

c n
T T Tc c c= +( ) ( )s

494 Dielectric Phenomena in Solids



The conditions necessary for superlinear
photoconductivity to occur are as follows:

• There is a set of electron traps of a sufficiently
large concentration; the traps are essentially
unoccupied in the dark (EFn located about Et)
but become fully occupied by electrons with
increasing photogeneration rate (EFn located
above Et). Then, the trapping action of these
electron traps is changed to a recombination
action. In other words, if all traps are occu-
pied, the free carrier concentration, and
hence the carrier lifetime, increases.

• There must not be a set of hole traps fully
occupied by holes.

• There must be a set of recombination centers
located above the hole demarcation level EDp

to capture the holes. This set of recombina-
tion centers acts to sensitize the photocon-
ductor, that is, to increase the electron
lifetime. Rose73 has called this action sensi-
tization by “electronic doping.”

While these traps are being converted to recom-
bination centers, the electron lifetime is con-
tinuously increasing. So, the photocurrent
increases superlinearly with increasing light
intensity. After the conversion is complete, the
photocurrent again increases linearly with light
intensity.73,99,221

Light Wavelength Dependence
By measuring the steady-state photocurrent as
a function of the wavelength of the exciting
light, we can obtain information about trapping
levels and the possible nature of traps. The pho-
tocurrent spectra usually are measured after the
dark currents have reached their steady-state
values. In this section, we will describe briefly
a typical example to demonstrate the use of the
photocurrent spectra for the study of the poly-
imide properties.

Kan and Kao222 have used absorption and
photoconduction spectra to study the mecha-
nisms responsible for the four absorption peaks
in ultraviolet absorption and the corresponding
photocurrent quantum efficiency spectra for
polyimide films fabricated at various curing
temperatures. The basic experimental arrange-

ment for such measurements is shown in Figure
7-54(a). Polyimide (PI) has been one of the
most important polymers, with potential for
electronic applications because of its good elec-
trical properties.223–225 PI is formed mainly by
imidization of polypyromellitamic acid (PAA).
The properties of PI depend on the degree of
imidization, which is determined by the curing
temperatue.226 The degree of imidization is
defined as 100% at the curing temperature (Tcu

= 350°C) and 10% at the curing temperature
(Tcu = 135°C). So samples a and A correspond
to 10% imidization (Tcu = 135°C); samples b
and B correspond to 67% imidization (Tcu =
150°C); samples c and C correspond to 96%
imidization (Tcu = 200°C); and samples d and
D correspond to 100% imidization (Tcu =
350°C). The absorption coefficient a spectra
for samples a, b, c and d are shown in Figure
7-54(b), and the corresponding photocurrent
quantum efficiency gph spectra in Figure 7-
54(c).

The absorption coefficient is defined as

(7-484)

where ao is the absorption coefficient per mol-
ecule with imide rings, N is the concentration
of molecules (including PI and PAA mole-
cules), and M is the degree of imidization. The
photocurrent quantum efficiency gph is defined
as the ratio of the number of charge carriers
producing the photocurrent generated by pho-
toexcitation to the number of photons absorbed
by the material during the same period of time.
It can be expressed as

(7-485)

where Io is the number of photons per unit area
illuminating the sample (light intensity in
joules/sec divided by photon energy hu in
joules) and Tr is the transmittance of the illu-
minated electrode.

Of the four ultraviolet absorption peaks and
four corresponding photocurrent quantum 
efficiency peaks for PI, the absorption peaks 
at 4.35 and 6.40eV (corresponding to the
quantum efficiency peaks at 4.05 and 5.80eV)
are due to intramolecular transitions, and the

g
J

qI T
ph

ph

o r

=

a a= oNM

Electrical Conduction and Photoconduction 495



absorption peaks at 3.65 and 5.65eV (corre-
sponding to the quantum efficiency peaks at
3.50 and 4.90 eV) are due to intermolecular
transitions. The energy band gap of PI is about
7eV227; the possibility for photogeneration due
to band-to-band transition via a single photon
process can be ruled out for the range of photon
energies used for the experiment. Thus, the
photogeneration is a multiphoton process 
associated with the formation of charge-
transfer (CT) complexes and the dissociation
into free carriers under applied electric fields

and thermal stress. In analyzing the experi-
mental results, Kan and Kao have concluded
that the effects of curing temperature on
absorption spectra and quantum efficiency
spectra are due mainly to changes of molecular
orders between different polyimide chains
rather than to imidization.

Temperature Dependence
Many parameters that influence the behavior of
photoconduction are temperature dependent.
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One such parameter is the energy band gap,
which for most materials decreases with
increasing temperature and increases with
increasing pressure. At a constant pressure, 
the variation of the band gap with temperature
always involves the temperature-caused expan-
sion or contraction of the material.

The temperature dependence of the band gap
may be expressed as

(7-486)

For most materials, the parameter b is negative
(except for some materials such as PbS, PbSe,
and PbTe with positive b). For example, the
band gap of ZnS crystals changes from 3.6eV
at room temperature to about 3.4eV at
300°C.228,229 Obviously, the optical absorption
edge and hence the photoconductivity peaks
will shift toward longer wavelength as the tem-
perature is increased.

The temperature dependence of Jph is associ-
ated with the temperature dependence of the
carrier mobilities (mn and mp) and carrier con-
centrations (n and p), which are also dependent
on the concentration, location, and distribution
of traps or recombination centers. Equation 
7-483 indicates clearly that the Jph - I relation-
ship is temperature dependent.

Effects of Surface Conditions and 
Ambient Atmosphere
The surface states of the photoconductor can
strongly influence photoconduction behavior. If
the surface recombination rate Rs is small com-
pared to the bulk recombination rate RB, the 
carriers produced in a thin surface layer by
strongly absorbed light will recombine slowly
through the surface states, and under the action
of an applied field of sufficient magnitude,
excess photocarriers will be drawn to the bulk
to contribute to the photocurrent. But if the
surface recombination rate is large compared 
to the bulk recombination rate, the carriers 
produced in a thin surface layer by strongly
absorbed light will recombine through the
surface states so rapidly that they cannot con-
tribute much to the photocurrent. In this case,
only the carriers produced by weakly absorbed

E E Tg go= + b

light (large penetration depth) and produced at
a region far from the surface can contribute to
the photocurrent, since short-wavelength light
is strongly absorbed in the surface region,
whereas light of longer wavelength is more
strongly absorbed in the bulk. For Rs << RB, the
photocurrent spectrum has a good correlation
with the absorption spectrum, while for Rs >>
RB this correlation disappears.

It is well known that the presence of mois-
ture or air, oxygen, or other gases will influence
photoconductivity and its spectral response in
organic and inorganic crystals.211,212,230 The
adsorbed gases on the surface give rise to 
the formation of deep traps, thus increasing the
surface recombination rate. O2 and iodine, for
example, would form acceptor-type electron
traps, while H2 and NH3 would form donor-type
hole traps.

7.12.3 Homogeneous and
Nonhomogeneous Photoconduction
In this section we shall discuss homogeneous
and nonhomogeneous photoconduction and
some junction photoconduction devices.

Homogeneous Photoconduction
Homogeneous photoconduction implies that
the spatial distribution of photogenerated 
carriers is uniform in the space between two
electrodes. There are five basic types of photo-
conductors, depending on the freedom of the
photogenerated carriers and whether the carri-
ers are replenished at the electrodes. We shall
discuss each briefly.

Both electrons and holes are mobile and are
replenished at the cathode and at the anode,
as shown in Figure 7-55(a). For this type of
photoconductor, the lifetime is

(7-487)

and the photoconductive gain is

(7-488)

Electrons and holes are both mobile, but only
one type of carrier (e.g., electrons) is replen-
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ished at the cathode, as shown in Figure 7-
55(b). At sufficiently high fields, the holes
contribute to photocurrent until they are
completely drawn off to the cathode before
taking part in recombination. For applied
fields larger than that required to produce
saturated photocurrents, the lifetime of the
holes is equal to the transit time of the holes
and also equal to the lifetime of the electrons,
because of the charge neutrality condition.
Thus, we can write

(7-489)

(7-490)

(7-491)

Electrons and holes are both mobile, but neither
is replenished at the electrodes, as shown in
Figure 7-55(c). In this type of photoconduc-
tor, a saturation of the photocurrent occurs
when the applied field is sufficiently high to
draw off both electrons and holes before they
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recombine with each other. This phenome-
non is generally referred to as primary pho-
toconduction. Primary photoconduction is
terminated when the minority carrier lifetime
is terminated and is equal to the majority
carrier lifetime. Thus, we can write

(7-492)

For primary photoconduction, tn = ttn, tp = ttp

so the maximum photoconductive gain gph = 1
and Jph becomes saturated.

There is also the so-called secondary 
photoconduction, which involves carrier re-
plenishment from electrodes. Secondary photo-
conduction is terminated only when the
majority carrier lifetime is terminated, so the
majority carrier lifetime may be much larger
than the minority carrier lifetime. According to
Equation 7-492, the photoconductive gain may
be much greater than unity.

Only one type of carrier is mobile. For
example, the holes are immobile and the
electrons are mobile and replenished at the
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cathode, as shown in Figure 7-55(d). This is
a kind of secondary photoconduction. In this
case, the minority holes generated by light
are captured almost immediately by traps
and become immobile. Only the majority
electrons contribute to the photocurrent, so
the photoconductive gain can be written as

(7-493)

The electron lifetime is terminated by recom-
bination with the trapped holes. Such recom-
bination via traps is much more likely than
direct band-to-band recombination.

Only one type of carrier (e.g., electrons) is
mobile, but the mobile electrons are not
replenished at the cathode, as shown in
Figure 7-55(e). In this type of photoconduc-
tor, the photocurrent decays with time even
under light excitation because of polarization
due to the space charge in the material. Thus,
it is not possible to maintain a steady 
photocurrent.

Nonhomogeneous Photoconduction
Nonhomogeneous photoconduction implies
that there is a barrier to regulate the flow of
charge carriers. There are three basic types of
nonhomogeneous photoconductors, depending
on the nature of the barrier.

P-N and P-I-N Junction Photodiodes
As shown in Figure 7-56(a), the potential

barrier height at the p-n junction in the dark at
zero bias is given by

(7-494)

where nn and np are respectively, electron con-
centrations on the n-side and the p-side, and pn

and pp are, respectively, the hole concentrations
on the n-side and the p-side. If an exciting light
illuminates the junction region, electron–hole
pairs are generated. Under the action of the
internal field at the junction, the electron–hole
pairs are separated, the electrons moving to the
n-side and the holes moving to the p-side.
When the p-n junction is reverse-biased, pho-
tocurrent will flow. This is a good example of
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primary photoconduction, because there is no
carrier replenishment from the contacts and the
maximum photoconductive gain gph = 1.

P-i-n photodiodes are similar to p-n junction
diodes. The basic difference is that the p-i-n
structure has a thick near-intrinsic layer sand-
wiched between heavily doped n and p layers,
so the i region is completely depleted in the
dark. With the exciting light illuminating the
region, electron–hole pairs are generated inside
the depletion layer and are separated by the
applied field, giving rise to photocurrent.
However, if a sufficiently high bias voltage is
applied to the p-i-n photodiode to cause impact
ionization and carrier multiplication in the
depletion region, the p-i-n diode becomes an
avalanche photodiode (due to avalanche multi-
plication resulting from impact resignation to
create electrons and holes in the i regions). In
this case, the photoconductive gain may be
larger than 1 because of the carrier multiplica-
tion process.

NPN or PNP Phototransistors
A phototransistor can have high photocon-

ductive gains through transistor action.16 Take
an N1PN2 phototransistor as an example. The
electron–hole pairs photogenerated in the junc-
tion regions will be separated by the action of
the internal field at the junctions. At the collec-
tor junction, the electrons will flow from the p-
base to the N2 collector in a manner similar to
the normal p-n junction. In this case, however,
the electrons are replenished from the N1

emitter to the base through the emitter junction,
as shown in Figure 7-56(b). Furthermore, the
presence of holes in the base reduces the barrier
height of the emitter junction, increasing the
electrons injected from N1 emitter to the p-base.
NPN and PNP phototransistors are good exam-
ples of secondary photoconduction. The photo-
conductive gain of phototransistors can reach
as high as 103 if the emitter, base, and collector
are properly doped.

Metal–Semiconductor Schottky 
Barrier Photodiodes
In Potential Barrier Height and the Schottky

Effect in Chapter 6, we discussed metal–
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Figure 7-56 Schematic diagrams showing three basic types of photoconductors for nonhomogeneous photoconduction:
(a) p–n junction photodiodes, (b) n-p-n phototransistors, and (c) metal–n-type semiconductor Schottky photodiodes.
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semiconductor contacts in some detail. The
basic metal–n-type semiconductor contact is
shown in Figure 7-56(c). Photogenerated carri-
ers in the barrier region will flow under the
reverse-bias condition. But the presence of the
barrier prevents the replenishment of carriers
from the contact. So the example is of primary
photoconduction, with the photoconductive
gain gph < 1.

7.12.4 Photoresponse Times
Photoresponse time is the time required for the
material to respond to the action of photoexci-

tation, usually the time tr required for the pho-
tocurrent to reach its steady-state value. For
materials with traps, the response time is larger
than the carrier lifetime but tends to approach
the carrier lifetime at high temperatures. When
light excitation is switched on, photogeneration
not only supplies carriers to the bands, but also
pours carriers to the trapping centers. When the
light excitation is switched off, time is required
not only for the free carriers to recombine
through recombination channels, but also for
the trapped carriers to be detrapped then recom-
bine via thermal excitation and subsequent
recapture and recombination processes. For



perfect crystals without traps, the photore-
sponse time tr is equal to the carrier lifetime,
as discussed in Section 7.11.3. But for photo-
conductors or insulators with trapping and
recombination centers, the response time and
the carrier lifetime relationship follows 
Equations 7-464 and 7-465.

We will use an n-type photoconductor con-
taining deep traps of concentration Nt located at
Et, as shown in Figure 7-57(a), to demonstrate
the effect of traps on response time. It is
assumed that in the dark, all donors of concen-
tration Nd are ionized and most thermally gen-
erated electrons fall into the traps. If Nd > Nt,
there are no = N+

d - N-
to free electrons in the con-

duction band and the traps are completely
filled, nt = N-

to. Now, if this photoconductor is
illuminated with a light pulse of photon energy
(Ec - Et) £ hu < (Et - Ev), as shown in Figure
7-57(b) and (c), then the trapped electrons at 
Et will be excited to the conduction band. 
This produces photogenerated electrons Dn and
hence photocurrent, as shown in Figure 7-
57(d). After the photocurrent has reached its
steady-state value, n = no + Dn, and Nt = Nt

- +
No

t, where Nt
- and No

t are, respectively, the occu-
pied and empty trap concentrations. During the
transient period, the change of free electron
concentration can be written as

(7-495)

where si = hna/Nt, hn and a are, respectively,
the quantum yield and the absorption coeffi-
cient. In the following, we shall discuss the
variation of Dn with time.

During the rise period: We use the initial con-
dition, (i.e. when t = 0, Dn = 0). The solution
of Equation 7-495 yields

(7-496)

During the decay period: After Dn has
reached its steady-state value (Dn)st, the light
excitation is switched off at t = tL and Dn(t)
starts to decay with time. We use the bound-

D Dn t n tst on( ) ( ) [ exp( )]= - -1 t

dn

dt
photogeneration rate

thermal generation rate

recombination rate

N I v n N v n Ni t n t n t
o

=

+
-

= + -- -

-

s s s( ) ( )1

ary condition when t¢ = 0, I = 0, and Dn =
(Dn)st. Then, the solution of Equation 7-495
gives

(7-497)

where

(7-498)

(7-499)

and

(7-500)

The variation of Dn with time is shown in
Figure 7-57(d), and the variation of ton and toff

with light intensity in Figure 7-57(e). From
Equations 7-498 and 7-499 we have

(7-501)

So, si can be interpreted as the photoionization
cross-section. For details, see reference.208

If this photoconductor is illuminated with a
light pulse of photon energy hu ≥ Eg, as shown
in Figure 7-57(f), then the situation is quite dif-
ferent. In this case, there are two portions of the
relaxation curves: one fast and the other slow.
During the rise period, the light excitation pro-
duces Dn and Dp very fast, before the free elec-
trons start to fall into traps. This short period of
time is termed the fast portion. As soon as the
electrons fall into the traps and recombine with
holes, the net increase rate of the photogener-
ated electrons becomes smaller, and the com-
bined trapping and detrapping processes make
the change of Dn with time slow, resulting in
the formation of the slow portion, as shown in
Figure 7-57(g), (h), and (i).

Similarly, during the decay period, free elec-
trons and free holes will recombine very fast,
forming the fast portion. Afterward, the trapped
electrons will gradually be released by thermal
excitation and recombine with holes, and the
whole system will gradually return to its origi-
nal thermal equilibrium state. This process is
slow, and this is why this period of time is
termed the slow portion. However, relaxation
time is usually longer during the decay period
than during the rise period. For more details,

1 1

t t
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on off
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see references.73,99,208 From this example, it can
be seen that relaxation time and response time
are dependent on the exciting light intensity and
on the photon energy.

7.13 Photosensitization

Photosensitivity is defined as the photoconduc-
tivity per unit exciting light intensity. Photo-
sensitization is a process that increases the
photosensitivity of a photoconductor or con-
verts an insensitive photoconductor to a sensi-
tive one. This can be done by incorporating
suitable impurities into the photoconductor to
form a set of localized states, which have the
capability of capturing minority carriers and
decreasing the probability of capturing the
majority carriers, thus increasing the sensitivity
of the photoconductor. Such impurities are gen-
erally referred to as the activators or activating
(or sensitizing) centers. Generally, activators
increase photosensitivity but tend to decrease
photoresponse speed—in other words, they
increase the response time.73 Here, we shall
discuss briefly the basic concept of 
sensitization.

Consider an insensitive photoconductor, as
shown in Figure 7-58(a). In this photoconduc-
tor, there is only one type of fast recombination
center (type I) located at Er1 below Ec and
between the electron and hole demarcation
levels EDn and EDp. It is obvious that the pres-
ence of such type I recombination centers will
make the photogenerated carriers recombine
fast through the centers, thus reducing the
carrier lifetimes. This implies that this photo-
conductor is insensitive to photoexcitation;
hence, its photoconductive gain is small.

Now, if suitable impurities were incorporated
into this photoconductor, creating type II impu-
rity centers located at Er2, these type II centers
might not change the behavior of the photo-
conductor if the centers were located below the
hole demarcation level EDp, as shown in Figure
7-58(b). However, if the impurities were so
chosen such that the type II centers were
located at Er2 but above the hole demarcation
level EDp, as shown in Figure 7-58(c), then the

type II centers would act as sensitizing centers.
This is because the holes captured by the type
II centers have a longer lifetime in the centers
than the holes captured by the type I centers and
the type II centers have a small capture cross-
section for recombining with free electrons.
Furthermore, the type II centers would become
occupied primarily by holes, implying that the
electrons initially in type II centers are effec-
tively transferred to type I centers, so the life-
time of free electrons would be increased,
because they would encounter mostly centers
with a small capture cross-section and only a
few centers with a large capture cross-section.
Since the incorporation of type II centers sen-
sitizes the photoconductor, this incorporation is
called electronic doping.

However, it should be noted that the sensiti-
zation is effective only when the concentration
of both type I and type II centers is much larger
than the concentration of free carriers. If this is
not the case, the incorporation of the Type II
centers only provides additional recombination
centers without sensitizing effects. It should
also be noted that the demarcation levels are
dependent on temperature and exciting light
intensity. So the location of EDp, originally
located above Er2, can be changed to a level
below Er2 either by increasing light intensity or
by decreasing temperature.

At a fixed temperature, an increase of the
exciting light intensity will lower the hole
demarcation level EDp from the energy level Er2

of type II centers. This will, in turn, increase the
photosensitivity, resulting in the superlinear
behavior of the photocurrent–light intensity (Jph

- I) relationship, that is, the exponent m
becomes greater than 1. However, at a fixed
light intensity, when the temperature of the
photoconductor is increased to such a level that
the hole demarcation level EDp is above Er2,
then the type II centers will reduce the sensi-
tivity of the photoconductor. This phenomenon
is called the thermal quenching of the 
photoconduction.

At a fixed temperature, if a second light
source with photon energy hu ≥ (Er2 - Ev),
usually in the infrared region, is used to illu-
minate the photoconductor, producing more
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holes for recombination with free electrons,
then the second light in fact reduces the lifetime
of the free electrons and hence the photocon-
ductivity, as shown in Figure 7-58(d). This
second light converts the type II centers into
quenching or poisoning centers, thus reversing
the sensitizing effect. This phenomenon is
referred to as optical quenching or infrared
quenching of the photoconduction.

Light excitation may also produce negative
photoconductivity, depending on the photon
energy. Let us consider a simple n-type semi-

conductor consisting of naturally thermally
generated free electrons of concentration no,
with type I and type II centers, as shown in
Figure 7-58(e). If now we use the exciting light
of photon energy (Er1 - Ev) £ hu < (Ec - Ev) to
illuminate the semiconductor, the light can
excite only the electrons from Ev to Er1, creat-
ing free holes to recombine with free electrons.
This reduces the concentration of the majority
electrons, making the conductivity lower than
the original dark conductivity. This is why pho-
toconductivity under such light excitation is
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Figure 7-58 Schematic illustration of the concept of sensitization: (a) an insensitive photoconductor containing only type
1 fast recombination centers; (b) the introduction of type 2 centers located below EDp does not affect the condition of (a);
(c) when the location of type 2 centers becomes above EDp, these centers will become activators, sensitizing the photocon-
ductor and increasing its photoconductivity; (d) a second light of the infrared region may create more holes for recombi-
nation with the majority electrons, then type 2 centers become quenching (or poisoning) centers tending to desensitize the
photoconductor; and (e) when the light can excite only electrons from Ev to Er1, it produces mainly trapped electrons at Er1

and free holes for recombination with the majority electrons. If the thermal excitation rate of trapped electrons is smaller
than the recombination rate, the conductivity will decrease, resulting in negative photoconductivity.



called negative photoconductivity. For more
details, see references.73,99

Sensitization includes not only the sensitiz-
ing of photoconductivity at a specific photon
energy, but also the sensitizing of spectral 
sensitivity. In most large-bandgap insulators,
such as polymers, only high-energy radiations
such as x-rays (or at least ultraviolet light) 
can be absorbed to produce photocurrent. For
most applications, such as electrophotography
or xerography, the photoconductors chosen
must have a high photosensitivity at visible 
light wavelengths. For example, poly(N-
vinylcarbazole) (PVK) is typically only photo-
sensitive to ultraviolet light. However, in 
mixtures of PVK and 2, 4, 7 trinitro-9-fluorenon
(TNF), the TNF molecules form charge-trans-
fer complexes with the monomer carbazole
units in the PVK, with TNF as the electron-
acceptors. This complex exhibits an additional
absorption band and photoconductivity in the
visible region of the spectrum at energies below
the absorption edges of the individual compo-
nents.231–235 In inorganic photoconductors, the
incorporation of suitable impurities can also
provide spectral sensitization. For example, the
photoconductivity peak for CdS occurs at a
photon wavelength around 5000Å, but in CdS
incorporated with a high concentration of Cu,
the photoconductivity peak shifts to a longer
wavelength, around 6000 Å, and is higher than
the undoped CdS .99,236

7.14 Transient Photoconduction

In Section 7.8, we discussed the current tran-
sient phenomena resulting from the injection of
a thin sheet of photogenerated carriers under a
steady electric field, and also the time-of-flight
technique for the measurements of carrier
mobilities. In fact, these transient phenomena
are photocurrent transient phenomena. For such
measurements, a short, strongly absorbed light
pulse is usually used to produce a photocurrent
in the specimen. The measuring circuit is
shown in Figure 7-39(a). Measurements of
transient photocurrent, in which the time of
photoexcitation is very short compared to the
carrier transit time, yield important information

about the behavior of the photoconductor—in
particular, the time dependence of the in-transit
packet of carriers, which is directly related to
the structure of the material.

Modern photocopying machines tend to
employ inorganic or organic amorphous mate-
rials for the photoconductor, such as a-As2Se3,
a-Se, 1 : 1 TNF-PVK, and ZnO. In such materi-
als, the mutual orientation of and intermolecu-
lar distances between the constituent molecules
exhibit a distribution that creates the so-called
diagonal and off-diagonal disorders. The
carrier transport processes do not follow con-
ventional band conduction law; the electrical
transport must be treated as a sequence of hop-
pings in an assembly of localized sites with
fluctuating site energies DE and intra- and inter-
molecular transition matrix elements DG. If
DE/DG > 1, charge carriers will be localized. In
this case, the tail of the photocurrent Jph(t) is
long, indicating a dispersion of the carrier
transit time. Furthermore, the shape of Jph(t)
curve is invariant with electric field and speci-
men thickness. This feature, called universality,
is incompatible with the traditional concept of
statistic spreading, that is, moving carriers
spread as a propagating Gaussian packet, as
shown in Figure 7-39(d).

Scher and Montroll237 were the first to
analyze this dispersive transport behavior using
the formalism of continuous-time random walk
(CTRW), in which the carriers hop among a
random set of localized sites. Non-Gaussian
dispersive transport is not restricted to the
hopping motion. Several investigators238,239

have shown that non-Gaussian dispersion
behavior also occurs in conventional multiple-
trapping transport. Here, we shall discuss only
briefly the concept of dispersive transport
processes. For detailed mathematical treat-
ments, see references.237,240–244

The measured photocurrent Jph(t) is simply
the space-averaged conduction current, which
can be expressed as

(7-502)

Unlike the Jph(t) - t curves shown in Figure 7-
40 (based on the Gaussian spreading of the

J t
d

j x t dxph ph
o

d
( ) ( , )= Ú

1
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moving charge sheet), the Jph(t) - t curve for
amorphous materials such as a-As2Se3 and 1 :1
TNF-PVK exhibits a current spike immediately
after the onset of the short light pulse. This
spike is followed by a soft plateau, a shoulder

or transition region, and finally a ubiquitous
long tail, as shown in Figure 7-59(a). The
experimental results are from Scharfe.245 A
similar curve has been observed in PVK246 and
1 :1 TNF-PVK.247,248 The Jph(t) - t relation on a
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logJph - log t plot for 1 :1 TNF-PVK is shown
in Figure 7-59(b). The Jph(t) - t curve, plotted
in logarithmic units, exhibits features of dis-
persive transport processes. Next, we shall
summarize the essential features of dispersive
non-Gaussian electrical transport based on the
CTRW treatment by Scher and Montroll.237

The hopping of carriers in a set of localized
sites with a random distribution is governed by
a hopping-time distribution function Y(t). This
distribution function determines the statistics of
the carrier transport. For classical Gaussian
transport, as shown in Figure 7-40 and Figure
7-60(a), Y(t) • exp(-lt), involving only a
single transition rate or a single time constant
l-1. In amorphous materials, there is a disper-
sion in the separation distance between nearest-
neighbor localized sites for hopping carriers,
and also in the potential barriers between those
sites. This is why Jph(t) and Y(t) have a long
tail. Scher and Montroll have proposed that the
transient photocurrent Jph(t) and the hopping-
time distribution function Y(t) can be ex-
pressed in the form

(7-503)

where a is a constant with a value within 
0 < a < 1. The parameter a is directly related
to the shape of the transient current–time 
characteristics.

The carrier transit time tt can be expressed
as241

(7-504)

where d is the specimen thickness, �(F) is the
average displacement in the field direction
between consecutive jumps of the hopping car-
riers, and DEo is the activation energy.241 The
traditional definition of the transit time is

(7-505)

The traditional tt is proportional to d, while the
transit time based on Equation 7-504 is pro-
portional to d1/a which is clearly superlinear,
completely different from Gaussian statistics.
Generally, the more the disordered the system
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is, the smaller the value of a, the more disper-
sive the transient photocurrent profile, and the
stronger the thickness dependence of tt.243

Figure 7-59(b) shows that for 1 :1 TNF-
PVK, Jph is proportional to t-0.2 for t < tt and Jph

is proportional to t-1.8 for t > tt. From Equation
7-503, a is equal to 0.8. Extrapolating the two
dashed lines in Figure 7-59(b) shows the
meeting point that is at t = tt. The experimental
results agree well with the theoretical predic-
tion and also provide evidence of the univer-
sality of dispersive transport, that is, the Jph(t)t
curve is independent of applied field and spec-
imen thickness.

To illustrate the difference between the clas-
sical model and the random-walk model for
transient photoconduction, we will use two sets
of schematic diagrams, shown in Figure 7-60 to
show the basic difference between these two
models. The illustrations are self-explanatory.
In the random walk model (a), the position of
the representative carriers in the specimen at 
t ª 0+(o) which are just injected at x = 0 as a
narrow packet of carriers. The carrier packet
spreads and propagates to the right at t < tt the
positions of the carriers are represented by (•)
as soon as some carriers arrive at the other elec-
trode, the positions of the carriers are repre-
sented by (*) for t > tt (b) the spreading of the
carrier packet in which 1, 2, 3 corresponding to
the positions of the carriers at the time 1, 2, 3
in (a); (c) the recorded transient photocurrent
(in linear units), again, 1, 2, 3 correspond to the
time t = 0+, t < tt and t > tt, respectively; and (d)
the same transient photocurrent plotted in log-
arithmic units. As the transit time increases
when the applied field is lowered, the Jph - t
curves in Figure 7-60(c) and (d) shift to the
right, that is, a longer transit time is required
for lower applied field.

Several investigators have reported that the
transient current profile for electrons generated
by an electron beam by injection from Al or Au
electrodes to 1 :1 TNF-PVK specimen violates
the universality criterion for transit-time dis-
persion.249 They have attributed this disagree-
ment with the Scher–Montroll theory to a
field-dependent detrapping mechanism. There
are many factors that can affect the transient
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current profile. The one considered by Scher
and Montroll is based mainly on the spreading
of the sheet of charge carriers to a width com-
parable to the specimen thickness. In fact, the
spreading can arise from statistical fluctuation
associated with a variety of processes, includ-

ing multiple trapping, hopping, dispersion due
to material inhomogeneity, etc. The spreading
can result in a decreasing current level and con-
siderable smearing of the transit edge.

Obviously, more experimental work is
required to examine the validity of the Scher–
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Montroll theory for organic disordered systems,
such as undoped and doped polymers. The
Scher–Montroll theory is based on a set of 
reasonable assumptions that make an analyti-
cal solution possible. However, microscopic
description of carrier motion in an amorphous
system, such as a polymer with pendent groups
containing important elements, is quite com-
plex and may render an analytical solution
impossible. In such cases, computer simul-
ation of the experimental data can be 
informative.250–252
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8 Electrical Aging, Discharge,
and Breakdown Phenomena

films, such as silicon dioxide or silicon nitride
thin films, in the microelectronics industry are
good examples. In the previous chapter, we
mentioned that electrical conduction at high
fields is caused by carrier injection from 
electrical contacts. So we can consider carrier
injection the starting point for dealing with the
topics covered in this chapter.

8.1 Electrical Aging

When an insulating material is subjected con-
tinually to an electrical stress, the material will
be in a nonequilibrium state and its properties
will change with time. In this state, the mate-
rial is said to undergo electrical aging.Electri-
cal aging is a gradual degradation process
leading to destructive breakdown of the mate-
rial. Obviously, the lifetime of an electrically
stressed material depends on the magnitude of
the electric stress applied to the material and the
length of the time it has been subjected to such
a stress. This implies that the lifetime of a 
material depends mainly on the electrical con-
tacts, which control carrier injection, and the
kind and concentration of carrier traps, which
control the degradation process. Electrical
aging is always an important problem of
concern to industry.

8.1.1 Theory
The general features of insulating materials are
as follows:

515

The tao begot one, one begot two, two begot three, and three begot the ten thousand things. The ten
thousand things carry yin and embrace yang. They achieve harmony by combining these forces.
The ten thousand things are brought into existence by the interaction of the three basic elements,
heaven, earth and human; and this interaction comes from the emptiness.

Lao Tsu (600BC)

The sayings of Lao Tsu may be interpreted as
follows: The tao means the universal law of
nature and virtue, which creates the spirit (one).
The spirit creates the yin and yang (two). (Yin
and yang may mean female and male, negative
and positive charges, forward and reverse
directions etc.) The yin and yang create the
heaven, the earth, and the human (three). The
heaven, the earth and the human create all
things. (The ten thousand thingsmeans a great
number of things, that is, all things.)

All things possess yin and yang. They can
reach a state of dynamic equilibrium and sta-
bility because of the collective interaction of
the yin and the yang that makes the combined
effort of the heaven, the earth, and the human
productive. All things are brought into 
existence by the collective interaction of the yin
and the yang in the heaven, the earth, and the
human. This interaction comes from energy.
(The emptiness may mean something very
important, but invisible and untouchable. In
today’s language, it may mean the energy that
is intangible. Because of the limitations of
ancient language, people might not have known
how to describe energy in terms of something
invisible and untouchable. This may be why it
was termed the emptiness.)

Most electrical failures in electrical or elec-
tronic engineering systems are caused by elec-
trical aging, partial discharge, or breakdown 
in insulating materials. The failure of power
cables in the power industry and the failure of
electronic elements involving thin insulating



• Carrier mobility is low, usually lower than 
10-1 cm2 V-1 s-1.

• Dielectric relaxation time is much greater
than carrier lifetime.

• The energy band gap is large, generally
larger than 4eV.

• The localized gap state concentration is
much larger than the thermal equilibrium
carrier concentration.

• The mean free path is small, usually of the
order of several molecular radii (5–20Å).

Since the work function of most metals is
smaller than 4eV and the work function of most
insulating materials, including polyethylene,
silicon dioxide, etc., is larger than 8eV, the
potential barrier height of the metal–insulator
contact for electron injection is generally
smaller than that for hole injection. For most
electrical insulation systems, the applied

average field F is usually less than 1MVcm-1,
so the carriers injected into an insulator are
mainly electrons. Assuming that the electrical
contacts are neutral contacts (see Types of Elec-
trical Contacts in Chapter 6), the electrons may
be injected into the insulator by a thermionic
emission process or by an electron tunneling
process, as shown in Figure 8-1. However, if
the applied field is much larger than 1MVcm-1,
the hole current may become predominant, par-
ticularly when hole mobility is larger than elec-
tron mobility, even though the probability for
hole injection is not better than for electron
injection, as in polyethylene.1

At normally high fields, it is most likely that
electrons are injected into the conduction band
of an insulator specimen from the injecting
contact by Fowler–Nordheim tunneling.2 As
shown in Figure 6-20(a), these injected elec-
trons will quickly become trapped after a few
scatterings because of the small mean free path.
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Electron trapping will result in the following
two important phenomena:

1. After being trapped, the trapped electrons
will form a negatively charged homo–space
charge near the electron-injecting contact
(cathode) and hence create an internal field
Fi opposite to the applied field, reducing the
effective field for and rate of electron 
injection. This space charge also enhances
the field toward the anode and may switch 
on hole injection.

2. In the transition from an upper to a lower
energy state due to trapping (or recombina-
tion), an energy equal to the energy differ-
ence between the two states will be evolved,
which is mainly nonradioactive for non-
crystalline insulating materials. The energy
evolved at each trapping or recombination
event is of the order of 3–4eV or greater for
deep traps and recombination centers.

No complete theory is currently available to
describe quantitatively how such a large quan-
tity of energy, evolved due to nonradioactive
transition, is dissipated. Similarly, no aging 
or breakdown theory so far put forward has 
mentioned the importance of this energy to the
breakdown process. We believe that this energy
may be dissipated in two possible ways:

It may be dissipated directly, causing structural
damage in the microregion around the trap
site in which the electron is being trapped.

The energy evolved from one trapping event
may be transferred to another electron and
make it become a hot electron via an Auger-
type process, as shown in Figure 8-2(a). This
second electron can now have sufficient
energy to bombard a molecule and break its
bonds. In other words, the energy will be
used up by dissociating a molecule into free
radicals, which create traps.

This new energy release from the second 
electron due to trapping will be transferred to a

AB e hot A B e cold

A B e trapped

new energy release

dissociation+ æ Ææææ + +

æ Ææ + +
+

( ) ( )

( )

third electron, making it another hot electron.
This process will go on in a chain action to
produce more and more radicals to form low-
density regions and create traps. The energy of
the hot electron depends on the location of traps
in the energy band gap. For condensed insulat-
ing materials, it can be larger than most bond
dissociation energies Ed, which are generally
lower than 4eV.

For example, Ed for C—C, C—H, CH3—H,
CH3—CH3, Si—H, and Si—O bonds are 3.50,
3.55, 4.40, 3.60, 3.05, and 3.80eV, respec-
tively.3,4 These energies are much lower than
the energy band gap, which is about 9eV for
polyethylene and SiO2 and which is the energy
required for impact ionization. The energy of
the hot electrons is generated by an Auger-type
process, which is completely different from the
conventional concept: the energy gained from
the applied field. It is important to note that the
probability for the creation of hot electrons by
an Auger-type process increases with increas-
ing concentration of injected electrons.5 Obvi-
ously, the concentration of injected electrons 
is higher near the injecting contact; it also
increases with increasing applied electric field.

The dissipation of the energy evolved due 
to nonradioactive transition of electron trap-
ping or recombination in causing damage to 
the material structure is analogous to the 
dissipation of the energy of water drops drip-
ping from a higher level to a stone, creating a
recess on the stone’s surface, as shown in
Figure 8-3.

We have just mentioned two important 
phenomena. One is the formation of a negative
homo–space charge near the electron-injecting
contact (cathode) by trapped electrons. After a
prolonged period of electrical stressing, short-
circuiting the two electrodes will result in a dis-
charging current flow. In this case, the trapped
carriers (mainly trapped electrons in this case)
will be thermally emitted to the conduction
band and then discharged at both electrodes. At
the time of short-circuiting, the concentration
of trapped electrons is higher near the electron-
injecting contact and decreases with x toward
the noninjecting contact, and at point x1 the

Electrical Aging, Discharge, and Breakdown Phenomena 517



internal field Fin = 0, as shown in Figure 8-4.
The field distribution at x < x1 and x > x1 can be
expressed as

(8-1)

where nt(x) is the trapped electron density 
distribution function. Since the two short-
circuiting electrodes are at the same potential,
the position of x1 can be determined from the
following equation:

(8-2)
V Fdx

q n x dx dx
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d

t
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x
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d
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1
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x
= - Ú( ) ( )e
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The internal field Fi is controlled by nt (x).
The larger the value of nt(x) near the injecting
contact, the closer point x1 is to the injecting
contact and hence the higher the field is toward
the injecting contact (i.e., the larger the slope of
the potential between x = 0 and x = x1), as shown
in Figure 8-4(b). It is likely that x1 is very close
to the injecting contact. Depending on the
density of the accumulated trapped electrons
nt(x), it is possible that after prolonged electri-
cal stressing, nt(x) may reach such a level that
Fi becomes high enough to cause an internal 
discharge, leading to final, destructive break-
down of the specimen when short-circuiting 
the electrodes. This is one of the major disad-
vantages of polymeric-insulated cables for DC
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Figure 8-2 Schematic diagrams illustrating (a) hot electron generation by an Auger-type process due to electron trapping,
and the dissociation of a molecule by the bombardment of a hot electron and (b) hot hole generation by a similar process
due to hole trapping.



power transmission. For polymeric-insulated
cables, trap concentration is likely to be higher
near the metal–polymer contacts.

An increase in applied field not only causes
an increase in carrier injection and trap filling
but also results in the creation of more new
traps.6,7 It can be imagined that each electron
(or hole) trapping event will evolve an energy
of the order of 2–5eV, depending on the trap
energy level. This energy, if not converted to
light emission, will be dissipated in the mate-
rial in the form of breaking bonds, creating
defects or traps.6 Electrical aging is due to this
gradual degradation process. The number of
newly created traps should increase with
increasing injection of carriers into the insula-
tor. In other words, the number of newly
created traps increases with increasing electric
stress for a fixed length of stressing period, or
with increasing length of stressing period at a
fixed electric stress. The increase in structural
degradation and trap concentration after 

prolonged electric stressing reflects the degree
of electrical aging and hence the lifetime of the
electrically stressed material.

On the basis of this concept, we have derived
a theoretical formula for the prediction of the
lifetime of electrically stressed insulating mate-
rials. The derivation is now briefly described.

Supposing that the probability for the cre-
ation of a new trap under an average field F is
g, then the rate of the new trap creation can be
written as

(8-3)

where N¢t is the newly created trap concentra-
tion and J(t) is the injected current density.8 The
probability g can be considered a field-activated
process, expressed as

(8-4)

where go and B are constants related to the
chemical structure of the material.9–11

g g= o BFexp( )

dN

dt

J t

q
t¢ =

g ( )
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Figure 8-3 The continual dripping of water on a stone surface will produce a recess on the surface after a prolonged period
due to the dissipation of the energy of the water drops from the gravitation force. This is analogous to the dissipation of
energy evolved due to nonradiative transition (trapping and recombination) in causing damage to the material structure.



The dark conduction current decay with time
after the application of a step-function electric
field has been proved experimentally to be
associated with the trap-filling process.12 This
phenomenon was discussed in Electronic Con-
duction in Chapter 7. Several investigators have
studied this current decay phenomenon theo-
retically.13–17 Their analyses and experimental
evidence indicate that J is proportional to t-m,
with m close to unity. Therefore, J can be rea-
sonably expressed as

(8-5)

where K and m are constants depending on 
the material structure and the potential barrier
profile of the injecting contact, and Jo is the
quasi–steady state current after the current 
decay transient period, which is field dependent.

Substituting Equations 8-4 and 8-5 into
Equation 8-3 and solving it with the boundary
condition N¢t = 0 at t = 0, we obtain

J J Kt t mo
m= + > < <-( ), ,1 0 0 1

(8-6)

For prolonged electric stressing (i.e., large t),
the term Kt-m/(1 - m) becomes much smaller
than 1. Then, Equation (8-6) can be simplified
to

(8-7)

Assuming that Jo is proportional to F and that
destructive breakdown occurs when the con-
centration of the field-created new traps reaches
a certain critical value N¢t(crit), then the lifetime t
of an insulating material subjected to a stress-
ing field F can be predicted by

(8-8)

where A is a constant depending on the mate-
rial structure and the potential barrier profile of
the injecting contact.8 Thus, for a fixed applied
stressing field F, the lifetime of the polymer is
t, and for a fixed stressing time t, an average
stressing field F is required to create N¢t(crit), that
is, to cause destructive breakdown.

8.1.2 Measurements of Electrical Aging
The degree of electrical aging of an electrically
stressed insulating material can be considered
the degree of structural degradation,8 which can
be measured as the rate of the change in the
properties of the material—in other words, the
rate of the increase in the concentration of 
the stress-created new traps. For insulating
polymers, we have attributed structural degra-
dation to the bombardment of hot electrons on
macromolecules.6 Thus, the lifetime depends
on the electrically stressing condition. The life-
time can be simply defined as the time required
for the concentration of the stress-created new
traps to reach a certain critical value. This
section presents some typical experimental
results showing the degree of electrical aging
for widely used insulating polymers, such as
polypropylene and polyethylene, and correlates
these results with the theory given previ-
ously.8,18 In polymers, structural degradation
can be diagnosed by measuring the concentra-
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Figure 8-4 Schematic energy band diagrams for an insu-
lating material (a) immediately after a period of being elec-
trically stressed and (b) immediately after short-circuiting
the two electrodes with electrons thermally emitted from
traps to the conduction band (during discharging).



tion of free radicals formed in the polymer due
to continuous electrical stressing.

Electron Paramagnetic Resonance (EPR)
Spectroscopy
The basic principle of EPR was described in
Magnetic Resonance in Chapter 1. EPR spec-
troscopy can be used to identify free radicals and
estimate their concentration. Some experimental
results show that the free radicals formed in
polypropylene (PP) after the PPspecimen is elec-
trically aged are in the form shown here, based
on absorption peaks in EPR spectrograms19:

CH3

•CH2 (    C     CH    )n CH2

The energy evolved due to electron trapping or
recombination events is dissipated in breaking
the bonds of macromolecules to form free 
radicals. The ends of the broken bonds with
unpaired electrons will act as acceptorlike elec-
tron traps. Harari20 has reported that electron
injection into SiO2 films at high fields results in
the creation of a high density of defects, which
behave as electron traps, close to the electron-
injecting contact. It is reasonable to think that
the structural defects produced by the decom-
position of macromolecules in polymers or by
the breaking up of the normal structure of SiO2

would result in the formation of traps.
A polypropylene molecule may be scissored

off by the bombardment of a hot electron into
the following radicals:

Electrical Aging, Discharge, and Breakdown Phenomena 521

CH3

CH2… …CH2CH

CH3

CH2CH

CH3

scissoring here

CH2CH

CH3

CH2CH

CH3

CH2CH

CH3

CH

CH3

CH2… …CH2CH

CH3

CH2CH

CH3

becoming

becoming

**

*

CH2CH

CH3

CH2CH

CH3

CH2CH

CH3

CH

CH3

CH2CHH

CH3

CHCH2

CH3

C = CH2

another scissoring

CH2… …CH2CH2 CH2CH2

scissoring here

CH2CH2 CH2CH2 CH2CH2 CH2

Similarly, a polyethylene molecule may be scissored into the following radicals.
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The two broken parts have free valences in the
form of unpaired electrons, which are generally
referred to as free radicals with the sign (*).
The radicals react readily with other atoms,
molecules, or radicals. They also act as accep-
torlike electron traps to capture electrons.21

The concentration of free radicals NR in PP
that has been subjected to an electric stress of
833kVcm-1 as a function of stressing time is
shown in Figure 8-5(a). That for a fixed stress-
ing time of 250 hours as a function of stressing
field is shown in Figure 8-5(b). These results
are in good agreement with the theory (see
Equation 8-8).

Infrared (IR) Absorption Spectroscopy
Infrared (IR) absorption spectra have been
measured before and after the PP specimens

were subjected to electrical stressing under 
an AC field of 833kVcm-1 for 75, 100, 250, 
and 500 hours. [The changes in the absorption
peaks occur mainly at 809, 841, 975 and 
998cm-1.8 The difference between absorption
peaks D after and Do before the specimen was
subjected to electrical stressing is denoted by
DD; it changes with the stressing time, as shown
in Figure 8-6. The peak at 809cm-1 is due to the
movement of irregular parts of the structure; 
the peak at 841cm-1 is due to the vibration of
double-bond vinyl groups; the peak at 975cm-1

is due to the vibration of tertiary methyl groups;
and the peak at 998cm-1 is due to the skeletal
vibration of macromolecular chains.8,18

These results indicate clearly that macro-
molecules have been dissociated into low-
weight molecules or radicals by electron
trapping and hot electron bombardment. This is
why the absorption peak at 998cm-1 decreases
and the peaks at 809, 841, and 975cm-1

increases with stressing time, as shown in
Figure 8-6. Electrical aging is caused by the
incessant dissociation of macromolecules and
the incessant creation of new traps in an elec-
trically stressed polymer.

If the tertiary methyl group, —CH2—CH2*,
and the double-bond vinyl group, R1R2 - C =
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CH-R2 (R1 and R2 are radicals), represent low-
weight radicals separated from the macromole-
cules,22 the sum of the relative peaks at 975
cm-1 and 841cm-1 (i.e., DDT = DD975 + DD841)
reflects the total amount of free radicals
formed. Figure 8-7 shows DDT as a function of
stressing time for PP specimens electrically
stressed at 833kV cm-1. The results are in good
agreement with the theory (see Equation 8-8).

Surface Potential Measurements
The principle and the method for surface poten-
tial measurements were described in Measure-
ments of Surface Potentials in Chapter 7.
Surface potential can be used to determine the
concentration of traps. The surface potential
measured for PP specimens prior to electrical
stressing, termed Vso, should reflect the con-
centration of originally existing traps. After the
specimens are subjected to electrical stressing,
the surface potential, measured again (termed
Vs), should reflect the concentration of total
traps, including originally existing traps and
newly stress-created traps. Thus, the increment
in surface potential DVs = Vs - Vso is directly
related to the concentration of the stress-created
traps. Figure 8-8 shows the increment of the
surface potential DVs for PP after it was elec-
trically stressed at 833kVcm-1, as a function of
stressing time.

To ensure that electrical aging is caused by
the increase of stress-created traps with increas-
ing stressing time, we have also studied the
effects of ultraviolet light–created traps (optical
aging) on the surface potential. The results are
similar, indicating that electrical aging and
optical aging produce the same effects, due to
the creation of new traps in the material. Again,
for a given electrical stress, N¢t increases 
linearly with stressing time, as predicted by
Equation 8-7.

Small Angle Scattering of X-Rays (SASX)
Spectroscopy
Structural defects created by electron trap-
ping and recombination events will produce
microvoids. To detect microvoids, small angle
scattering of X-rays (SASX) spectra have been
measured for PP specimens after the specimens
were subjected to electrical stressing at 833kV
cm-1 for various stressing times. There are two
major causes of small angle scattering: bound-
aries between the crystalline and the noncrys-
talline regions, and the existence of microvoids
in the specimen. In general, SASX due to the
second cause is much greater than that due to
the first cause, so SASX due to the first cause
may be ignored.19

Based on the analysis of SASX data using
the standard method,23,24 the concentration of
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microvoids and the distribution of their sizes
have been determined.18 Results for PP are
shown in Figure 8-9. The number and the size
of microvoids both increase with increasing
stressing time, indicating that the material
undergoes electrical aging. The large
microvoids may be the so-called low-density
domains referred by Kao.6 He has considered
the formation of low-density domains a neces-
sary prelude to the occurrence of electrical dis-
charge and breakdown, which are initiated by
impact ionization. Only in low-density domains
where the electron free path is large can impact
ionization take place. Naturally, the more struc-
tural degradation, the smaller the microcrys-
tallinity is. As a result, free volume increases
and the density of the material decreases with
increasing stressing time, as expected.

Lifetime Evaluation
The lifetime of an electrically stressed insulat-
ing material can be considered the time
required for the occurrence of destructive
breakdown at a given electrical stress. A typical
relationship between the breakdown strength Fb

and the stressing time (lifetime) for PP speci-
mens is shown in Figure 8-10(a). The higher the
electrical stress applied to the material, the

shorter its lifetime is. By calculating N¢t(crit)

based on Equation 8-8 for each set of Fb and t
from the data given in Figure 8-10 and then
plotting N¢t(crit)/A as a function of stressing time
in Figure 8-10(b), it can be seen that the value
of N i

t(crit)/A remains practically unchanged irre-
spective of Fb and t values chosen for break-
down measurements, where A is a normalizing
factor, which is a constant. It can be concluded,
therefore, that the lifetime of an electrically
stressed insulating material is the time required
for the concentration of new traps created by
electron trapping and hot electron bombard-
ments in the material to reach a certain critical
value N¢t(crit).
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Other Measurements
Thermally stimulated current (TSC), thermally
stimulated luminescence (TSL), and pulsed
electro-acoustic (PEA) methods were discussed
in Relaxation Times of Dipoles and the Ther-
mally Stimulated Discharge Current (TSDC)
Technique and Spatial Distributions of Trapped
Real Charges in Chapter 5. These methods can
be used to investigate electrical aging problems.
Several investigators have used the TSC and
TSL methods to study the concentrations and
energy levels of electron traps and luminescence
centers, and the PEA method to study space
charge distributions in electrically aged low-
density polyethylene (LDPE).25 These investi-
gators have reported that the total concentrations
of electron traps and luminescence centers
created by the applied electrical stress of 500kV
cm-1 increase with increasing stressing time.
Also, the net space charge in LDPE specimens
that have been electrically aged at 500kVcm-1

DC increases with increasing stress time. Their
findings on electrical aging phenomena are very
similar to those mentioned previously.

8.1.3 Remedy for Electrical Aging
To reduce the effects of electrical aging (in other
words, to increase the lifetime of an electrically
stressed material), we must inhibit the gradual
structural degradation process. As mentioned,
the major causes of this damaging process are
carrier injection from electrical contacts and the
subsequent energy evolved due to carrier trap-
ping and recombination. The following two
methods would serve the remedy purpose.

Emission Shields
The major function of emission shields is to
suppress carrier injection from the injecting
contact. Carrier injection efficiency depends
mainly on the potential barrier and the applied
electrical field near the injecting contact. The
applied field tends to reduce the height and the
width of the potential barrier, thus enhancing
carrier injection. An emission shield should be
chosen so that its potential barrier height is not
lower than the insulating material with respect

to the injecting contact and its permittivity is
higher than that of the insulating material. An
emission shield with a high potential barrier
and a high permittivity should be able to sup-
press carrier injection and increase the treeing
initiation voltage and breakdown strength.

It has been found that the coating of emis-
sion shields in polyethylene with a point-plane
electrode configuration, the initiation voltage
for electrical treeing in polyethylene is much
higher for the iron point electrode tip oxidized
(i.e. the tip covered with a thin oxide layer) than
that without.26 The iron oxide acts as an emis-
sion shield because the relative permittivity of
iron oxide is higher than that of polyethylene.

It has also been found that the effect of emis-
sion shields in polyethylene with a quasi-
uniform field spherical electrode configuration
using a mixture of BaTiO2 and polyethylene
(PE) as emission shields increases the break-
down strength.27 The relative permittivity of
this mixture can be adjusted by adjusting the
proportion of the two components: BaTiO2 and
PE. Table 8-1 shows the effect of this emission
shield. The experiment was carried out with
both spherical electrodes coated with emission
shields. The short-circuit breakdown with DC
prestressing means that the polyethylene speci-
men was first prestressed at a predetermined
field for three minutes. After that, the specimen
was short-circuited and then examined for
breakdown. Each of the breakdown data was
the average of at least 15 measurements.27

Silicon-incorporated polyethylene (SiPE)
has also been used as an emission shield. The
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Table 8-1 The increase in percent of the breakdown
strength of PE due to the action of emission shields.

Emission shield 50 Hz AC Short-circuit
coated on PE normal breakdown with
surfaces breakdown DC prestressing

BaTiO2 + PE 37.9% 34.5%
mixture with
eES = 3.4

BaTiO2 + PE 103.0% 46.0%
mixture with
eES = 7.9



SiPE films were fabricated by plasma poly-
merization in a gas mixture of ethylene and
silane. Four MIS configurations, shown in
Figure 8-11, were used for this study, the elec-
trode area and the specimen thickness being
1.13 ¥ 10-2 cm2 and 1000Å, respectively.28 For
the two-layer configurations, the thicknesses of
PE and SiPE were, respectively, 860Å an 140Å,
and the SiPE was fabricated in a gas mixture
with a volume ratio of SiH4/C2H4 of 0.066.
Using linear ramp voltages and with the A1
gate electrode negatively biased, the I–F curve
shifts very little from that of the pure polyeth-
ylene when the SiPE layer is in contact with the
A1 electrode, as shown in Figure 8-12. But with
the SiPE layer in contact with the p-Si substrate,
which is positively biased, the I–F curve shifts
a great deal toward high fields.28 It can be seen
that the SiPE layer acts as an emission shield
suppressing hole injection from the p-Si, thus
increasing the threshold field for hole injection
and the breakdown strength.

Obviously, the materials chosen for emission
shields depend on the insulating material and
the type of carrier injection to be suppressed.

However, based on the concept given here, an
emission shield with both the potential barrier
height and the relative permittivity higher than
those of the insulating material should effec-
tively suppress carrier injection. It has been
reported that an emission shield with a relative
permittivity of 4.16 made of a compound of
ethylene-vinyl acetate (EVA) and TiO2 effec-
tively suppresses electron injection to cross-
linked polyethylene (XLPE) power cables.29

Radical Scavengers
To reduce the continuous structural degradation
associated with the energy evolved due to trap-
ping and recombination of carriers injected
from electrical contacts, it is necessary to
reduce the concentration of deep traps or to
convert deep traps to shallow traps to reduce
the energy evolved. This can be achieved by
incorporating suitable dopants into the insulat-
ing material. In this section, we take insulating
polymers as typical insulating materials. The
dissociation of macromolecules by electron
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bombardment will form free radicals, leaving
behind broken molecular bonds that act as
acceptorlike electron traps. If the traps are deep
traps, an energy of the order of 3–4eV may be
evolved at each trapping event. This energy
may be large enough to break the molecular
bonds to form free radicals, which act as traps.

An electrically stressed insulating polymer
contains a large number of molecules with free
valencies in the form of unpaired electrons at
their endings. These unpaired electrons act as
acceptorlike electron traps. If a dopant can
satisfy such unpaired electrons, it may serve the
purpose of killing a deep trap and possibly pro-
ducing a new shallow trap. Denoting the mole-
cule with an unpaired electron (radical) as R*
and the dopant as M, the reaction between R*
and M may be as follows:

This may kill the deep trap due to R* and create
a new shallow trap due to RM*. A dopant may
also be dissociated into two new radicals R1*
and R*2 when it is dissolved into the polymer. If
this is the case, we may have

It is possible that R1* may combine chemically
with R* to form a compound RR1, leaving R*2
to act as a new shallow trap. Dopants that can
perform such a function would inhibit the activ-
ity of R*. This is why they can be called the
radical scavengers. Incorporation of such
radical scavengers into insulating polymers
would improve their dielectric properties and
extend their life expectancy. Several investiga-
tors have reported that the incorporation of 
suitable dopants, such as halogen comonomers,
into polyethylene increases the breakdown
strength.30,31 Here, we do not intend to review
all possible dopants for this purpose. Rather we
will use a simple example to demonstrate the
concept of radical scavengers.

One kind of dopant containing mainly phe-
nolic hydroxyl can serve this purpose. This
material consists of nonsymmetrical radicals
needing only a small activation energy to move

M R R

R R R RR R

Æ +
+ + Æ +

1 2

1 2 1 2

* *

* * * *

R M RM* *+ Æ
and to react with broken macromolecular bonds
to inhibit their activity. This implies that the
action of the dopants tends to stabilize the dis-
turbed region involving electron trapping and
recombination, inhibiting the broken molecular
bonds from acting as deep electron traps. For
polyethylene doped with phenolic hydroxyl,
the initiation voltage Vt for electrical treeing
increases with increasing dopant concentration,
as shown in Figure 8-13 (Electrical treeing will
be discussed in Section 8.2.) But such an
increase tends to become saturated. Further
increase in dopant concentration may even
produce a reverse effect. There is an optimal
concentration, which would give an optimal
result. It has also been reported that for low-
density polyethylene, the concentration of new
traps created by applied electrical stress of 
500kVcm-1 for a period of time is lower for the
specimens doped with 1% of phenolic hydroxyl
than that for the pure specimens.25

These remedies for electrical aging are anal-
ogous to the remedy for a person under a lot of
stress. To reduce the effects stress and extend
life expectancy, this stressed person should
reduce worries or convert big worries to small
ones. To do this, special drugs may be required.
Similarly, for electrically stressed insulating
materials, special materials are required to act
as emission shields and radical scavengers.
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8.2 Electrical Discharges

Electrical discharges involve processes by
which atoms or molecules become electrically
charged due to ionization by avalanches of hot
carriers, mostly starting in the medium of gas
state. Electrical discharges that do not bridge
the electrodes or any pair of electrical contacts
in an electrical system, are called partial dis-
charges. In fact, all partial discharges involve
gas discharges.32

In general, partial discharges can be classi-
fied into four types:

1. Corona discharges: These generally refer
to discharges occurring in the vicinity of a
sharp point or edge of a metallic contact,
or in the vicinity of a conducting particle
whose surrounding field is extremely high
due to divergent or inhomogeneous field
distribution, as shown in Figure 8-14(a).

2. Surface discharges: These discharges
occur on the surface of a dielectric mate-
rial, as shown in Fig 8-14(b).

3. Internal discharges: These discharges
occur in inclusions or cavities originally
existing in a dielectric material, or in low-

density domains or channels created due to
electrical stressing at high fields,6 as shown
in Figure 8-14(c).

4. Electrical treeing: Shown in Figure 8-14(d),
electrical treeing may be considered a com-
bination of corona and internal discharges.

All electrical discharges are detrimental to
dielectric materials. They may cause permanent
changes in chemical structure or in constituent
elements of the material’s molecules. In the fol-
lowing sections, we shall discuss the mecha-
nisms leading to partial discharges.

8.2.1 Internal Discharges
To aid the understanding of internal partial dis-
charges, we begin with a composite dielectric
system consisting of a gas layer and a dielec-
tric solid layer, as shown in Figure 8-15. In this
system, the dielectric constant of the gas (e.g.,
air) is lower than that of the solid, so the elec-
tric stress in the gas is higher than in the solid,
while the breakdown strength of gas is much
lower than the solid’s. Therefore, partial dis-
charges occur in the gas at a critical voltage
much lower than the breakdown voltage of the
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Figure 8-14 Four types of partial discharges: (a) corona discharges, (b) surface discharges, (c) internal discharges, and
(d) electrical treeing involving corona and internal discharges.



whole system. The voltage applied to the com-
posite dielectric system initiating electrical dis-
charge in the gas layer is called the discharge
inception voltage of the system Vi, which is
given by

(8-9)

where Vg is the breakdown voltage of the gas
layer; dg and ds are, respectively, the thick-
nesses of the gas and the solid layers; er is the
relative permittivity (or the dielectric constant)
of the solid layer; and the dielectric constant of
the gas layer is assumed to be unity. For ds /er =
0, we have Vi = Vg; the system reduces to a gas
gap between two metallic electrodes. The rela-
tionship between the breakdown voltage Vg and
the gap layer thickness dg follows Paschen’s
law, as shown in Figure 8-15. There is a
minimum breakdown voltage Vgo correspon-
ding to an optimal gas gap dgo. For the air gap,
Vgo and dgo are, respectively, about 325V and 7
¥ 10-3 mm at atmospheric pressure.33 For ds /er

π 0, the system is composite. For a fixed value
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of ds/er, Vi varies with Vg and dg, following
Equation 8-9. The optimal value of dg, for
which Vi becomes minimal, can be determined
by setting dVi /ddg = 0. Thus, we obtain

(8-10)

For a fixed solid-layer thickness, there is an
optimal value of dg, denoted by dg(min), which
corresponds to a minimum inception voltage,
denoted by Vi(min). According to Equations 8-9
and 8-10, both dg(min) and Vi(min) move toward
higher values as the solid-layer thickness is
increased.

Fundamental Features of Internal
Discharges in a Cavity
The gas layer in Figure 8-15 is analogous to a
gas cavity in a dielectric solid, as shown in
Figure 8-16, in which the region I is in the form
of a column enclosing the cavity. The actual
electric field (and hence the discharge inception
voltage) inside such a cavity depends on the
size and the shape of the cavity, the ratio of the
dielectric constant of the solid to that of the
cavity, and the content of the cavity. However,
cavity size and shape in practical insulation
vary to a great extent, and the cavity location is
quite random. Therefore, the minimum value of
the discharge inception voltage Vi(min) for a
given dielectric solid thickness should be used
as the criterion for the design of insulation
systems to ensure that internal discharge does
not occur at normal operating voltages.

Although it has been generally accepted that
the breakdown strength of a gas in a cavity
bounded by dielectric material is of about the
same order of magnitude as that between
equally spaced metallic electrodes,34–37 there
are many factors that can affect the breakdown
voltage of a gas cavity in insulation.38 Apart
from factors such as type of gas, gas pressure,
cavity wall conditions, etc., surface conductiv-
ity over cavity walls plays an important role in
the magnitude of discharge inception voltage.
Ionization in the gas cavity occurring at a
voltage across the cavity VA¢B¢ smaller than the
breakdown voltage of the cavity may give rise
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to charge accumulation on the surface of the
cavity. This tends to enhance the field in the gas
cavity in subsequent half-cycles when the insu-
lation system is subjected to AC field.38 A slow
rate of rise of applied voltage usually gives a
lower discharge inception voltage than a fast
rate of rise. It has also been reported that super-
position of an impulse on alternating voltage
may cause a considerable decrease in discharge
inception voltage compared to impulses alone
in polyethylene specimens.39

Other factors may also influence the break-
down voltage of the cavity, such as static
charges on the cavity walls produced by the
previous discharges, a semiconducting layer on
the cavity walls, contamination of gas content
in the cavity due to radicals evolved by previ-
ous discharges, etc. Metal splinters embedded
in the dielectric may affect the inception
voltage, because a metal splinter has sharp
edges around which the local field may be high
enough to initiate electrical discharges.

For cavities with sizes of the order of a few
microns and dielectric solid thicknesses larger
than 1mm, the discharge inception voltage due
to cavities may be higher than the initiation
voltage for electrical treeing, because the latter
involves a very high field at the point electrode.
Formulas for the ratio of the field inside the
cavity Fi to that outside the cavity Fo under a
uniform applied field for various, commonly
encountered cavity shapes are given in Table 
8-2.

Discharge Current Impulses, Recurrence,
Discharge Magnitudes, Discharge Energy,
and Power Losses

A commonly seen electrical discharge is the
lightning discharge across a huge gas gap
between two thick insulating air layers or
between a thick insulating air layer and the
ground. This discharge can penetrate a consid-
erable depth into insulating materials and 
possibly cause tremendous damage. This phe-
nomenon is analogous to the internal discharge
in a gas cavity in a dielectric solid, as shown in
Figure 8-16. The energy involved in a discharge
in a gas cavity depends on the energy stored in
the whole system before the occurrence of the
discharge. Its damaging effect is similar to that
of lightning discharge, but on a much smaller
scale.

The internal discharge, which involves ener-
getic particles (electrons and ions) continuously
bombarding the walls of the cavity and ultravi-
olet photon irradiation, gradually causes the
material to deteriorate. This deleterious effect
is directly related to chemical transformation
due to prolonged bombardment and irradiation
by energetic particles (e.g., burning the
polymer material and changing it into gas,
carbon, or another low-molecular weight 
substance).

The most common types of partial discharges
in polymeric insulation systems are internal
discharges in cavities (or voids), which are
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almost unavoidable in the material due to
imperfect manufacturing and handling
processes, and electrical treeing in low-density
domains or channels created by carrier injec-
tion from electrical contacts (electrodes) before
the occurrence of the electrical discharges.6 It
is likely that all internal discharges take place
in a cavity containing particles in gas form or
in a low-density region so that the electrons in
such a cavity or a region can have a mean free
path much larger than any in the dielectric solid
surrounding it.

To understand partial discharges, it is impor-
tant to understand electrical signals produced
by discharges in a gas cavity, because similar
signals may be produced by all types of dis-
charges. Since the breakdown strength in a gas
cavity or a low-density region is lower than in
the dielectric solid surrounding it, and since the
field in such a gas cavity or low-density region
is larger than that in the surrounding medium,
the breakdown of the cavity or the low-density
region occurs at a much lower applied field.

A discharge creates hetero–space charges
near the two opposite cavity surfaces perpendi-

cular to the field direction, so an internal inverse
field will be created in this direction opposite to
the applied field, making the net field inside the
cavity less than the discharge inception field or
equal to zero, thus extinguishing the discharge.
If the applied field continues to increase, reach-
ing such a value that applied field Fa minus the
inverse field Fr is greater than the discharge
inception field Fb of the cavity, then the dis-
charge will occur again.

On the other hand, if the applied voltage does
not continue to increase but remains constant,
the discharge will not occur again until all
space charges leak out and the inverse field
reduces to such a value that Fa - Fr = Fb and
the voltage across the cavity again reaches dis-
charge inception voltage. This is why the fre-
quency of discharge recurrence in DC cases is
much smaller than in AC cases for the same
magnitude of the voltage. The applied voltage
is constant for the DC cases, but it increases
with time in one half-cycle and reverses its
polarity in the following half-cycle in AC cases.
However, whether the applied voltage is DC,
AC, or impulse, the discharge current is in
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Table 8-2 The electric field inside the cavity for some common cavity shapes.

Item Cylinder Prolate Sphere Oblate Spheroid Disc
D << dg Spheroid D < dg D = dg D > dg D >> dg

Cavity Shape

Stress Factor 1 er

F1/Fo

with G < 1/3 with G = 1/3 with G > 1/3

F1 is the electric field inside the cavity.
Fo is the electric field outside the cavity.
er is the relative permittivity of the solid with the assumption that er = 1 inside the carity.
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pulse form. Usually, a discharge develops into
a spark if sufficient energy is available.

Next, we shall discuss partial discharges
under DC and AC voltage conditions.

Case 1: DC Voltage Conditions
In analyzing discharge current pulses,

voltage distribution, and discharge recurrence
frequency, we assume that the cavity shown in
Figure 8-16 contains gas and that the break-
down voltage follows Paschen’s law. The
cavity has a capacitance Cc and a parallel effec-
tive resistance Rc, which may be the combina-
tion of cavity surface resistance and discharge
channel resistance, both of which vary from
time to time during discharge. Cb is the combi-
nation of Cb1 and Cb2: Cb = Cb1Cb2/(Cbl + Cb2).
Rb is the combination of Rb1 and Rb2, (Rb = Rb1

+ Rb2) which are, respectively, the capacitance
and the resistance of the portion of the dielec-
tric specimen in series with the cavity. Ca and
Ra, are, respectively, the capacitance and the
resistance of the remaining dielectric specimen.
Ra and Rb are usually very large, and Rc may
become quite small after repeated discharges.
Since the size of a cavity is very small com-
pared to the whole specimen, Ca and Ra are
usually considered to be the capacitance and the
resistance of the whole specimen.

For simplicity, we will assume that the cavity
is a cylindrical cavity with a diameter D which
is larger than its length dg, and that it contains
a gas with the relative dielectric constant of
unity. If this cavity is embedded in a dielectric
material having a relative dielectric constant er

between two parallel plane electrodes with the
total thickness d, the voltage across the cavity
is given by

(8-11)

where V is the applied voltage across the two
metallic parallel plane electrodes. Under DC
voltage conditions, the voltage distribution is
determined initially by capacitances Cb and Cc,
and finally by Rb and Rc. During the transient
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period, the voltage distribution is determined
by the combination of both the capitances and
the resistance, as given by Equation 8-11. At
time t = 0+ just after the application of a DC
voltage with a finite rise time, Equation 8-11
becomes

(8-12)

which is the same as those cases under AC
voltage conditions. But, finally for t Æ •,
Equation 8-11 becomes

(8-13)

Since the time lag of breakdown in a short
air gap is very short compared to the variation
of the AC voltage at power or low frequencies,
there is practically no difference in breakdown
voltage of a gas cavity under AC and DC
voltage conditions. Suppose that a DC voltage
is applied across a dielectric specimen, which
is raised linearly to a voltage Vdc, as shown in
Figure 8-17, and that Vdc is just the threshold
voltage for the onset of a discharge, which is
referred as the discharge inception voltage Vi.
The voltage across the cavity Vc increases grad-
ually, following Equation 8-11. As soon as it
reaches the final value V¢dc, the cavity breaks
down, because in this case V¢dc = Vg, the break-
down voltage of the cavity. Once the discharge
occurs at t = t1, the discharge current id increases
rapidly to a peak value Id within a short time tr,
which is of the order of 0.2–1.0ns.

This portion of current is contributed mainly
by the flow of electrons generated due to the
discharge. After the current reaches its peak
value, it decays slowly to a value Ie. The decay
time td is of the order of 100ns, and the portion
of current during the decay time is due mainly
to ionic movement. At t = t1, the inverse voltage
Vr created by the separation of positive and 
negative charges increases rapidly, until its
value reaches a value Vg - Vr equal to the 
discharge extinction voltage Ve. Then the 
discharge extinguishes.

After discharge extinction, the charges left
behind in the cavity, particularly those on the
walls, can only be neutralized through conduc-
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tion processes. Since the conductivity of dielec-
tric solids is usually very small, it takes a long
time for the charges to leak out and for the
inverse voltage to reduce to zero, so that the
voltage across the cavity can regain its level Vg

for a second discharge to take place and the
whole process to repeat, as shown in Figure 
8-17. After the discharge extinguishes, the
voltage across the cavity will build up again,
following the equation39,40

(8-14)

in which

(8-15)

In general, ds > dg, Cc > Cb and Rc > Rb because
Rc is mainly the surface resistance of the cavity
when there is no discharge and all charges have
leaked out.
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From Equation 8-14, if Vdc = Vi, then theo-
retically it would take a very long time for Vc

to reach Vg = Vi[Rc /(Rb + Rc)] � VA¢B¢ again.
Practically, t2, as shown in Figure 8-17, does
not go to infinity before the occurrence of the
second discharge, because the threshold voltage
for the occurrence of subsequent discharges is
usually smaller than for the first discharge, or
V¢dc may sometimes go to a value slightly higher
than Vg. However, it takes a very long time
(which could be as long as a few hours to
several weeks), and under certain conditions it
may not happen again. This means that the dis-
charge recurrence frequency fr under DC stress-
ing conditions is very low if Vdc = Vi and usually
many orders of magnitude smaller than that
under AC stressing conditions at similar stress-
ing fields. This is why partial discharges under
DC voltage conditions have a much less dam-
aging effect on the life of the insulation systems
than under AC voltage conditions.

If the insulation system is subjected to over-
voltages, Vdc > Vi, or to a high temperature, then
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the time required for the occurrence of subse-
quent discharges t2 becomes much shorter. In
this case, from Equation 8-14, the discharge
recurrence frequency (the number of discharges
per second) is given by

(8-16)

where

(8-17)

and s is the conductivity of the dielectric solid.
Ve is assumed to be very small compared to V¢dc

and may be neglected in Equation 8-16. From
Figure 8-18 and Equation 8-16, it can be seen
that fr increases with increasing overvoltage.
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The higher the dielectric solid’s conductivity is,
the higher the recurrence frequency. This is
why fr increases with increasing temperature,
because s increases with temperature.

The discharge magnitude Qd is given by

(8-18)

since Ve is negligibly small and Ca >> Cb. In
Equation 8-18, Cb and Cc cannot be measured,
so the partial discharge magnitude cannot be
evaluated. However, we can measure Ca, which
is practically equal to the capacitance of the
whole test specimen because the cavity is very
small. The voltage drop across Ca during dis-
charge can be estimated by

(8-19)

The apparent discharge magnitude generally
used for the comparison of discharge magni-
tudes is
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(8-20)

which can be measured. The actual discharge
magnitude can be much larger than the appar-
ent one according to

(8-21)

which depends on the value of Cc.
The discharge current can be expressed as

(8-22)

which is the sum of individual discharges inside
the cavities; k denotes the particular discharge
at site k.

The energy dissipated per discharge is

(8-23)

and the mean power dissipated per discharge is

(8-24)

Case 2: AC Voltage Conditions
The equivalent circuit for a dielectric solid

containing a cylindrical disk-shaped cavity is
the same as that shown in Figure 8-16. The
voltage across the cavity without discharges is
simply given by

(8-25)

The voltage distribution is determined by the
capacitance distribution; the resistance distri-
bution may be ignored for AC voltage condi-
tions. In this case study, we shall confine
ourselves to cases involving only power 
frequency (50 or 60Hz) or low frequency AC
voltages.

If the peak value of the AC voltage is the dis-
charge inception voltage of the specimen
Vac(peak) = Vi and V¢ac(peak) = Vg, then the discharge
will occur at the peak. During the discharge and
after discharge extinction, an inverse voltage
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Q C V C Vad a a b g= =d will develop, opposing the applied voltage due
to the separation of negative and positive
charges left behind (in a manner similar to that
under DC voltage conditions). When the
voltage of the positive half-cycle decreases
below zero and just turns to the negative half-
cycle, the voltage across the cavity may
become -Vr - V¢ac = - Vr - Ve = -Vg, and a
reverse discharge will occur. This reverse dis-
charge will neutralize the space charge left over
by the first discharge during the positive half-
cycle, reducing the inverse voltage Vr to zero.
After that, the voltage across the cavity is prac-
tically equal to V¢ac, so as soon as V¢ac reaches
the peak value of the negative half-cycle, a third
discharge will occur, and so on, as shown in
Figure 8-19(a).

On the basis of the assumption that the
inverse field created by the separation of posi-
tive and negative charges produced by dis-
charges does not decay with time between
discharges, the minimum discharge repetition
rate (or the recurrence frequency) should be
four per cycle.32,41 The observed minimum dis-
charge repetition rate, however, is two per cycle
when Vac(peak) = Vi.42 The inverse field Fr, whose
direction is opposite to that of the applied field,
depends on the net charges accumulated on the
upper and lower cavity surfaces. Since these
charges will diminish, Vr will decay, and the
assumption that Fr is unchanged between dis-
charges is not physically realistic, particularly
for AC stressing voltages.

There are two ways for these charges to
diminish. One is due to leakage through con-
duction in the bulk of the dielectric solid, and
the other is due to recombination (or neutral-
ization) through diffusion of positive and neg-
ative charges in opposite directions along the
cavity wall and inside the cavity, as shown in
Figure 8-20(c). If the decay of Vr is taken into
account, the minimum discharge repetition rate
is two per cycle, as shown in Figure 8-20(b).
This is in good agreement with experimental
observation.

If the peak value of the applied voltage is
higher than the discharge inception voltage Vac

> Vi, and V¢ac > Vg, then as soon as Vc reaches
the breakdown voltage of the cavity Vg, a dis-
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charge occurs. Then Vc drops to the discharge
extinction voltage Ve within a time interval of
about 10-7 s.41 This time is so short that it may
be considered negligible compared to the dura-
tion of a half-cycle of the AC voltage.

After the discharge extinction at point a, as
shown in Figure 8-20(a) and (b), the positive
and the negative charges produced by this dis-
charge will create an inverse field Fr. Obvi-
ously, the distribution of these charges on the
upper and lower cavity surfaces varies follow-
ing the variation of the AC voltage. The charge
distribution at a is qualitatively illustrated in
Figure 8-20(a). In the rising portion of the pos-
itive half-cycle, the charges tend to move to the
center of the upper and lower cavity surfaces as
the voltage rises. In this case, the major channel
for the charges to diminish is leakage through
conduction in the bulk. The bulk conductivity
of the dielectric solid, such as polyethylene, is
extremely low. Thus, it would take a very long
time for the charges to diminish. During the
time from a to b, shown in Figure 8-20(a), the

total charges and hence the inverse field can be
assumed to be practically unchanged between
discharges. This is very similar to what happens
under DC stressing voltages. The charges under
a DC stressing voltage will be held on the upper
and lower cavity surfaces, and the only effec-
tive channel for them to diminish is leakage
through conduction in the bulk.

The situation is completely different on the
falling portion of the positive half-cycle and the
rising portion of the negative half-cycle just
prior to the occurrence of a discharge. Charges
accumulated due to discharges in the rising
portion of the positive half-cycle will diminish
much faster by recombination due to the move-
ment of positive and negative charges toward
each other along the cavity wall and inside the
cavity. The rate of charge diminution depends
on the rate of change of voltage in these por-
tions of the cycle. Therefore, Vr remains prac-
tically constant from a to b but decreases with
time from b to e just prior to the occurrence of
a discharge, as shown in Figure 8-20(a) through
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and (b) with the decay in cavity surface charge taken into account, a > 0.



(c). This may also be the reason that most
experimental results show discharges occurring
mainly in the first and the third quarter-cycles,
that is, on the rising portion of the positive half-
cycle and on the rising portion of the negative
half-cycle.43

When the peak value of the applied AC
voltage is larger than the discharge inception
voltage of the specimen, after the discharge
extinguishes at point 1, the voltage across the
cavity Vc increases again because V¢ac increases,
as shown in Figure 8-21. When Vc reaches point
2, Vc = Vg again, and a second discharge occurs.
At point 2, Vc = V¢ac - Vr, in which Vr = Vg - Ve

is the inverse voltage created by the cavity
surface charges produced by the first discharge.
Now, the second discharge also produces an
inverse voltage Vr = Vg - Ve, so at and beyond
point 2, the total inverse voltage Vr = 2(Vg - Ve).
Since Vr is so high, a third discharge will occur
when (-Vr + V¢ac) = -Vg. This occurs at point 3
with the discharge current in reverse direction,
as shown in Figure 8-21. Following the same
process, we can predict when the fourth, fifth,

sixth, and so on discharges will occur and what
polarity of the discharges will be.

Once a discharge occurs, the positive and
negative charges move separately in opposite
directions, following the field toward the upper
and lower cavity surfaces. The amount of the
charges that can be deposited firmly on the 
surfaces or trapped in surface states is
time–dependent, because the first layer of
charges arriving at the surfaces tends to repel
the subsequent oncoming layers of charges,
slowing their landing on the surfaces. Charge
deposition is a time-dependent process, similar
to dipole alignment and internal charge separa-
tion.44 Before being trapped, the charges might
remain relatively free entities on the surfaces for
a short period. These charges should be quite
free to move either tangentially along the cavity
surfaces or normally in the space inside the
cavity. It is likely that within the time between
two discharges, most charges created by the dis-
charges are still relatively free to move.

The literature on surface charge transport in
polymers is scarce. However, it should be noted
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that the behavior of the charges produced by a
discharge in the cavity under a time-varying AC
field is different from the behavior of those pro-
duced by a corona discharge near a polymer
surface without bias or under DC fields.
Although there is currently no direct experi-
mental evidence for surface charge behavior
under time-varying fields, it is reasonable to
believe that time is required for the discharge-
produced charges to land on the cavity surfaces
and to become trapped in surface states, and
that within the time between two discharges a
certain amount of charges is free to move.

It is assumed that the charge distribution
remains practically unchanged from a to b and
that the rate of charge diminution or the rate of
inverse voltage decay during the time interval
Dt from b to e, shown in Figure 8-20(b), follows
a simple relation

(8-26)

where Vro is the inverse voltage at the point Vr

starts to decay and K is a constant determining
the rate of decay. For mathematical simplicity,
the applied AC voltage during the time interval
Dt is assumed to vary linearly with time by
approximation and A + B < Vg - Ve, as shown
in Figure 8-21. On the basis of these assump-
tions, we have derived an approximate expres-
sion for the discharge repetition rate fr (the
number of discharges per cycle for power fre-
quency of 60Hz):

(8-27)

where

(8-28)

and Vo is the peak value of the applied voltage
across the cavity. For convenience, Equation 8-
27 can be rewritten as
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(8-30)

When K = 0 and hence a = 0, Vr does not decay
with time and Equation 8-29 reduces to Equa-
tion 8-30, which is the conventional expression
generally used.32 It can be seen from Equation
8-30 that if a = 0, fro is at least equal to or larger
than four per cycle. However, when K > 0, fr is
always less than fro.

For simplicity, we will take a case with A +
B = 0 as an example. In this case, Equation 8-
29 can be approximated to

(8-31)

where

(8-32)

Equation 8-31 clearly indicates that as K
increases, fr decreases. For 0 < Kt2 < 1, we have
fro > fr > fro/2. This implies that the minimum
repetition rate can be only one-half the rate pre-
dicted by the conventional expression (Equa-
tion 8-30) and explains why for this case, with
Vo - Ve � 2(Vg - Ve), the steady-state repetition
rate is six per cycle41,42 rather than eight per
cycle, as predicted by Equation 8-30. This can
also explain why the number of discharges
occurring in the rising portions of an AC cycle
is larger than that occurring in the falling 
portions.44

Cavity surface resistance will change after
prolonged exposure to discharges due to chem-
ical contamination by the radicals produced by
discharges.45,46 This change in surface resist-
ance tends to reduce the voltage across the
cavity if the applied voltage across the test
specimen remains unchanged. This will reduce
fr, because fr increases with increasing applied
voltage across the cavity. However, the change
of surface resistance after prolonged exposure
to discharges is quite different from that caused
by charge movement and recombination, which
varies with time in the falling portions of the
cycles. It is the charge movement and recom-
bination that really controls the discharge rep-
etition rate.
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The discharge magnitude Qd is

(8-33)

since Ve is negligibly small and Ca >> Cb. In
practice, the extinction voltage in most dielec-
tric solids is from 0 to about 25% of the break-
down voltage of the cavity Vg. Since Cb cannot
be measured and Ca can be measured, the
apparent discharge magnitude is generally used
for comparison purposes. During discharge, the
voltage drop across Ca can be evaluated by

(8-34)

since Vg > Ve and Ca > Cb. The apparent dis-
charge magnitude is thus

(8-35)

From Equations 8-34 and 8-35, it can be seen
that the actual discharge magnitude can be
much larger than the apparent discharge 
magnitude.

The energy dissipated per discharge is given
by

(8-36)

The discharge inception voltage Vi is usually
assumed to be the peak value of the AC voltage.
Thus, in terms of the effective value (r.m.s.
[root-mean-square] value), Equation 8-36
becomes

(8-37)
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Discharges take place not just at one site, but at
many different sites in the cavity, thus creating
transverse fields along the cavity surfaces. Dis-
charge recurrence processes will be affected by
the charge transfer from one discharge site to
another. Furthermore, consecutive discharges
may also differ in size.

8.2.2 Electrical Treeing
Point–plane electrode configuration for the
study of prebreakdown phenomena is used
mainly to simulate the surface irregularities in
high-voltage insulation systems, such as power
cables, for quality-control evaluation. Internal
partial discharge is a prebreakdown phenome-
non. Partial discharge progresses through the
material, producing damage paths, which look
somewhat like a tree. This is why this phe-
nomenon is sometimes called electrical treeing.
We have mentioned that partial discharges may
not start in the already existing voids inside the
insulating material, particularly when the voids
are very small. Partial discharges in this case
may be initiated by other mechanisms. Here,
we shall discuss the possible mechanisms.

Prebreakdown Disturbances and 
Light Emission
Using a Schlieren optical system,47 several
investigators have observed a prebreakdown
disturbance phenomenon in condensed dielec-
tric materials using a divergent field
point–plane electrode configuration.48–52 For a
point–plane electrode configuration, the elec-
tric field at the point in the absence of space
charge may be estimated from the relation

(8-38)

where V is the applied voltage, r is the tip radius
of the point electrode, and d is the gap length
between the point and the plane.38,53

Point–plane electrode configuration is a good
configuration for studying the development and
behavior of disturbances at various fields from
the highest field at the point to the lowest field
at the plane. The Schlieren technique is a
simple method for detecting any phenomenon
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involving a change in refractive index.47 Thus,
any prebreakdown phenomena can be observed
using this technique, because these phenomena
always involve changes in refractive index.
Figure 8-22 shows the experimental arrange-
ment of the basic Schlieren optical system and
the test sample chamber for the observation of
prebreakdown phenomena.

In low-viscosity dielectric liquids, electrical
discharge or breakdown is always preceded by
the growth of a disturbance whose refractive
index is lower than that of the surrounding
medium.48–52 A great deal of work on prebreak-
down phenomena has concentrated on liquids
of low viscosities. However, a few studies have
reported on high-viscosity epoxy fluid51 and on
polyethylene at 145°C (liquefied polyethyl-
ene).52 Polyethylene is a typical insulating
polymer widely used for insulation in many
engineering systems and apparatus. Here, we
will present only the results on liquefied poly-

ethylene as an example to demonstrate the con-
sistency of observations with theory. These
results may hint that a similar phenomenon may
occur in all solid insulating polymers.

Figure 8-23 shows photographs of distur-
bances in electrically stressed polyethylene at
145°C (liquefied polyethylene). The refractive
index of such disturbances has been measured
experimentally to be smaller than that of the
surrounding medium, indicating that the distur-
bances could be low-density regions (domains)
which may be formed by large microvoids
caused by electron trapping and recombination,
as was discussed fully in Section 8.1. To
develop an observable disturbance requires
time, because such disturbances would not
happen until the concentration of free radicals
or the degree of structural degradation has
reached a certain critical level. This is why to

time is required after the application of the
stressing voltage for the appearance of a 
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disturbance at the point electrode, as shown in
Figure 8-23. The disturbance can be considered
an entity with a dielectric constant (or refrac-
tive index) lower than its surrounding medium.
Thus, there is a tendency for this entity to move
from the high-field region at the point to a low-
field region at the plane (see Electromechanical
Effects in Chapter 2).

Using an image intensifier, investigators
have observed light emission near the tip of the
point electrode for a point–plane electrode con-
figuration in electrically stressed insulating
materials, such as hydrocarbon liquids,54,55

alkali halide crystals,56 and polymers.52,57–60

This phenomenon can be attributed to the fact

that after the formation of low-density regions,
impact ionization may occur in these regions
because the electrons can have a larger mean
free path to gain sufficient energy from the field
near the point electrode. Once impact ioniza-
tion occurs, recombination of positive and 
negative charges will follow. It is the radiative
recombination of positive and negative charges
that produces light emission.

Mechanisms and Characterization of
Electrical Treeing
Electrical treeing has two distinct phases: the
tree initiation phase, during which no
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Figure 8-23 Photographs of the low-density regions in polyethylene at 145°C taken at t after the first appearance of the
disturbance, which requires time to after the application of the stressing voltage: (a) 6.5 kV AC (60 Hz, rms), to = 31 min,
(I) t = 1 s, (II) t = 3 s, (III) t = 5 s; (b) 10 kV DC (negative point), t0 = 25 min, (I) t = 0.5 s, (II) t = 4 s, (III) t = 7 s; (c) 10 kV
DC (positive point), to = 23 min, (I) t = 1 s, (II) t = 5 s, (III) t = 9 s.



detectable partial discharge appears, and the
growth phase, during which the tree propa-
gates. It has been reported that luminescence
occurs during the initiation phase.58–60 This
indicates that a low-density region has been
formed in the initiation stage because of the
very high field at and near the point electrode
tip. Heavy carrier injection from the point elec-
trode to its vicinity results in the creation of 
the low-density region and the occurrence of
impact ionization there, leading to the appear-
ance of luminescence due to carrier trapping
and recombination. This process will finally
develop thermal instability in that region and
extend from the electrode tip to a point where
the electric field becomes so low that impact
ionization ceases. This is the process by which
a tree is formed.

The voltage required to initiate the formation
of a tree, referred to as the tree initiation
voltage, is usually measured as the mean 50%
initiation voltage Vt. The value of Vt is deter-
mined by the following test procedure: The test
is carried out with groups, each consisting of 10
or more specimens, using the electrode config-
uration shown in Figure 8-24(a). Different
groups are electrically stressed at different
applied voltages—one group at one voltage—
for a period of one hour. After the stressing

period, each specimen of each group is opti-
cally examined with a microscope. The per-
centage of the specimens exhibiting treeing (P)
at various stressing voltages is plotted versus
the applied stressing voltage, as shown in
Figure 8-24(b). When a line is drawn at P =
50%, the interception of this line with the
plotted curve defines the mean 50% initiation
voltage for electrical treeing Vt, as shown in
Figure 8-24(b). Vt depends on the material and
the radius of curvature r of the point electrode
tip, the electrode separation d, and the form of
the applied stressing voltage.

Some Special Features of 
Electrical Treeing
After the formation of a low-density region,
impact ionization may occur in the region only
when the field, the mean free path, and the ion-
ization energy of the radicals in the region are
in appropriate values. Electrons travel from the
electron-injecting point electrode in a divergent
field in the low-density region and produce
impact ionization. The avalanche may propa-
gate to a point at which the field is not high
enough for the electrons to gain sufficient
energy to cause impact ionization. There, dis-
charge ceases to form partial discharge 
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for electrical treeing, Vt.



(electrical treeing). The breaking of bonds by
hot electrons also creates more electron traps
prior to the formation of low-density regions,
because of the creation of a high density of
structural defects. Harari20 has reported that
high field and high electron injections into SiO2

films just prior to breakdown result in the gen-
eration of a very high density of defects, which
behave electrically as stable electron traps,
close to the injecting contact.

It is well known that electrical treeing is a
main cause of breakdown of cables insulated
with polyethylene (PE) or with chemically
cross-linked polyethylene (XLPE). Electrical
treeing has been observed in many insulating
materials other than the polyethylene-based
polymers, including rubber, resins, polymethyl
methacrylate (PMMA), etc. Because of the ease
of direct visual observation, however, transpar-
ent or translucent materials (such as PMMA
and in particular PE) are always chosen for
experimental studies.

The shape of an electrical tree depends on 
the magnitude of the applied stressing voltage,
the waveform of the stressing voltage, the fre-
quency of the AC voltages, and the structure
and treatment of the material under investiga-
tion. Electrical trees may look like dendrites,
branchlike or bushlike trees, spikes, strings, or
bow ties. There is a great volume of literature
dealing with various patterns of trees, tech-
niques for investigating the initiation, growth
and inhibition of treeing, and in particular, tech-
nical data for industrial use.61–68 Here, we shall
discuss briefly some significant features of
electrical treeing in PE.

Table 8-3 shows the mean 50% tree initiation
voltage Vt and breakdown voltage Vb for PE. It
can be seen that both Vt and Vb are much lower
for AC voltages (50Hz) than for DC voltages.
For DC voltages, both Vt and Vb for the posi-
tive point are lower than for the negative
point.69 When the point is negative, electrons
injected from the point move in a divergent
deceleration field and quickly become trapped.
These trapped electrons will immediately form
a homo–space charge, tending to reduce the
effective field at the injecting contact, sup-
pressing further electron injection. At the same
time, free radicals are created due to the release

of the energy from the trapping. This process
will continue until the concentration of free 
radicals reaches a critical value. Then, a low
density region will be formed and electron
impact ionization will take place there, leading
to the appearance of luminescence due to
recombination and initiating the growth of elec-
trical trees.

When the point is positive, the holes injected
from the point also move in a divergent decel-
eration field, but they can travel a longer dis-
tance before being trapped because of their
higher mobility in the valence band. Thus, the
trapped hole space charge is not very close to
the injecting contact, so the efficiency of sup-
pressing further hole injection is not as good as
when the point electrode is negatively biased.
Furthermore, any electrons appearing near the
positive point or near the path of hole move-
ment will be accelerated in a convergent field.
The action of both holes and electrons will
promote the energy released due to their recom-
bination and trapping, causing structural degra-
dation more effectively.

When the point electrode is negatively
biased, the electrons will be decelerated in a
divergent field away from the point electrode,
demoting impact ionization. This is why tree
initiation voltage is lower and tree penetration
length is longer when the point electrode is pos-
itively biased than when it is negatively biased.
Figure 8-25 shows the patterns of electrical
trees. The tree is highly ramified when the point
electrode is negatively biased, and it is highly
extensive when the point electrode is positively
biased.70 It should be noted that the probability
of the formation of a low-density region near
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Table 8-3 Vt and Vb of polyethylene under DC and AC
voltages between point–plane electrodes.

DC (kV) AC (kV)

+ Point - Point

Vt 37 54 6
Vb 39 100 33

The radius of the tip of the point electrode r = 4 mm, the
gap length d = 4 mm, and the rate of rise of the applied
voltage = 2 kV/s.



the point electrode tip is highest because chem-
ical bonding is weakened at high fields.71,72

For AC voltages, holes injected from the
point electrode and captured by traps during the
positive half-cycle will be recombined by 
the electrons injected from the point electrode
during the negative half-cycle. Thus, the
process of forming a low-density region in the
vicinity of the point electrode is much more
efficient under an AC field than under a DC
field. This is why Vt and the breakdown voltage
Vb under AC fields are much lower than under
DC fields.

Inhibition of Electrical Treeing
The initiation of electrical treeing is associated
mainly with nonuniform field distribution,
which leads to carrier injection from sharp
contact points and edges, and subsequently to
energy evolved due to trapping and recombina-
tion. This results in structural degradation and
the creation of low-density regions. To inhibit

electrical treeing, it is necessary to suppress this
degradation process. Based on the causes of
electrical treeing, the following methods may
be used to inhibit its development:

• The use of emission shields to suppress the
carrier injection: It has been found that with
a point–plane electrode configuration, the
initiation voltage for electrical treeing in
polyethylene is much higher for the iron-
point electrode tip that is oxidized (i.e.,
covered with a thin oxide layer) than not,
because the iron oxide acts as an emission
shield to suppress carrier injection.26,27

• The use of suitable additives mixed with the
polymer to improve nonuniform field distri-
bution: Acetophenone has been used to dope
polyethylene with the aim of increasing the
effective electrical conductivity to improve
field distribution. The major effect of addi-
tives in polyethylene is that electrical con-
ductivity becomes strongly field dependent:
the higher the field, the higher the conduc-
tivity. This, in turn, makes the field more
uniform and increases the initiation voltage
for electrical treeing.73 However, this method
has one important shortcoming: It creates
electrical losses due to the increase in overall
conductivity of the insulating polymers.

• The use of radical scavengers to reduce
structural degradation: Since electrical
treeing is an electrical aging process, the
remedies for electrical aging can be used to
inhibit electrical treeing (see Section 8.1.3).

There are other approaches, most using addi-
tives. Some additives are used to capture ener-
getic electrons chemically; some are used to
slow down the growth of discharge path elec-
trically. Numerous compounds have been
reported and patented to inhibit electrical
treeing. However, their theory is complicated
and still obscure, so we will not deal with them
here. For more information, see references.61,67

Electrical Treeing Initiated by Water Trees
Since the penetration of moisture into organic
materials increases in the presence of an elec-
tric field, water trees usually grow from points
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Figure 8-25 Electrical treeing in polyethylene with a
point–plane electrode configuration (a) when the point is
negative in polarity and (b) when the point is positive in
polarity.



of high electrical stress, following the direction
of the electric field into the surrounding insula-
tion. It is well known that organic polymers are
permeable to penetration by gas and moisture
vapor. Water trees usually appear diffuse and
often can be made to disappear by heating.
Obviously, the presence of water trees can lead
to the development of electrical trees, which
may cause ultimate failure of the insulation
system.

8.2.3 Surface Discharges and 
Corona Discharges
Both the surface and the corona discharges
involve external discharges, implying that such
discharges are associated mainly with gas dis-
charges. These discharge phenomena lie
outside the scope of this book, and therefore we
shall not deal with this subject, but it is worth
mentioning some of their features.

Surface discharges may occur when there
exists a component of electric field parallel to
the dielectric surface high enough to cause dis-
charges. Usually surface discharges occur at the
edges of electrical contacts. The behavior of
surface discharges is similar to, though usually
more complex than, that of internal discharges.
There are many sites on the surface that may dis-
charge at about the same voltage. Similar to
internal discharges, surface discharges are inter-
mittent. It can be imagined that external dis-
charges can give rise both to surface breakdown
and to penetration of the dielectric specimen.
Surface breakdown means the development of a
conducting channel between two electrical con-
tacts on the dielectric surface. Surface break-
down may be divided into flashover and
tracking. Flashover essentially involves a gas
discharge but does not necessarily impair per-
manently the insulating properties of the
surface. Tracking essentially requires a con-
ducting channel on the dielectric surface, which
would suffer damage in the tracking process.

Corona discharges occur around sharp points
or edges at high voltages in air or other gases.
They occur more readily at the negatively
biased point electrode than at the positive one.
For AC voltages, they occur often during the

negative half-cycle of the sinusoidal wave. For
a point–plane electrode configuration in gas,
corona discharges occur near the point, result-
ing in the formation of a positive ion space
charge in the vicinity of the point. The positive
ions may impinge the point electrode, releasing
more electrons. According to the Townsend gas
breakdown mechanism, this would produce a
cloud of positive ions near the point and nega-
tive electrons away from the point, gradually
forming a cloud of negative ions due to the
attachment of the electrons to oxygen mole-
cules. During the discharge process, radiation
due to recombination takes place, producing
photoionization toward the point and extending
the ionized region laterally until the cathode
spot is formed, from which the corona discharge
emanates. This process will go on until enough
negative space charge is accumulated to reduce
the field near the point to a value too low to
produce further ionization. Then, the discharge
extinguishes. After extinction, the negative
space charge moves to the positive plane elec-
trode and becomes neutralized there. Then, the
electric field rises, and the next discharge starts.

If the plane electrode is metallic, there are no
deep traps on the electrode surface. Charges on
it can move freely, so a discharge that takes
place in an air gap between two metallic elec-
trodes will release all the charges on the metal-
lic electrode surfaces. Therefore, only one
spark channel can be formed for each dis-
charge. On the contrary, a dielectrode surface
has a high surface resistance. The charges
stored on the surface are sufficient to produce
a high field along the surface. With an air gap
between metallic and dielectric electrodes,
surface charges cannot be released by a single
discharge. Therefore, several discharges may
occur simultaneously on different sites of the
dielectric surface.

With an air gap between metallic plane and
dielectric plane electrodes, Friedlander and
Reed74 have studied corona discharge phenom-
ena using a metallic plane electrode covered
with synthetic-resin bonded papers as the
dielectric electrode. When the dielectric elec-
trode is at the negative polarity, the positive
charges left on the dielectric surface after a
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spark discharge create a tangential field,
causing electron avalanches over the dielectric
electrode surface, propagating toward the main
spark discharge channel end on the surface.
When the dielectric electrode is at the positive
polarity, the electrons in a spark discharge
channel reaching the dielectric surface will
become trapped and form a negative surface
charge, which creates a tangential field on the
surface, tending to drive electrons away from
the main spark channel end. These phenomena
are shown schematically in Figure 8-26.
However, the surface field created by trapped
charges on the dielectric electrode surface tends
to distort the applied field. This enhances the
possibility that more discharges will occur
simultaneously at other sites on the surface.

When corona discharges do not reach the
surface of the dielectric material, the discharge
may attack the material indirectly by forming
ozone or other aggressive products. When the
discharges reach the surface of the material,
however, they may produce tangential fields on
the material surface, resulting in surface dis-
charges. In this case, the effect is similar to that
of surface discharges mentioned earlier.

8.2.4 Detection of Partial Discharges
Electrical discharges are always accompanied
by the production of one or more of the 
following phenomena: electric impulses, light,

heat, excess dielectric losses, gas pressure,
noise, and chemical transformation. All tech-
niques for discharge detection are based on the
detection of one of these phenomena, so the
sensitivity of a detection technique depends on
the type of discharge. For example, if the dis-
charge produces strong light and the light signal
can easily be detected externally, then the light-
detection technique should be adopted. On the
other hand, if the discharges produce large elec-
tric current impulses, then a technique based on
electric-impulse measurements should be used.
Since the sensitivity required for detecting elec-
trical signals is much higher than for detecting
nonelectrical signals, the most commonly used
detection techniques are based on the detection
of electric current impulses or charges, unless
the location of the high-voltage apparatus to be
examined is inaccessible by electrical contacts,
such as discharges in power transmission line
insulators. In this case, infrared detectors are
generally used. Partial discharge characteristics
are important in determining voltage ratings
and in choosing suitable insulating materials
for particular apparatus and systems under a
certain environmental condition. Many tech-
niques can be used to detect partial discharges;
this subject lies outside the scope of this book.
Here, we will describe as an example the basic
principle of one of the most commonly used
techniques for detecting discharges under AC
voltage conditions.
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Figure 8-26 Schematic diagrams illustrating Lichtenberg figures of surface discharges on a dielectric electrode surface:
(a) the dielectric electrode at negative polarity and (b) the dielectric electrode at positive polarity.



An internal partial discharge causes an
increase in capacitance of the dielectric speci-
men. Since discharges are associated with only
a small magnitude of charge, it is necessary to
filter out the normal components of current and

voltage so that the discontinuous phenomena
can be detected. The basic circuit of the dis-
charge detector developed by Mole and 
Robinson75 is shown in Figure 8-27(a), in
which C1 is the blocking capacitor, C2 is the
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Figure 8-27 (a) The basic discharge detector circuit and (b) the typical discharge pattern and discharge location for inter-
nal discharges in cavities embedded in dielectric solids.



specimen being tested, R1 is a fixed resistor, and
R2 and C3 are, respectively, the adjustable 
resistor and capacitor.

The origin of the discharges may be deter-
mined on the basis of the discharge patterns
observed. The phase angle and the polarity of
an AC voltage at which a discharge occurs 
are the basic parameters for forming various
discharge patterns. Two sinusoidal waves of the
same frequency produce a Lissajous figure,
which may be a straight line, an ellipse, or a
circle, depending on the phase and the magni-
tude of the two waves. The basic principle of
the detector is based on this concept by super-
posing the discharge pulses on a 60HzAC
elliptic time base and displaying them oscillo-
graphically. The discharge magnitude is deter-
mined by injecting a known calibration pulse
into the tuned circuit and adjusting the pulse to
give the same response as the discharges. The
location and characteristics of the discharge
patterns can be used to distinguish the origins
of the discharges.

For example, internal discharges in cavities
embedded in a dielectric solid specimen give
the discharge pattern and location, as shown 
in Figure 8-27(b). In this case, the discharge
pattern is symmetrical and stationary. Dis-
charges appear suddenly when the stressing
voltage reaches a threshold value. The dis-
charge magnitude increases rapidly, but this
increase gradually diminishes as the voltage is
increased.

When a discharge occurs, a fall of voltage
suddenly occurs of a value qc /C2, where qc is
the charge neutralized by the discharge. This
voltage decays according to the relaxation time
t, which is given by

(8-39)

Only a small portion of the total voltage can
usually be permitted across the low voltage arm
R1, so R1C1 is usually small. Therefore, t is of
the order of, say, 10-5 sec. If an amplifier and
oscilloscope are used, which respond to fre-
quencies from zero to well beyond 1/t, then
even a steep pulse can be recorded. For details
about discharge detectors, see references.32,76
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8.3 Electrical Breakdown

Before going into this subject, it is worth
reviewing briefly the mechanisms of electrical
conduction and breakdown in gases, because
there are similarities in the breakdown
processes of gases and solids. Generally, for
experimental studies of electrical breakdown
phenomena, we measure the current–voltage
(I–V) characteristics of a specimen up to 
the final destructive breakdown, whether the
dielectric material is in gas, liquid, or solid
phase. We shall start with gases.

8.3.1 Electrical Breakdown in Gases
The typical I–V characteristics of gases under
normal temperature and pressure conditions are
shown in Figure 8-28. In this figure, OA repre-
sents the current produced by the charge 
carriers already existing in the gas gap due to
photoionization by photons from cosmic rays
or other natural sources, and also to photo-
emission of electrons from the cathode. The
electrons may be partly attached to gas mole-
cules, forming negative ions. The current may
be space charge–limited if the amount of the
emitted electrons from the cathode is large. AB
represents a current saturation region in which
the current reaches a plateau. In this region, all
charge carriers supplied to the gap from all
sources are collected at the cathode and the
anode. The external x-ray irradiation on the
cathode produces additional current, so Io2 - Io1

is the portion of current contributed by the 
x-ray irradiation. BC represents the current
region, in which the increase in current is due
to the carrier multiplication process associated
with electron impact ionization.

When a sufficiently high field is applied 
to the electrodes, there are two types of dis-
charges: non–self sustaining and self-
sustaining. In the former, an initial source of
electrons for ionization is required; in the latter,
such an initial source of electrons is not neces-
sary because electrons can be produced by the
processes associated with intense ionization.
Breakdown occurs when a non–self sustaining
discharge makes a transition to a self-
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sustaining discharge. The transition is very
rapid and generally accompanied by a spark or
light emission.

Once a self-sustaining breakdown occurs,
the voltage across the gas gap drops (if the gas
gap is connected in series with a resistance), 
as shown in Figure 8-28. This indicates that 
the gas becomes a high-conductivity material,
which is a kind of plasma involving collisions
of electrons, ions, and photons with gas 
molecules and electrodes. The most important
process required to cause destructive break-
down is the feedback process leading to the 
formation of a self-sustaining discharge.

Impact ionization by electrons is necessary
prior to destructive breakdown, but this process
alone is not sufficient to cause breakdown. In
fact, a non–self sustaining impact ionization
avalanche is a nondestructive breakdown
process; avalanche breakdown in p–n junction
semiconductor devices and impact ionization in
p-i-n semiconductor devices are, in fact, based
on this nondestructive carrier multiplication
process.

In the BC region in Figure 8-28, the rate 
of current increase from B onward increases
rapidly with increasing applied voltage. This is
the process of field-enhanced impact ionization
by electrons, generally referred to as the a
process; a is known as Townsend’s first ioniza-
tion coefficient, defined as the average number
of ionizing collisions by one electron per unit
length in the direction of the field. Obviously,
a is a function of the cross-section for ioniza-
tion, which depends on the density of gas 
molecules (or the gas pressure p), and of the
average electron energy, which depends on the
applied field F (or the energy gain, which is
qFl, where l is the mean free path). Since a
depends on p and F, the simple and convenient
way to express the relation between a and F is

(8-40)

where A is a constant characterizing a satura-
tion value for a/p at large values of F/p and 
B is a parameter proportional to an effective
ionization potential for the ionization process,

a p f F p

A B F p

=
= -

( )

exp( )
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Figure 8-28 Typical current–voltage (I–V) characteristics of gases between two parallel plane metallic electrodes under
normal temperature and pressure conditions with and without x-ray irradiation on the cathode.



including excitation losses, etc.33,77,78 Equation
8-40 is valid only for a limited range of F/p.

Typical experimental results of a/p as a 
function of F/p are shown in Figure 8-29. The
experimental maxima of a/p are of the order of
10 ion pairs/cm,mmHg, which correspond to
the maxima of the ionization efficiency that
occurs at the energy range of the primary elec-
trons between 80 and 120eV.78 This implies that
the concept that ionization efficiency is larger
for gases with lower ionization potential is not
generally true, because the ionization efficiency
depends on F/p.

Several factors cause the occurrence of the
maxima of a/p, including the following:

• The disturbance of the electric field by space
charges causes a to vary from point to point
in the discharge path.

• The probability of ionization by an electron
with energy larger than the ionization energy
is not unity. In fact, only a fraction of all col-
lisions with the ionization energy produces
ionization, because some inelastic collisions

produce only excited atoms or molecules,
which lowers the value of a.

• The number of collisions made by an elec-
tron is much larger than l-1 per unit length
of its moving in the direction of the field,
because many collisions are elastic.

As mentioned earlier, a feedback process is
required to produce a self-sustaining discharge
leading to destructive breakdown. There are
two major self-sustaining discharge mecha-
nisms: the Townsend mechanism and the
streamer mechanism. These mechanisms will
be discussed separately.

Townsend Discharges
Avalanches by one or more primary electrons
starting from the cathode will not cause self-
sustaining discharge. They produce only a high
current, according to the following relation:

(8-41)

where Io depends on the number of initial
primary electrons available at the cathode. 
The Townsend discharge is one type of self-
sustaining breakdown, which requires a sec-
ondary process to boost the current to make the
ionization channel a highly conducting plasma.
This secondary process must be created by the
first ionization process. This means that the
process is able to produce a secondary electron
from the cathode; this secondary electron pro-
duces a second electron avalanche, and so on,
without the need for a supply of electrons 
from external sources. Thus, the discharge can
sustain itself.

This secondary electron can be produced by
the following mechanisms:

Bombardment of positive ions on the
cathode surface: With this mechanism, the
impinging positive ion must knock out two
electrons. One is used to neutralize the ion
itself and the other is ejected, producing an
electron avalanche. Thus, for this secondary
mechanism, the positive ion must have a
total energy (kinetic and potential) equal to
about twice the work function for electron
emission.

I I do= exp( )a
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Bombardment of metastable atoms or mole-
cules on the cathode surface: These atoms
or molecules are excited by elastic collisions
by energetic electrons during the a process.

Impact on the cathode surface of a photon
with energy hv larger than øm (work 
function): The photons may be produced by
radiative transition of excited atoms from
their excited state to their ground state or by
radiative recombination.

The current involving the secondary process is
given by

(8-42)

where g is called Townsend’s second ionization
coefficient, defined as the average number of
secondary electrons produced at the cathode
per one ionizing collision (per each electron
generated) in the gap.33

The Townsend discharge criterion is that
when breakdown occurs, I approaches infinity.
For gases that are not electronegative, the con-
dition for breakdown is

(8-43)

since g is normally very much less than unity.
Equation 8-43 implies that the Townsend dis-
charge requires one secondary electron to be
produced in each electron avalanche, so that
this secondary electron can initiate another 
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avalanche, and so on. Townsend discharge
processes are shown in Figure 8-30.

There are two time lags in the Townsend 
discharge: the statistical time lag ts, defined 
as the time elapsed between the application of
a voltage and the appearance of a suitable
primary electron, and the formative time lag tf,
defined as the time elapsed between the appear-
ance of such a primary electron and the final
spark breakdown.

Townsend discharge is dominant in the gas
gap between two parallel plane electrodes 
or between two spherical electrodes with the
radius of the spheres larger than 10d (gap
length), with the pd product up to about 8000cm
mmHg, which is equivalent to a gap length d =
8000/760 = 10cm at one atmospheric pressure.80

However, the Townsend mechanism is no longer
sufficient to explain the following facts:

• At very high overvoltages, the formative
time lag tf may be reduced to extremely low
values, possibly even smaller than the transit
time for an electron avalanche (e.g., 0.6 ¥
10-9 sec for d = 1mm).

• The breakdown voltage of air at a pressure
of several atmospheres does not vary with
the nature of the cathode.

• The discharge is no longer diffuse in the 
long gap breakdown, as in the case of the
Townsend discharge, but is concentrated in 
a narrow canal with branches and abrupt
changes in direction.
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atom or molecular bombardment, and photon impact; (c) many electron avalanches created by secondary electrons; and 
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• For a long gap, the time lag is much shorter
than the time required for a positive ion to
traverse the gap, since the mobility of the
positive ions is of the order of 10-2 to 10-4.
The time of the mobility of the electrons.
This observation is not consistent with the
Townsend mechanism.

• In the path of the discharge canal, the charge
density will strongly perturb the initial field.
In the derivation of Equations 8-41 through
8-43, the field in the gap is assumed to 
be uniform, ignoring the effect of space
charges, which is important in long-gap
breakdown processes.

Streamer Discharges
The secondary process for creating a secondary
electron for Townsend discharges is not 
likely to happen in nonuniform field positive
point–plane gaps of large gap lengths or 
in lightning discharges between a cloud and
ground. In these cases, a completely new mech-
anism is required to produce a self-sustaining
discharge. This new mechanism is the streamer
mechanism, developed by Meek and Loeb in
1940 for positive streamers and independently
by Raether for negative streamers.79,80 This
mechanism involves a single avalanche in
which the space charge field developed ahead
of and behind the avalanche itself creates

branch avalanches, which transform the main
avalanche into a plasma.

For positive streamers, the criterion for the
transition of an electron avalanche to a streamer
is that the radial field created by the positive
space charge reaches a value close to the
average applied field. This radial field tends to
enhance the field ahead of and behind the ava-
lanche but to reduce the field in the middle, as
shown in Figure 8-31(b). By assuming that the
space charge takes the form of a sphere of
radius r, the radial field is given by

(8-44)

where Q is the total positive charge in the
sphere and N is the density of positive ions. In
an elementary distance, dx at the end of an ava-
lanche path x, the number of ions produced is
aexp(ad)dx. Thus, N can be written as

(8-45)

The radius r is that of the avalanche after it 
has traveled a distance x from the cathode. 
On the basis of the diffusion equation, r is given
by
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Figure 8-31 Development of a cathode-directed positive streamer: (a) single electron avalanche, (b) the radial field created
by space charges ahead of and behind the avalanche, (c) auxiliary avalanches in the main avalanche, (d) a positive streamer
propagates from the anode toward the cathode, and (e) the streamer bridges the gap.



where D and v are, respectively, the diffusion
coefficient and the drift velocity of the ions.
Substitution of Equation 8-46 into Equation 8-
44 gives

(8-47)

The criterion for the onset of a streamer is that
Fr is equal to the average applied electric field.
Under this condition, the radial field is suffi-
ciently high to suppress the expansion of the
main avalanche and to initiate many secondary
avalanches by electrons produced by photoion-
ization of the gas molecules, due to the photons
emitted by radiative recombination and transi-
tion from the dense ionized gas. In fact, the
whole gas and the cathode are subjected to a
shower of photons of various energies from the
dense ionized gas region. The small, secondary
avalanches are not directly associated with the
breakdown process, but the electrons photo-
generated from such avalanches near the
channel of positive ions, and especially near the
anode, will be drawn by the enhanced field
(applied field plus the space charge field) into
the positive ion core, making it a highly con-
ducting plasma (positive ions and electrons),
which starts at the anode.

The positive ions left behind produce sec-
ondary avalanches. In the same way, this
process extends the plasma toward the cathode,
as shown in Figure 8-31(c) and (d). This
process is generally referred to as a self-
propagating positive space charge streamer.
The velocity of the propagation of the streamer
depends on photoionization in the gas (~10-8

sec), photon propagation (~ light velocity), and
short-distance travel of the electrons at high
fields near the space charge region. It is more
rapid than the velocity of the initial electron
avalanche, which is about 107 cm/sec, and it is
of the order of 108 cm/sec.79

A similar criterion for the formation of neg-
ative streamers has been proposed by Raether80:
a negative streamer will start when the initial
avalanche produces a sufficient number of elec-
trons, exp(ax), to give a field due to the space
charge comparable to the applied field. This
space charge field is given approximately by
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(8-48)

where r is the radius of the avalanche head,
which is about the same as that given by Equa-
tion 8-46. Raether has proposed that the suffi-
cient number of electrons is that the a d value
is of the order of 20 corresponding to exp(ad)
to be of the order of 108 in one initial avalanche.
Both the criterion and the formation process of
a negative streamer are similar to those for a
positive streamer. The secondary avalanches
initiated by electrons created by photoioniza-
tion in the gap and the enhanced field (applied
field plus space charge field) are formed ahead
of the negative streamer, which has already
been formed, as shown in Figure 8-32.

If the gas gap is connected in series with a
high resistance, then once a discharge occurs,
the voltage across the gap will greatly decrease,
as shown in Figure 8-28. If the series resistance
is very large, then the voltage of the gas gap
after breakdown may drop to a level at which
the self-sustaining discharge cannot be main-
tained, and the discharge ceases. This situation
is similar to a gas-filled cavity embedded in a
high-resistivity dielectric material. The applied
voltage to cause cavity breakdown is called the
inception voltage for internal partial discharges,
and the voltage at which the discharge 
extinguishes is called the discharge extinction
voltage.
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Discharges in Electronegative Gases
If the gas is electronegative, or the gas medium
is a mixture of nonelectronegative and elec-
tronegative gases, then the breakdown strength
of this gas is higher, because the negative gas
molecules have a high electron affinity to form
low-mobility and large-mass negative ions. The
electron attachment tends to remove electrons
that may otherwise initiate avalanches. The
electron attachment processes are

where A may be a carbon or sulfur atom and 
B is usually a halogen atom (electronegative).
Sulfur hexafluoride (SF6) is an electronegative
gas that has been investigated extensively.

The expression for the criterion for the for-
mation of Townsend or streamer discharges can
be directly applicable to electronegative gases
if the contribution of electron attachment is
taken into account. By denoting b as the elec-
tron attachment coefficient, which is defined as
the average number of electron attachments
made by one electron traveling a unit distance
along the field direction, Equation 8-42 can be
modified to

(8-49)

and Equation 8-43 to

(8-50)

for the criterion for Townsend discharges.81 Of
course, the condition for breakdown is a > b.
It can be imagined that a increases but b
decreases with increasing F/p. If a = b, there 
is a critical value of F/p, below which no 
discharge is possible.

In the same way, the criterion for the forma-
tion of a positive streamer can be modified to
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and for the formation of a negative streamer to

(8-52)

Paschen’s Law
Following Equation 8-40, we can also write

(8-53)

For uniform fields, the breakdown voltage 
Vb = Fd. Thus, the criterion for Townsend-type
breakdown given by Equation 8-43 can be
rewritten as

(8-54)

This equation implies that Vb depends only on
the product pd, so we can write

(8-55)

which is known as Paschen’s law.82

Equation 8-55 gives no indication of the
form of the function f. It is possible to obtain
theoretical forms based on the expression for a
such as that given by Equation 8-40, but these
forms have limited validity because many
factors may be associated with the a process.
However, for values of pd within a certain
range, Vb varies nearly linearly with pd for
many gases consisting either of elemental
atoms or molecules or of a mixture of several
different gases. Vb has a unique minimum at
(pd )min, which is generally called the minimum
sparking or breakdown potential, as shown in
Figure 8-33.
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Paschen’s law is valid over a wide range of
pd values, from about 5 ¥ 10-5 to about 3 atmos-
pheres for a 1cm gas gap. The existence of a
minimum spark potential can be explained by
the fact that for pd > (pd )min, the number of 
collisions made by an electron is higher than at
(pd )min, but the energy gained between colli-
sions and the probability of ionization at a col-
lision are lower because of a shorter mean free
path (unless the applied voltage is increased).
When pd < (pd )min, the collision frequency is
low, so sufficient ionization can be maintained
only by increasing the probability of ionization
at each collision. Consequently, the electron
velocity and hence the applied voltage must be
increased.

At values of pd higher than this range,
however, the breakdown voltage is somewhat
higher for smaller gap length d for the same
value of pd. This departure is probably asso-
ciated with the transition from the Townsend
mechanism to the streamer mechanism.

It is now desirable to have a clear definition
of electrical breakdown. Electrical breakdown
is an unstable, irreversible, and transient phe-
nomenon. Its discontinuous occurrence indi-
cates the transition from one more or less stable
state of electrical conduction between two elec-
trodes to another. The breakdown in gases is
accompanied by a spark, which usually occurs
suddenly. Once this occurs, the voltage across
the gas gap drops by a process that produces a
high conductivity channel between electrodes.
In fact, electrical breakdown in any material,
whether in the gas, liquid, or solid phase, must
be caused by a unified process producing an
abnormally high conductivity channel between
electrodes.

How is such a high conductivity channel
built up? Conductivity is proportional to the
product of the concentration and the mobility
of all charge carriers (electrons and ions).
Therefore, it is necessary to find a mechanism
that can lead to a continuous increase in carrier
multiplication. The Paschen’s curve shown in
Figure 8-33 can be divided into three regions.
We will discuss briefly the possible mecha-
nisms in these three regions to produce contin-
uously increasing carrier multiplication.

Gas Region (Low pd Values)
In this region, the primary process is impact

ionization by electrons in gases. Electrons may
originate from the cathode by photoemission
directly by photons from cosmic rays or indi-
rectly by ultraviolet light generated by pho-
toionization of neutral molecules or atoms by
photons from cosmic rays. The primary process
produces electron avalanches, starting from 
the cathode, due to electron impact ionization
of gas molecules in the gas gap when the elec-
trons can gain sufficient energy within the mean
free path l from field F to cause ionization. For
example, the ionization energies for nitrogen
(N2) and oxygen (O2) are, respectively, 15.5 
and 12.2eV, and the mean free paths for N2 and
O2 are, respectively, 6.28 and 6.79 mm. Thus, at
normal pressure and temperature conditions a
voltage of about 105 V is required to cause elec-
trical breakdown for a 1cm gas gap.

However, electron avalanches alone do not
produce continuously increasing carrier multi-
plication. They can produce only non–self sus-
taining discharge, which may not lead to final
destructive breakdown. To produce continu-
ously increasing carrier multiplication, it is nec-
essary to have a feedback process that leads to
self-sustaining discharge. For Townsend break-
down, the feedback process produces addi-
tional electrons at the cathode from the primary
avalanches. For streamer breakdown, the feed-
back process is a streamer process, which was
discussed in earlier in Section 8.3.1. It can be
concluded that electrical breakdown in gases
involves mainly impact ionization of neutral
molecules by electrons. This occurs whenever
the Fl product reaches a value higher than the
ionization potential of the neutral molecules.

In the two extreme regions, vacuum and high
pressure, Paschen’s law does not hold. Although
Paschen’s law was derived on the basis of 
the Townsend breakdown mechanism, it still 
holds for the streamer breakdown mechanism,
although the curve for higher pd products
departs from the portion for lower pd products.

Vacuum Region
In a vacuum, the mean free path of the mol-

ecules is larger than the gap length between two
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electrodes, so the concentration of residual gas
molecules is so small that these may not play a
major role in the creation of a high conductiv-
ity channel for an electrical spark.

In that case, how can a breakdown occur in
a vacuum? At fields higher than 0.1MVcm-1,
electron emission from the cathode will take
place. Electrons emitted from small asperities
on the cathode will be accelerated in the field.
By the time they bombard the anode surface,
two effects may arise: one is that positive ions
are knocked out from the anode and then are
accelerated traveling toward the cathode; the
other is that when these positive ions impinge
on the cathode, they will cause secondary emis-
sion of electrons from the cathode and also
local heating of the cathode by bombardment,
which produces clumps of metal vapor. When
such clumps (some may be attached to elec-
trons, forming negative ions) bombard the
anode, they will, in turn, cause more positive
ions to be knocked out from the anode and also
local heating of the anode. Such an interchange
of particles (electrons, positive ions, and nega-
tive ions) due to a kind of a feedback process
will lead to the creation of a high conductivity
channel.83,84

In short, electrical breakdown in a vacuum
involves electron injection from the cathode 
as the primary process. Subsequently, positive
ions are knocked out from the anode and local
heating of the electrodes occurs, producing
clumps of metal vapor in which impact ioniza-
tion may take place. The combination of these
interactions continuously enhances carrier 
multiplication, until the final self-sustaining
discharge occurs and breakdown condition is
reached.

High Pressure Region
When the values of the pd product are larger

10atm-cm, or when the pressures are higher
than 10 atmospheres for a 1-cm gap, the break-
down voltage does not increase with increasing
pd value at the same rate as at low pd values,
as shown in Figure 8-33. This indicates that the
variation of Vb with pd does not obey Paschen’s
law. For pd > 5atm-cm, the breakdown voltage

has no precisely defined value. Usually it has a
spread of 5–10% in measured values and a
marked dependence of the breakdown voltage
on the cathode material.85 At higher pd values,
the breakdown voltage is of the order of 105 V
(i.e., for a 1-cm gap, the breakdown field is
about 100kVcm-1). For pd > 10atm-cm, the
breakdown field may reach a value higher than
500kVcm-1 for a 1cm gap. For the same value
of pd of 10atm-cm, if the gap is reduced to 
0.1mm (10-2 cm), the p would be 1000 atmos-
pheres. It can be imagined that at such a high
pressure, the gas may be in liquid or solid
phase, and the breakdown strength may reach
several MVcm-1. This brings up the question:
What are the likely mechanisms leading to self-
sustaining discharges and final destructive
breakdown?

For electrical breakdown to occur, two crite-
ria must be satisfied:

1. There must be suitable initiatory electrons.

2. There must be a mechanism for producing 
ionization to amplify the multiplication of
electrons and ions, offsetting the loss by 
diffusion and drift in the interelectrode
space.

At pressures around 1000 atmospheres, the
gases would become condensed liquids or
solids, and the mean free path would be reduced
to about 5–20A. Under these conditions, elec-
trons cannot get enough energy to cause ion-
ization, even at an applied field of 107 Vcm-1.
At fields higher then 100kVcm-1, electron
emission will occur at the cathode, so the first
criterion can always be satisfied. To satisfy the
second criterion, it is necessary to find a mech-
anism such that the mean free path can be
enlarged to the level at which impact ionization
by electrons can take place at a field of the order
of 106 Vcm-1. Let us first discuss such a mech-
anism for electrical breakdown in liquids.

8.3.2 Electrical Breakdown in Liquids
Since the mean free path of an electron in a
dielectric liquid is of the order of 10A, an elec-
tron cannot gain sufficient energy from the 
field to ionize a molecule even at a field of 
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107 Vcm-1. It is also unlikely that molecules of
dielectric liquids, such as hydrocarbons, can be
dissociated under a high field of the same order.
The presence of impurities in the liquid defi-
nitely affects electronic processes, but for pure
liquids, impurities alone should not be the
major cause of all high-field phenomena.86,87

However, at fields higher than 105 Vcm-1,
electron emission from the cathode will occur.
It is most likely that electrical conduction due
to injected carriers from the cathode is fila-
mentary, because the electrode surface is not
microscopically identical in asperity and sur-
face condition from domain to domain (see 
Filamentary Charge-Carrier Injection in Solids
in Chapter 7). Thus, there may be one or more
microregions in which the potential barrier has
a profile more favorable for carrier injection
than in other regions. Furthermore, the liquid
itself is never microscopically homogeneous,
particularly under high fields after the onset 
of electrohydrodynamic motion.88 Because of
these unavoidable nonuniformities, for a given
applied voltage across two parallel plane elec-
trodes (with the edge effect ignored), the field
F is nonuniform longitudinally due to the space
charge effect, and the current density J is non-
uniform radially due to filamentary current
flow. The filamentary conduction is evidenced
by the fact that the electrical breakdown
channel is always filamentary, whether it is in
a gas, a liquid, or a solid. Also, a breakdown
usually produces only a tiny spot of damage on
each electrode surface.

Electron emission from the cathode satisfies
one of the criteria for the occurrence of break-
down. Now we must find a mechanism to
satisfy the second criterion, that is, amplifying
carrier multiplication via impact ionization of
molecules by electrons. The most significant
discovery for this mechanism due to Kao89–92 is
that the breakdown strengths of simple hydro-
carbon liquids and transformer oil are depend-
ent on applied hydrostatic pressure under all
conditions, including extreme cleanliness and
applied voltage pulses with the pulse width of
only 1ms. Breakdown strength is also depend-
ent on temperature. Typical results for n-hexane
are shown in Figure 8-34. It can be seen that

breakdown strength increases with increasing
pressure and decreases with increasing temper-
ature, indicating clearly that electron ionization
depends on both pressure and temperature. This
experimental finding has led to the develop-
ment of bubble theory for electrical breakdown
in liquids.

The quantity of electrons injected from the
asperity on the cathode surface increases with
increasing applied field. When it reaches a
certain level, these electrons will repel each
other and produce transiently large cavities in
which the mean free path may suddenly or 
transiently increase to values at which electron
impact ionization can take place. This process
will be enhanced by the heat generated due 
to the mutual repulsion of electrons and the
recombination of electrons and ions resulting
from the transient ionization, leading to the 
formation of low-density bubbles. The forma-
tion of low-density bubbles has been observed
experimentally by several investiga-
tors,48–51,93–95 and light emission at the cathode
region by Kao et al.54,55 The formation of
bubbles can be considered important experi-
mental evidence that electrical breakdown in
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condensed dielectric materials requires the cre-
ation of low-density domains or regions in the
bulk by carrier injection from the electrical con-
tacts as a necessary prelude, based on Kao’s
model.6 Obviously, the formation of bubbles
will lead to the amplification of carrier multi-
plication and to the final self-sustaining 
breakdown.

8.3.3 Electrical Breakdown in Solids
In this section we shall describe several break-
down processes in solids.

Thermal Breakdown
Electrical breakdown in all materials, whether
in gas, liquid, or solid phase, is ultimately due
to thermal instability, leading to the destruction
of the material. Thermal breakdown generally
refers to the breakdown caused by joule heating
continuously generated within the dielectric
specimen, due mainly to electrical conduction
and polarization, which cannot be extracted fast
enough by thermal conduction or convection.
The general equation governing the balance of
the heat generation rate and the heat loss rate is
given by

(8-56)

where Cv is the specific heat per unit volume,
Kt is the thermal conductivity, and s is the elec-
trical conductivity. In the case of DC fields, s
is the DC electrical conductivity; in the case of
AC fields, s should include the conductivity
due to dielectric polarization loss (we0e¢r) in
addition to the normal conductivity, in which w
is the frequency and e¢r is the imaginary com-
ponent of the complex relative permittivity of
the material.

The first term on the left of Equation 8-56
represents the heat absorbed by the material,
and the second term represents the heat lost to
the surroundings. Qualitatively, if heat loss by
cooling is linearly related to the temperature
rise above the ambient temperature T0 and the
heat generated increases exponentially with
temperature, then the heat generation rate and

C
dT

dt
div K gradT Fv t- =( ) s 2

the heat loss rate can be depicted schematically,
as shown in Figure 8-35. With applied field 
F1, the rate of heat generation always exceeds
the rate of heat loss, and thermal instability will
occur at any temperature. But with applied 
field F2, equilibrium will be attained, provided
that the temperature of the specimen does not
exceed TB. Equation 8-56 cannot be solved ana-
lytically for the general case since Cv, Kt, and
s all may be functions of temperature, and s
may be dependent on the applied field. Here,
we will consider only two simple and extreme
cases for the solution of Equation 8-56.

Case 1: Impulse Thermal Breakdown—In this
case, we assume that the buildup of the electri-
cal field is so rapid that the heat lost to the sur-
roundings may be neglected, so Equation 8-56
may be reduced to

(8-57)

Supposing that we use a linear ramp field with
the ramp rate rg = dF/dt, then F can be written
as

(8-58)

Assuming that s is a function of temperature
following the relation

F t r tg( ) =

C
dT

dt
Fv = s 2
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(8-59)

where so is the preexponential factor and Es is
the activation energy, substitution of Equations
8-58 and 8-59 into Equation 8-57 yields

(8-60)

Separation of the variables and integration for
T from To to T and for F from 0 to F give96

(8-61)

This equation is valid for most cases, provided
that Cv can be assumed to be independent of
temperature and s independent of electric field,
and Es >> kT. From Equation 8-61, we can find
T as a function of applied field F. Almost all the
impulse time is used in raising the temperature
of the specimen, and the temperature rise
occurs very rapidly within a very short time.
So, as soon as the specimen’s temperature
exceeds T and the applied field reaches a value
at the time t = F/rg, then the specimen will
undergo thermal breakdown. Several investiga-
tors have reported that electrical breakdown in
NaCl and KCl under the impulse condition is
thermal, following the theoretical prediction of
Equation 8-61.96–98

Case 2: Maximum Thermal Voltage—In this
case, we assume that there is a finite maximum
thermal voltage for a very thick specimen and
that this voltage depends only on the physical
properties of the dielectric material and the
initial temperature. For simplicity, both parallel
plane electrodes are assumed to be so large that
they can pass all escaping heat, and the hottest
point or the highest temperature is at the center
of the specimen. We also assume that the tem-
perature at the electrode surfaces is T1, the
highest temperature at the center is Tm, and the
temperature of the ambient medium is To. All
heat generated in the specimen is assumed to be
carried away to its surroundings, so the term 
Cv (dT/dt) may be ignored. By neglecting the
term Cv (dT/dt), Equation 8-56, for the one-
dimensional case, can be reduced to

�s o v gF C r2 3

( )[ exp( ) exp( )]k E T E kT T E kTo os s s
2 2-

C
dT

dt
r t E kTv o g= -s s( ) exp( )2

s s s= -o E kTexp( )
(8-62)

Substituting Equation 8-59 for s into Equation
8-62 and integrating from the center of the
specimen to the electrode surface with the spec-
imen thickness being d, we obtain

(8-63)

When Kt is constant and T1 = To (most effective
edge cooling), the critical thermal breakdown
voltage Vc at which the temperature at the
center reaches Tmc, corresponding to the tem-
perature at which the specimen material starts
to decompose, is

(8-64)

For thick specimens, thermal breakdown
voltage is independent of specimen thickness,
but for thin specimens, thermal breakdown
voltage is proportional to the square root of the
specimen thickness. Furthermore, the dielectric
losses that generate heat in the specimen are
much greater under AC fields than under DC
fields. Consequently, thermal breakdown
strength is generally lower for AC fields, and it
decreases with increasing frequency of the AC
field.37

Thermal breakdown is a well established
mechanism. This is why, for the applications of
dielectric materials under AC fields, it is impor-
tant to keep the tand loss as low as possible.
This loss is an essential parameter in determin-
ing the thermal breakdown voltage.

Electrical Breakdown
Before presenting the relatively new theory
about the mechanisms for the creation of low-
density domains that enable electrons to carry
out impact ionization in solids, it is worth
reviewing briefly some early theories of elec-
trical breakdown in solids.

The basic difference between thermal break-
down and electrical breakdown is that for the
former, carrier multiplication is due mainly to
mutual feedback between the temperature rise
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caused by joule heating and thermal excitation,
while for the latter it is due to electronic
processes other than thermal excitation. Even
for purely electrical breakdown, there are
several early theories, and these are briefly
described in the following sections.

Intrinsic Breakdown
So-called intrinsic breakdown means that the

intrinsic breakdown strength is an intrinsic
property of the dielectric material, depending
only on temperature and independent of speci-
men size and electrode material. As intrinsic
breakdown takes place in a very short time 
(10-8–10-7 second), it does not depend on the
waveform and the duration of the applied elec-
trical voltage pulse, so the breakdown is purely
electronic in nature.

There are always electron traps in the mate-
rial due to the presence of impurities, structural
defects, or dislocations. These traps have a
ground state and several excited states located
below the bottom of the conduction band, as
shown in Figure 8-36. Free electrons in the 
conduction band at an applied field F will gain
energy at a rate Pe, which can be expressed as

(8-65)

where s is the electrical conductivity and E is
the energy gained by electrons. This energy will
be consumed in electron–electron scattering in
the conduction band, electron–trapped electron
scattering, and electron–phonon scattering by
virtue of the lattice vibration with thermal
energy. For high-purity crystals with low free

P F
dE

dt
e = =s 2

electron concentration, the first two types of
scatterings are negligible; the main consuming
mechanism is electron–phonon scattering.

Taking into account only electron–phonon
scattering, Pe is a function of F, electron energy
E, and lattice temperature T, while the energy
loss Pr is a function of both E and T. Thus, we
can write the equation of energy balance as

(8-66)

In this case, thermal conductivity is not present
in the material since this breakdown phenome-
non occurs very rapidly. So the loss by thermal
conductance to the surroundings is negligible.
An instability appears as soon as Pe > Pr, and
the material will undergo thermal breakdown.

High-temperature (or High-energy) Criterion—
This criterion is due mainly to Frohlich.96,99 The
electron temperature Te is always higher than
the lattice temperature T. The energy accumu-
lated by electrons in the field is not simultane-
ously transferred to the lattice. It takes some
time after the application of a steady field for 
a thermodynamic equilibrium to be reached. 
In crystals with traps, scattering of electrons
with trapped electrons may occur, which would
release the trapped electrons and hence,
increase the number of electrons in the con-
duction band. This in turn increases electrical
conductivity, implying that the electron tem-
perature will be increased, leading to high-
temperature breakdown.

Figure 8-37 shows that at electron tempera-
ture Te, corresponding to electron energy E1

for applied field F1, breakdown occurs. When
breakdown occurs at electron temperature Te

larger than the critical temperature Tc, the
breakdown is considered high-temperature
breakdown. The critical temperature Tc corre-
sponding to the critical energy Ec is defined,
according to Frohlich99 and Whitehead,37 as that
at Ec; there is a critical field Fc at which the rate
of energy gain of the electrons equals the rate
of energy loss to the lattice at E = Ec, that is,
A(Fc, EcT) = B(Ec, T). Fc is given by
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(8-67)

where C is a constant, and DE is the mean
energy gap between the excited states of traps
and the bottom of the conduction band. The
electron temperature at the critical field Fc is Tc,
which can be evaluated from37

(8-68)

From Figure 8-37 it can be seen that instability
occurs for E > E1 corresponding to the applied
field F1 at which the electrical conductivity will
increase rapidly, leading to final breakdown. In
the high-temperature regime, the breakdown
strength is expected to decrease with increasing
temperature, as shown in Figure 8-38 for NaCl
and NaCl + AgCl crystals.

Low-temperature (or low-energy) criterion—
This criterion is due mainly to von Hippel.100–102

In pure crystals, electron–phonon interaction
prevails and the energy transfer rate is propor-
tional to the reciprocal of the relaxation time 
t(E) for electron energy E < Ec. t(E) is propor-
tional to E1/2. Thus, Pr can be written as

(8-69)P C Er r= 1 2
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where Cr is a constant. For a high relaxation
time, the rate of energy loss is small and the rate
of energy gain for electrons increases. For con-
duction electrons with mean energy E, each
electron will gain energy from the field within
an average time and then lose it in exciting
lattice vibrations. If the average time between
collision is t, the average velocity of an elec-
tron at applied field F will be qFt/m*, which
constitutes an electron current q2Ft/m*. Thus,
the rate of the energy gain can be written as

(8-70)

where m* is the effective mass of the electron.
For Pe > Pr, the electrons will gain energy

continuously from the field, tending to reach a
state in which the high-energy electrons may be
able to ionize the atoms by direct impact. Once
impact ionization occurs, more free electrons
are generated, causing an explosive increase in
current by producing an avalanche.

The low-temperature criterion is that break-
down will not occur until the critical energy 
Ec is less than or equal to ionization energy EI.
The minimum field Fc at which breakdown will
occur is given by the condition Ec = EI. Mak-
ing Pe = Pr, from Equations 8-69 and 8-70, we
obtain

P
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m
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Figure 8-38 Variation of breakdown strength with tem-
perature for NaCl pure crystals and the mixture of NaCl 
and AgCl, showing the effect of impurity (AgCl) in NaCl
crystals.



(8-71)

Fc depends on T through t, which is propor-
tional to T -3/2. In this case, the field causes
thermal instability at electron energy E larger
than Ea, corresponding to the applied field 
Fa, as shown in Figure 8-37. The temper-
ature dependence of t for electron–phonon
scattering leads to the conclusion that break-
down strength should increase with increas-
ing temperature, but not very rapidly. Typical
results for NaCl and NaCl with additive 
AgCl are shown in Figure 8-38. Since the 
critical field is dependent on t, the increase 
in the concentration of impurities (or other
defects) in the crystal would obviously increase
the probability of scattering. This may be why
Fc increases and shifts toward a lower tem-
perature as the concentration of impurities is
increased.

However, there has been no direct experi-
mental evidence to show whether the concept
of intrinsic breakdown does exist in solids.
Some facts cannot easily be accommodated by
the theories described above. Some of them are
listed here:

• Prebreakdown light emission from the
cathode has been observed in alkali halide
crystals and other solids.
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• Breakdown strength of alkali halide crystals
and other solids is dependent on specimen
thickness.

• Carrier injection from electrical contacts has
been confirmed to be one of the important
processes for high-field conduction and
breakdown.

• The effects of space charges are also very
important in affecting the breakdown
strength.

Zener Breakdown due to Band–Band
Transition

The first theory of intrinsic breakdown was 
put forward by Zener.103 The mechanism can be
described simply as free electrons generated by
tunneling from the occupied valence band to
the conduction band in the presence of a strong
field, as shown in Figure 8-39. When an elec-
tron undergoes a Bragg reflection at a Brillouin
zone boundary, there is a small, finite probabil-
ity of making a transition by tunneling instead
of reflection to the next zone, and so to a band
of higher energy (conduction band). At high
field F, the electron will be accelerated through
the band and its wave vector k will be increased
at a steady rate until k = p/a, where a is the
lattice constant. Usually, the wave vector will
revert to -p/a, corresponding to a Bragg reflec-
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tion at the zone boundary. However, depending
on the tunneling distance (see AB in Figure 
8-39), the wave vector may retain the value 
p/a and make a transition to a higher energy
band.104 Calculating the probability for such a
transition even at a steady field is quite for-
midable mathematically, and it is beyond the
scope of this book.

Zener originally intended to use this mecha-
nism to explain breakdown phenomena in
dielectric solids, but in most cases, the break-
down is due to other causes. It is most likely
that this mechanism may prevail in narrow-
bandgap semiconductors, such as Zener p–n
junction diodes. In dielectric materials with 
a large band gap, the Zener effect may be 
neglected.

Avalanche Breakdown
Seitz105 has proposed that breakdown in

solids is similar to that in gases, due mainly to
electron avalanches. There is a major question
regarding this mechanism: How can electrons
gain sufficient energy from the electric field for
impact ionization with such a small mean free
path in solids?

O’Dwyer106 has pointed out that a theory 
that considers impact ionization an important
process and at the same time retains the
assumption of a uniform field is not realistic
when there are many ionizing collisions. By
assuming that the average mobility of one type
of carrier (i.e., electrons) is much higher than
that of the other type (i.e., holes) and that elec-
tron injection from the cathode plays a decisive
role in the breakdown processes, then it is also
assumed that the positive hole space charges
will enhance the field toward the cathode and
hence electron injection.

Impact ionization and electron injection tend
to promote each other, resulting in a large dis-
tortion of the field. The field near the cathode
may reach many times higher than the average
field. This mutual feedback process leads to
final breakdown. This model may explain the
thickness dependence of breakdown strength,
but it fails to explain many other breakdown
phenomena. Several investigators have

attempted to further modify avalanche break-
down theory by including the effects of elec-
tron and hole traps, but the modifications do not
improve the theory’s weakness.107,108

Electromechanical Breakdown
In Electromechanical Effects in Chapter 2,

we mentioned that the attractive force between
two parallel metallic electrodes with opposite
electric charges in contact with a solid dielec-
tric specimen of permittivity e tends to com-
press the material, reducing its dimension in the
direction of the applied field. The compres-
sion may reach several kNm-2 under a field 
of 106 Vcm-1. This compression force is re-
strained by the elastic force, but the stress–
strain relationship is usually not simple for
polymers. Stark and Garton109 assumed a loga-
rithmic relation for polymers. Thus, in equilib-
rium, the change in specimen thickness at the
applied field F can be estimated by the follow-
ing equation

(8-72)

or

where Y is Young’s modulus, V is the applied
voltage, do and d, are respectively, the specimen
thickness before and after the application of the
field. By differentiating Equation 8-72 with
respect to d, we find that V has a maximum
when d/do = exp (-1/2) = 0.6. When the applied
voltage is higher than this value, so that d/do <
0.6, the specimen becomes unstable and will
undergo collapse. Thus, the highest apparent
breakdown strength is given by

(8-73)

It has been reported that electromechanical
breakdown occurs in polyethylene and other
polymers in the high-temperature region.110

However, electromechanical breakdown can be
prevented by encapsulation.111–113
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Electrical Breakdown due to Hot Carriers in
High-Mobility States
Because of the disorder in polymers, a

mobility edge is expected to exist in both the
conduction band and the valence band. Accord-
ing to the electronic processes in noncrystalline
materials,114 high carrier band mobilities can
only be expected at fields higher than a critical
field Fc in order to keep the charge carriers hot
above the mobility edges. Thus, at fields higher
than Fc most electrons (or holes) may be con-
sidered hot electrons (or holes), moving in
extended states with a relatively high mobility.

Zeller et al.115 have estimated that the chem-
ical structure of saturated polymers such as
polyethylene may provide band mobilities of
the order of 10cm2/V-s. If the applied field is
sufficiently high, electrons injected from the
cathode can become hot and may subsequently
collide with molecules of the material, causing
either impact ionization or chemical damage to
the material. Zeller et al. have also considered
that the mechanical stress created at high field
at the tip of the point–plane electrode configu-
ration may be responsible for the initiation and
the growth of electrical trees. At the voltage 
for the onset of tree initiation, the mechanical
stress developed at the tip may be larger than
the bonding strength of the material. However,
structural degradation in materials starts at a
much lower electric field but based on a differ-
ent mechanism, which was discussed in Section
8.1 and will be discussed further later in this
section.

Electrical Breakdown due to the Formation
of the Gas Phase in Solids
Budenstein71,116 has proposed that electrical

breakdown consists of four stages: a formative
stage, a tree initiation stage, a tree growth stage,
and a return streamer stage. During the forma-
tive stage, the energy from the applied field will
be stored in the dielectric specimen by local
rearrangement of the charge distribution in the
solid specimen via polarization, impact ioniza-
tion, trapping, and atomic displacement. The
result is alteration of the charge balance locally
so that molecular bonds are broken. The transi-
tion from the solid phase to the gas phase is

hypothesized to occur at this stage if local
charge density increases to the point where
nonbonding orbitals are formed.

The formation of the gas phase will lead to
the tree initiation stage. Tree growth is due to
the energy transferred from the field to the
material in the gas phase in the form of electri-
cal discharges, which tend to erode the material
in a manner similar to the formative stage. The
return streamer stage occurs when the tree
extends from one electrode to the other, result-
ing in a highly conducting streamer and lead-
ing to the formation of the final breakdown
channel. This model is very similar to gaseous
discharge processes, but the mechanism leading
to the formation of the gas phase from the solid
phase is not very convincing.

Of the six early theories, each has its short-
comings. To develop an electrical breakdown
model, it is important to take into account of all
observed prebreakdown and breakdown phe-
nomena, and the model must be consistent with
all available experimental facts. In the follow-
ing, we shall present a more compromising
model.

A solid dielectric material has about
1022–1023 atomscm-3, which is more than 103

times larger than its gas counterpart, which 
has about 1019 atoms or molecules per cm3 at
normal atmospheric pressure and room temper-
ature. If the electron multiplication process is
due to impact ionization of the molecules by
electrons in the materials, in the same manner
as in gases, the breakdown strength of solids
would be about 108 Vcm-1. But in practice, the
breakdown strength of most solid dielectric
materials is lower than 107 Vcm-1, indicating
that the electron multiplication process in solid
materials is quite different from that in gases.

In general, solid dielectric materials have the
following features:

• The energy band gap is large (Eg > 4eV).

• Carrier effective mass is large and carrier
mobility low (m < 10-1 cm2/V - s).

• Carrier mean free path is small (� ª 5 - 20Å).

• The concentration of localized gap states is
much larger than that of thermal equilibrium
carriers (Nt >> n).
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• Dielectric relaxation time is much larger
than carrier lifetime (td >> t)

• Electron–phonon scattering cannot be treated
as a perturbation but should be considered a
major interaction. Electrical transport is thus
more likely by phonon-assisted hopping.

With these features, it is almost impossible for
carriers to gain energy from the applied field 
to become sufficiently hot to cause structural
change of the material or to gain energy com-
parable to the energy band gap to cause impact
ionization in the material, even at a field of 
107 Vcm-1. Zener-type internal tunneling emis-
sion is not possible for large energy bandgap
materials.

Before presenting the possible mechanism
enabling electron impact ionization in solid
dielectric materials, it is worth summarizing
some significant experimental observations
about prebreakdown and breakdown phenom-
ena, because these led to the development of
this mechanism.

• The threshold field for the occurrence of
partial discharges (electrical treeing) and the
breakdown strength of condensed materials, 
such as hydrocarbon liquids and polymers,
are dependent on the applied hydrostatic
pressure.90,117,118

• Electrical discharges and breakdown always
occur in filaments, as in hydrocarbon
liquids,92 in NaCl and polyethylene,119 and in
SiO2 films.120,121

• Breakdown strength is strongly dependent
on specimen thickness, as for NaCl and
polyethylene119 and for SiO2 films.120–122

• Partial discharge and breakdown are always
preceded by light emission.56–60

• The threshold voltage for the initiation of
electrical treeing and the breakdown voltage
in polymers under a DC stressing field is
much higher than under an AC stressing
field in the point–plane electrode configura-
tion. Tree penetration length is much longer
and tree channel size much smaller for the
former than for the latter.69,73

• Prebreakdown disturbance has been ob-
served in high-viscosity epoxy fluids51 and in

polyethylene52 using a Schlieren technique.
Such disturbance at the point of a point–plane
electrode configuration occurs intermittently,
which is consistent with the intermittent
current pulses observed. The refractive index
of the disturbance region is smaller than that
of the surrounding medium, indicating that
the disturbance region may be the low-
density region or domain.

These typical and significant prebreakdown and
breakdown phenomena occurring in condensed
dielectric materials are similar to those that
occur in insulating gases. This similarity sug-
gests that there may be a unified theory for 
electrical breakdown in all dielectric materials,
irrespective of whether they are in solid, liquid,
or gas phase. For the occurrence of electrical
breakdown, two criteria must be satisfied: the
primary electrons required for initiating the
breakdown processes, and a mechanism to 
initiate impact ionization required for produc-
ing carrier multiplication. As the breakdown
strength in dielectric solids is generally higher
than 104 Vcm-1, electron injection from electri-
cal contacts has already started, so the first 
criterion for breakdown is readily satisfied.
Therefore, impact ionization is the key process
that leads effectively to carrier multiplication.

If the injected electrons (or holes) can be
excited under a high field to the extended state
above the mobility edge, then these electrons
may become hot enough to cause impact ion-
ization and structural damage due to their 
bombardment of the molecules.115 But most
dielectric materials consist of a large quantity
of various traps and the mean free path of elec-
trons is usually very small, so it is unlikely that
injected electrons have a chance to be excited
to a high mobility state before being trapped.
However, to produce impact ionization, it is
necessary to create low-density domains or
regions at high fields near the carrier-injecting
contacts, similar to the formation of bubbles 
in dielectric liquids before breakdown.89,90

According to the model developed by Kao,6

electrical breakdown in solids involves the 
creation of low-density domains or regions in
the bulk by carriers injected from the electrical
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contacts and, subsequently, dissociative trap-
ping and recombination as a necessary prelude.
Breakdown is initiated by impact ionization
within such low-density domains or regions in
which the mean free path is large, as in gas
phase, then followed by a continuous increase
in carrier multiplication and extension of the
regions to form high conducting channels,
leading to final destructive breakdown of the
material inside them.

Electrical aging is a gradual degradation
process leading to final destructive breakdown.
In Section 8.1.1, we discussed in detail the
theory of electrical aging, which is, in fact, also
the theory for electrical breakdown. So, we will
not repeat this here. In short, structural degra-
dation will produce microvoids. When the
degree of this degradation reaches a certain 
critical level, the number and the size of
microvoids increases, creating a chance for
low-density domains or regions to be formed.
The formation of low-density domains or
regions converts locally the solid phase to a 
gas phase in the material, particularly near 
the carrier-injecting contacts. Impact ionization
will occur because of large mean free paths
inside the low-density domains or regions. The
lifetime of an electrically stressed dielectric
material can be considered the time required for
the concentration of the new traps created by
structural degradation to reach a certain critical
value at a given field Fb (breakdown strength),
which leads to final breakdown. The critical
concentration of the stress-created traps N¢t (crit),
given by Equation 8-8, is the criterion for elec-
trical breakdown. The applied field required 
to cause electrical breakdown (i.e., breakdown
strength Fb) decreases with increasing stressing
time (i.e., lifetime t), but the concentration of
the stress-created traps N¢ remains practically
unchanged, as shown in Figure 8-10.

This model can explain qualitatively most
prebreakdown and breakdown phenomena in
solids. For example, the dependence of the
breakdown strength on the ramp rate of the
applied linear ramp voltage and on specimen
thickness can be explained on the basis of this
model. The effective field at the carrier-inject-
ing contact F¢ is equal to F - Fi, where F is the

applied average field and Fi is the internal field
created by trapped space charges. Obviously,
the slower the ramp rate is, the higher the inter-
nal field, implying that more stress-created 
new traps are produced at a given field because
more carriers are trapped in the specimen near
the injecting contact. This is why the slower 
the ramp rate is, the smaller the breakdown
strength, as shown in Figure 8-40. Similarly,
the fact that breakdown strength decreases 
with increasing specimen thickness can also 
be attributed to the effects of trapped space
charges.

8.3.4 Similarity in Breakdown
Mechanisms for Gas, Liquid, and 
Solid Dielectrics
Electrical breakdown strengths of gases,
liquids, or solids are dependent on the cathode
material or, in more general terms, on the 
material of the carrier-injecting contacts. This
is because the first criterion for breakdown
requires a suitable source for primary electrons
(or holes) to start the breakdown processes. In
liquids and solids, carrier injection from elec-
trical contacts is always present and serves as
the major source of primary electrons. In gases
at low pressure (i.e., in a so-called vacuum with
the electron mean free path larger than the elec-
trode separation or p < 10-4 torr), electron injec-
tion is present because the field required to
cause breakdown is higher than 104 Vcm-1. In
this case, electrons injected from the cathode
will bombard the anode surface, knocking out
positive ions and producing metallic vapor
from the anode surface. When they reach the
cathode, these positive ions will cause second-
ary emission of electrons and produce metallic
vapor from the cathode surface. This is why the
breakdown strength depends strongly on the
electrode material.

In gases at high pressure (>10atms), the effi-
ciency of impact ionization decreases because
of the smaller mean free path. Electron in-
jection becomes very important, because the
carrier multiplication process depends on pho-
toionization by photons due to radiative recom-
bination. Even in gases at normal pressure and
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temperature conditions, electron avalanche
requires primary electrons starting from the
cathode, which are usually produced by pho-
toemission from the cathode by photons due to
cosmic rays.

Regarding the second criterion for break-
down (i.e., impact ionization), it can be imag-
ined that to cause impact ionization, electrons
must have a mean free path large enough for
them to gain sufficient energy from the applied
field. This can be achieved only in low-density
regions. In these regions, the density of con-
stituent molecules is much smaller than in
solids, implying that the regions must be in gas
phase. In other words, to satisfy the second cri-
terion for breakdown, we need a mechanism to
create low-density regions or domains. In gases
at low pressures (<10-4 torr), the metallic vapor
produced by the bombardment of charge parti-
cles on the electrode surfaces can be considered
the low-density regions in which impact 
ionization can take place. The continuous bom-
bardment by more particles continuously gen-
erated in the process can be considered the

feedback process to boost carrier multiplication
until breakdown occurs.

In gases at high pressures (>10atms), impact
ionization can take place, although the effi-
ciency may be lower because of smaller mean
free paths, but continuous carrier injection from
the injecting contacts can serve as a good feed-
back to enhance carrier multiplication. In gases
at normal pressure and temperature conditions,
the whole medium is a low-density medium.
Efficient impact ionization prevails when the
applied field is high enough for the electrons to
gain energy equal to or higher than the ioniza-
tion energy of the molecules. The feedback is
the secondary emission of electrons from the
cathode by the bombardment of positive ions.

In liquids, the bubbles formed near the
cathode before the occurrence of breakdown
can be considered the low-density regions or
domains in which impact ionization can take
place. Continuous carrier injection and radia-
tive recombination serve as a feedback to 
make the bubbles to grow until final breakdown
occurs.
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In solids, the low-density regions or domains
are created by carriers injected from electrical
contacts and, subsequently, dissociative trap-
ping and recombination. The gradual degrada-
tion of the material by this process results in
electrical aging and final breakdown.

Electrical breakdown in dielectric materials,
whether in gas, liquid, solid phase, involves the
satisfaction of two major criteria: primary elec-
trons (or holes) and subsequent impact ioniza-
tion. In addition to these, a feedback process 
is required to ensure that carrier multiplication
can continuously increase. Based on the simi-
larity in breakdown mechanisms among gases,
liquids, and solids, there may be a unified
theory for electrical breakdown for all dielec-
tric materials of any phase. The development of
such a theory will be a big challenge to scien-
tists in the future.
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Clausius–Mossotti equation, 80
Clausius–Mossotti catastrophe, 80
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Coercive field, 218
Cole-Cole plot, 95
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Contact potential photovoltaic effects, 194

MIS solar cells, 196
p–n junction photovoltaic behavior, 196
p–i–n structure photovoltaic devices, 201
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Curie constant, 217
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Davydov splitting, 159
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Demarcation levels, 427–429
Dember effect, 192

Dember photovoltage, 192
Density of quantum states, 393
Depletion region, 336
Depolarization current, 58
Derived units, 35
Detection of partial discharges, 547
Diamagnetism, 13
Dielectric constant, 56, 86

relative permittivity, 56
Dielectric losses, 57
Dielectric materials, 78
Dielectric relaxation phenomena, 86, 105
Dielectric relaxation time, 58, 86, 433
Dielectric relaxation and chemical structure, 
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Dielectric saturation, 104
Diffraction, 121
Diffusion potential, 332
Dimensions and units, 34
Dipolar materials, 78
Dipole holes, 382
Direct band gap materials, 152
Discharge extinction voltage, 529
Discharge inception voltage, 529
Dispersion, 92, 127

anomalous dispersion, 156
normal dispersion, 92, 127

Dispersive transport, 505
Distribution of relaxation times, 95, 108

distribution function of relaxation times, 
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Distinction between stored dipolar and real
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Domains, 20, 218, 242
ferroelectric domains, formation and

dynamics, 242, 245
ferromagnetic domains, formation and

dynamics, 20
Domain walls, 23, 245

for ferroelectric materials, 245
for ferromagnetic materials, 23
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Drift mobilities of carriers, 397
time of flight measurements, 466–468

Dynamic polarization, 92

E
Effective carrier mobility, 397
Effective mass, 393
Effects of ionic conduction, 385
Einstein’s coefficients, 148
Einstein’s relation, 401
Elastic and inelastic tunneling, 367
Electrets, 283

charges, electric fields and currents in
electrets, 290–294

Electrets, applications of, 321
electret microphones, 321
electromechanical transducers, 322
pyroelectric detectors, 322
other applications, 323

Electrets, materials for, 316
Electric charge carriers and their motion, 41
Electric field dependence of Curie temperature,

241
Electric polarization and relaxation, 52, 56

under static electric fields, 52–54
under time-varying electric fields, 86

Electric polarization mechanisms, 59
atomic or ionic polarization, 65
electronic polarization, 59
orientational polarization, 66
space charge polarization, 75

hopping polarization, 75
interfacial polarization, 77

spontaneous polarization, 74
Electric susceptability, 56
Electrical aging theory, 515–520
Electrical breakdown in gases, 549

discharges in electronegative gases, 555
streamer breakdown processes, 553
Townsend breakdown processes, 551

Electrical breakdown in liquids, 557
Electrical breakdown in solids, 559

electrical breakdown due to
avalanche breakdown, 564
electromechanical breakdown, 564
formation of gas phase in solids, 565
hot carriers in high mobility states, 565
intrinsic breakdown, 561
Zener breakdown, 563

thermal breakdown, 559
Electrical conduction, 381

extrinsic conductivity, 381
injection controlled conductivity, 381
intrinsic conductivity, 381

Electrical contacts, 334
blocking contacts, 336
neutral contacts, 334
ohmic contacts, 336
surface states, 341

Electrical contacts and potential barriers, 327
contact potential, 330
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vacuum level, 328
work function, 328

Electrical discharges, 528
discharge current impulses and recurrence,

528
discharge magnitude, 530
discharge power losses and energy, 530
internal discharges, 528

Electrical transport, 389
band conduction, 389
defect-controlled conduction, 398
hopping transport, 401
polaron conduction, 402
tunneling transport, 399

Electrical treeing, 540
mechanisms and characteristics, 542

Electroluminescence, 171
classical electroluminescence, 171

(intrinsic electroluminescence)
injection electroluminescence, 173

(extrinsic electroluminescence)
luminescence in anthracene crystals, 174–178

Electromagnetic waves and fields, 32
Electromechanical effects, 44–51

dielectrophoretic force, 49
electrostriction force, 49
force acting on boundary, 47
force acting on conductor surfaces, 47
force causing elongation of bubbles or

globules, 48
torque orienting a solid body, 50

Electron affinity, 331
Electron doping, 495, 503
Electron paramagnetic resonance, 28
Electron spin resonance, 30
Electron traps, 407
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Electron velocity-field dependent relation,
451–453

Electronic conduction, 387
Electronic polarization, 59

classical approach, 59
electronic polarizability, 60–63
quantum mechanical approach, 64

Electro-optic effects, 131
Electro-optic processes, 115
Electrostatic induction, 51
Electrostriction, 258
Energy bad gap, 389

direct bad gap materials, 392
indirect band gap materials, 392
temperature dependence, 496–497

Energy band structure, 390–393
Energy distribution of trapped real charges, 308
Energy transfer processes, 163

internal conversion, 166
intersystem crossing, 166
nonradiative transfer, 166
radiative transfer, 166

Exciton interactions, 162–164
Excitors, formation and behaviour, 158
Exciton transport, 161

coherent transport, 161
incoherent transport, 162

Experimental methodology and characterization,
472

Extrinsic conduction, 395
Extrinsic photoconduction, 490

F
Faraday’s law, 5

Lenz’s law, 5
Faraday’s pail method, 296
Fermi–Dirac distribution function, 394

Fermi levels, 327, 394
Ferrielectric structure, 242–243
Ferrimagnetic materials, 24
Ferroelectric materials, 79, 246
Ferroelectric phenomena, 216

Curie temperature, 216
Curie–Weiss relation, 217
ferroelectric hysteresis loops, 217
first order transition, 220
inversible spontaneous polarization, 217
second order transition, 220

Ferroelectric piezoelectricity, 258

Ferroelectric polar axis, 222
Ferroelectric polarization, 74
Ferroelectrics, 213
Ferromagnetic materials, 24
Ferromagnetism, 18

ferromagnetization, 18
Field-dependent carrier mobility, 451–452
Field dependent complex permittivity, 100

ferroelectric materials, 101
insulating materials, 102
semiconducting materials, 100

Field dependent detrapping processes, 447–451
Field emission, 354
Filamentary charge carrier injection, 443
Filamentary conduction, 444–447
Fission, 162
Flat band condition, 334, 464
Fleming’s left-hand rule, 8
Fluorescence, 165

delayed fluorescence, 165, 169
prompt fluorescence, 165

Fluorrphors, fluors, 166
Formation of electrets, 284

corona discharge method, 288
electromagnetic radiation method, 290

(photo- or radio-electrets)
electron beam method, 288
liquid contact method, 287
thermo-electrical method, 284

Fowler theory, 182
Fowler plot, 182

Fowler–Nordheim equation, 354, 363
Fowler–Nordheim tunneling, 354, 516

Franck–Condon principle, 146
Franck–Condon shift, 146
Stokes shift, 146

Franz–Keldysh effect, 157–158
Free surface charges, 55
Frequency domain approach, 86
Frenkel defects, 383

Schottky defects, 383
Frenkel excitons, 158–159
Frohlich equation, 85
Fundamental absorption, 200
Fuoss–Kirkwood equation, 97

G
Garnet ferromagnetic materials, 24
Gas igniters, 266
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Gauss’s law, 9
Generation of radiation, 144
Goos–Hanchen effect, 127

H
Hamon approximation, 105
Havriliak–Negami equation, 97
High energy electrical pulse generators, 252–255
High field effects, 443
Homocharges, 284

heterocharges, 284
Homogeneous photoconduction, 497–499

non-homogeneous photoconduction, 499–500
Homo-pn junctions, 180

hetero-pn junctions, 181
Hopping conduction, 401
Hot electrons and hot holes, 517–518
Hysteresis loops, 23, 217

for ferroelectric materials, 217–219
for ferromagnetic materials, 23

I
Ideality factor, 354
Impurity conduction, 374
Indirect band gap materials, 152–154
Infrared absorption spectroscopy, 522
Infrared quenching, 504
Inhibition of electrical treeing, 545
Injection electroluminescence, 173

carrier injection from electrical contacts, 174
carrier injection through p–n junctions, 178

through p–n homojunctions, 178
through p–n heterojunctions, 181

Inseparable magnetic poles, 8
Interaction between radiation and matter,

144–164
Interfacial polarization, 77
Interference, 118

division of amplitude, 119
division of wavefront, 119

Interferometry, 118
Fizeau interferometer, 121
Michelson interferometer, 121

Intermolecular phenomenon, 59, 74
intermolecular transfer, 398

Internal discharges in a cavity, 529
Internal fields, 79

local fields for non-dipolar materials, 79
reaction fields for dipolar materials, 81

Intramolecular phenomenon, 59, 74
intramolecular transfer, 398

Intrinsic breakdown, 561
Intrinsic conduction, 394
Intrinsic photoconduction, 490
Ionic conduction, 382

extrinsic ionic conduction, 385
intrinsic ionic conduction, 383

Ionic polarization, 59
atomic or vibrational polarization, 59

Ions, negative and positive, 65–66
Isothermal polarization decay processes, 302
Isothermal real charge decay processes, 310

J
J–V characteristics, 410, 412, 416, 418–420, 

422

K
Kao’s model of electrical discharges and

breakdown, 566
Kerr effect, 133

quadratic electro-optic effect, 133
Kirkwood equation, 84
Kramers–Kronig relations, 91

L
Lampert triangle, 415
Lande factor, 16
Langevin function, 17, 69, 70
Larmor procession, 13

Larmor frequency, 13
Ledge in J–F characteristics, 361–363
Lifetime electrical conduction, 403
Lifetime of electrically stressed materials, 524
Lifetime of non-equilibrium charge carriers, 486

linear recombination, 486–487
quadratic recombination, 488
instantaneous lifetimes, 489

Light emission, 540
Light intensity dependence of photoconductivity,

494
superlinear photoconductivity, 495

Light velocity, 2
Light wavelength dependence of

photoconductivity, 495
Linear piezoelectricity, 258
Local field, 56
Lorentz field, 79, 80
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Lorentz–Lorenz equation, 80
Loss factor, 86
Loss tangent, loss angle, 87
Luminescence, 164

bioluminescence, 165
cathodoluminescence, 164
chemiluminescence, 165
electroluminescence, 164
iono- or radio-luminescence, 165
photoluminescence, 164
thermoluminescence, 164
triboluminescence, 164

LUMOCEN (luminescence from molecular
centers), 173

M
Magnetic domains, 20
Magnetic materials, 23–26

hard magnetic materials
soft magnetic materials

Magnetic memories, 30
Magnetic mements, 20
Magnetic resonance, 26–30
Magnetic susceptibility, 10
Magnetization, 9
Magneto-optic effects, 142

Faraday effect, 142
Voigt effect, 142

Magnetostriction, 23
Mass action laws, 396
Maxwell’s equations, 2
Maxwell–Wagner two layer system, 285
Measirements of electrical aging, 520–524
Memory states, 255

bistable polarization, 255
Metal-insulator-semiconductor systems, 196,

472
Minimum sparking potential, 555
Modulation of light, 128
Molar polarization, 80
Monomolecular or unimolecular recombination,

168
Mott–Gurney equation, 410
Multiple phonon transition, 150
Multiplicities, 166
Multi-quantum processes, 189

N
Nature of light, 115
Negative differential resistance region, 442, 454

current controlled S-shape NDR, 442
voltage controlled N-shape NDR, 454

Negative temperature coefficient materials, 273
Neutral contacts, 334–336
Non-centrosymmetric groups, 215
Noncharacteristic luminescence, 170
Nonequilibrium charge carriers, 482

energy distribution, 484
generation, 482–484
lifetime, 486
spatial distribution, 484

Nonferroelectric materials, 78
dipolar materials, 78
nonpolar materials, 78
paraelectric materials, 78
polar materials, 78

Non-homogeneous photoconduction, 499
npn or pnp phototransistors, 499
p–n and p–i–n junction diodes
Schottky barrier photodiodes, 499

Non-radiative transition processes, 146–154
Auger recombination processes, 150
multi-phonon transition, 150
non-radiative transition due to defects, 152
non-radiative transition due to indirect band

gap structure, 152
Non-reflecting surface, 120

antireflection coating, 120
Nuclear magnetic resonance (NMR), 27

O
One carrier (single) injection SCL electrical

conduction, 408
effects of carrier diffusion, 422
effects of various trap distributions, 412–420
scaling rule, 420–422

Onsager detrapping model, 449
Onsager equation, 83
Optical activity, 131
Optical and electro-optic processes, 115
Optical constants, 93
Optical polarization, 59

electronic polarization, 59
Optical or infrared quenching, 504
Orientational polarization, 59, 67–74

P
Paraelectric materials, 78

dipolar materials, 78
nonpolar materials, 78
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polar materials, 78
Paraelectric polarization, 74
Paramagnetism, 15
Paschen’s law, 555–557
Permanent magnets, 30
Permeability, 3
Permittivity, 3, 55, 123
Phase diagram of PZT, 231
Phenomenological approach to piezoelectric

effects, 257–262
Phenomenological approach to pyroelectric

effects, 270–271
Phenomenological properties and mechanisms,

221
alloys of PZT type ferroelectric ceramics,

230–234
barium titanate type ferroelectrics, 221–227
polyvinylidene fluoride type ferroelectrics,

234–236
potassium dihydrogen phosphate type

ferroelectrics, 227–228
Rochelle salt type ferroelectrics, 228–229
triglycine sulphate type ferroelectrics,

229–230
Phosphorescence and phosphors, 169
Photoconduction, 381, 480, 490

extrinsic photoconduction, 490
intrinsic photoconduction, 490

Photoconductivity measurements, 484
longitudinal photoconductivity, 485
transverse photoconductivity, 485

Photocurrent-voltage characteristics, 491
Photo-electric-magnetic (PEM) effect, 193
Photo-emission, 181, 230

from crystalline solids, 185
from metallic contacts, 181

Photoluminescence, 165
fluorescence, 165
phosphorescence and phosphors, 165

Photometry, 146
Photons, 115
Photorefractive effects, 138–142
Photoresponse times, 500–502
Photosensitization, 503
Photosynthesis photovoltaic effects, 203
Photovoltaic effects, 191

anomalous photovoltaic effects, 206
bulk photovoltaic effects, 191
contact potential photovoltaic effects, 

194–203

photosynthesis photovoltaic effects, 203
Piezoelectric materials, 264
Piezoelectric parameters and measurements, 262
Piezoelectric phenomena, 257
Piezoelectrics, 243
Piezoelectrics, applications of, 266

delay lines, 267
gas igniters, 266
piezoelectric positioners and actuators, 267
piezoelectric transformers, 268

PIN structure for amorphous Si photovoltaic
devices, 201

Planck’s constant, 11
Plane polarization, 123

circularly polarized waves, 123
elliptically polarized waves, 123
linearly polarized waves, 123

PN junctions, 178
pn heterojunction devices, 181
pn homojunction devices, 178

Pockels effect, 131
linear electro-optic effect, 131

Polarizability, 55
Polarization, 55, 123
Polarizers, 124–127

light polarized by reflection, 124–126
light polarized by transmission, 126–127

Polarons, 402–403
Poling processes, 297
Polyvinylidene fluoride type ferroelectrics, 221,

234
Poole–Frenkel detrapping model, 447
Positive temperature coefficient materials, 273
Potassium dihydrogen phosphate type

ferroelectrics, 221, 227
Potassium sodium tartrate tetrahydrate type

ferroelectrics, 221, 228
Potential barrier height and Schootky effect, 345
Prebreakdown disturbance, 540

light emission, 540
Principle of superposition, 117
Protons, 115
Pulsed electro-acoustic (PEA) method, 305–308
Pyroelectric and thermally sensitive materials,

272
NTC materials, 273
PTC materials, 274

Pyroelectric coefficients, 270
Pyroelectric parameters and measurements, 271
Pyroelectric phenomena, 269
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Pyroelectrics, applications of, 275
pyroelectric burglar alarm system, 278
pyroelectric energy conversion, 279
pyroelectric radiation detectors, 275, 322
pyroelectric thermometry, 278

Q
Quantum numbers, 11
Quantum efficiency for photoconduction, 480
Quantum yield, 167, 480
Quarter wave plates (QWP), 130
Quenching or poisoning centers, 504

R
Radiation induced conductivity (RIC), 289
Radiative transition processes, 146–149
Radicals, 521

radical scavengers, 526–527
Radiometry, 146
Raman–Nath diffraction, 144
Random walk model, 505
Rayleigh criterion, 122
Recombination cross section, 426
Recombination processes, 433

kinetics of recombination processes, 433
band-to-band recombination, 434
with a single set of recombination centers,

435
Recombination rate, 426
Rectifying contact, 336
Redox reaction, 204
Reduced mass, 67
Reflection, 123

reflectance, 126
Refraction, 123
Relative permittivity, 55
Relaxation electrical conduction, 404–406
Relaxation processes, 59, 87
Relaxation regime, 93, 157
Relaxation times, 88, 296

distribution of relaxation times, 108
Remanent polarization, 217
Remedy for electrical aging, 525

emission shields, 525
radical scavengers, 526

Resonance process, 87
Resonance regime, 93, 157
Resonance function, 88
Response time, 433

Richardson line, 461
Rydberg energy, 160

S
Sawyer and Tower method, 217
Scaling rule, 420
Scher and Montroll model, 505
Schlieren electro-optical system, 541
Schottky barrier photovoltages, 194
Schottky barriers, 334

Schottky effects, 345
Shallow traps, 413
Shockley states, 342
Similarity in breakdown mechanisms for

gas, liquid, and solid dielectrics, 567
Small angle scattering of X-ray spectroscopy,

523
Space charge limited electrical conduction, 

406
Space charge polarization, 59, 75

hopping polarization, 75–76
interfacial polarization, 77–78

Spatial distribution of dipolar polarization, 302
Spatial distribution of trapped real charges, 303,

305
electron beam sampling method, 304
pulsed electro-acoustic method, 305–308
sectioning method, 303
other methods, 308

Spin magnetic moments, 24
antiferromagnetic, 24
ferrimagnetic, 24
ferromagnetic, 24
garnet ferromagnetic, 24

Spin-orbit interaction, 15
Spontaneous polarization, 74, 217
Static polarization, 52
Statistical-mechanical approaches, 84
Strokes’s theorem, 3
Superposition, principle of, 117
Surface charge, 55
Surface charge density measurements, 294

compensation method, 294
capacitive probe method, 295

Surface discharges and corona discharges, 
546

Surface potential measurements, 477, 523
Surface states, 341
Susceptibility, 14, 56
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electric susceptibility, 56
magnetic susceptibility, 14

T
Tamm states, 342
Temperature dependence of complex

permittivity, 98
Thermal breakdown, 559
Thermal hysteresis, 240
Thermal pulse method, 296
Thermal quenching, 503
Thermal radiation, 144–145
Thermal velocity of carriers, 397
Thermally stimulated discharge current,

298–299
Thermionic emission, 330, 350
Thermionic-field emission, 368
Thermo-autostabilization nonlinear dielectric

elements, 252
TANDEL, 252

Thermodynamic theory, 236
Helmholtz free energy function, 236
Gibbs free energy function, 237

Thermoluminescence, 164
Threshold voltages, 455–463
Time-dependent electric polarization, 87
Time domain approach, 86
Time of flight measurements, 467–468
Total charges, measurements of, 296

Faraday pail method, 296
thermal pulse method, 296

Total internal reflection, 127
Transient current, 463

space charge free transient, 466
space charge limited transient, 468
space charge perturbed transient, 470

Transient photoconduction, 505
Transitions between electrical conduction

processes, 458
basic transition processes, 455
from bulk limited to electrode limited

processes, 460
from electrode limited to bulk limited

processes, 461
from single injection to double injection

processes, 462
Transitions between crystal structures, 220

first order transition, 220

second order transition, 220
Trapping processes, 423

capture cross section, 425
capture rates, 426

Triboluminescence, 164
Triglycine sulphate, 221, 229
Triplet excitons, 166
Tunneling through thin dielectric film in MIM or

MIS systems, 364–367, 371
Two carrier (double) injection SLC electrical

conduction, 437–442

U
Uniaxial crystals, 130

negative uniaxial crystals, 130
positive uniaxial crystals, 130

Unit of Debye, 38
Unit of mole, 38
Units of light, 145

photometry, lumens, 146
radiometry, 145

Universality, 505

V
Vacuum level, 134
Van der Waals bonds, 398
Vibronic states, 146–148, 167
Virtual electrodes, 304, 341

W
Wannier excitons, 158–160
Wave theory, 116
Wentzel-Kramers-Brillouin (WKB) approach,

154
Work functions, 328–330

X
X-rays, small angle scattering, 523

Y
Young’s double-slit experiment on interference,

119

Z
Zeeman effect, 14

Zeeman splitting, 14
Zener effect, 157

Zener breakdown, 563
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