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Nonlinear Dispersive Waves

The field of nonlinear dispersive waves has developed enormously since the work of
Stokes, Boussinesq, and Korteweg and de Vries (KdV) in the nineteenth century. In the
1960s researchers developed effective asymptotic methods for deriving nonlinear wave
equations, such as the KdV equation, governing a broad class of physical phenomena.
These equations admit special solutions including those commonly known as solitons.

This book describes the underlying approximation techniques and methods for
finding solutions to these and other equations, such as the nonlinear Schrödinger,
sine–Gordon, Kadomtsev–Petviashvili and Burgers equations. The concepts and
methods covered include wave dispersion, asymptotic analysis, perturbation theory,
the method of multiple scales, deep and shallow water waves, nonlinear optics
including fiber optic communications, mode-locked lasers and dispersion-managed
wave phenomena. Most chapters feature exercise sets, making the book suitable for
advanced courses or for self-directed learning. Graduate students and researchers will
find this an excellent entry to a thriving area at the intersection of applied
mathematics, engineering and physical science.

mark j . ablowitz is Professor of Applied Mathematics at the University of
Colorado at Boulder.
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Preface

The field of nonlinear dispersive waves has developed rapidly over the past
50 years. Its roots go back to the work of Stokes in 1847, Boussinesq in
the 1870s and Korteweg and de Vries (KdV) in 1895, all of whom stud-
ied water wave problems. In the early 1960s researchers developed effective
asymptotic methods, such as the method of multiple scales, that allow one to
obtain nonlinear wave equations such as the KdV equation and the nonlinear
Schrödinger (NLS) equation, as leading-order asymptotic equations governing
a broad class of physical phenomena. Indeed, we now know that both the KdV
and NLS equations are “universal” models. It can be shown that KdV-type
equations arise whenever we have weakly dispersive and weakly nonlinear
systems as the governing system. On the other hand, NLS equations arise from
quasi-monochromatic and weakly nonlinear systems.

The discovery of solitons associated with the KdV equation in 1965 by
Zabusky and Kruskal was a major development. They employed a synergis-
tic approach: computational methods and analytical insight. This was soon
followed by a remarkable publication in 1967 by Gardner, Greene, Kruskal
and Miura that described the analytical method of solution to the KdV equa-
tion, with rapidly decaying initial data. They employed concepts of direct and
inverse scattering in the solution of the KdV equation that was perceived by
researchers then as nothing short of astonishing. It was the first time such a
higher-order nonlinear dispersive wave equation (the KdV equation is third
order in space and first order in time) was “solved” or linearized; moreover
it was shown how solitons were related to discrete eigenvalues of the time-
independent Schrödinger scattering problem. The question of whether this was
a single event, i.e., special only to the KdV equation, was answered just a
few years later. In 1971 Zakharov and Shabat, using ideas developed by Lax
in 1968, obtained the method of solution to the NLS equation with rapidly
decaying data. Their solution method also used direct and inverse scattering.

ix
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In 1973–1974 Ablowitz, Kaup, Newell and Segur showed that the methods
used to solve the KdV and NLS equations applied to a class of nonlinear wave
equations including physically important equations such as the modified KdV
and sine–Gordon equations. They also showed that the technique was a natural
generalization of the linear method of Fourier transforms. They termed the pro-
cedure the inverse scattering transform or IST. Subsequently researchers have
found wide classes of equations, including numerous physically interesting
nonlinear wave equations, solvable by IST, including higher-order PDEs in one
space and one time dimension, multidimensional systems, discrete systems –
i.e., differential–difference and partial difference equations and even singu-
lar integral equations. Solutions to the periodic initial value problem, direct
methods to obtain soliton solutions, conservation laws, Hamiltonian struc-
tures associated with these equations, and much more, have been obtained.
The development of IST has also motivated researchers to study many of these
and related equations by functional analytic methods in order to establish local,
and whenever feasible, global existence of solutions to the relevant initial value
problems.

On the other hand, whenever physicists and engineers need to study a spe-
cific class of nonlinear wave equations, they invariably consider and frequently
employ direct numerical simulation. This has the advantage of being applica-
ble to a wide class of systems and is often readily carried out. But for complex
multidimensional physical problems it can be extremely difficult or essentially
impossible to carry out direct simulations. For example, researchers in optical
communication rely on asymptotic reductions of Maxwell’s equations (with
nonlinear polarization terms) to fundamental NLS models because the scales of
the dynamics differ enormously: indeed by many orders of magnitude (1015).
Once an asymptotic model is developed, direct numerical methods are usually
feasible. However, to obtain general information related to specific classes of
solutions, such as solitons or solitary waves, one often finds that an analytically
based approach is highly desirable. Otherwise covering a range of interesting
parameter values becomes a long and arduous chore.

This book aims to put into perspective concepts and asymptotic methods
that researchers have found useful both for deriving important reduced asymp-
totic equations from physically significant models as well as for analyzing the
asymptotic equations and solutions under perturbations.

Part I contains Chapters 1–7; here the fundamental aspects and basic
applications of nonlinear waves and asymptotic analysis are discussed. Also
included is some discussion of linear waves in order to help set ideas and con-
cepts regarding nonlinear waves. Part II consists of Chapters 8 and 9. Here,
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the notion of exact solvability or integrability via associated linear compatible
systems and the method of the inverse scattering transform (IST) is described.
Each of the Chapters 1–9 has exercises that can be used for homework prob-
lems or may be considered by the reader as encouraging additional practice
and thought. Part III contains applications of nonlinear waves. The material is
by and large more recent in nature than Parts I and II. However, the mathemat-
ical methods and asymptotic analysis are similar to what has been developed
earlier. In most respects the reader will not find the work technically difficult.
Indeed the concepts often follow naturally and expand the scope and breadth
of our understanding of nonlinear wave phenomena.

A more detailed outline of this book is as follows.
Chapter 1 introduces the Korteweg–de Vries equation and the soliton con-

cept from a historical perspective via the system of anharmonic oscillators
originally studied by Fermi, Pasta and Ulam (FPU) in 1955. Kruskal and
Zabusky (1965) showed how the KdV equation resulted from the FPU problem
and they discussed why the soliton concept of “elastic interaction” explains the
recurrence of initial states observed by FPU. In recent years many researchers
have adopted the term soliton when they refer to a localized wave, and not
necessarily one that maintains its speed/amplitude upon interaction. We will
often use the more general notion when discussing physical problems. This
chapter also gives additional historical background and examples.

Chapter 2 briefly discusses linear waves, the notion of dispersive and non-
dispersive wave systems, the technique of Fourier transforms, the method of
characteristics and well-posedness.

Chapter 3 employs asymptotic methods of integrals to analyze the long-
time asymptotic solution of linear dispersive wave systems. For the linear KdV
equation it is shown that the long-time solution has three regions: exponential
decay that matches to an Airy function connection region that in turn matches
to a region with decaying oscillations. It is also shown how to extend Fourier
analysis to linear differential–difference evolution systems.

Chapter 4 introduces perturbation methods, in particular the method of mul-
tiple scales and variants such as the Stokes–Poincaré frequency shift, in the
context of ordinary differential equations. Linear and nonlinear equations are
investigated including the nonlinear pendulum with slowly varying driving
frequency.

In Chapter 5 the equations of water waves are introduced. In the limit of
weak nonlinearity and long waves, i.e., shallow water, the KdV equation is
derived. The extension to multidimensions of KdV, called the Kadomtsev–
Petviashvili (KP) equation, is also discussed.
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Nonlinear Schrödinger models are described in Chapter 6. The NLS equa-
tion is first derived from a model nonlinear Klein equation. Derivations of NLS
equations from water waves in deep water with weak nonlinearity are outlined
and some of the properties of NLS equations are described.

Chapter 7 introduces Maxwell’s equations with nonlinear polarization terms
such as those that arise in the context of nonlinear optics. The derivation of the
NLS equation in bulk media is outlined. A brief discussion of how the NLS
equation arises in the context of ferromagnetics is also included.

Although the primary focus of this book is directed towards physical prob-
lems and methods, the notion of integrable equations and solitons is still
extremely useful, especially as a guide. In Chapters 8 and 9 some background
information is given about these interesting systems. Chapter 8 shows how the
Korteweg–de Vries (KdV), nonlinear Schrödinger (NLS), mKdV, sine–Gordon
and other equations can be viewed as a compatibility condition of two lin-
ear equations: a linear scattering problem and associated linear time evolution
equation under “isospectrality” (constancy of eigenvalues). In Chapter 9 the
description of how one can obtain a linearization of these equations is given.
It is shown how the solitons are related to eigenvalues of the linear scattering
problem. The method is referred to as the inverse scattering transform (IST).

In Chapters 10 and 11 two applications of nonlinear optics are discussed:
optical communications and mode-locked lasers. These areas are closely
related and NLS equations play a central role.

In communications, NLS equations supplemented with rapidly varying coef-
ficients that take into account damping, gain and dispersion variation is the
relevant physically interesting asymptotic system. The latter is associated with
the technology of dispersion-management (DM), i.e., the fusing together of
optical fibers of substantially different, opposite in sign, dispersion coeffi-
cients. Dispersion-management, which is now used in commercial systems,
significantly reduces penalties due to noise and multi-pulse interactions in
wavelength division multiplexed (WDM) systems. WDM is the technology
of the simultaneous transmission of pulses centered in widely separated fre-
quency “windows”. The analysis of these NLS systems centrally involves
asymptotic analysis, in particular the technique of multiple scales. A key equa-
tion associated with DM systems is derived by the multiple-scales method. It
is a non-local NLS-type equation that is referred to as the DMNLS equation.
For these DM systems special solutions such as dispersion-managed solitons
can be obtained and interaction phenomena are discussed.

The study of mode-locked lasers involves the study of NLS equations with
saturable gain, filtering and loss terms. In many cases use of dispersion-
management is useful. A well-known model, called the master equation,
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Taylor-expands the saturable power terms in the loss. It is found that keep-
ing the full saturable loss model leads to mode-locking over wide parameter
regimes for constant as well as dispersion-managed models. This equation pro-
vides insight to the phenomena that can occur. Localized modes and strings of
solitons are found in the anomalous and normal dispersive regimes.
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PART I

FUNDAMENTALS AND BASIC
APPLICATIONS





1
Introduction

In 1955 Fermi, Pasta and Ulam (FPU) (Fermi et al., 1955) and Tsingou (see
Douxois, 2008) undertook a numerical study of a one-dimensional anharmonic
(nonlinear) lattice. They thought that due to the nonlinear coupling, any smooth
initial state would eventually lead to an equipartition of energy, i.e., a smooth
state would eventually lead to a state whose harmonics would have equal ener-
gies. In fact, they did not see this in their calculations. What they found is that
the solution nearly recurred and the energy remained in the lower modes.

To quote them (Fermi et al., 1955):

The results of our computations show features which were, from beginning to end,
surprising to us. Instead of a gradual, continuous flow of energy from the first mode to
the higher modes, . . . the energy is exchanged, essentially, among only a few. . . . There
seems to be little if any tendency toward equipartition of energy among all the degrees
of freedom at a given time. In other words, the systems certainly do not show mixing.

Their model consisted of a nonlinear spring–mass system (see Figure 1.1)
with the force law: F(Δ) = −k(Δ+α Δ2), where Δ is the displacement between
the masses, k > 0 is constant, and α is the nonlinear coefficient. Using New-
ton’s second law and the above nonlinear force law, one obtains the following
equation governing the longitudinal displacements:

mÿi = k
[
(yi+1 − yi) + α(yi+1 − yi)

2
]
− k
[
(yi − yi−1) + α(yi − yi−1)2

]
,

where i = 1, . . . ,N − 1, yi are the longitudinal displacements of the ith mass,
and (˙) = d/dt. Rewriting the right-hand side leads to

mÿi = k(yi+1 − 2yi + yi−1) + kα
[
(yi+1 − yi)

2 − (yi − yi−1)2
]
,

which can be further rewritten as

m
k

ÿi = δ̂
2yi + α

[
(yi+1 − yi)

2 − (yi − yi−1)2
]
, (1.1)

3
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i – 11 2 i i + 1 N–1

l

m mmmmm

Fi,i –1 Fi,i + 1

Figure 1.1 Fermi–Pasta–Ulam mass–spring system.

where the operator δ̂2yi is defined as

δ̂2yi ≡ (yi+1 − 2yi + yi−1).

Equation (1.1) is referred to as the FPU equation. Note that if α = 0, then (1.1)
reduces to the discrete wave equation

m
k

ÿi = δ̂
2yi.

The boundary conditions are usually chosen to be either fixed displacements,
i.e., y0(t) = yN(t) = 0; or as periodic ones, y0(t) = yN(t) and ẏ0(t) = ẏN(t); the
initial conditions are given for yi(t = 0) and ẏi(t = 0). Fermi, Pasta and Ulam
chose N = 65 and the sinusoidal initial condition

yi(t = 0) = sin
( iπ

N

)
, ẏi(t = 0) = 0, i = 1, 2, . . . ,N − 1,

with periodic boundary conditions.
The numerical calculations of Fermi, Pasta and Ulam were also pioneering

in the sense that they carried out one of the first computer studies of nonlinear
wave phenomena. Given the primitive state of computing in the 1950s it was a
truly remarkable achievement!

In 1965 Kruskal and Zabusky studied the continuum limit corresponding to
the FPU model. To do that, they considered y as approximated by a continuous
function of the position and time and expanded y in a Taylor series,

yi±1 = y((i ± 1)l) = y ± lyz +
l2

2
yzz ± l3

3!
yzzz +

l4

4!
yzzzz + · · · ,

where z = il. Setting h = l/L, x = z/L, L = Nl, t = τ/(hω), where τ is
non-dimensional time with ω =

√
k/m, it follows that

∂

∂t
= hω

∂

∂τ
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and using the Taylor series on (1.1) leads to the continuous equation

h2yττ = h2yxx +
h4

12
yxxxx+α

⎡⎢⎢⎢⎢⎢⎣(hyx +
h2

2
yxx + . . .

)2
−
(
hyx − h2

2
yxx + . . .

)2⎤⎥⎥⎥⎥⎥⎦ .
Hence, to leading order, the continuous limit is given by

yττ = yxx +
h2

12
yxxxx + εyxyxx + · · · , (1.2)

where ε = 2αh and the higher-order terms are neglected. This equation was
derived by Boussinesq in the context of shallow-water waves in 1871 and 1872
(Boussinesq, 1871, 1872)!

There are four cases to consider:
(a) When h2 � 1 and |ε| � 1 (read as h2 and |ε| are both much less than 1),

both the nonlinear term and higher-order derivative term (referred to as the
dispersive term) are negligible. Then equation (1.2) reduces to the linear
wave equation

yττ = yxx.

(b) In the small-amplitude limit where h2/12 � |ε| (or where α → 0 in the
FPU model), the nonlinear term is negligible and the correction to (1.2) is
governed by the higher-order linear dispersive wave equation

yττ = yxx +
h2

12
yxxxx.

(c) If h2/12 � |ε|, then the yxxxx term is negligible and (1.2) yields

yττ = yxx + εyxyxx,

which has, as can be shown from further analysis or indicated by numer-
ical simulation, breaking or multi-valued solutions in finite time. When
breaking occurs one must use (1.2) as a more physical model.

(d) In the case of “maximal balance” where h2/12 ≈ |ε| � 1, the wave
equation is governed by a different equation.

This case of maximal balance is the most interesting case and we will now
analyze it in detail.

Let us look for a solution y of the form1

y ∼ Φ(X,T ; ε), X = x − τ, T =
ετ

2
.

1 Later in the book we will see “why”.
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It follows that

∂

∂τ
= − ∂

∂X
+
ε

2
∂

∂T
,

∂2

∂τ2
=

(
∂

∂τ

)2
=

∂2

∂X2
− ε ∂

∂X∂T
+
ε2

4
∂2

∂T 2
,

∂

∂x
=

∂

∂X
.

Substituting these relations into the continuum limit, (1.2) yields[
∂2Φ

∂X2
− ε ∂Φ

∂X∂T
+
ε2

4
∂2Φ

∂T 2

]
=
∂2Φ

∂X2
+

h2

12
∂4Φ

∂X4
+ ε

∂Φ

∂X
∂2Φ

∂X2
.

Calling u = ∂Φ/∂X and dropping the O(ε2) terms, leads to the equation studied
by Zabusky and Kruskal (1965) and Kruskal (1965)

uT + uuX + δ
2uXXX = 0, (1.3)

where δ2 = h2/12ε and u(X, 0) is the given initial condition. It is important
to note that (1.3) is the well-known (nonlinear) Korteweg–de Vries (KdV)
equation. It should be remarked that Boussinesq derived (1.3) and other
approximate long-wave equations for water waves [e.g., (1.2)] (Boussinesq,
1871, 1872, 1877). Korteweg and de Vries investigated (1.3) in consider-
able detail and found periodic “cnoidal” wave solutions in the context of
long (or shallow) water waves (Korteweg and de Vries, 1895). Before the
early 1960s, the KdV equation was primarily of interest only to researchers
studying water waves. The KdV equation was not of wide interest to mathe-
maticians during the first half of the twentieth century, since most studies at
the time tended to concentrate on linear second-order equations, whereas (1.3)
is nonlinear and third order.

Kruskal and Zabusky considered the KdV equation (1.3) with periodic initial
values. They initially took δ2 small with u(X, 0) = cos(πX). When δ = 0 one
gets the so-called inviscid Burgers equation,

uT + uuX = 0,

which leads to breaking or a multi-valued solution or shock formation in finite
time. The inviscid Burgers equation is discussed further in Chapter 2.

When δ2 � 1, a sharp gradient appears at a finite time, which we denote
by t = tB, together with “wiggles” (see the dashed line in Figure 1.2). When
t � tB, the solution develops many oscillations that eventually separate into a
train of solitary-type waves. Each solitary wave is localized in space (see the
solid line in Figure 1.2). Subsequently, under further propagation, the solitary
waves interact and the solution eventually returns to a state that is similar to
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Figure 1.2 Calculations of the KdV equation (1.3), δ ≈ 0.022 [from
numerical calculations of Zabusky and Kruskal (1965)].

the initial conditions, one which resembles the recurrence phenomenon first
observed by FPU in their computations.

An important aspect raised by Kruskal and Zabusky in 1965 was the appear-
ance of the train of solitary waves. To study an individual solitary wave one
can look for traveling wave solutions of (1.3); that is, u = U(ζ), where
ζ = (X − CT − X0), C is the speed of the traveling wave, and X0 is the phase.
Doing so reduces (1.3) to

−CUζ + UUζ + δ
2Uζζζ = 0.

To look for a solitary wave we take U → U∞ as |ζ | → ∞. First integrate this
equation once to find

δ2Uζζ +
U2

2
−CU =

E1

6
,

where E1 is a constant of integration. Multiplying by Uζ and integrating again
leads to

δ2

2
U2
ζ +

U3

6
−C

U2

2
=

E1

6
U +

E2

6
,

where E2 is another constant of integration. Thus, one obtains the equation

δ2

2
U2
ζ =

1
6

P3(U)
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u

P3(u)

bounded
oscillations

α β γ

Figure 1.3 Solitons can exist when β < U < γ.

where

P3(U) = −U3 + 3CU2 + E1U + E2.

We will study the case when the third-order polynomial P3(U) can be fac-
torized as P(U) = −(U − α)(U − β)(U − γ), with α ≤ β ≤ γ; i.e., three real
roots; when there is only one real root, it can be shown that the solution is
unbounded. Since U2

ζ cannot be negative, one can conclude from the
(
U2
ζ ,U
)

phase plane diagram (see Figure 1.3) that a real periodic wave can exist only
when U is between the roots β and γ, since only in this zone can the solution
oscillate. In addition, it is straightforward to derive

3C = α + β + γ, E1 = −(βγ + αβ + βγ), E2 = αβγ.

Furthermore, the periodic wave solution takes the form

U(ζ) = β + (γ − β)cn2

[(
γ − α
12δ2

)1/2
ζ; m

]
,

where cn(x; m) is the cosine elliptic function with modulus m [see Abramowitz
and Stegun (1972) or Byrd and Friedman (1971) for more details about elliptic
functions] and

m =
γ − β
γ − α.

The above solution is often called a “cnoidal” wave following the terminology
of Korteweg and de Vries (1895).

In the special limit β→ α, i.e., when the factorization has a double root (see
Figure 1.4), we can integrate directly; it follows that m = 1, C = (2α + γ)/3,
and the solution can be put in the elementary form
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u

P3(u)

α = β γ

Figure 1.4 The limiting case of a double root (α = β).

u

u→α

ζ

Figure 1.5 Hyperbolic secant solution approaches α as |ζ| → ∞.

U(ζ) = α + (γ − α) sech2

[(
γ − α
12δ2

)1/2
ζ

]
.

In this case U → α as |ζ | → ∞ (see Figure 1.5).
If α = 0 then the solution reduces to

U(ζ) = γ sech2

[(
γ

12δ2

)1/2
ζ

]
= 3C sech2

⎛⎜⎜⎜⎜⎝ √C
2δ

ζ

⎞⎟⎟⎟⎟⎠ = 12δ2κ2 sech2 κζ,

where κ =
√

C/2δ.
We see that such traveling solitary waves propagate with a speed that

increases with the amplitude of the waves. In other words, larger-amplitude
waves propagate faster than smaller ones. In a truly important discovery, by
studying the numerical simulations of the FPU problem, Zabusky and Kruskal
(1965) found that these solitary waves had a special property. Namely the soli-
tary waves of the KdV equation collide “elastically”; i.e., they found that after a



10 Introduction

ζ

(a)  t = 0

c1

c2

c1 > c2

c1

c2

(b) tà0

ζ

Figure 1.6 “Elastic” collision of two solitons.

large solitary wave overtakes a small solitary wave their respective amplitudes
and velocities tend to the amplitude and speed they had before the collision.
This suggests that the speeds and amplitudes are invariants of the motion. In
fact, the only noticeable change due to the interaction is a phase shift from
where the wave would have been if there were no interaction. For example, in
Figures 1.6 and 1.7 we see that the smaller soliton is retarded in time whereas
the larger one is pushed forward. Zabusky and Kruskal called these elastically
interacting waves “solitons”. Further, they conjectured that this property of the
collisions was the reason for the recurrence phenomenon observed by FPU.2

Subsequent research has shown that solitary waves with this elastic interac-
tion property, i.e., solitons, are associated with a much larger class of equations
than just the KdV equation. This has to do with the connection of solitons
with nonlinear wave equations that are exactly solvable by the technique of the
inverse scattering transform (IST). Integrable systems and IST are briefly cov-
ered in Chapters 8 and 9. It should also be mentioned that the term soliton has
taken on a much wider scope than the original notion of Zabusky and Kruskal:
in many branches of physics a soliton represents a solitary or localized type of
wave. When we discuss a soliton in the original sense of Zabusky and Kruskal
we will relate solitons to the special aspects of the underlying equation and its
solutions.

2 The detailed analysis of the recurrence phenomenon is quite intricate and will not be studied
here.
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Figure 1.7 A typical interaction of two solitons at succeeding times [from
(Ablowitz and Segur, 1981)].

1.1 Solitons: Historical remarks

Solitary waves or, as we now know them, solitons were first observed by
J. Scott Russell in 1834 (Russell, 1844) while riding on horseback beside the
narrow Union Canal near Edinburgh, Scotland. He described his observations
as follows:

I was observing the motion of a boat which was rapidly drawn along a narrow channel
by a pair of horses, when the boat suddenly stopped – not so the mass of water in the
channel which it had put in motion; it accumulated round the prow of the vessel in
a state of violent agitation, then suddenly leaving it behind, rolled forward with great
velocity, assuming the form of a large solitary elevation, a rounded, smooth and well-
defined heap of water, which continued its course along the channel apparently without
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change of form or diminution of speed. I followed it on horseback, and overtook it
still rolling on at a rate of some eight or nine miles an hour, preserving its original
figure some thirty feet long and a foot to a foot and a half in height. Its height gradually
diminished, and after a chase of one or two miles I lost it in the windings of the channel.
Such, in the month of August 1834, was my first chance interview with that rare and
beautiful phenomenon which I have called the Wave of Translation . . .

Subsequently, Russell carried out experiments in a laboratory wave tank to
study this phenomenon more carefully. He later called the solitary wave the
Great Primary Wave of Translation. Russell’s work on the wave of translation
was the first detailed study of these localized waves. Included among Russell’s
results are the following:
• he observed solitary waves, which are long, shallow-water waves of perma-

nent form, hence he deduced that they exist;
• the speed of propagation, c, of a solitary wave in a channel of uniform depth

h is given by c2 = c2
0(1 + A/h), c2

0 = gh, where A is the maximum ampli-
tude of the wave, h is the mean level above a rigid bottom and g is the
gravitational constant.
Russell’s results provoked considerable discussion and controversy. Airy, a

well-known fluid dynamicist, believed that Russell’s wave of translation was
a linear phenomenon (Airy, 1845). Subsequent investigations by Boussinesq
(1872, 1871) and Rayleigh (1876) confirmed Russell’s predictions. From the
equations of motion of an inviscid, incompressible fluid, with a free surface,
the result c2 = g(h + a) was derived, and it was also shown that the solitary
wave has a profile given by

η(x, t) = a sech2[β(x − ct − x0)], β2 =
3a
4h3

, c = c0

(
1 +

a
2h

)
,

where η is the height of the wave above the mean level h for any a > 0,
provided that a � h. Here, x0 is an arbitrary constant phase shift; see
Figure 1.8.

h

η = η(x, t)

x

Figure 1.8 Solitary water wave.
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Understanding was further advanced by Korteweg and de Vries (1895).
They derived a nonlinear evolution equation governing long, one-dimensional,
small-amplitude, surface gravity waves propagating in shallow water, now
known as the KdV equation (in dimensional form):

1
c0

∂η

∂t
+
∂η

∂x
+

3
2h
η
∂η

∂x
+

h2

2

(
1
3
− T̂

)
∂3η

∂x3
= 0, (1.4)

where η is the surface elevation of the wave, h is the equilibrium level, g is
the gravitational constant of acceleration, c0 =

√
gh, T̂ = T/ρgh2, T is the

surface tension and ρ is the density (the terms “long” and “small” are meant in
comparison to the depth of the channel, see Chapter 5).

Korteweg and de Vries showed (1.4) has traveling wave solutions, includ-
ing periodic Jacobian elliptic (cosine) function solutions that they termed
“cnoidal” functions, and a special case of a cnoidal function (when the ellip-
tic modulus tends to unity) is a solitary wave solution. Equation (1.4) may be
brought into non-dimensional form by making the transformation

σ =
1
3
− T̂ , t′ = βt, x′ =

1
h

(x − c0t),

β =
c0σ

2h
, η = 2hσu.

Hence, we obtain (after dropping the primes)

ut + 6uux + uxxx = 0. (1.5)

This dimensionless equation is usually referred to as the KdV equation. We
note that any constant coefficient may be placed in front of any of the three
terms by a suitable scaling of the independent and dependent variables.

Despite this derivation of the KdV equation in 1895, it was not until 1960
that new applications of it were discovered. Gardner and Morikawa (1960)
rediscovered the KdV equation in the study of collision-free hydromagnetic
waves. Subsequently the KdV equation has arisen in a number of other phys-
ical contexts, including stratified internal waves, ion-acoustic waves, plasma
physics, lattice dynamics, etc. Actually the KdV equation is “universal” in the
sense that it always arises when the governing equation has weak quadratic
nonlinearity and weak dispersion. See also Benney and Luke (1964), Benney
(1966a,b), Gardner and Su (1969) and Taniuti and Wei (1968).

As mentioned above, it has been known since the work of Korteweg and de
Vries that the KdV equation (1.5) possesses the solitary wave solution

u(x, t) = 2κ2 sech2
{
κ(x − 4κ2t − δ0)

}
, (1.6)
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where κ and δ0 are constants. Note that the velocity of this wave, 4κ2, is pro-
portional to the amplitude, 2κ2; therefore taller waves travel faster than shorter
ones. In dimensional variables the soliton with κ = kh, δ0 = 0, takes the form

η = 2Ah sech2
[
k
(
x − c0

(
1 +

A
2

)
t
)]
, A = 2σk2,

which agrees with Russell’s observations mentioned above.
As discussed earlier, Zabusky and Kruskal (1965) discovered that these soli-

tary wave solutions have the remarkable property that the interaction of two
solitary wave solutions is elastic, and called the waves solitons.

Finally, we mention that there are numerous useful texts that discuss non-
linear waves in the context of physically significant problems. The reader
is encouraged to consult these references: Phillips (1977); Rabinovich and
Trubetskov (1989); Whitham (1974); Lighthill (1978); Infeld and Rowlands
(2000); Ostrovsky and Potapov (1986); see also the essay by Miles (1981).

Exercises

1.1 Following the methods described in this chapter, derive a generalized
KdV equation from the FPU problem when the spring force law is
given by

F(Δ) = −k(Δ + αΔ3),

where Δ is the displacement between masses and k, α are constants.
1.2 Given the modified KdV (mKdV) equation

ut + 6u2ux + uxxx = 0,

reduce the problem to an ODE by investigating traveling wave solutions
of the form: u = U(x − ct).
(a) Express the bounded periodic solution in terms of Jacobi elliptic

functions.
(b) Find all bounded solitary wave solutions.

1.3 Consider the sine–Gordon (SG) equation given by

utt − uxx + sin u = 0.

(a) Use the transformation u = U(x−ct), where c is a constant, to reduce
the SG equation to a second-order ODE.

(b) Find a first-order ODE by integrating once.
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(c) Make the transformation U = 2 tan−1 w (inverse tan function), and
solve the equation for w to find all bounded, real periodic solutions
for w and therefore U. Express the solution in terms of Jacobi elliptic
functions. (Hint: See Chapter 4.)

(d) Use the above to find all bounded wave solutions U that tend to zero
at −∞ and 2π at +∞. These are called kink solutions; they turn out
to be solitons.

1.4 Consider the KdV equation

ut + 6uux + uxxx = 0.

(a) Make the transformation x→ klx, t → kmt, u→ knu, k � 0, and find
l, m, n so that the KdV equation is invariant under the transformation.

(b) Make the transformation u = t−2/3 f (v), v = xt−1/3, f = 2(log F)′′.
Find an equation for the similarity solution f and an equation for F;
then obtain a rational solution to the KdV equation. (See Section 3.2
for a discussion of self-similar/similarity solutions.)

1.5 Find the bounded traveling wave solution to the generalized KdV

ut + (n + 1)(n + 2)unux + uxxx = 0

where n = 1, 2, . . ..
1.6 Consider the modified KdV (mKdV) equation

ut − 6u2ux + uxxx = 0.

(a) Make the transformation x → alx, t → amt, u → anu and find l, m,
n, so that the equation is invariant under the transformation.

(b) Introduce u(x, t) = (3t)−1/3 f (ξ), ξ = x(3t)−1/3 to reduce the mKdV
equation to the following ODE

f ′′ = ξ f + 2 f 3 + α

where α is constant. The equation for f is called the second Painlevé
equation, cf. Ablowitz and Segur (1981).

1.7 Show that a solitary wave solution of the Boussinesq equation,

utt − uxx + 3(u2)xx − uxxxx = 0,

is u(x, t) = a sech2[b(x − ct) + d], for suitable relations between the
constants a, b, c, and d. Verify that the Boussinesq solitary wave can
propagate in either direction.

1.8 Find the bounded traveling wave solution to the equation

utt = uxx + uxuxx + uxxxx.
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Hint: Set ξ = x − ct, integrate twice with respect to ξ, and use uξ = q(u)
to solve the resulting equation.

1.9 Consider the sine–Gordon equation

uxx − utt = sin u.

(a) Using the transformation χ = γ(x − vt), τ = γ(t − vx) write the
equation in terms of the new coordinates χ, τ; find γ in terms of v,
−1 < v < 1 so that the equation is invariant under the transformation.

(b) Consider the transformation ξ = (x + t)/2, η = (x − t)/2. Find the
equation in terms of the new coordinates ξ, η. Show that this equation
has a self-similar solution of the form u(ξ, η) = f (z), z = ξη. Then
find an equation for w = exp(i f ). The equation for w is related to the
third Painlevé equation, cf. Ablowitz and Segur (1981). (See Section
3.2 for a discussion of self-similar/similarity solutions.)

1.10 Seek a similarity solution of the Klein–Gordon equation,

utt − uxx = u3,

in the form u(x, t) = tm f (xtn) for suitable values of m and n. Show that
f (z), z = x/t satisfies the equation (z2 − 1) f ′′ + 4z f ′ + 2 f = f 3. (See
Section 3.2 for a discussion of self-similar/similarity solutions.)



2
Linear and nonlinear wave equations

In Chapter 1 we saw how the KdV equation can be derived from the FPU
problem. We also mentioned that the KdV equation was originally derived for
weakly nonlinear water waves in the limit of long or shallow water waves.
Researchers have subsequently found that the KdV equation is “universal” in
the sense that it arises whenever we have a weakly dispersive and a weakly
quadratic nonlinear system. Thus the KdV equation has also been derived from
other physical models, such as internal waves, ocean waves, plasma physics,
waves in elastic media, etc. In later chapters we will analyze water waves in
depth, but first we will discuss some basic aspects of waves.

Broadly speaking, the study of wave propagation is the study of how signals
or disturbances or, more generally, information is transmitted (cf. Bleistein,
1984). In this chapter we begin with a study of “dispersive waves” and we
will introduce the notion of phase and group velocity. We will then briefly
discuss: the linear wave equation, the concept of characteristics, shock waves
in scalar first-order partial differential equations (PDEs), traveling waves of the
viscous Burgers equation, classification of second-order quasilinear PDEs, and
the concept of the well-posedness of PDEs.

2.1 Fourier transform method

Consider a PDE in evolution form, first order in time, and in one spatial
dimension,

ut = F[u, ux, uxx, . . . ],

where F is, say, a polynomial function of its arguments. We will consider the
initial value problem on |x| < ∞ and assume u → 0 sufficiently rapidly as
|x| → ∞ with u(x, 0) = u0(x) given. To begin with, suppose we consider the
linear homogeneous case, i.e.,

17
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ut =

N∑
j=0

a j(x, t)u jx,

where ujx ≡ ∂ ju/∂x j and a j(x, t) are prescribed coefficients. When the a j are
constants,

ut =

N∑
j=0

a ju jx, (2.1)

and u0(x) decays fast enough, then we can use the method of Fourier transforms
to solve this equation. Before we do that, however, let us recall some basic facts
about Fourier transforms (cf. Ablowitz and Fokas, 2003).

The function u(x, t) can be expressed using the (spatial) Fourier transform as

u(x, t) =
1

2π

∫
b(k, t)eikx dk, (2.2)

where it is assumed that u is smooth and |u| → 0 as |x| → ∞ sufficiently
rapidly; also, unless otherwise specified,

∫
represents an integral from −∞ to

+∞ in this chapter. For our purposes it suffices to require that u ∈ L1
⋂

L2,
meaning that

∫ |u| dx and
∫ |u|2 dx are both finite. Substituting (2.2) into (2.1),

assuming the interchange of derivatives and integral, leads to∫
eikx
{
bt − b

N∑
j=0

(ik) ja j

}
dk = 0.

It follows that

bt = b
N∑

j=0

(ik) ja j,

or that

bt = −iω(k)b,

with

−iω(k) =
N∑

j=0

(ik) ja j. (2.3)

We call ω(k), which we assume is real, the dispersion relation corresponding
to (2.1). For example, if N = 3, then ω(k) = ia0 − ka1 − ik2a2 + k3a3 and ω(k)
is real if a1, a3 are real and a0, a2 are pure imaginary. We can solve this ODE
to get

b(k, t) = b0(k)e−iω(k)t,
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where b0(k) ≡ b(k, 0). From this one obtains

u(x, t) =
1

2π

∫
b0(k)ei[kx−ω(k)t] dk.

Hence b0(k) plays the role of a weight function, which depends on the initial
conditions according to the inverse Fourier transform:

b0(k) =
∫

u(x, 0)e−ikx dx.

Strictly speaking, we now have an “algorithm” in terms of integrals for
solving our problem for u(x, t).

Note that, in retrospect, we can also obtain this relation by substituting

u(x, t) =
1

2π

∫
b0(k)ei[kx−ω(k)t] dk

into the PDE.
There is, in fact, an alternative method for obtaining the dispersion relation.

It is based on the observation that in this case one can substitute us = ei[kx−ω(k)t]

into the PDE and replace the time and spatial derivatives by

∂t → −iω, ∂x → ik.

Then (2.3) follows from (2.1) directly.

2.2 Terminology: Dispersive and non-dispersive equations

Let us define and then explain the terminology that is frequently used in con-
junction with these wave problems and Fourier transforms: k is usually called
the wavenumber, ω is the frequency, k and ω real, and θ ≡ kx − ω(k)t is the
phase in the exponent or simply the phase.

The temporal period (or period for short) is denoted by

T ≡ 2π
ω
.

The meaning of the period is that whenever t → t + nT , where n is an inte-
ger, then the phase remains the same modulo 2π and therefore eiθ remains
unchanged. Similarly, we call λ = 2π/k the wavelength and note that when-
ever x → x + nλ the phase remains the same modulo 2π and therefore eiθ

remains unchanged. Furthermore, we call

c(k) ≡ ω(k)
k
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the phase velocity, since θ = k(x − c(k)t). There is also the notion of group
velocity vg(k) ≡ ω′(k); i.e., the speed of a slowly varying group of waves. We
will discuss its importance later.

An equation in one space and one time dimension is said to be dispersive
whenω(k) is real-valued andω′′(k) � 0. The meaning of dispersion will be fur-
ther elucidated when we discuss the long time asymptotics of these equations.
Consider the first-order linear equation

ut − a1ux = 0, (2.4)

where a1 � 0, real and constant. We see that

−iω = ika1,

which gives the linear dispersion relation

ω(k) = −a1k.

In this case ω′′(k) ≡ 0, which means the PDE is non-dispersive.
Now let us look at the first-order constant coefficient equation (2.1). In this

case the dispersion relation (2.3) shows that if all the a j are real, then ω is real
if and only if all the even powers of k (or even values of the index j) vanish;
i.e., aj = 0 for j = 2, 4, 6, . . . . In that case it follows from (2.3) that ω(k) is an
odd function of k, in which case the dispersion relation takes the general form

ω(k) = −
N∑

j=0

(−1) ja2 j+1k2 j+1.

A further example is the linearized KdV equation given by

ut + uxxx = 0, (2.5)

i.e., (1.5) without the nonlinear term. By substituting us = ei[kx−ω(k)t] one
obtains its dispersion relation,

ω(k) = −k3.

Thus ω is real and ω′′ = −6k � 0, which means that this is a dispersive
equation.

We can use Fourier transforms to solve this equation. As indicated above,
using the Fourier transform, u(x, t) can be expressed as

u(x, t) =
1

2π

∫
b(k, t)eikx dk,
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and for the linearized KdV equation (2.5) one finds that bt = ik3b hence

u(x, t) =
1

2π

∫
b0(k)ei(kx+k3t) dk.

However, by itself this is not a particularly insightful solution, since one cannot
evaluate this integral explicitly. Often having an integral formula alone does
not give useful qualitative information. Similarly, we usually cannot explicitly
evaluate the integrals corresponding to most linear dispersive equations. This is
exactly the place where asymptotics of integrals plays an extremely important
role: it will allow us to approximate the integrals with simple, understandable
expressions. This will be a recurring theme in this book: namely, analytical
methods can yield solutions that are inconvenient or uninformative and asymp-
totics can be used to obtain valuable information about these problems. Later
we will briefly discuss the long-time asymptotic analysis of the linearized KdV
equation.

In so far as we are dealing with dispersive equations, we have seen that
requiring ω(k) to be real implies that ω(k) is odd. If in addition, u(x, t) is real,
this knowledge can be encoded into b0(k) as follows. We have that

u∗(x, t) =
1

2π

∫
b∗0(k)e−i[kx−ω(k)t] dk,

where u∗ denotes the complex conjugate of u. Calling k′ = −k yields

u∗(x, t) = − 1
2π

∫ −∞

∞
b∗0(−k′)e−i[−k′x−ω(−k′)t] dk′

=
1

2π

∫ ∞

−∞
b∗0(−k′)e−i[−k′x−ω(−k′)t] dk′.

Then if we require that u is real-valued then u(x, t) = u∗(x, t). In addition,
ω(−k′) = −ω(k). Combined, one obtains that

1
2π

∫
b0(k)ei[kx−ω(k)t] dk =

1
2π

∫
b∗0(−k′)ei[k′x−ω(k′)t] dk′.

This identity is satisfied for all (x, t) if and only if

b∗0(k) = b0(−k).

Note that we cannot apply the Fourier transform method for the nonlinear
problem, sometimes called the inviscid Burgers equation,

ut + uux = 0,

because of the nonlinear product. We study the solution of this equation by
using the method of characteristics; this is briefly discussed later in this chapter.
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We also note that for some problems, us = exp(i(kx −ω(k)t)) yields an ω(k)
that is not purely real. For example, for the so-called heat or diffusion equation

ut = uxx,

we find ω(k) = −ik2. The Fourier transform method works as before giving

u(x, t) =
1

2π

∫ ∞

−∞
b0(k)eikx−k2t dk.

We see that the solution decays, i.e., the solution diffuses with increasing t.

2.3 Parseval’s theorem

The L2-norm of a function f (x) is defined by

‖ f ‖22 ≡
∫
| f (x)|2 dx.

Let f̂ (k) be the Fourier transform of f (x). Parseval’s theorem [see e.g.,
Ablowitz and Fokas (2003)] states that

‖ f (x)‖22 =
1

2π
‖ f̂ (k)‖22.

In many cases the L2-norm of the solutions of PDEs has the meaning of energy
(i.e., is proportional to the energy in physical units). The physical meaning
associated with Parseval’s relation is that the energy in physical space is equal
to the energy in frequency (or sometimes called spectral or Fourier) space.
Moreover, we know that when ω is real-valued then∫

|u(x, t)|2 dx =
1

2π

∫
|b0(k)|2 dk = constant.

Hence, it follows from Parseval’s theorem that energy is conserved in lin-
ear dispersive equations. While it is possible to prove this result using direct
integration methods, we get it “for free” in linear PDEs using Parseval’s
theorem.

2.4 Conservation laws

We saw above how Parseval’s theorem is used to prove energy conservation.
However, there may be other conserved quantities. These often play a very
useful role in the analysis of problems, as we will see later.
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A conservation law (or relation) has the general form

∂

∂t
T (x, t) +

∂

∂x
F(x, t) = 0;

we call T the density of the conserved quantity, and F the flux. Let us integrate
this relation from x = −∞ to x = ∞:

∂

∂t

∫
T dx + F(x, t)

∣∣∣∣∣x→+∞
x→−∞

= 0.

The second term is zero, since we assume that F decays at infinity, which
leads to

∂

∂t

∫
T dx = 0,

i.e.,
∫

T dx = constant.
For example, let us study the conservation laws for the linearized KdV

equation:

ut + uxxx = 0.

This equation is already in the form of a conservation law, with T1 = u and
F1 = uxx; that is,

∫
u dx is conserved. This, however, is only one of many

conservation laws corresponding to (2.5). Another example is energy conser-
vation. Using Parseval’s theorem, we have already proven that linear dispersive
equations with constant coefficients satisfy energy conservation. Since (2.5) is
solvable by Fourier transforms we know from Parseval’s theorem that energy
is conserved. An alternative way of seeing this is by multiplying (2.5) by u and
integrating with respect to x. It can be checked that this leads to

∂

∂t

(1
2

u2
)
+
∂

∂x

(
uuxx − 1

2
u2

x

)
= 0,

from which it follows that
∫ |u|2 dx = constant.

2.5 Multidimensional dispersive equations

So far we have focused on dispersive equations in one spatial dimension. The
method of Fourier transforms can be generalized to solve constant coefficient
multidimensional equations, where a typical solution takes the form:
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Figure 2.1 Phase contours in two dimensions (n = 2).

u(x, t) =
1

2π

∫
b0(k)ei[k·x−ω(k)t] dk

and x = (x1, x2, . . . , xn), k = (k1, k2, . . . , kn), cf. Whitham (1974). As before, ω
is the frequency (assumed real) and T = 2π/ω is the period. The wavenumber
becomes the vector k = ∇θ, where θ ≡ k · x − ω(k)t, and the wavelength
λ = 2πk̂/|k|, where k̂ = k/|k| and | · | is the (Euclidean) modulus of the vector.
Thus θ(x + λ) = θ(x) + 2π. The condition that θ be constant describes the
phase contours (see Figure 2.1). We can also define the phase speed as c(k) =
ω(k)k̂/|k|, from which it follows that c · k = ω.

In the multidimensional linear case, an equation is said to be dispersive if ω
is real and (instead of ω′′ � 0) its Hessian is non-singular, that is

det
∣∣∣∣∣∂2ω(k)
∂ki∂k j

∣∣∣∣∣ � 0.

If we have a nonlinear equation, we call it a nonlinear dispersive wave equation
if its linear part is dispersive and the equation is energy-preserving.

2.6 Characteristics for first-order equations

First let us use the Fourier transform method to solve (2.4), ut − a1ux = 0. As
before, we get ω(k) = −a1 and

u(x, t) =
1

2π

∫
b0(k)eik(x+a1t) dk.

Calling

f (x) ≡ u(x, 0) =
1

2π

∫
b0(k)eikx dk,
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we observe that u(x, t) = f (x + a1t). This solution can be checked directly by
substitution into the PDE.

We can also solve (2.4) using the so-called method of characteristics. We
can think of the left-hand side of (2.4) as a total derivative that is expanded
according to the chain rule. That is,

du
dt
=
∂u
∂t
+

dx
dt
∂u
∂x
= 0. (2.6)

It follows from (2.6) that du/dt = 0 along the curves dx/dt = −a1, or, said
differently, that u = c2, a constant, along the curves x + a1t = c1. Thus for the
initial value problem u(x, t = 0) = f (x), at any point x = ξ we can identify
the constant c2 with f (ξ) and c1 with ξ. Hence the solution to the initial value
problem is given by

u = f (x + a1t).

Alternatively, from (2.4) and (2.6) (solving for du), we can write the above
in the succinct form

dt
1
=

dx
−a1
=

du
0
.

These equations imply that

t =
−1
a1

x +
c1

a1
, u = c2,

where c1 and c2 are constants. Hence

x + a1t = c1, u = c2.

For first-order PDEs the solution has one arbitrary function degree of freedom
and the constants are related by this function. In this case c2 = g(c1), where g
is an arbitrary function, leads to

u = g(x + a1t).

As above, suppose we specify the initial condition u(x, 0) = f (x). Then if we
take c1 = ξ, so that t = 0 corresponds to the point x = ξ on the initial data, this
then implies that u(ξ, t) = g(ξ) = f (ξ); now in general, along ξ = x + a1t, that
agrees with the solution obtained by Fourier transforms. The meaning of ξ is
that of a characteristic curve (a line in this case) in the (x, t)-plane, along which
the solution is non-unique; in other words, along a characteristic ξ, the solution
can be specified arbitrarily. Moreover as we move from one characteristic, say
ξ1, to another, say ξ2, the solution can change abruptly.
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The method of characteristics also applies to quasilinear first-order equa-
tions. For example, let us consider the inviscid Burgers equation mentioned
earlier:

ut + uux = 0. (2.7)

From (2.7) we have that du/dt = 0 along the curves dx/dt = u, or, said differ-
ently, that u = c2, a constant, along the curves x − ut = c1. Hence an implicit
solution is given by

u = f (x − ut).

Alternatively, if we specify the initial condition u(x, 0) = f (x), with f (x) a
smooth function of x, and we take c1 = ξ so that corresponding to t = 0 is
a point x = ξ on the initial data, this then means that u(x, t) = f (ξ) along
x = ξ + f (ξ)t. The latter equation implies that ξ is a function of time, i.e., ξ =
ξ(x, t), which in turn leads to the solution u = u(x, t). If we have a “hump-like”
initial condition such as u(x, 0) = sech2 x then either points at the top of the
curve, e.g., the maximum, “move” faster than the points of lower amplitude and
eventually break, or a multi-valued solution occurs. The breaking time follows
from x = ξ + f (ξ)t. Taking the derivative of this equation yields ∂ξ/∂x = ξx

and ξt:

ξx =
1

f ′(ξ)t + 1
, ξt = − f (ξ)

f ′(ξ)t + 1
(2.8)

and the breaking time is given by t = tB = 1/max(− f ′). This is the breaking
time, depicted in Figure 1.2, that is associated with the KdV equation (dashed
line) in Chapter 1.

Thus the solution to (2.7) can be written in the form

u = u(ξ(x, t)).

Prior to the breaking time t = tB the solution is single valued. So we can verify
that the solution (2.8) satisfies the equation:

ut = u′(ξ)ξt

ux = u′(ξ)ξx

and using (2.7) and (2.8)

ut + uux = − f (ξ)
f ′(ξ)t + 1

+
f (ξ)

f ′(ξ)t + 1
= 0.

In the exercises, other first-order equations are studied by the method of
characteristics.
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u

x (a) (b) (c)

t = 0 t = tB t > tB

Figure 2.2 The solution of (2.7) at different times.

u

x

(a)

ξ = 0 ξ = xI
xI xx = 0

(b)t

x = f(ξ)t + ξ

Figure 2.3 (a) A typical function u(ξ, 0) = f (ξ). (b) Characteristics associ-
ated with points ξ = 0, ξ = xI that intersect at t = tB. The point xI is the
inflection point of f (ξ).

In Figure 2.2 is shown a typical case and we can formally find the solu-
tion for values t > tB ignoring the singularities and triple-valued solution.
The value of time t, when characteristics first intersect, is denoted by tB – see
Figure 2.3.

2.7 Shock waves and the Rankine–Hugoniot conditions

Often we wish to take the solution further in time, beyond t = tB, but do not
want the multi-valued solution for physical or mathematical reasons. In many
important cases the solution has a nearly discontinuous structure. This is shown
schematically in Figure 2.4. Such a situation occurs in the case of the so-called
viscous Burgers equation

ut + uux = νuxx (2.9)

where ν is a constant; in this case there is a rapidly changing solution that
can be viewed as an approximation to a discontinuous solution for small
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u

x (a) (b) (c)

t = 0 t = tB t > tB

Figure 2.4 Evolution of the solution to (2.7) with a “shock wave”.

ν (0 < ν � 1). One way of introducing discontinuities, i.e., shocks, without
resorting to adding a “viscous” term (i.e., we keep ν = 0) is to consider (2.7) as
coming from a conservation law and its corresponding integral form. In other
words, (2.7) can be written in conservation law form as

∂

∂t
u +

∂

∂x

(
u2

2

)
= 0

which in turn can be derived from the integral form

d
dt

∫ x+Δx

x
u(x, t) dx +

1
2

(
u2(x + Δx, t) − u2(x, t)

)
= 0, (2.10)

in the limit Δx → 0. Equation (2.10) can support a shock wave since it is an
integral relation. Suppose between two points x1 and x2 we have a discontinuity
that can change in time x = xs(t) – see Figure 2.5. Then (2.10) reads

d
dt

(∫ xs(t)

x1

u(x, t) dx +
∫ x2

xs(t)
u(x, t) dx

)
+

1
2

(
u2(x2, t) − u2(x1, t)

)
= 0.

Letting x2 = xs(t) + ε, x1 = xs(t) − ε, and ε > 0, then as ε → 0, we have
x2 → x+ and x1 → x− and so

(u(x−, t) − u(x+, t))
dxs

dt
= −1

2

(
u2(x+, t) − u2(x−, t)

)
and find

vs =
dxs

dt
=

1
2

(u(x+, t) − u(x−, t)) =
u+ + u−

2
, (2.11)

where u± = u(x±, t). The last equation, (2.11), describes the speed of the shock,
vs = dxs/dt, in terms of the jump discontinuities.
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u(x,t)

x
x1 x2xs

Figure 2.5 A discontinuity in u(x, t) at x = xs(t).

We note that if (2.7) is generalized to

ut + c(u)ux = 0,

the corresponding conservation law is

∂

∂t
u +

∂

∂x
(q(u)) = 0, (2.12)

where q′(u) = c(u), and its integral form is

d
dt

∫ x+Δx

x
u(x, t) dx + q(u(x + Δx)) − q(u(x, t)) = 0.

Then following the same procedure as above, we find that the shock speed is

vs =
dxs

dt
=

q(x+, t) − q(x−, t)
u+ − u−

. (2.13)

We note that in the limit x+ → x− we have vs → q′(x+).
Equations (2.11) and (2.13) are sometimes referred to as the Rankine–

Hugoniot (RH) relations that were originally derived for the Euler equations
of fluid dynamics, cf. Lax (1987) and LeVeque (2002).

The RH relations, sometimes referred to as shock conditions, are used to
avoid multi-valued behavior in the solution, which would otherwise occur after
characteristics cross – see Figure 2.6. In order to make the problem well-posed
one needs to add admissibility conditions, sometimes called entropy-satisfying
conditions, to the relation. In their simplest form these conditions indicate
characteristics should be going into a shock as time increases, rather than
emanating, as that would be unstable, see Lax (1987) and LeVeque (2002).
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t

x

tB

x−(t) x+(t)

vs = d xs /dt

Figure 2.6 Typical characteristic diagram.

Another viewpoint is that an admissibility relation should be the limit of, for
example, a viscous solution to Burgers’ equation, see (2.9), where the admis-
sible solution uA(x, t) = lim

ν→0
u(x, t; ν). We discuss Burgers’ equation in detail

later.
Let us consider the problem of fitting the discontinuities satisfying the shock

conditions into the smooth part of the solution, e.g., for x→ x+(t), x→ x−(t).
For example, consider (2.7) with the following initial condition:

u(x, 0) =

{
u+, x > 0
u−, x < 0.

where u± are constants. In the case where u+ < u−, we see that the
characteristics cross immediately; i.e., they satisfy dx/dt = u, so

x = u+t + ξ, ξ > 0,

x = u−t + ξ, ξ < 0,

as indicated in Figure 2.7. The speed of the shock is given by

vs =
dx
dt
=

u+ + u−
2

.

If u+ = −u− the shock is stationary.



2.7 Shock waves and the Rankine–Hugoniot conditions 31

Figure 2.7 (a) Shock wave u+ > u−. (b) Characteristics cross.

Figure 2.8 (a) “Rarefaction wave” u+ < u−. (b) Characteristics do not cross.
There is a “fan” at x = 0.

On the other hand, if u+ < u−, as in Figure 2.8, then the discontinuities do
not cross. In this case

x = u+t + ξ, ξ > 0,

x = u−t + ξ, ξ < 0,

x = ut, ξ = 0,

and the solution is termed a rarefaction wave with a fan at ξ = 0, u = x/t where
u− < x/t < u+.

Next we return briefly to discuss the viscous Burgers equation (2.9). If we
look for a traveling solution u = u(ζ), ζ = x−Vt−x0, where V, x0 are constants,
and V the velocity of the (viscous shock) traveling wave, then

−Vuζ + uuζ = νuζζ .

Integrating yields

− Vu +
1
2

u2 + A = νuζ , (2.14)

where A is the constant of integration. Further, if u → u± as x → ±∞, where
u± are constants, then

A = −
(

1
2

u2
± − Vu±

)
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and by eliminating the constant A, we find

V =
1
2

u2
+ − u2−

u+ − u−
=

1
2

(u+ + u−),

which is the same as the shock wave speed found earlier for the inviscid
Burgers equation. Indeed, if we replace Burgers’ equation by the generalization

ut + (q(u))x = νuxx,

then the corresponding traveling wave u = u(ζ) would have its speed satisfy

V =
q(u+) − q(u−)

u+ − u−

[by the same method as for (2.7)], which agrees with the shock wave veloc-
ity (2.13) associated with (2.12). For the Burgers equation we can give an
explicit expression for the solution u by carrying out the integration of (2.14)

dζ =
νdu

u2/2 − Vu + A

with A = −((1/2)u2
+ − (1/2)(u+ + u−)u+) = (1/2)u+u−. This results in

u =
u+ + u−e(u+−u−)ζ/(2ν)

1 + e(u+−u−)ζ/(2ν)

=
u+ + u−

2
+

u− − u+
2

tanh
(u+ − u−

4ν
ζ
)
,

like in Figure 2.9. The width of the viscous shock wave is proportional to
w = 4ν/(u+ − u−).

u−

u+

w

V

Figure 2.9 Traveling viscous shock wave with velocity V and width
w= 4ν/(u+ − u−).
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2.8 Second-order equations: Vibrating string equation

Let us turn our attention to deriving an approximate equation governing the
transverse vibration of a long string that is initially plucked and left to vibrate
(see Figure 2.10).

Let ρ be the mass density of the string: we assume it to be constant with ρ =
m/L, where m is the total mass of the string and L is its length. The string is in
equilibrium (i.e., at rest) when it is undisturbed along a straight line, which we
will choose to be the x-axis. When the string is plucked we can approximately
describe its vertical displacement from equilibrium at each point x as a function
y(x, t). Consider an infinitesimally small segment of the string, i.e., a segment
of length |Δs| � 1, where Δs2 = Δx2 + Δy2 (see Figure 2.11). We will assume
no external forces and that horizontal acceleration is negligible. It follows from
Newton’s second law that
• difference in vertical tensions:

(T sin θ)|x+Δx − (T sin θ)|x = Δm ytt,

• difference in horizontal tensions:

(T cos θ)|x+Δx − (T cos θ)|x = 0.

Figure 2.10 Vibrations of a long string.

Figure 2.11 Tension forces acting on a small segment of the string.
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In the limit |Δx| → 0 we assume that y = y(x, t); then one has (in that limit)

sin θ =
Δy
Δs
=

Δy√
(Δx)2 + (Δy)2

→ yx√
1 + y2

x

,

cos θ =
Δx
Δs
→ 1√

1 + y2
x

.

Hence with these assumptions, in this limit, and using dm = ρds, Newton’s
equations become (

ρ
ds
dx

)
ytt − ∂

∂x

(
T

yx√
1 + y2

x

)
= 0,

∂

∂x

(
T

1√
1 + y2

x

)
= 0.

From the second equation we get that T = T0

√
1 + y2

x , T0 constant and, using
ds/dx =

√
1 + y2

x, the first equation yields

ytt =
T0

ρ
√

1 + y2
x

yxx. (2.15)

This is a nonlinear equation governing the vibrations of the string. If we
consider small-amplitude vibrations (i.e., |yx| � 1) and so neglect y2

x in the
denominator of the right-hand side we obtain, as an approximation, the linear
wave equation,

ytt − c2yxx = 0,

where c2 = T0/ρ is the wave speed (speed of sound). However, we can approx-
imate (2.15) by assuming that |yx| is small but without neglecting it completely.
That can be done by taking the first correction term from a Taylor series of the
denominator:

1√
1 + y2

x

≈ 1
1 + y2

x/2
≈ 1 − 1

2
y2

x.

Doing so leads to the nonlinear equation

ytt = c2yxx

(
1 − 1

2
y2

x

)
,

which is more amenable to analysis than (2.15), but still retains some of its
nonlinearity. It is interesting that this equation is a cubic nonlinear version
of (1.2) when ε � h2/12. Note: if yx becomes large (e.g., a “shock” is formed),
then we need to go back to (2.15) and reconsider our assumptions.
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2.9 Linear wave equation

Consider the linear wave equation

utt − c2uxx = 0,

where c = constant with the initial conditions u(x, 0) = f (x) and ut(x, 0) =
g(x). Below we derive the solution of this equation given by D’Alembert.

It is helpful to change to the coordinate system

ξ = x − ct, η = x + ct.

Thus, from the chain rule we have that

∂x =
1
2

(∂ξ + ∂η), ∂t =
1
2c

(−∂ξ + ∂η)

and the equation transforms into[
(∂ξ + ∂η)

2 − (−∂ξ + ∂η)2
]
u = 0.

Simplifying leads to

4uξη = 0.

The latter equation can be integrated with respect to ξ to give

uη = F̃(η),

where F̃ is an arbitrary function. Integrating once more gives

u(ξ, η) = F(η) +G(ξ) = F(x + ct) +G(x − ct).

This is the general solution of the wave equation. It remains to incorporate the
initial data. We have that

u(x, 0) = F(x) +G(x) = f (x),

ut(x, 0) = cF′(x) − cG′(x) = g(x).

Differentiating the first equation leads to

f ′(x) = F′(x) +G′(x),

g(x) = cF′(x) − cG′(x).

By addition and subtraction of these equations one gets that

F′ =
1
2

(
f ′ +

g
c

)
, G′ =

1
2

(
f ′ − g

c

)
.
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It follows that

F(x) =
1
2

f (x) +
1
2c

∫ x

0
g(ζ) dζ + c1,

G(x) =
1
2

f (x) − 1
2c

∫ x

0
g(ζ) dζ + c2,

where c1, c2 are constants. Hence,

u(x, t) =
1
2

[
f (x + ct) + f (x − ct)

]
+

1
2c

∫ x+ct

x−ct
g(ζ) dζ + c3, c3 = c1 + c2.

Since u(x, 0) = f (x) it follows that c3 = 0 and that

u(x, t) =
1
2

[
f (x + ct) + f (x − ct)

]
+

1
2c

∫ x+ct

x−ct
g(ζ) dζ.

This is the well-known solution of D’Alembert to the wave equation. From this
solution we can see that the wave (or disturbance) or a discontinuity propagates
along the lines ξ = x + ct = constant and η = x − ct = constant, called
the characteristics. More precisely, when looking forward in time we see that
a disturbance at t = 0 located in the region a < x < b propagates within
the “range of influence” that is bounded by the lines x − ct = ξR = b and
x + ct = ηL = a (see Figure 2.12). Similarly, looking back in time we see that
the solution at time t was generated from a region in space that is bounded by
the “domain of dependence” bounded by the characteristics x − ct = a and
x + ct = b. Thus no “information” originating inside a < x < b can affect
the region outside the range of influence; c can be thought of as the “speed of
light”.

Figure 2.12 The characteristics of the wave equation; domain of dependence
and range of influence.
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2.10 Characteristics of second-order equations

We already encountered the method of characteristics in Section 2.6 for the
case of first-order equations (in the evolution variable t). The notion of charac-
teristics, however, can be extended to higher-order equations, as we just saw in
D’Alembert’s solution to the wave equation. Loosely speaking, characteristics
are those curves along which discontinuities can propagate. A more formal def-
inition for characteristics is that they are those curves along which the Cauchy
problem does not have a unique solution. For second-order quasilinear PDEs
the Cauchy problem is given by

Auxx + Buxy +Cuyy = D, (2.16)

where we assume that A, B, C, and D are real functions of u, ux, uy, x, and
y and the boundary values are given on a curve C in the (x, y)-plane in terms
of u or ∂u/∂n (the latter being the normal derivative of u with respect to the
curve C).

We will not go into the formal derivation of the equations for the charac-
teristics, which can be found in many PDE textbooks (see, e.g., Garabedian,
1984). A quick method for deriving these equations can be accomplished by
keeping in mind the basic property of a characteristic – a curve along which
discontinuities can propagate, cf. Whitham (1974). One assumes that u has a
small discontinuous perturbation of the form

u = Us + εΘ(ν(x, y))Vs, (2.17)

where Us,Vs are smooth functions, ε is small, and

Θ(ν) =

{
0, ν < 0
1, ν > 0

is the Heaviside function (sometimes denoted by H(ν)). Here ν(x, y) = constant
are the characteristic curves to be found. We recall that Θ′(ν) = δ(ν), i.e.,
the derivative of a Heaviside function is the Dirac delta function (cf. Lighthill
1958). Roughly speaking, δ is less smooth than Θ and near ν = 0 is taken
to be “much larger” than Θ, which is less smooth than Us, etc. In turn, δ′ is
more singular (much larger) than δ near ν = 0, etc. When we substitute (2.17)
into (2.16) we keep the highest-order terms, which are those terms that mul-
tiply δ′, and neglect the less singular terms that multiply δ, Θ, and Us. This
gives us (

Aν2
x + Bνxνy +Cν2

y

)
εδ′Vs + l.o.t. = 0,
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(here l.o.t., lower-order terms, means terms that are less singular) or

Aν2
x + Bνxνy +Cν2

y = 0. (2.18)

Since ν(x, y) = constant are the characteristics, we have that dν = νxdx+νydy =
0 and therefore

dy
dx
= −νx

νy
.

Combined with (2.18), we obtain

A
dy
dx

2

− B
dy
dx
+C = 0 (2.19)

as the equation for the characteristic y = y(x).

2.11 Classification and well-posedness of PDEs

Based on the types of solutions to (2.19), it is possible to classify quasilinear
PDEs in two independent variables. Letting λ ≡ dy/dx, we have the following
classification (recall A, B,C are assumed real):
• Hyperbolic: Two, real roots λ1 and λ2;
• Parabolic: Two, real repeated roots λ1 = λ2; and
• Elliptic: Two, complex conjugate roots λ1 and λ2 = λ

∗
1.

The terminology comes from an analogy between the quadratic form (2.18)
and the quadratic form for a plane conic section (Courant and Hilbert, 1989).

Some prototypical examples are:

(a) The wave equation: utt−c2uxx = 0 (note the interchange of variables x→ t,
y→ x). Here A = 1, B = 0, C = −c2. Thus (2.19) gives(

dx
dt

)2
− c2 = 0,

which implies the characteristics are given by x ± ct = constant. There are
two, real solutions. Therefore, the wave equation is hyperbolic.

(b) The heat equation: ut−uxx = 0 (in this example, y→ t). Here A = −1, B =
0, C = 0. Thus (2.19) gives (

dt
dx

)2
= 0,

which implies the characteristics are given by t = constant. There are two,
repeated real solutions. Therefore, the heat equation is parabolic.
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(c) The potential equation (often called Laplace’s equation): uxx + uyy = 0.
Here A = 1, B = 0, C = 1. Thus (2.19) gives(

dy
dx

)2
+ 1 = 0,

which implies the characteristics are given by y = ±ix + constant. There
are two, complex solutions. Therefore, the potential equation is elliptic.

That the potential equation is elliptic suggests that we can specify “initial”
data on any real curve and obtain a unique solution. However, we will see in
doing this that something goes seriously wrong. This leads us to the concept
of well-posedness. To this end, consider the problem

uyy + uxx = 0,

u(x, 0) = f (x),

uy(x, 0) = g(x),

and look for solutions of the form us = exp
[
i(kx − ω(k)y)

]
. This leads to the

dispersion relation ω = ±ik. We then have the formal solution

u(x, y) =
1

2π

∫
b+(k, 0) exp(ikx) exp(ky) dk

+
1

2π

∫
b−(k, 0) exp(ikx) exp(−ky) dk,

where b+ and b− are determined from the initial data. In general, these integrals
do not converge. To make them converge we need to require that b±(k) decays
faster than any exponential, which generally speaking is not physically reason-
able. The “problem” is that the dispersion relation growth rate, ω(k) = ±ik, is
unbounded and imaginary.

Now suppose we consider the following initial data on y = 0: f (x) = 0 and
g(x) = gk(x) = sin(kx)/k, where k is a positive integer. Using separation of
variables, we find, for each value of k, the solution is

uk(x, y) =
[
A0 cosh(ky) + B0 sinh(ky)

]
sin(kx),

where A0 and B0 are constants to be determined. Using uk(x, 0) = 0, we find
that A0 = 0. And

∂uk

∂y
(x, 0) =

sin(kx)
k

= B0k sin(kx)

implies B0 = 1/k2. Thus, the solution is
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uk(x, y) =
sinh(ky) sin(kx)

k2
.

Now from a physical point of view, we expect that if the initial data becomes
“small”, so should the solution. However, for any non-zero fixed value of y, we
see that for each x, uk(x, y)→ ∞ as k → ∞, even though gk → 0. The solution
does not depend continuously on the data. We say for a given initial/boundary
value problem:

Definition 2.1 The problem is well-posed if there exists a unique solution
and given a sequence of data gk converging to g as k → ∞, there exists a
solution uk and uk → u∗ as k → ∞, where u∗ is the solution corresponding to
the data g.

In other words, for the equation to be well-posed it must have a unique solu-
tion that depends continuously on the data. Hence the potential equation (i.e.,
Laplace’s equation) is not well-posed. See also Figure 2.13.

As a final example, we will look at the Klein–Gordon equation:

utt − c2uxx + m2u(x, t) = 0, (2.20)

u(x, 0) = f (x), ut(x, 0) = g(x).

This equation describes elastic vibrations with a restoring force proportional
to the displacement and also occurs in the description of the so-called weak
interaction, which is somewhat analogous to electromagnetic interactions. In
the latter case, the constant m is proportional to the boson (analogous to
the photon) mass and c is the speed of light. Remembering the formal cor-
respondence ∂t ↔ −iω and ∂x ↔ ik, we find the dispersion relationship
ω± = ±

√
c2k2 + m2 = ±ω(k). Then

Figure 2.13 ω = ω(k) = (ωR + iωI)(k): ill-posed when ωI → ∞ as k → ∞;
well-posed when ω is bounded as in the above figure.
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u(x, t) =
1

2π

∫
b+(k, 0) exp

⎡⎢⎢⎢⎢⎢⎣i(kx + ck

√
1 +
(m
ck

)2
t

⎤⎥⎥⎥⎥⎥⎦ dk

+
1

2π

∫
b−(k, 0) exp

⎡⎢⎢⎢⎢⎢⎣i(kx − ck

√
1 +
(m
ck

)2
t

⎤⎥⎥⎥⎥⎥⎦ dk, (2.21)

where b+ and b− will be determined from the initial data. We have

f (x) =
1

2π

[∫
b+(k) exp(ikx)dk +

∫
b−(k) exp(ikx) dk

]
(2.22a)

g(x) =
i

2π

[∫
b+(k)ω(k) exp(ikx) dk −

∫
b−(k)ω(k) exp(ikx) dk

]
. (2.22b)

Let

f̂ (k) ≡
∫

f (x) exp(−ikx) dx,

ĝ(k) ≡
∫

g(x) exp(−ikx) dx;

then (2.22) implies that

f̂ = b+ + b−,
−îg
ω
= b+ − b−.

Solving this system and substituting back into (2.21), we find that

u(x, t) =
1

4π

∫ (
f̂ (k) − îg(k)

ω(k)

)
exp [i(kx + ω(k)t] dk

+
1

4π

∫ (
f̂ (k) +

îg(k)
ω(k)

)
exp [i(kx − ω(k)t] dk.

As an example, for the specific initial data u(x, 0) = δ(x), where δ(x) is the
Dirac delta function, we have ut(x, 0) = 0, and so f̂ (k) = 1 and ĝ(k) = 0. Thus,

u(x, t) =
1

2π

∫
eikx cos [ω(k)t] dk,

which due to sin(kx) being an odd function simplifies to

u(x, t) =
1

2π

∫
cos(kx) cos [ω(k)t] dk.
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Finally, note that the solution method based on Fourier transforms may be
summarized schematically:

u(x, 0)
Direct transformation−−−−−−−−−−−−−−−→ û(k, 0)⏐⏐⏐⏐⏐*Evolution

u(x, t)
Inverse transformation←−−−−−−−−−−−−−−− û(k, t)

.

where û(k, t) is the Fourier transform of u(x, t). In Chapters 8 and 9, this will
be generalized to certain types of nonlinear PDEs.

Exercises

2.1 Solve the following equations using Fourier transforms (all functions are
assumed to be Fourier transformable):
(a) ut + u5x = 0, u(x, 0) = f (x).
(b) ut +

∫
K(x − ξ)u(ξ, t)dξ = 0, u(x, 0) = f (x), ˆK(k) = e−k2

. Recall
the convolution theorem for Fourier transforms (cf. Ablowitz and
Fokas, 2003: F ∫ f (x − ξ)g(ξ, t)dξ = F̂(k)Ĝ(k) where F represents
the Fourier transform).

(c) utt + u4x = 0, u(x, 0) = f (x), ut(x, 0) = g(x).
(d) utt−c2uxx−m2u(x, t) = 0, u(x, 0) = f (x), ut(x, 0) = g(x). Contrast this

solution with that of the standard Klien–Gordon equation, see (2.20).
2.2 Analyze the following equations using the method of characteristics:

(a) ut + c(u)ux = 0, with u(x, 0) = f (x) where c(u) and f (x) are smooth
functions of u and x, respectively.

(b) ut + uux = −αu, where α is a constant and u(x, 0) = f (x), with f (x)
a smooth function of x.

2.3 Find two conservation laws associated with
(a) utt − uxx + m2u = 0, where m ∈ R.
(b) utt + uxxxx = 0.

2.4 Show that the center of mass x̄ =
∫

xu(x, t) dx satisfies the following

relations:

(a) For ut + uxxx = 0,
dx̄
dt
= 0.

(b) For ut + uux + uxxx = 0,
dx̄
dt
= c, where c is proportional to∫

u2 dx.
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2.5 Use D’Alembert’s solution to solve the initial value problem of the wave
equation on the semi-infinite line

utt − c2uxx = 0,

c constant, where u(x, 0) = f (x), ut(x, 0) = g(x), x > 0 and either
(a) u(0, t) = h(t) or
(b) ut(0, t) = h(t).

2.6 Consider the PDE

utt − uxx + σuxxxx = 0,

whereσ = ±1. Determine for which values ofσ that the equation is well-
posed and solve the Cauchy problem for the case where the equation is
well-posed.

2.7 Consider the equation

ut + uux = 0,

with initial condition u(0, x) = cos(πx).
(a) Find the (implicit) solution of the equation.
(b) Show that u(x, t) has a point t = tB where ux is infinite. Find tB.
(c) Describe the solution beyond t = 1/π.

2.8 (a) Solve the Cauchy problem

ux + uuy = 1, u(0, y) = ay,

where a is a non-zero constant.
(b) Find the solution of the equation in part (a) with the data

x = 2t, y = t2, u(0, t2) = t.

Hint: The following forms are equivalent:

dx
1
=

dy
u
=

du
1

and
dx
ds
= 1,

dy
ds
= u,

du
ds
= 1.

2.9 Consider the equation

ut + uux = 1, −∞ < x < ∞, t > 0.

(a) Find the general solution.
(b) Discuss the solution corresponding to: u = 1

2 t when t2 = 4x.
(c) Discuss the solution corresponding to: u = t when t2 = 2x.
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2.10 Solve the equation

ut + uux = 0, −∞ < x < ∞, t > 0,

subject to the initial data

u(x, 0) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, x ≤ 0

x/a, 0 < x < a

1, x ≥ a.

Examine the solution as a→ 0.
2.11 Find the the solution of the equation

yux − xuy = 0,

corresponding to the data u(x, 0)= f (x). Explain what happens if we give
u(x(s), y(s))= f (s) along the curve defined by {s : x2(s) + y2(s)= a2}.

2.12 Find the solution to the initial value problem

ut + u3ux = 0,

u(x, 0) = f (x).

Find the solution when f (x) = x1/3 and discuss its behavior as t → ∞.
2.13 Use the traveling wave coordinate ξ = x − ct to reduce the PDE

ut − uxx =

{
u, 0 ≤ u ≤ 1/2
0, 1/2 ≤ u ≤ 1.

to an ODE. Solve the ODE subject to the boundary conditions u(−∞) = 1
and u(+∞) = 0. Discuss the solution for c = 2 and c � 2.



3
Asymptotic analysis of wave equations: Properties and

analysis of Fourier-type integrals

In the previous chapter we constructed the solution of equations using Fourier
transforms. This yields integrals that depend on parameters describing space
and time variation. When used with asymptotic analysis the Fourier method
becomes extremely powerful. Long-time asymptotic evaluation of integrals
yields the notion of group velocity and the structure of the solution. In this
chapter, we apply these techniques to the linear Schrödinger equation, the lin-
ear KdV equation, discrete equations, and to the Burgers equation, which is
reduced to the heat equation via the Hopf–Cole transformation.

Consider the asymptotic behavior of Fourier integrals resulting from the use
of Fourier transforms (see Chapter 2). These integrals take the form

u(x, t) =
1

2π

∫
û(k) exp [i(kx − ω(k)t)] dk (3.1)

in the limit as t → ∞ with χ ≡ x/t held fixed, i.e., we will study approxima-
tions to (3.1) for large times and for large distances from the origin. We can
rewrite this integral in a slightly more general form by defining φ(k) ≡ kχ − ω
(for simplicity of notation here we suppress the dependence on χ in φ) and
considering integrals of the form

I(t) =
∫ b

a
û(k) exp

[
iφ(k)t

]
dk, (3.2)

where we assume φ(k) is smooth on −∞ ≤ a < b ≤ ∞. First, by the Riemann–
Lebesgue lemma (cf. Ablowitz and Fokas, 2003), provided û(k) ∈ L1(a, b), we
have

lim
t→∞ I(t) = 0.

But this does not provide any additional qualitative information. Insight can
be obtained if we assume that both û(k) and φ(k) are sufficiently smooth. If
φ′(k) � 0 in [a, b], then we can rewrite (3.2) as

45
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a

û(k)
iφ′(k)t

d
dk

eiφ(k)tdk;

then integrating by parts gives

I(t) = eiφ(k)t û(k)
iφ′(k)t

∣∣∣∣∣∣b
a

−
∫ b

a
exp
[
iφ(k)t

] d
dk

(
û(k)

iφ′(k)t

)
dk.

Repeating the process we can show that the second term is of order 1/t2.1 Thus,
we have

I(t) = i

[
û(a)eiφ(a)t

φ′(a)
− û(b)eiφ(b)t

φ′(b)

]
1
t
+ O(1/t2).

If û(k) and φ′(k) are C∞ (i.e., infinitely differentiable) functions, then we may
continue to integrate by parts to get the asymptotic expansion

I(t) ∼
∞∑

n=1

cn(t)
tn

,

where the cn are bounded functions. Notice that if û ∈ L1(−∞,∞), then

lim
a→−∞ û(a) = lim

b→∞
û(b) = 0.

Therefore, if φ′(k) � 0 for all k and if both û(k), φ(k) ∈ C∞, then we have

u(x, t) = o(t−n), n = 1, 2, 3, . . . , (3.3)

i.e., u goes to zero faster than any power of t.
It is more common, however, that there exists a point or points where

φ′(c) = 0. The technique used to analyze this case is called the method of
stationary phase, which was originally developed by Kelvin (cf. Jeffreys and
Jeffreys, 1956; Ablowitz and Fokas, 2003). We will explore this technique now.

3.1 Method of stationary phase

When considering the Fourier integral (3.2), we wish to determine the long-
time asymptotic behavior of I(t). As our previous analysis shows, intuitively,
for large values of t, there is very rapid oscillation, leading to cancellation. But,
the oscillation is less rapid near points where φ′(k) = 0 and the cancellation
will not be as complete. We will call a point, k, where φ′(k) = 0, a stationary
point.

1 We say that u = O(t−n) if limt→∞ |u|tn = constant and u = o(t−n) if limt→∞ |u|tn = 0. See also
Section 3.2 for the definitions of big “O”, little “o” and asymptotic expansions.
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Suppose there is a so-called stationary point c, a < c < b, such that φ′(c) = 0,
φ′′(c) � 0 and û(c) exists and is non-zero. In addition, suppose û(k) and φ(k)
are sufficiently smooth. Then we expect that the dominant contribution to (3.2)
should come from a neighborhood of c, i.e., the leading asymptotic term is

I(t) ∼
∫ c+ε

c−ε
û(c) exp

[
i

(
φ(c) +

φ′′(c)
2

(k − c)2

)
t

]
dk, (3.4)

= û(c) exp(iφ(c)t)
∫ c+ε

c−ε
exp

[
i
φ′′(c)

2
(k − c)2t

]
dk,

where ε is small. Let

ξ2 =
|φ′′(c)|

2
(k − c)2t, μ ≡ sgn(φ′′(c)).

Then (3.4) becomes

I(t) ∼
√

2
t|φ′′(c)| û(c) exp(iφ(c)t)

∫ ε

√
t|φ′′(c)|

2

−ε
√

t|φ′′(c)|
2

exp(iμξ2) dξ.

For |φ′′(c)| = O(1), extending the limits of integration from −∞ to ∞, i.e., we
take ε

√
t → ∞, yields the dominant term. The integral∫ ∞

−∞
exp(iμξ2) dξ =

√
π exp

(
iμ
π

4

)
,

is well known, hence

I(t) ∼ û(c)

√
2π

t|φ′′(c)| exp
(
iφ(c)t + iμ

π

4

)
. (3.5)

If we are considering Fourier transforms, we have φ(k) = kχ − ω(k), for
which φ′(k) = 0 implies

χ =
x
t
= ω′(k0) (3.6)

for a stationary point k0. Or, assuming ω′ has an inverse, k0 = (ω′)−1(x/t) ≡
k0(x/t). In addition, if we are working with a dispersive PDE, then by
definition, except at special points, φ′′(k) � 0. Substituting this into (3.5),

u(x, t) ∼ û(k0)√
2πt|φ′′(k0)| exp

(
iφ(k0)t + iμ

π

4

)
, (3.7)

which can be rewritten as

u(x, t) ∼ A(x/t)√
t

exp (iφ(k0)t) , (3.8)
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where A(x/t)/
√

t is the decaying in time, slowly varying, complex amplitude.
This decay rate, O(1/

√
t), is slow, especially when compared to those cases

when the solution decays exponentially or as O(1/tn) for n large. Note that
dimensionally, ω′ corresponds to a speed. Stationary phase has shown that the
leading-order contribution comes from a region moving with speed ω′, which
is termed the group velocity. This is the velocity of a slowly varying packet of
waves. We will see later that this is also the speed at which energy propagates.

Example 3.1 Linear KdV equation: ut + uxxx = 0. The dispersion relation is
ω = −k3 and so φ(k) = kx/t + k3. Thus, the stationary points, satisfying (3.6),
occur at k0 = ±√−x/(3t) so long as x/t < 0. Note that we might expect
something interesting to happen as x/t → 0, since φ′(k) vanishes there and
implies a higher-order stationary point. We also expect different behavior when
x/t > 0 since k0 becomes imaginary there.

Example 3.2 Free-particle Schrödinger equation: iψt + ψxx = 0, |x| < ∞,
ψ(x, 0) = f (x), and ψ→ 0 as |x| → ∞. This is a fundamental equation in quan-
tum mechanics. The wavefunction, ψ, has the interpretation that |ψ(x, t)|2dx is
the probability of finding a particle in dx, a small region about x at time t.
The dispersion relation ω = k2 shows that the stationary point satisfying (3.6)
occurs at k0 = x/(2t).

3.2 Linear free Schrödinger equation

Now we will consider a specific example of the method of stationary phase as
applied to the linear free Schrödinger equation

iut + uxx = 0. (3.9)

First assume a wave solution of the form us = ei(kx−ω(k)t), substitute it into the
equation and derive the dispersion relation

ω(k) = k2.

Notice that ω is real and ω′′(k) = 2 � 0 and hence solutions to (3.9) are in the
dispersive wave regime. Thus the solution, via Fourier transforms, is

u(x, t) =
1

2π

∫
û0(k)ei(kx−k2t) dk,

where û0(k) is the Fourier transform of the initial condition u(x, 0) = u0(x). As
before, to apply the method of stationary phase, we rewrite the exponential in
the Fourier integral the following way
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u(x, t) =
1

2π

∫
û0(k)eiφ(k)t dk,

where φ(k) = kχ − k2 with χ = x/t. The dominant contribution to the integral
occurs at a stationary point k0 when φ′(k0) = 0; k0 = x/(2t) in this case. Noting
that sgn(φ′′(k0)) = −1, the asymptotic estimate for u(x, t) using (3.7) is

u(x, t) =
û0

(
x
2t

)
√

4πt
exp

(
i
( x
2t

)2
t − i

π

4

)
+ o

(
1√

t

)
. (3.10)

A more detailed analysis, using the higher-order terms arising from the Taylor
series of û(k) and φ(k) near k = k0, shows that if û0(k) ∈ C∞ then we have the
more general result

u(x, t) ∼ 1√
4πt

exp

(
i
( x
2t

)2
t − i

π

4

) ⎡⎢⎢⎢⎢⎢⎣û0( x
2t ) +

∞∑
n=1

gn( x
2t )

(4it)n

⎤⎥⎥⎥⎥⎥⎦ ,
where gn(y) are related to the higher derivatives of û0 (see Ablowitz and Segur,
1981).

Definition 3.3 The function I(t) has an asymptotic expansion around t = t0
(Ablowitz and Fokas, 2003) in terms of an ordered asymptotic sequence
{δ j(t)} if
(a) δ j+1(t) � δ j(t), as t → t0, j = 1, 2, . . . , n, and
(b) I(t) =

∑n
j=1 a jδ j(t) + Rn(t) where the remainder Rn(t) = o(δn(t)) or

lim
t→t0

∣∣∣∣∣Rn(t)
δn(t)

∣∣∣∣∣ = 0.

The notation δ j+1(t) � δ j(t), means

lim
t→t0

∣∣∣∣∣∣δ j+1(t)

δ j(t)

∣∣∣∣∣∣ = 0.

We also write

I(t) ∼
n∑

j=1

a jδ j(t),

which says I(t) has the asymptotic expansion given on the right-hand side of
the symbol “∼”. Notice that if n = ∞, then we mean Rn(t) = o(δn(t)) for all n.
Asymptotic series expansions may not (usually do not) converge.

The asymptotic solution (3.10) can be viewed as a “slowly varying” sim-
ilarity or self-similar solution. In general, a similarity solution takes the
form
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u(x, t) =
1
tp

f
( x
tq

)
, (3.11)

for suitable constants p and q. This important concept describes phenomena
in terms of a reduced number of variables, when time and space are suitably
rescaled. Similarity solutions find important applications in many areas of sci-
ence. One well-known example is that of G.I. Taylor who in the 1940s found
a self-similar solution to the problem of determining the shock-wave radius
and speed after an (nuclear) explosion (Taylor, 1950). He found that the front
of an approximately spherical blast wave is described self-similarly with the
independent variables scaled according to a two-fifths law, r/t2/5, where r is
the radial distance from the origin.

We determine the similarity solution to the linear Schrödinger equation by
assuming the form (3.11) and inserting it into (3.9); i.e., we assume the ansatz

usim(x, t) =
1
tp

f (η) where η =
x
tq

. Then we find the relation

f ′′

tp+2q
− i

(
p f

tp+1
+

qη f ′

tp+1

)
= 0.

In order to keep all the powers of t the same, we require 2q = 1 but p can
be arbitrary. In general, linear equations do not determine both p and q but
nonlinear equations usually fix both. For linear equations, p is fixed by addi-
tional information; e.g., initial values or side conditions. For the linear free
Schrödinger equation we take p = 1/2, motivated by our previous analysis
with the stationary phase technique. Then our equation takes the form

f ′′ − i
2

(η f ′ + f ) = 0,

which we can integrate directly to obtain

f ′ − i
2
η f = c1, c1 const.

Introducing the integrating factor e−iη2/4, we integrate this equation to find

f (η) = c1

∫
ei(η2−(η′)2)/4dη′ + c2eiη2/4, c2 const.

If c1 = 0, we have the similarity solution

usim(x, t) =
c2√

t
exp

(
i
4

( x
t

)2
t

)
=

c̃2√
4πt

exp
(
iη̃2 − iπ/4

)
,

where η̃ =
x

2
√

t
, c2 =

c̃2√
4π

e−iπ/4.
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By identifying the “constant of integration” c̃2, with the slowly varying func-
tion û0(x/t), we can write the asymptotic solution, obtained earlier via the
method of stationary phase, (3.10), as

u(x, t) ∼ û0(x/(2t))usim(x, t) =
û0(x/(2t))√

4πt
ei(x/(2t))2te−iπ/4. (3.12)

In the argument of the first term û0, the spatial coordinate, x, is scaled by 1/2t
but in the second term (eix2/(4t) = ei(x/(2

√
t))2

), x is scaled by 1/
√

t. For large
values of t, the first term varies in x much more slowly than the second term.
We refer to this as a slowly varying similarity solution. In a sense usim(x, t)
is an “attractor” for this linear problem. Slowly varying similarity solutions
arise frequently – even for certain nonlinear problems such as the nonlinear
Schrödinger equation

iut + uxx ± |u|2u = 0,

e.g., see Ablowitz and Segur (1981).

3.3 Group velocity

Recall that the “group velocity”, defined to be ω′(k), enters into the method of
stationary phase through the solution of the equation φ′(k) = 0; i.e., through the
stationary points. We have seen that, for linear problems, the dominant terms
in the solution come from the region near the stationary points. The energy can
be shown to be transported by the group velocity. Next we describe this using
a different asymptotic procedure.

Frequently we look directly for slowly varying wave groups in order to
approximate the solution; see Whitham (1974). Suppose we consider, based
on our stationary phase result, that the solution to a linear dispersive wave
problem [e.g., the linear Schrödinger equation (3.9)] is of the form

u(x, t) ∼ A(x, t)eiθ(x,t), t � 1, (3.13)

A(x, t) =
1√

t
g(x/t),

θ(x, t) = (k0(x/t)x/t − ω(k0(x/t)))t = φ(x/t)t,

where g and φ are slowly varying. That is,

∂g
∂x
=

1
t

g′
(

x
t

)
� 1 and

∂g
∂t
= − x

t2
g′
(

x
t

)
� 1;
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also
∂φ

∂x
� 1 and

∂φ

∂t
� 1. Notice that θ is rapidly varying. To generalize the

notion of wavenumber and frequency as defined in Section 2.2, we take

∂θ

∂x
= φ′(x/t) = k0 (3.14)

∂θ

∂t
= φ(x/t) − (x/t)φ′(x/t) = k0x/t − ω(k0) − k0x/t = −ω(k0), (3.15)

where we used (3.13). So we can define the slowly varying wavenumber and
frequency by the above relations. The ansatz (3.13) with a rapidly varying
phase (or the real part in cases where the solution u is real) for wave-like prob-
lems is sometimes called the WKB approximation (after Wentzel–Kramer–
Brillouin) for wave problems. Many linear problems we see naturally have
solutions of the WKB type. In fact there exists a wide range of nonlinear
problems that admit generalizations of such rapidly varying phase solutions.
In Chapter 4 we will study ODEs where such rapidly varying phase methods
(i.e., WKB methods) are useful.

From relations (3.14) and (3.15), we find that (dropping the subscript on k)

kt =
∂2θ

∂t∂x
=

∂2θ

∂x∂t
= −ωx (3.16a)

kt + ωx = 0 (3.16b)

kt + ω
′(k)kx = 0. (3.16c)

Equation (3.16b), which follows from (3.16a), is the so-called conservation of
wave equation. Assumingω = ω(k), equation (3.16c) is a first-order hyperbolic
PDE that, as we have seen, can be solved via the method of characteristics. It
follows (see Chapter 2) that k(x, t) is constant along group lines (curves) in
the (x, t)-plane defined by dx/dt = ω′(k(x, t)) for any slowly varying wave
packet.

Now we will show that the energy in the asymptotic solution to (3.13) prop-
agates with the group velocity. Recall that the energy in the solution of a PDE
is proportional to the L2-norm in space. We will limit ourselves to the interval
[x1(t), x2(t)] as the region of integration to find the energy in a wave packet.
For this approximation, we have

Q(t) =
∫ x2(t)

x1(t)
|A|2 dx.
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Differentiating this quantity with respect to t we find

dQ
dt
=

∫ x2(t)

x1(t)

∂

∂t
|A|2 dx + |A|2(x2)

dx2

dt
− |A|2(x1)

dx1

dt

=

∫ x2(t)

x1(t)

{
∂

∂t
|A|2 + ∂

∂x
(|A|2ω′(k))

}
dx, (3.17)

where we used the characteristic curves
dx2

dt
= ω′(k2) and

dx1

dt
= ω′(k1) with

k remaining constant along them.
Notice in our notation that A = g(x/t)/

√
t is associated with the long-time

asymptotic result (3.7)–(3.8). So let us substitute this into the expression for
Q(t) to get

Q(t) =
∫ x2(t)

x1(t)

1
t

∣∣∣∣g ( x
t

)∣∣∣∣2 dx.

Now make the change of variable u = x/t and, along with the relations from

the characteristic curves,
dx2

dt
= ω′(k2) and

dx1

dt
= ω′(k1), we have

Q(t) =
∫ ω′(k2)+c2/t

ω′(k1)+c1/t
|g(u)|2du,

where c1, c2 are constants, and that for t � 1 is asymptotically constant in
time. Thus to leading order the quantity Q(t) is conserved, i.e., dQ/dt = 0.
Thus returning to (3.17), since x1, x2 are arbitrary, we find the conservation
equation

∂

∂t
|A|2 + ∂

∂x
(ω′(k)|A|2) = 0. (3.18)

The energy density, |A|2, shows that the group velocity ω′(k), associated with
the energy flux term ω′(k)|A|2, is the velocity with which the energy is trans-
ported. We also note that this equation is of the same form as the conservation
of mass equation from fluid dynamics

∂ρ

∂t
+
∂

∂x
(uρ) = 0,

which is discussed later in this book. Here, ρ is the fluid density and u is the
velocity of the fluid.

Another way to derive (3.18) is directly from the PDE itself. For the linear
free Schrödinger equation, using

u∗(iut + uxx) = 0,

u
(−iu∗t + u∗xx

)
= 0,
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where u∗ is the complex conjugate, and then subtracting these two equations,
we find

i
(
utu
∗ + uu∗t

)
+ u∗uxx − uu∗xx = 0,

i
∂

∂t
|u|2 + ∂

∂x
(
u∗ux − uu∗x

)
= 0,

∂

∂t
T +

∂

∂x
F = 0,

which we have seen is a conservation law with density T and flux F. Assuming
u = Aeiθ, we have T = |A|2, as the conserved energy, and the term F is

F = −i
(
u∗ux − uu∗x

)
,

= −i
(
A∗e−iθ(iAθx + Ax)eiθ − Aeiθ (−iA∗θx + A∗x

)
e−iθ
)
.

Recall that A is slowly varying so |Ax| =
∣∣∣A∗x∣∣∣ � 1; dropping these terms and

substituting the generalized wavenumber relation (3.14), θx ∼ k and ω′ ∼ 2k,
the flux turns out to be, at leading order for t � 1,

F = 2k|A|2 = ω′(k)|A|2.
Thus we have again found (3.18) for large time.

3.4 Linear KdV equation

The linear Korteweg–de Vries (KdV) equation (which models the unidirec-
tional propagation of small-amplitude long water waves or shallow-water
waves) is given by

ut + uxxx = 0. (3.19)

In this section we will use multiple levels of asymptotics, the method of
stationary phase as discussed before, the method of steepest descent, and
self-similarity, to find the long-time behavior of the solution. There are three
asymptotic regions to consider:
• x/t < 0;
• x/t > 0;
• x/t → 0.
The asymptotic solutions found in each of these regions will be “connected”
via the Airy function, which is the relevant self-similar solution for this
problem.
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The Fourier solution to (3.19) is given by

u(x, t) =
1

2π

∫
û0(k)ei(kx−ω(k)t) dk.

Substituting this into (3.19), the dispersion relation is found to be ω(k) = −k3,
which implies

u(x, t) =
1

2π

∫
û0(k)ei(kx+k3t) dk.

By the convolution theorem, see Ablowitz and Fokas (2003) this can also be
written in the form

u(x, t) =
1

(3t)1/3

∫
Ai

(
x − x′

(3t)1/3

)
u0(x′) dx′,

where Ai denotes the the Airy function; see (3.22)–(3.23).

3.4.1 Stationary phase, x/t < 0

The method of stationary phase uses the Fourier integral in the form

u(x, t) =
1

2π

∫
û0(k)eiφ(k)t dk,

where φ = kχ + k3 and χ = x/t. The important quantities are φ′ = χ + 3k2 = 0,

k0± = ±
√−x

3t
, and φ′′ = 6k. Stationary phase is applied only for real stationary

points. In this case, when x/t < 0, k0± = ±
√|x/(3t)| are real.

Since we have two stationary points, we add the contributions from both of
them to form our asymptotic estimate. Recalling that the general form of the
stationary phase result is

u(x, t) ∼
∑

j

û0(k0 j)√
2πt|φ′′(k0 j)|

eiφ(k0 j)t+iμ jπ/4,

where the sum is over all stationary points, we have, in our particular case,

φ(k0±) = ∓2
∣∣∣∣∣ x
3t

∣∣∣∣∣3/2 ,
φ′′(k0±) = ±2

√
3

√∣∣∣∣∣ xt
∣∣∣∣∣,

μ± = sgn(φ′′(k0±)) = ±1,

u(x, t) ∼

∣∣∣∣∣û0

(√∣∣∣ x
3t

∣∣∣)∣∣∣∣∣
√
πt
∣∣∣ 3x

t

∣∣∣1/4 cos
[
2
∣∣∣ x

3t

∣∣∣3/2 t − π
4 − ψ̂0

(√∣∣∣ x
3t

∣∣∣)] , (3.20)



56 Asymptotic analysis of wave equations

where we define û0(k) ≡ |û0(k)|eiψ̂0(k) and use the relation û0(k) = û∗0(−k).
Equation (3.20) is the leading asymptotic estimate for t � 1, when x/t < 0.

3.4.2 Steepest descent, x/t > 0

In this section we introduce the asymptotic method of steepest descent by
working through an example with the linear KdV equation (3.19). The steep-
est descent technique is similar to that of stationary phase except we define our
Fourier integral with complex-valued φ as follows

I(t) =
∫

C
f (z)etφ(z) dz,

where C is, in general, a specified contour, which for Fourier integrals is
(−∞,∞). In contrast, the stationary phase method uses the exponential in the
form eiφ(k)t where φ(k) ∈ R and the contour C is the interval (−∞,∞). We are
interested in the long-time asymptotic behavior, t � 1. We can find the dom-
inant contribution to I(t) whenever we can deform (by Cauchy’s theorem if
deformations are allowed) on to a new contour C′ called the steepest descent
contour, defined to be the contour where φ(z) has a constant imaginary part:
Im φ(χ) = constant. The theory of complex variables then shows that Re{φ}
has its most rapid change along the steepest descent path (Ablowitz and Fokas,
2003; Erdelyi, 1956; Copson, 1965; Bleistein and Handelsman, 1986). Hence,
this asymptotic scheme will incorporate contributions from points along the
steepest descent contour with the most rapid change, namely at saddle points,
φ′(z0) = 0 corresponding to a local maxima. The method takes the following
general steps:
(a) Find the saddle points φ′(z0) = 0; they can be complex.
(b) Use Cauchy’s theorem to deform the contour C to C′, the steepest descent

contour through a saddle point z0. The steepest descent contour is defined
by Im{φ(z)} = Im{φ(z0)}. Use Taylor series to expand about the sad-
dle point and keep only the low-order terms when finding the dominant
contribution.

Let us now study the asymptotic solution for the KdV equation (3.19) with
x/t > 0. The Fourier solution takes the form

u(x, t) =
1

2π

∫
C

û0(k)etφ(k) dk

where φ(k)= i(k x / t + k3) and C is the real axis: −∞< k<∞. In this regime,
x/t > 0, φ′(k) � 0 for all k ∈ C, and we can perform integration by parts,
as in (3.3), to prove that u(x, t) ∼ o(t−n) for all n. But this does not give us
the exact rate of decay, though we expect it is exponential. Steepest descent
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gives the exponential rate of decay under suitable assumptions. First we find
the saddle points: φ′(k) = i(x/t + 3k2) = 0 implies that we have two saddle

points, k± = ±i
√

x
3t .

Next, we determine the steepest descent contour: we wish to find the curves
defined by the relations Im{φ(k) − φ(k±)} = 0 and choose one that “makes
sense”, namely that the integral will converge along our choice of contour. In
practice, one can expand φ(k) in a Taylor series near a saddle point, keep the
second-order terms, and use them to determine the steepest descent contour. In
our case, this gives

Im{φ(k) − φ(k±)} = Im

{
φ′′(k±)

2
(k − k±)2

}
= Im

{
∓3
(

x
3t

)1/2
r2
±e2iθ±

}
= 0

where we have defined k − k± = r±eiθ± .

Let us first look at the case k+: We wish to make Im
{
−3
(

x
3t

)1/2
r2e2iθ

}
= 0

for all x/t > 0. This requires that Im{e2iθ} = 0 or sin(2θ) = 0. This is true when
θ = 0, π/2, π, 3π/2, 2π, . . . In order to choose a specific contour, we must
get a convergent result when integrating along this contour. In particular, we
need Re

{
−3(x/3t)1/2r2e2iθ

}
< 0 or − cos(2θ) < 0 so that we have a decaying

exponential. Therefore, we choose θ = 0, π.
Now, for the k− case, the choices for θ are the same as before, namely

Im{φ(k) − φ(k−)} = 0 when θ = 0, π/2, π, 3π/2, 2π, . . . But this time, the
convergent integral relation for the real part requires that cos(2θ) < 0, so θ

must be π/2 or 3π/2. We can rule out these choices by considering the contour

that passes through the point k− = −i
√

x
3t . Starting at −∞, it is impossible to

pass through the point k− with local angle π/2 or 3π/2 and continue on to +∞.
There is a “turn” at k− that sends the contour down to −i∞ and we cannot reach
+∞ as required.

Our contour locally (near k+) follows the curve C′ =
{
reiθ ∈ C

∣∣∣∣∣ reiθ =

k − i
√

x
3t , k ∈ (−∞,∞)

}
. Of the two possible choices for θ, we take θ= 0 so

that we have a positively oriented contour. In order to satisfy Cauchy’s theo-
rem, we must smoothly transition from −∞ up to the curve defined near k+ and
then back down to +∞. This is not a problem for us as we are only interested
in what happens on the contour near k+.

Now that we have found our steepest descent contour, we evaluate the
Fourier integral along this contour using Cauchy’s theorem. Assuming no poles
between the contours C and C′, we deform the contour C to C′ and find the
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asymptotic estimate, with the dominant contribution from the saddle point k+,
to be

u(x, t) ∼ 1
2π

∫
C′

û0(k+)etφ(k+)e
t
2 φ
′′(k+)(z−k+)2

dz,

=
1

2π
û0

(
i
√

x
3t

)
e−2

( x
3t

)3/2
t
∫ ∞

−∞
e−3

√
x
3t r2t dr,

=

û0

(
i
√

x
3t

)
2π
√

t
(

3x
t

)1/4 e−2
( x

3t

)3/2
t
∫ ∞

−∞
e−s2

ds,

=

û0

(
i
√

x
3t

)
2
√
πt
(

3x
t

)1/4 e−2
( x

3t

)3/2
t. (3.21)

In going from the first line to the second line, we made the change of variable

z− k+ = r. From the second line to the third, the substitution r = s/
√

3t
(

x
3t

)1/2
was made. The last line results from the evaluation of the Gaussian integral∫

e−s2
ds =

√
π. We also assumed that û0(k) is analytically extendable in the

upper half-plane. If û0(k) had poles between C and C′, then these contribu-
tions would need to be included; indeed they would be larger than the steepest
descent contribution.

3.4.3 Similarity solution, x/t → 0

Motivated by the formulas (3.20) and (3.21), let us look for a similarity solution
of the linear KdV equation (3.19) with the form

usim(x, t) =
1

(3t)p
f
(

x
(3t)q

)
.

Substituting this ansatz into (3.19) and calling η = x/(3t)q, we obtain the
equation

f ′′′

(3t)p+3q
− 1

(3t)p+1
(3p f + 3qη f ′) = 0.

To obtain an ODE independent of t requires q = 1/3; for a linear problem; p is
free and is fixed depending on additional (e.g., initial) conditions. The above
asymptotic analysis to the IVP implies (based on asymptotic matching of the
solution – see below) that p = 1/3 as well. Integrating the above equation once
gives

f ′′ − η f = c1 = 0, (3.22)
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where we take f → 0 as η → ∞. This equation is known as Airy’s equation.
The bounded solution to this ODE is a well-known special function of mathe-
matical physics and is denoted by Ai(η) (up to a multiplicative constant), which
has the integral representation (Ablowitz and Fokas, 2003)

Ai(η) =
1

2π

∫ ∞

−∞
ei(sη+s3/3) ds. (3.23)

As with the linear Schrödinger equation (3.12), we can now write the self-
similar asymptotic solution to the linear KdV equation as

u(x, t) ∼ û0(0)usim(x, t) =
û0(0)
(3t)1/3

Ai
(

x
(3t)1/3

)
.

An alternative, and in this case improved, way of doing this is starting with the
Fourier integral solution of this equation (as we have done before)

u(x, t) =
1

2π

∫
û0(k)ei(kx+k3t) dk

and changing the integration variable to s defined by k = s/(3t)1/3. This gives

u(x, t) =
1

2π(3t)1/3

∫
û0

( s

(3t)1/3

)
exp

{
i

(
sx

(3t)1/3
+

s3

3

)}
ds.

Note that when x/(3t)1/3 = O(1) (recall x/t is small) the exponent is not rapidly
varying. We assume û(k) is smooth. Therefore, as t → ∞ we can expand u0

inside the integral in a Taylor series, which gives

u(x, t) =
û0(0)

2π(3t)1/3

∫
ei(sη+s3/3) ds +

û′0(0)

2π(3t)2/3

∫
sei(sη+s3/3) ds + · · · ,

where η = x/(3t)1/3. Using

Ai′(η) =
1

2π

∫ ∞

−∞
isei(sη+s3/3)ds,

we arrive at the asymptotic expansion for x/(3t)1/3 = O(1),

u(x, t) ∼ û0(0) Ai(η)
(3t)1/3

− îu′0(0)Ai′(η)

(3t)2/3
+ · · · . (3.24)

3.4.4 Matched asymptotic expansion

We have succeeded in determining the asymptotic behavior of the solution to
the linear KdV equation (3.19) in three different regions: x/t < 0, x/t →
0, and x/t > 0. Each region required a different asymptotic technique. Now
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we will see how the Airy function matches the seemingly disparate solutions
together.

Either applying the method of steepest descent directly on the integral solu-
tion (3.23) of the Airy equation (Ablowitz and Fokas, 2003) or consulting a
reference such as the Handbook of Mathematical Functions (Abramowitz and
Stegun, 1972) reveals that

Ai(η) ∼ e−
2
3 η

3/2

2
√
πη1/4

as η→ +∞,

Ai(η) ∼
cos
(

2
3η

3/2 − π/4
)

√
π|η|1/4 as η→ −∞.

Then we rewrite (3.20) and (3.21) in the following form:

u(x, t) ∼

∣∣∣∣∣û0

(
i
(

x
3t

)1/2)∣∣∣∣∣
2
√
π

e
− 2

3

(
x

(3t)1/3

)3/2
(3t)1/3

(
x

(3t)1/3

)1/4 , x
t
> 0

u(x, t) ∼

∣∣∣∣∣û0

(∣∣∣ x
3t

∣∣∣1/2)∣∣∣∣∣
√
π

cos
(

2
3

∣∣∣∣ x
(3t)1/3

∣∣∣∣3/2 − π
4 − ψ̂0

(∣∣∣ x
3t

∣∣∣1/2))
(3t)1/3

∣∣∣∣ x
(3t)1/3

∣∣∣∣1/4 ,
x
t
< 0.

Comparing the previous two sets of equations, we will see that this can be
interpreted as a slowly varying similarity solution involving the Airy function
that matches the asymptotic behavior in all three regions. Calling η = x/(3t)1/3,
we see that the regime x/t < 0, η → −∞, exhibits oscillatory behavior and
decays like |η|−1/4 just like the Airy function. When x/t > 0, η → ∞, we have

exponential decay that behaves like e−
2
3 η

3/2

/η1/4. We further notice that the
formulas (3.20) and (3.21) are valid for x/t = O(1) and |η| � 1. As x/t → 0,
they match to the solution (3.24), which is valid for η = O(1). We also note
that further analysis shows that there is a uniform asymptotic expansion that is
valid for all three regions of

(
x/(3t)1/3

)
:

u(x, t) ∼ û0(k0) + û0(−k0)
2(3t)1/3

Ai(η) − û0(k0) − û0(−k0)
2ik0(3t)2/3

Ai′(η) + . . . ,

where k0 =
√−x/(3t) (see Figure 3.1). There is, in fact, a systematic method

of finding uniform asymptotic expansions (Chester et al., 1957).
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x
(3t)1/3 = O(1)

à 1x
(3t)1/3à 1−x

(3t)1/3

Figure 3.1 Asymptotic expansion for the linear KdV equation (3.19).

3.5 Discrete equations

It is well known that discrete equations arise in the study of numerical
methods for differential equations. However, discrete equations also arise in
important physical applications, cf. Ablowitz and Musslimani (2003) and
Christodoulides and Joseph (1998). For example, consider the semidiscrete
linear free Schrödinger equation for the function un(t) = u(nh, t)

i
∂un

∂t
+

un+1 − 2un + un−1

h2
= 0, (3.25)

with h > 0 constant and given initial values un(t = 0) = fn, with fn → 0 suffi-
ciently rapidly as |n| → ∞. This equation can be used to solve the continuous
free Schrödinger equation numerically, in which case the parameter h is taken
to be sufficiently small. However, as described in the references, this semidis-
crete equation also arises in the study of waveguide arrays in optics, in which
case h can be O(1). In either case, we can study this equation using integral
asymptotics (Ablowitz and Segur, 1979, 1981).

3.5.1 Continuous limit

Before deriving the exact solutions of (3.25) and their long-time asymptotics,
it is important to understand the “continuous limit” of this equation as h → 0.
To do that we imagine that x = nh is a continuous variable with n large and
h = Δx small; that is, n → ∞, h → 0, and nh → x. We can then formally
expand the solution in a Taylor series around x in the following way:
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un±1(t) = u(nh ± h, t) = u(x ± h, t),

≈ u(x, t) ± hux(x, t) +
h2

2
uxx(x, t) + · · · .

Substituting this expansion into (3.25) and keeping O(1) terms leads to the
continuous free Schrödinger equation,

iut + uxx = O(h2).

The initial conditions can be approximated in a similar manner, i.e., if un(t =
0) = fn then in the continuous limit u(x, 0) = f (x).

3.5.2 Discrete dispersion relation

In analogy to the continuous case, we can find wave solutions to (3.25) that
serve as the basic building blocks for the solution. Similar to the constant coef-
ficient continuous case, we can look for wave solutions (or special solutions)
in the form

uns(t) = Zne−iωt,

where Z = eikh. Note that in the continuous limit i.e., as nh → x, we have
Zn = eiknh → eikx, so this solution becomes ei(kx−ωt), i.e., the continuous
wave solution. Substituting uns into (3.25) leads to the discrete dispersion
relation

ω +
Z − 2 + 1/Z

h2
= 0.

It is convenient to use Euler’s formula (Z + 1/Z)/2 = cos(kh) to rewrite the
dispersion relation as

ω(k) =
2[1 − cos(kh)]

h2
. (3.26)

This is the dispersion relation for (3.25). Taking the continuous limit h → 0,
k = O(1) fixed, and using a Taylor expansion leads to

ω(k) = k2,

which is exactly the dispersion relation for the continuous Schrödinger equa-
tion. But it is important to note that the dispersion relations for the discrete and
continuous problems are markedly different for large values of k.
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3.5.3 Z transforms and discrete Fourier transforms

The next step in the analysis is to represent the general solution as an integral
of the special (wave) solutions, in analogy to the Fourier transform. This kind
of representation is sometimes referred to as the Z transform. To understand it
better, let us recall some properties of the Fourier transform. In the continuous
case, recall we have the pair

u(x) =
1

2π

∫ ∞

−∞
û(k)eikx dk,

û(k) =
∫ ∞

−∞
u(x)e−ikx dx.

Substituting the second into the first and interchanging the integrals yields

u(x) =
1

2π

∫ ∞

−∞

[ ∫ ∞

−∞
u(x′)e−ikx′ dx′

]
eikx dk,

=
1

2π

∫ ∞

−∞
u(x′)

( ∫ ∞

−∞
eik(x−x′) dk

)
dx′,

=

∫ ∞

−∞
u(x′)δ(x − x′) dx′,

= u(x), (3.27)

where we have used that the delta function satisfies

δ(x) =
1

2π

∫ ∞

−∞
eikx dk;

see Ablowitz and Fokas (2003) for more details.
Now, the Z transform (ZT) and its inverse (IZT) are given by

un =
1

2πi

∮
C

ũ(z)zn−1 dz, (3.28)

ũ(z) =
∞∑

m=−∞
umz−m, (3.29)

where the contour C is the unit circle in the complex domain. In analogy
with the Fourier transform (FT) pair, we substitute (3.29) into (3.28) and use
complex analysis to get that
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un =
1

2πi

∮
C

[ ∞∑
m=−∞

umz−m
]
zn−1 dz

=

∞∑
m=−∞

um
1

2πi

∮
C

zn−m−1 dz

=

∞∑
m=−∞

umδn,m = un, (3.30)

where the Kronecker delta δn,m is 1 when n = m and zero otherwise. Here

we have relied on the fact that
1

2πi

∮
zα dz, α integer, is equal to 1 only for a

simple pole, i.e., α = −1, and is otherwise equal to zero. Equation (3.30) using
complex analysis is the analog to (3.27) for the ZT.

In discrete problems it is convenient to put the ZT in a “Fourier dress”. We
can do that by substituting z with k according to z = eikh. Since the contour
of integration is the (counterclockwise) unit circle, k ranges from −π/h to π/h
and z goes from −1 to 1. Thus, the ZT is transformed into the discrete Fourier
transform (DFT)

un =
1

2πi

∫ π/h

−π/h
ũ(z)eik(nh−h)iheikh dk =

h
2π

∫ π/h

−π/h
ũ(z)eiknh dk, (3.31)

using z(k) = eikh. In the continuous limit as h→ 0, we have hũ(z) = hũ(eikh)→
û(k), nh→ x, un = u(nh)→ u(x) and we get the continuous FT

u(x) =
1

2π

∫ ∞

−∞
û(k)eikx dk.

For the IZT there is a corresponding inverse DFT (IDFT), which can also be
obtained using z(k) = eikh:

hũ(z) = h
∞∑

m=−∞
umz−m =

∞∑
m=−∞

u(mh)e−i(mh)kh,

or, with mh → x, and noting that the Riemann sum tends to an integral with
h = Δx:

û(k) =
∫ ∞

−∞
u(x)e−ixk dx.

Thus, in the continuous limit one obtains the continuous IFT.
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3.5.4 Asymptotics of the discrete Schrödinger equation

Using the DFT (3.31) replacing ũ(z) by ũ(z, t) = ũ0(z)e−iωt on the semidiscrete
linear free Schrödinger equation (3.25) leads to the solution represented as

un(t) =
h

2π

∫ π/h

−π/h
ũ0(eikh)eiknhe−iω(k)t dk,

where from (3.26) we have that ω(k) = 2[1 − cos(kh)]/h2 and the initial
condition is ũ0(eikh) =

∑∞
m=−∞ um(0)e−ikmh. Therefore, we get that

un(t) =
h

2π

∫ π/h

−π/h
ũ0(eikh)eiφ(k)t dk,

where

φ(k) = kχn − 2[1 − cos(kh)]
h2

and χn = nh/t. Using the method of stationary phase we have that

φ′(k) =
nh
t
− 2 sin(kh)

h
= 0,

from which the stationary points, k0, satisfy

sin(k0h) =
nh2

2t
. (3.32)

Note that the group velocity for the discrete equation is

vg = ω
′(k) = 2 sin(kh)/h→ 2k

as h → 0 (k fixed), which is the group velocity corresponding to the contin-
uous Schrödinger equation. In contrast to the continuous case, where vg(k) is
unbounded, in the discrete case we now have that the group velocity is bounded

|vg| =
∣∣∣∣∣2 sin(kh)

h

∣∣∣∣∣ ≤ 2
h
, (3.33)

where equality holds only when kh = ±π/2 (the degenerate case). This means
that in contrast to the continuous Schrödinger equation, where information can
travel with an arbitrarily large speed, in the semidiscrete Schrödinger equation
information can travel at most with a finite speed. This is typical in discrete
equations. Only in the continuous limit h → 0, k fixed, does vg become
unbounded.

We can further obtain that

−φ′′(k) = 2 cos(kh).
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Using (3.32) gives that at the stationary points

−φ′′(k0) = 2 cos(k0h),

= ±2
√

1 − sin2(k0h),

= ±2

√
1 −
(
− nh2

2t

)2
,

= ±
√

(2t)2 − (nh2)2

t
.

Thus, using the stationary phase method, we obtain that

un(t) ∼
∑

k0

ĥu0(k0)eiφ(k0)t+iμπ/4√
2πt|φ′′(k0)| ,

where μ = sgn(φ′′(k0)). Note also that from (3.32), k0 is a function of n and
from (3.32) there are generically two values of k0 for each n. Note that in the
degenerate case kh = ±π/2, or (nh)2 = (2t)2, one gets that φ′′ = 0, which
means that we need to take higher-order terms in the stationary phase method.

There are three regions that, in principle, can be studied: |nh2/2t| < 1,
|nh2/2t| > 1, and near nh2/2t = ±1. The first, which is the most important
region in this problem, is obtained by the stationary phase method given above.
It gives rise to oscillations decaying like O(1/

√
t). The “outside” region has

exponential decay (similar to the KdV equation as x/t → 0 and x/t > 0). The
matching region has the somewhat slower O(t−1/3) decay rate (this corresponds
to kh ≈ π/2).

This discrete problem has behavior that is similar to the Klein–Gordon
equation studied in Chapter 2,

utt − uxx + m2u = 0,

where the dispersion relation is given by ω(k) =
√

k2 + m2 and the group
velocity is bounded,

|vg| = |ω′(k)| =
∣∣∣∣∣ k√

k2 + m2

∣∣∣∣∣ ≤ 1,

cf. equation (3.33).
In a similar way one can also study the asymptotic analysis of the solution

to the doubly discrete Schrödinger equation,

i
um+1

n − um−1
n

Δt
+

um
n+1 − 2um

n + um
n−1

h2
= 0,

but we leave this as an exercise to the interested reader (see Exercise 3.5).
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3.5.5 Fully discrete wave equation and the CFL condition

Consider the wave equation

utt = c2uxx,

where c is a constant. Suppose we want to solve this equation using a standard
second-order explicit centered finite-difference scheme, i.e.,

um+1
n − 2um

n + um−1
n

Δt2
= c2

(um
n+1 − 2um

n + um
n−1

Δx2

)
, (3.34)

where Δx > 0,Δt > 0 are constant and um
n = u(nΔx,mΔt). When using the

scheme (3.34), we are faced with the problem of numerical stability/instability.
We can use the ZT in order to understand the origin of this issue as follows.
Let us define the special (wave) solutions

um
n s = ZnΩm,

where Z = eikh and Ω = e−iωt. Note that as in the continuous limit, substituting
um

n s into the scheme above leads to the “dispersion relation”

Ω − 2 +
1
Ω

Δt2
= c2

Z − 2 +
1
Z

Δx2
.

It is convenient to define

p =
Δt
Δx

c

and rewrite the dispersion relation as a quadratic polynomial in Ω (or in Z) as

Ω2 −
[
2 + p2

(
Z − 2 +

1
Z

)]
Ω + 1 = 0. (3.35)

In this way it is easier to spot the features of the dispersion relation. Indeed,
since this relation is quadratic in Ω it has two roots Ω1,2 and can be written as

(Ω −Ω1)(Ω −Ω2) = Ω2 − (Ω1 + Ω2)Ω + Ω1Ω2 = 0.

Thus the sum of the two roots must be equal to the square brackets in (3.35)
and the product of the two roots must be equal to 1. Hence, there are two
cases to consider: either one root is greater than 1 and the other smaller, i.e.,
|Ω1| < 1 and |Ω2| > 1 (the distinct-real root case), or both roots are equal to 1
in magnitude. Defining b = 1+ p2(Z −2+1/Z)/2 = 1+ p2[cos(kh)−1], where
Z = eikh, we see that the discriminant, Δ, of (3.35) is given by Δ/4 = b2 − 1.
Hence when |b| > 1 there are two distinct real-valued solutions and when
|b| < 1 there are two complex roots. The double-root case corresponds to b = 1
or kh = ±π/2.
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When |b| > 1 the solutions are unstable, because one of the roots is larger
than 1. From a numerical perspective this results in massively unstable growth,
or “numerical ill-posedness”; note, the growth rate becomes arbitrarily large as
Δt → 0,m → ∞ for fixed mΔt. The condition for stability |b| ≤ 1 corresponds
to |1+ p2[cos(kΔx)− 1]| ≤ 1, which is satisfied by −2 ≤ p2[cos(kΔx)− 1] ≤ 0,
or we can guarantee this inequality for all k if p2 ≤ 1, i.e.,

0 ≤ Δt
Δx

c ≤ 1 or 0 ≤ Δt
Δx
≤ 1

c
.

This condition was first discovered and named after Courant, Friedrichs, and
Lewy (Courant et al., 1928) and is often referred to as the CFL condition.

3.6 Burgers’ equation and its solution: Cole–Hopf
transformation

In this section we study the solution of the viscous Burgers equation

ut + uux = νuxx, (3.36)

where ν is a constant, with the initial condition

u(x, 0) = f (x),

where f (x) is a sufficiently decaying function as |x| → ∞ and t > 0. It is
convenient to transform (3.36) using u = ∂ψ/∂x to get

ψt +
1
2
ψ2

x = νψxx,

where we assume ψ→ constant as |x| → ∞. Now let

ψ(x, t) = −2ν log φ(x, t), (3.37)

so

u(x, t) = −2ν
φx

φ
(x, t), (3.38)

which is called the Cole–Hopf transformation (Cole, 1951; Hopf, 1950). This
yields

(−2ν)
φt

φ
+

1
2

(−2ν)2

(
φx

φ

)2
= ν(−2ν)

⎡⎢⎢⎢⎢⎢⎣φxx

φ
−
(
φx

φ

)2⎤⎥⎥⎥⎥⎥⎦ ,
which simplifies to

φt = νφxx, (3.39)

the linear heat equation!
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Later in this book we will discuss the linearization and complete solution of
some other important equations, such as the KdV equation, by the method of
the inverse scattering transform (IST).

For Burgers’ equation, the solution is obtained by solving (3.39) and trans-
forming back to u(x, t) via (3.38). To solve (3.39) we need the initial data
φ(x, 0), which are found from

−2ν
φx

φ
(x, 0) = f (x)

or

φ(x, 0) = h(x) = C exp

(
− 1

2ν

∫ x

0
f (x′) dx′

)
. (3.40)

The constant C does not appear in (3.37) so without loss of generality we take
C = 1.

The solution to the heat equation with φ(x, 0) = h(x) can be obtained from
the fundamental solution or Green’s function G(x, t):

φ(x, t) =
∫ ∞

−∞
h(x′)G(x − x′, t) dx′,

where it is well known that

G(x, t) =
1√
4πν

e−x2/4νt. (3.41)

We note that G(x, t) satisfies

Gt = νGxx,

G(x, 0) = δ(x).

Further, G(x, t) can be obtained by Fourier transforms

G(x, t) =
1

2π

∫ ∞

−∞
Ĝ(k, t)eikx dk,

Ĝ(k, t) =
∫ ∞

−∞
G(x, t)e−ikx dx.

Then

Ĝt = −νk2Ĝ

and with Ĝ(k, 0) = 1 we have

G(x, t) =
1

2π

∫ ∞

−∞
eikx−k2νt dk. (3.42)

The integral equation (3.42) can be evaluated by completing the square

G(x, t) = e−x2/4νt 1
2π

∫ ∞

−∞
e−(k− x

2νt )
2

dk =
e−x2/4νt

2
√
πνt

,
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which yields (3.41). Thus the solution to the heat equation is

φ(x, t) =
1√
4πνt

∫ ∞

−∞
h(x′)e−(x−x′)2/4νt dx′,

with φ(x, 0) = h(x) given by (3.40). Then the solution of the Burgers equation
takes the form

u(x, t) = −2ν
φx

φ
=

∫ ∞
−∞

x−x′
t h(x′)e−(x−x′)2/4νt dx′∫ ∞

−∞ h(x′)e−(x−x′)2/4νt dx′

or using (3.40)

u(x, t) =

∫ ∞
−∞

x−x′
t e−Γ(x,t,x′)/2ν dx′∫ ∞

−∞ e−Γ(x,t,x′)/2ν dx′
, (3.43)

with

Γ(x, t, x′) =
(x − x′)2

2t
+

∫ x′

0
f (ζ) dζ.

In principle we can determine the solution at any time t by carrying out the
quadrature in (3.43). But for general integrable functions f (x) the task is still
formidable and little qualitative information is obtained from (3.43) by itself.
However, in the limit ν→ 0 we can recover valuable information. When ν→ 0
we can use Laplace’s method (see Ablowitz and Fokas, 2003) to determine the
leading-order contributions of the integral. We note that the minimum (in x′)
of Γ(x, t, x′)/2ν, determined from

∂Γ

∂x′
= Γ′(x′) = f (x′) − x − x′

t
= 0,

gives the dominant contribution. An integral of the form

I(ν) =
∫ ∞

−∞
g(x′)e−Γ(x,t,x′)/2ν dx′,

can be evaluated as ν→ 0 by expanding Γ near its minimum x′ = ξ,

Γ(x, t, x′) = Γ(x, t, ξ) +
1
2

(x′ − ξ)2Γ′′(x, t, ξ) + . . . ,

and

I(ν) ∼
ν→0

√
4πν

Γ′′(x, t, x′)
e−Γ(x,t,ξ)/2ν.

Thus the solution u(x, t) from (3.43) is given, as ν→ 0, by

u(x, t) ∼
x−ξ

t e−Γ(x,t,ξ)/2ν
√

4πν
Γ′′(x,t,ξ)

e−Γ(x,t,ξ)/2ν
√

4πν
Γ′′(x,t,ξ)
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or

u(x, t) ∼ x − ξ
t
= f (ξ).

We recall that this is the exact solution to the inviscid Burgers equation

ut + uux = 0,

with u(x, 0) = f (x) in Section 2.6; we found u(x, t) = f (ξ) along x = ξ + f (ξ)t
in regions where the solution is smooth. We remark that shocks can occur when
there are multiple minima of equal value to Γ(x, t, ν), but we will not go into
further details of that solution here.

3.7 Burgers’ equation on the semi-infinite interval

In this section we will discuss Burgers’ equation, (3.36), on the semi-infinite
interval [0,∞).2 We assume u(x, t) → 0 rapidly as x → ∞ and at x = 0 the
mixed boundary condition

α(t)u(0, t) + β(t)ux(0, t) = γ(t), (3.44)

where α, β, γ are prescribed functions of t and we take for convenience
u(x, 0) = 0. It will be helpful to employ the Dirichlet–Neumann (DN) rela-
tionship (often termed the DN map) associated with the heat equation (3.39)

φx(0, t) = − 1√
νπ

∫ t

0

φτ(0, τ)√
t − τ ,

= − 1√
ν

D1/2
t φ0(t), (3.45)

where φ0(t) = φ(0, t) and the “half-derivative” is defined as

D1/2
t φ0(t) =

1√
π

∫ t

0

φτ(0, τ)√
t − τ .

Thus if we know φ(0, t) associated with (3.39) then (3.45) determines φx(0, t).
Equation (3.45) can be found in many ways, e.g., via Laplace transforms
(Ablowitz and Fokas, 2003): define the Laplace transform of φ(x, t) as

Φ̂(x, s) = L{φ} =
∫ ∞

0
φ(x, t)e−st dt;

then (3.39) implies

νΦ̂xx − sΦ̂ + 1 = 0,
2 The analysis here follows the work of M. Hoefer developed for the “Nonlinear Waves” course

taught by M.J. Ablowitz in 2003.
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where we take φ(x, 0) = 1 with no loss of generality. Thus

Φ(x, s) = A(s)e−
√

s
t x +

1
s
,

where we omitted the exponentially growing part. Then using (3.39) at x = 0,

Φ̂xx(0, s) = L
{

1
ν
φt(0, t)

}
,

implies

A(s) =
1√
νs
L {φt(0, t)} .

Hence

Φ̂x(0, s) = − 1√
νs
L {φt(0, t)}

or by taking the inverse Laplace transform, using the convolution theorem, and
L{1/√s} = 1/

√
πt, we find (3.45).

The boundary condition (3.44) is converted to

α(t)
φx

φ
(0, t) + β(t)

[
φxx

φ︸︷︷︸
1
ν
φt
φ

−
(
φx

φ

)2]
(0, t) +

γ(t)
2ν
= 0

via the Hopf–Cole transformation (3.38). Or calling φ0(t) = φ(0, t) and
using (3.45) we have

α(t)
D1/2

t φ0

φ0
− β(t)√

ν

⎡⎢⎢⎢⎢⎢⎢⎣φ0t

φ0
−
⎛⎜⎜⎜⎜⎝D1/2

t φ0

φ0

⎞⎟⎟⎟⎟⎠2⎤⎥⎥⎥⎥⎥⎥⎦ (0, t) − γ(t)

2
√
ν
= 0. (3.46)

We see that, in general, (3.46) is a nonlinear equation. However, in the case
of Dirichlet boundary conditions for Burgers’ equation, β(t) = 0, we find
from (3.46) a linear integral equation of the Abel type for φ0:

D1/2
t φ0 =

g(t)

2
√
ν
φ0,

where g(t) = γ(t)/α(t). Using D1/2
t D1/2

t φ0(t) = φ0(t) − 1, i.e.,

1√
π

∫ t

0

dτ1√
t − τ1

· 1√
π

∫ t

0

φ0,τ2 dτ2√
t − τ2

=
1
π

∫ t

0
dτ2 φ0,τ2

∫ t

τ2

dτ1√
t − τ1

√
τ1 − τ2︸���������������������︷︷���������������������︸

=π

= φ0(t) − 1
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(recall φ0(0) = 1), we have

φ0(t) = 1 +
1

2
√
νπ

∫ t

0

g(t′)φ0(t′)√
t − t′

dt′, (3.47)

which is an inhomogeneous weakly singular linear integral equation. This
equation was obtained by a different procedure by Calogero and DeLillo
(1989). Note, solving (3.47) gives φ(0, t), which combined with (3.40) allows
Burgers’ equation to be linearized via (3.39) with the Cole–Hopf transfor-
mation (3.38). However, in general, the Hopf–Cole transformation does not
linearize the equation. Rather, we see that one has a nonlinear integral equa-
tion (3.46) to study; but the number of variables has been reduced, from
(x, t) to t.

Exercises

3.1 Analyze the long-time asymptotic solution of
(a) iut + u4x = 0,
(b) ut + u5x = 0, and
(c) utt − uxx + m2u = 0,m > 0 constant.

3.2 Consider the equation

ut + cux = 0,

with c > 0 constant and u(x, 0) = f (x). Show that the solution is u =
f (x − ct) and that this does not decay as t → ∞. Reconcile this with the
Riemann–Lesbegue lemma.

3.3 Consider the linear KdV equation

ut + uxxx = 0.

Use the asymptotic analysis discussed in this chapter to analyze the
behavior of the energy inside each of the three asymptotic regions as
t → ∞. At what speed does each propagate?

3.4 For the differential–difference, free Schrödinger equation,

i
∂un

∂t
+

un+1 − 2un + un−1

h2
= 0,

with h > 0 constant, find the long-time solution in the regions |nh2/2t| >
1 and near nh2/2t = ±1.

3.5 Consider the partial-difference equation,

i
um+1

n − um−1
n

Δt
+

um
n+1 − 2um

n + um
n−1

Δx2
= 0,
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with Δx > 0,Δt > 0 constant, assuming um
n = u(n,m) and u(n, 0) and

u(n, 1) are given as initial conditions. Investigate the “long-time”, i.e.,
m � 1, asymptotic solution.

3.6 Find a nonlinear PDE that is third order in space, first order in time that
is linearized by the Cole–Hopf transformation.

3.7 Use the Fourier transform method to solve the boundary value problem

uxx + uyy = −x exp(−x2),

u(x, 0) = 0,

−∞ < x < ∞, 0 < y < ∞,
where u and its derivative vanish as y→ ∞. Hint: It is convenient to use
the inverse Fourier transform result: F −1

{
1
k f̂ (k) dk

}
=
∫

f (x) dx.
3.8 Solve the inhomogeneous partial differential equation

uxt = −ω sin(ωt), t > 0,

u(x, 0) = x, u(0, t) = 0.

3.9 Find the solution to Burgers’ equation (3.36) on the semi-infinite interval
0 < x < ∞ with u(x, 0) = f (x) where f (x) decays rapidly as |x| → ∞
and u(0, t) = g(t).

3.10 Solve the linear one-dimensional linear Schrödinger equation with
quadratic potential (the “simple harmonic oscillator”)

iut = uxx − V0x2u,

with V0 > 0 constant and u(x, 0) = f (x) where f (x) decays rapidly as
|x| → ∞. In what sense is the “ground state” (i.e., the lowest eigenvalue)
the most important solution in the long-time limit? Hint: Use separation
of variables.



4
Perturbation analysis

In terms of the methods of asymptotic analysis, so far we have studied integral
asymptotics associated with Fourier integrals that represent solutions of linear
PDEs. Now, suppose we want to study physical problems like the propagation
of waves in the ocean, or the propagation of light in optical fibers; the general
equations obtained from first principles in these cases are the Euler or Navier–
Stokes equations governing fluid motion on a free surface and Maxwell’s
electromagnetic (optical wave) equations with nonlinear induced polarization
terms. These equations are too difficult to handle using linear methods or,
in most situations, by direct numerical simulation. Loosely speaking, these
physical equations describe “too much”.

Mathematical complications often arise when one has widely separated
scales in the problem, e.g., the wavelength of a typical ocean wave is small
compared to the ocean’s depth and the wavelength of light in a fiber is much
smaller than the fiber’s length or transmission distance. For example, the typ-
ical wavelength of light in an optical fiber is of the order of 10−6 m, whereas
the length (distance) of an undersea telecommunications fiber is of the order of
10,000 km or 107 m, i.e., 13 orders of magnitude larger than the wavelength!
Therefore, if we were to try solving the original equations numerically – and
resolve both the smallest scales as well as keep the largest ones – we would
require vast amounts of computer time and memory.

Yet it is imperative to retain some of the features from all of these scales,
otherwise only limited information can be obtained. Therefore, before we can
study the solutions of the governing equations we must first obtain useful and
manageable equations. For that we need to simplify the general equations,
while retaining the essential phenomena we want to study. This is the role
of perturbation analysis and the reason why perturbation analysis often plays a
decisive role in the physical sciences.

75
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In this chapter we will introduce some of the perturbation methods that will
be used later in physical problems. The reader can find numerous references
on perturbation techniques, cf. Bender and Orszag (1999), Cole (1968), and
Kevorkian and Cole (1981). An early paper with many insightful principles of
asymptotic analysis (“asymptotology”) is Kruskal (1963). We will begin with
simpler “model” problems (ODEs) before discussing more complex physical
problems.

4.1 Failure of regular perturbation analysis

Consider the ODE
d2y
dt2
+ y = εy, (4.1)

where ε is a small (constant) parameter, i.e., |ε| � 1. Suppose we try to expand
the solution as

y = y0 + εy1 + ε
2y2 + · · · ,

where the y j, j = 0, 1, 2, . . . , are assumed to be O(1) functions that are to be
found. This is usually called regular perturbation analysis, because it is the
simplest and nothing out of the ordinary is used. Substituting this expansion
into (4.1) leads to an infinite number of equations, i.e., a perturbation series
of equations. We group terms according to their power of ε. To O(1), i.e., for
those terms that have no ε before them, we get

O(1) : y0,tt + y0 = 0.

This is called the leading-order equation. Its solution, assumed to be real, called
the leading-order solution, is conveniently given by

y0(t) = A0eit + A∗0e−it = A0eit + c.c.,

where A0 is a complex constant and c.c. denotes the complex conjugate of
the terms to its left. Clearly, this solution does not have any ε in it, i.e., it
completely disregards the εy term in (4.1). However, it may still be relatively
close to the exact solution, because |ε| � 1. Two questions naturally arise:
(a) How can we improve the approximation?
(b) Is the solution we obtained a good approximation of the exact solution?

We can try to improve the approximation by going to the next order of the
perturbation series, i.e., equating the terms that multiply ε1. This leads to

y1,tt + y1 = y0.
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Since we already found y0, this is an equation for y1, the next order in the
perturbation series (called the O(ε) correction). Substituting in the y0 above
gives

O(ε) : y1,tt + y1 = A0eit + c.c. (4.2)

Ignoring unimportant homogeneous solutions, the above equation has a solu-
tion of the form

y1(t) = A1teit + c.c.,

where A1 is a constant, and substituting it into (4.2) leads to the condition

2i A1 = A0.

Therefore, we get that

y1(t) = − it
2

A0eit + c.c.,

where we will omit additional terms due to the homogeneous solution. We can
continue in a similar manner to obtain y2: the equation for y2 is found to be

y2,tt + y2 = y1;

we can guess a solution of the form y2 = A2t2eit + A3teit + c.c. and we obtain

8A2 = −A0, 8A3 = −iA0.

Using the first condition, 2iA1 = A0, we arrive at

y2 = −
(

t2

8
+ i

t
8

)
A0eit + c.c.

Let us inspect the solution we have so far obtained:

y = y0 + εy1 + ε
2y2,

= (A0eit + c.c.) − ε
( it

2
A0eit + c.c.

)
− ε2

((
t2

8
+ i

t
8

)
A0eit + c.c.

)
, (4.3)

= A0

(
1 − ε it

2
− ε2

(
t2

8
+

it
8

) )
eit + c.c. (4.4)

It is not difficult to convince ourselves that if we continue in the same fashion
to include higher-order terms we will be adding higher-order monomials of t
inside the parentheses. So long as t is O(1), our approximate solution should be
quite close to the exact one. However, when t becomes large a problem arises
with our solution. Indeed, when t = O(1/ε) the terms (εt)n inside the brackets
are of O(1), hence our formal solution is not asymptotic (i.e., the remainder
of any finite number of terms is not smaller than the previous terms). It must
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be realized at this stage that this problem is not a feature of the exact solution
itself. Indeed, it is straightforward to obtain the exact solution of the linear
equation (4.1):

yexact(t) = Aei
√

1−ε t + c.c., (4.5)

where A is an arbitrary constant. This solution is finite and infinitely differ-
entiable for any value of t. Moreover, from the binomial expansion

√
1 − ε =

1 − ε/2 − ε2/8 + · · · and by further expanding the exponential we find the
approximation above; i.e., (4.4).

The failure is therefore on the part of the method we used. Inspecting the
solution (4.4) we see that the problem arises when t = O(1/ε) because the
terms inside the parentheses become of the same order when t = O(1/ε).
Hence the perturbation method breaks down because the higher-order terms
are not small, violating our assumption. The violation is due to the terms that
grow arbitrarily large with t. Such terms are referred to as “secular” or “res-
onant”. Thus tneit is a secular term for any n > 1. If we trace our steps back
we see that the secular terms arise because the right-hand side of the non-
homogeneous equations we obtain are in the kernels of the left-hand sides,
e.g., in (4.2) the left-hand side Aeit is a solution of the homogeneous equation
for y1. This problem is inevitable when using the regular perturbation method
as outlined above. So how can we resolve it? This is where so-called “singular”
perturbation methods enter the picture.

4.2 Stokes–Poincaré frequency-shift method

We would like to find an approximate solution to (4.1) that is valid for large val-
ues of t, e.g., up to t = O(1/ε). One perturbative approach is what we will call
the Stokes–Poincaré or frequency-shift method; the essential ideas go back to
Stokes (see Chapter 5) and later Poincaré. Although it does not work in every
case, it is often the most efficient method at hand. The idea of the frequency-
shift method is explained below using (4.1) as an example. We define a new
time variable τ = ωt, where ω is called the “frequency”. Since d/dt = ωd/dτ,
the equation takes the form

ω2 d2y
dτ2
+ y = εy.

We now expand the solution as before

y = y0 + εy1 + ε
2y2 + · · · ,
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but also expand ω perturbatively as

ω = 1 + εω1 + ε
2ω2 + · · · .

Substituting these expansions into the ODE and collecting the same powers of
ε gives the leading-order equation

O(1) : y0,ττ + y0 = 0,

which is the same as we got using regular perturbation analysis. The leading-
order solution is therefore

y0(τ) = Aeiτ + c.c.

The next-order equation is given by

O(ε) : y1,ττ + y1 = −2ω1y0,ττ + y0.

This equation has a term containing ω1, which is a modification of the regular
perturbation analysis. Substituting the leading-order solution into the right-
hand side leads to

y1,ττ + y1 = (1 + 2ω1)Aeiτ + c.c.

By choosing ω1 = −1/2, we eliminate the right-hand side and therefore avoid
the secular term in the solution. Without loss of generality, we choose the trivial
homogeneous solution, i.e., y1 = 0 (since we can “incorporate them” in the
leading-order solution). We can continue in this fashion to obtain ω2; the next-
order equation is given by

y2,ττ + y2 = −
(
2ω2 + ω

2
1

)
y0,ττ + y1 − 2ω1y1.

Using y1 = 0 gives

y2,ττ + y2 = −
(
2ω2 + ω

2
1

)
y0,ττ,

and choosing ω2 = −ω2
1/2 = −1/8 eliminates the secular terms; finally, we

choose y2 = 0.
Let us inspect our approximate solution: the only non-zero part of y is y0,

but it contains ω to order O(ε2):

y(t) = Aeiτ + c.c. = Aeiωt + c.c.

= Aei(1+εω1+ε
2ω2+··· )t + c.c. = Ae

i
[
1− ε

2− ε2

8 +···
]
t
+ c.c.
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Hence we expect the solution to be valid for t = O(1/ε2). To verify this, let us
expand the square-root in the exact solution (4.5) in powers of ε:

yexact(t) = Aei
√

1−ε t + c.c. = Ae
i
[
1− ε

2− ε2

8 +O(ε3)
]

t
+ c.c.,

so our exact and approximate solution agree to the first three terms in the expo-
nent. Note that the remainder term in the exponent is O(ε3t), which is small
for t = o(1/ε3). Furthermore, the approximate solution can be made valid
for larger values of t by finding a sufficient number of terms in the frequency
expansion. Note that the higher-order homogeneous solutions are chosen as
zero (i.e, yk = 0 for k ≥ 1) and the higher non-homogeneities only change the
amplitude, not the frequency, of the leading-order solution.

This example demonstrates the ease and efficiency of the frequency-shift
method. Unfortunately this method does not always work. For example, let us
consider the equation with a damping term

d2y
dt2
+ y = −εdy

dt

and repeat the analysis using the frequency-shift method. Defining τ = ωt as
before leads to the equation

ω2 d2y
dτ2
+ y = −εωdy

dτ
.

Expanding the solution and ω in powers of ε we get

(1 + εω1 + ε
2ω2 + · · · )2 d2y

dτ2
+ y = −ε(1 + εω1 + ε

2ω2 + · · · ) dy
dτ
.

The leading-order solution is found to be

y0(τ) = Aeiτ + c.c.

The next-order equation is then

O(ε) : y1,ττ + y1 = −2ω1y0,ττ − y0,τ.

Substituting the leading-order solution into the right-hand side gives that

y1,ττ + y1 = 2ω1(Aeiτ + c.c.) − (iAeiτ + c.c.)

= (2ω1 − i)Aeiτ + (2ω1 + i)A∗e−iτ.

It may appear at first glance that we can avoid the secularity by choosing ω1 =

i/2; however, this is not so, because that only eliminates the terms that multiply
eiτ. Indeed, to eliminate the terms that multiply e−iτ we would need to choose
ω1 = −i/2. In other words, we cannot choose ω1 consistently to eliminate all
the secular terms. Without eliminating the secular terms we are back to the
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original problem, i.e., the solution will not be valid for t ∼ O(1/ε). Another
method is required.

The frequency-shift method usually works for conservative systems. The
addition of the damping term results in a non-conservative (non-energy
conserving) problem.

4.3 Method of multiple scales: Linear example

Since the frequency-shift method works in some cases but not in others, we
introduce the method of multiple scales, cf. Bender and Orszag (1999), Cole
(1968) and Kevorkian and Cole (1981). The method of multiple scales has its
roots in the method of averaging, which have “rapid phases” and the other
terms are “slowly varying”, cf. Krylov and Bogoliubov (1949), Bogoliubov
and Mitropolsky (1961); see also Sanders et al. (2009a).

The method of multiple scales is much more robust than the frequency-shift
method. It works for a wide range of problems and, in particular, for the prob-
lems we will tackle here and for many problems that arise in nonlinear waves,
as we will see later in this book. The idea is to introduce fast and slow vari-
ables into the equation. Let us consider the damped example above, where the
frequency-shift method failed,

d2y
dt2
+ y = −εdy

dt
. (4.6)

We can introduce the slow variable T = εt and consider y to be a function
of two variables: the “slow” variable T and the “fast” one t. We can then
denote y as

y = y(t,T ; ε),

where the ε is added here in order to stress that we will expand the solutions
in powers of ε. To be precise, we introduce two variables t̃ = t and T = εt,
however, we will omit the “∼” from t̃ hereafter for notational convenience.

Using the chain rule for differentiation gives

dy
dt
→ ∂y

∂t
+ ε

∂y
∂T

or in operator form

d
dt
→ ∂

∂t
+ ε

∂

∂T
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and the equation is transformed into(
∂

∂t
+ ε

∂

∂T

)2
y + y = −ε

(
∂

∂t
+ ε

∂

∂T

)
y,

or

ytt + 2εytT + ε
2yTT + y = −ε(yt + εyT ). (4.7)

It is important to note here that we have transformed an ODE into a PDE! Thus,
formally, we have complicated the problem by this transformation, but this
complication is valuable, as we will now see. We now expand the solution as

y = y0 + εy1 + ε
2y2 + · · · ,

substitute into the PDE (4.7), and collect like powers of ε. This leads to the
leading-order equation

O(1) : y0,tt + y0 = 0.

Strictly speaking, this is a PDE since y depends on T as well. So the general
solution is given by

y0(t,T ) = A(T )eit + c.c.,

where A(T ) is an arbitrary function of T . The next-order equation is found
to be

O(ε) : y1,tt + y1 = −2y0,tT − y0t.

Substituting the leading-order solution into the right-hand side gives that

y1,tt + y1 = −i(2AT + A)eit + c.c. (4.8)

As in the frequency-shift method, we would like to eliminate the secular terms.
So we require that

2AT + A = 0. (4.9)

This ODE for A(T ) gives

A(T ) = A0e−T/2, (4.10)

where A0 is constant.
Now we can choose the homogeneous solution y1 = 0, as in the frequency-

shift method. So far, our approximate solution is

y(t,T ) ∼ A(T )eit + c.c. = A0eit−T/2 + c.c.

In terms of the original variable t, this reads

y(t) ∼ A0eit−εt/2 + c.c. = A0e(i− ε
2 )t + c.c. (4.11)
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We can continue to obtain higher orders by allowing A(T ) to vary pertur-
batively, in such a way as to avoid secular terms in the expansion of yk for
k ≥ 1. Our method is to expand the equation for A(T ) without including addi-
tional time-scales. Finding higher-order terms in the equation governing the
slowly varying amplitude is usually what one desires in physical problems.
However, care must be taken here, as we will see below. In the example above,
we perturb (4.9) as

2AT + A = εr1 + ε
2r2 + · · · . (4.12)

Substituting this into (4.8) shows that

y1,tt + y1 = −i(2AT + A)eit + c.c. = −iεr1eit + c.c.︸�����������︷︷�����������︸
εR1

+O(ε2). (4.13)

Notice that there is an O(ε) residual term on the right-hand side. That term
must be added to the right-hand side of the next-order equation. When doing
so we can choose y1 = 0 in this case (but see the next example!). Therefore,
the O(ε2) equation corresponding to (4.7) is

y2,tt + y2 = −y0,TT − y0,T − 2y1,tT − y1,t − R1,

= −(ATT + AT )eit − ir1eit + c.c.,

where we have used y1 = 0 and R1 = (−ir1eit + c.c.), the coefficient of the
O(ε) residual term from (4.13). In order to eliminate the secular terms in this
equation one requires that

r1 = i(ATT + AT ).

Substituting r1 in (4.12) leads to

(2AT + A) = iε(ATT + AT ). (4.14)

This is a higher-order equation, which at first glance may be a concern. The
method for solving this equation, for ε � 1, is to solve (4.14) recursively;
i.e., replace the ATT term with lower-order derivatives of A by using the equa-
tion itself, while maintaining O(ε) accuracy. Let us see how that works in this
example. Equation (4.14) implies that

AT = −1
2

A + O(ε). (4.15)

Differentiating with respect to T and using (4.15) to replace AT gives

ATT = −1
2

AT + O(ε) = −1
2

[
− 1

2
A + O(ε)

]
+ O(ε) =

1
4

A + O(ε).
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We can now substitute ATT using this equation and substitute AT using (4.15)
in (4.14) to find

(2AT + A) = −iε
[1
4

A + O(ε) − 1
2

A + O(ε)
]
.

Simplifying leads to the equation

AT = −1
2

(
1 +

iε
4

)
A + O(ε2),

whose solution to O(ε) is

A(T ) = A(0)e−(
1
2+

iε
8 )T .

The above equation is a higher-order improvement of (4.10). Substituting A(T )
and using T = εt in (4.11) gives

y ∼ A(0)e(1−ε2/8)ite−εt/2 + c.c. (4.16)

This approximate solution is valid for times t = O(1/ε2).
We can now compare our result to the exact solution that can be found by

substituting ys = ert into (4.6). Doing so gives r2 + εr + 1 = 0 and therefore

yexact(t) = A(0)e
(
− ε

2+
i
2

√
4−ε2

)
t + c.c.

If we now expand the exponent in the exact solution in powers of ε, we find that
it agrees with the exponent in (4.16) to O(ε2), which is the order of accuracy
we kept in the perturbation analysis:

−ε
2
+

i
2

√
4 − ε2 = −ε

2
+ i

(
1 − ε

2

8

)
+ O(ε3).

This agrees with our approximate solution in (4.16).

4.4 Method of multiple scales: Nonlinear example

Below we give an example of using the method of multiple scales for the
nonlinear ODE

d2y
dt2
+ y − εy3 = 0.

The first steps are similar to the previous example. We set T = εt and obtain
the equation

ytt + y + ε(2ytT − y3) + ε2yTT = 0.
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The leading-order equation and solution are the same as in the previous
example,

y0(t,T ) = A(T )eit + c.c.

The next-order equation is

O(ε) : y1,tt + y1 = −2y0,tT − y3
0.

Substituting the leading-order solution in the right-hand side and expanding
the nonlinear term leads to

y1,tt + y1 = −(2iAT eit + c.c.) + (Aeit + A∗e−it)3

= −(2iAT eit + c.c.) + (A3e3it + 3A2A∗eit + c.c.)

= −(2iAT − 3|A|2A)eit︸�������������������︷︷�������������������︸
secular

+ A3e3it︸︷︷︸
non-secular

+ c.c.

It is important to distinguish the terms that multiply eit from those that multiply
e3it, because the former is a secular term, i.e., it satisfies the homogeneous
solution for y1, whereas the second one does not. Therefore, we must remove
the secular terms, which multiply eit, but keep the non-secular terms, which
multiply e3it, in the equation for y1 – the non-secular term results in a bounded
contribution to y1. To remove secularity, we require that

2iAT = 3|A|2A (4.17)

and the equation for y1 becomes

y1,tt + y1 = A3e3it + c.c. (4.18)

The solution of the (complex-valued) ODE (4.17) can be found by noting that
|A|2 is a conserved quantity in time. One way to see this is by multiplying (4.17)
by A∗, subtracting the complex conjugate, and integrating:

2iAT A∗ + 2iA∗T A = 3|A|2AA∗ − 3|A|2A∗A

and therefore i(|A|2)T = 0. Hence |A|2(T ) = |A|2(0) = |A0|2, where A0 is our
arbitrary constant. Using this conservation relation we can rewrite (4.17) as

2iAT = 3|A0|2A.

This is now a linear equation for A and its solution is given by

A(T ) = A0e−
3i
2 |A0 |2T = A0e−

3i
2 |A0 |2εt.
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Note A(T ) depends on T = εt, so we can assume that A(T ) is constant when
integrating the equation for y1 in (4.18). Assuming that y1 = Be3it + c.c. gives
B = −A3/8, which is bounded, and therefore

y1(t) = −1
8

A3(T )e3it + c.c. + O(ε) = −1
8

A3
0e−

9i
2 |A0 |2εte3it + c.c. + O(ε).

Finally, the perturbed solution we find is

y(t) = A0e(1− 3ε
2 |A0 |2)it + εy1(t) + c.c.,

= A0e(1− 3ε
2 |A0 |2)it − ε

8
A3

0e−
9i
2 |A0 |2εte3it + c.c.

Inspecting our solution we note that the second term (the one multiplied by
ε) plays a minor role compared with the first term, since the amplitude of the
second term is bounded and so remains O(ε) small relative to the first term for
all values of t. We therefore focus our attention on the first term: its effective
frequency is given by

Ω = 1 − 3ε
2
|A0|2. (4.19)

Therefore, when ε > 0, the additional frequency contribution decreases with
amplitude |A0| (beyond the linear solution) and the period of oscillations
increases (since T = 2π/Ω). This is sometimes called a “soft spring”, in anal-
ogy with a spring whose period is elongated compared with a linear spring.
Conversely, when ε < 0 the frequency increases and the period of oscillations
decreases. This is called a “hard spring”.

Since the equation is conservative and there is only a (nonlinear) frequency
shift, this problem can also be done by the frequency-shift method. This is left
as an exercise.

4.5 Method of multiple scales: Linear and nonlinear
pendulum

For our final application of multiple scales to ODEs, we will look at a nonlinear
pendulum with a slowly varying length; see Figure 4.1. Newton’s second law
of motion gives

mlÿ + mg sin(y) = 0

as the equation of motion, where m is the pendulum mass, g the gravitational
constant of acceleration, and l the slowly varying length. This implies that

ÿ + ρ2(εt) sin(y) = 0, (4.20)
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Figure 4.1 Nonlinear pendulum.

where for convenience we denote ρ2(εt) ≡ g/l(εt), or more simply ρ2(T ) with
T ≡ εt, which we assume is smooth. If the length were constant, an exact
solution would be available in terms of elliptic functions.

Associated with this pendulum is what is usually called an adiabatic invari-
ant, i.e., a quantity in the system that is asymptotically invariant when a system
parameter is slowly (adiabatically) changed. While analyzing the pendulum
problem, we will look for adiabatic invariants. Adiabatic invariants received
much attention during the development of the theory of quantum mechanics,
cf. Goldstein (1980) and Landau and Lifshitz (1981), and more recently in such
areas as plasma physics, particle accelerators, and galactic dynamics, etc.

4.5.1 Linear pendulum

To start, we will consider the linear problem

ÿ + ρ2(εt)y = 0. (4.21)

Suppose we assume a “standard” multi-scale solution in the form y(t) =
y(t,T ; ε). Expand d/dt and y as

d
dt
=
∂

∂t
+ ε

∂

∂T
,

y(t) = y0(t,T ) + εy1(t,T ) + ε2y2(t,T ) + · · ·
and substitute them into (4.21). Collecting like powers of ε gives

O(1):

Ly0 ≡ ∂2
t y0 + ρ

2(T )y0 = 0.

O(ε):

Ly1 = −2
∂2y0

∂t∂T
.
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The leading-order solution is

y0 = A(T ) exp(iρt) + c.c.

Notice that

∂T y0 = (AT + itρT ) exp(iρt) + c.c.

grows as t → ∞; i.e., it is secular! The problem is that we chose the wrong fast
time-scale. We modify the fast scale in y as follows:

y(t) = y(Θ(t), T ; ε),

where Θt = ω(εt) and ω will be chosen so that the leading-order solution is not
secular. Expand d/dt as

d
dt
= Θt

∂

∂Θ
+ ε

∂

∂T
= ω(T )

∂

∂Θ
+ ε

∂

∂T
.

A little care must be taken in calculating d2/dt2, since ω is a function of the
slow variable: we get

d2

dt2
=

(
ω(T )

∂

∂Θ
+ ε

∂

∂T

) (
ω(T )

∂

∂Θ
+ ε

∂

∂T

)
= ω2 ∂2

∂Θ2
+ ε

[
2ω

∂2

∂Θ∂T
+ ωT

∂

∂Θ

]
+ ε2 ∂2

∂T 2
. (4.22)

Substituting this into (4.21) and expanding y = y0 + εy1 + · · · we get the first
two equations

O(1):

ω2(T )
∂2y0

∂Θ2
+ ρ2(T )y0 = 0.

O(ε):

ω2(T )
∂2y1

∂Θ2
+ ρ2(T )y1 = −

(
ωT

∂y0

∂Θ
+ 2ω

∂2y0

∂T∂Θ

)
.

The leading-order solution is

y0 = A(T ) exp
(
i
ρ

ω
Θ

)
+ c.c.

To prevent secularity at this order we require that

∂y0

∂T
= (AT + i(ρ/ω)T θA)ei(ρ/ω)θ

is bounded in θ. Hence we must take ω/ρ to be constant in order to remove
the secular term. The choice of constant does not affect the final result, so
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for convenience we take ω = ρ. The order ε equation then becomes, after
substituting in the expression for y0,

ρ2(T )

(
∂2y1

∂Θ2
+ y1

)
= −

(
iρT AeiΘ + 2iATρeiΘ + c.c.

)
.

To remove secular terms, we require

2ρAT + AρT = 0,

2ρA∗T + A∗ρT = 0.

Multiplying the first equation by A∗, the second by A, and then adding, we find
that

∂

∂T

(
ρ|A|2

)
= 0 ⇒ ρ(T )|A(T )|2 = ρ(0)|A(0)|2 = E

ρ
,

where E = ρ2A2 is related to the unperturbed energy E = ẏ2/2 + ρ2y2/2,
from (4.21); thus ρ(T )|A(T )|2 = E/ρ is constant in time. This is usually called
the adiabatic invariant. Notice that ρ(T )|A(T )|2 is constant on the same time-
scale as the length is being varied. Also, using separation of variables on the
equation for AT ,

AT

A
=
−ρT

2ρ
⇒ log(Aρ1/2) = constant ⇒ A(T ) =

C

ρ1/2(T )

where C is constant. Since ω = ρ,

Θ(t) =
∫ t

0
ρ(εt′) dt′ =

1
ε

∫ εt

0
ρ(s) ds.

The leading-order solution is then

y(t) ∼ C√
ρ(εt)

exp

{
i
ε

∫ εt

0
ρ(s) ds

}
+ c.c.

Alternatively, we can arrive at the same approximate solution using the so-
called WKB method,1 cf. Bender and Orszag (1999). Instead of introducing
multiple time-scales, let T = εt and simply change variables in (4.21) to get

ε2 d2y
dT 2
+ ρ2(T )y(T ) = 0.

1 The WKB method is named after Wentzel, Kramers and Brillouin who used the method
extensively. However, these ideas were used by others including Jeffries and so is sometimes
referred to as the WKBJ method.
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If ρ were constant, the solution would be y = eiρ/ε + c.c. This suggests that
we look for a solution in the form y ∼ eiφ(T ;ε)/ε + c.c. Using this ansatz, we
find

−φ2
T + iεφTT + ρ

2 = 0.

We now expand φ as φ = φ0 + εφ1 + ε
2φ2 + · · · to get the leading-order

equation

∂φ0

∂T
= ±ρ(T )⇒ φ0 = ±

∫ T

0
ρ(s) ds + μ0,

where μ0 is the constant of integration. The O(ε) equation is −2φ0Tφ1T +

iφ0TT = 0, so

∂φ1

∂T
=

i
2
φ0TT

φ0T
=

i
2
∂

∂T
log |φ0T |,

which gives

φ1 =
i
2

log |φ0T | = i
2

log(ρ).

Thus, in terms of the original variables:

y(t) ∼ exp
[
i (φ0 + εφ1) /ε

]
,

= exp

[
i
ε

(∫ εt

0
ρ(s) ds + μ0

)
− 1

2
log(ρ(εt))

]
+ c.c.

Setting C = exp(iμ0/ε),

y(t) ∼ C√
ρ(εt)

exp

[
i
ε

∫ εt

0
ρ(s) ds

]
+ c.c.,

which is identical to the multiple-scales result.

4.5.2 Nonlinear pendulum

Now we will analyze the nonlinear equation, (4.20),

d2y
dt2
+ ρ2(T ) sin(y) = 0.

These and more general problems were analyzed by Kuzmak (1959), see also
Luke (1966). We will see that this problem is considerably more complicated
than the linear problem: multiple scales are required. As in the linear problem,
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assuming y = y(Θ,T ; ε) = y0 + εy1 + · · · , T = εt and using (4.22) to expand
d2/dt2, the leading- and first-order equations are, respectively,

ω2y0ΘΘ + ρ
2 sin(y0) = 0,

L(y1) = ω2y1ΘΘ + ρ
2 cos(y0)y1 = − (ωT y0Θ + 2ωy0ΘT ) = F1.

The crucial part of the perturbation analysis is to understand the leading-order
equation. Multiplying the leading-order equation by y0Θ, we find the “energy
integral”:

∂

∂Θ

(
ω2

2
y2

0Θ − ρ2 cos(y0)
)
= 0 ⇒ (4.23a)

ω2

2
y2

0Θ − ρ2 cos(y0) = E(T ) ⇒ (4.23b)

ω2y2
0Θ = 2(E + ρ2 cos(y0)). (4.23c)

Notice (i) that the coefficient ρ is constant with respect to Θ and so is E; (ii) the
left-hand side of the integral equation (4.23b) is not necessarily positive. If we
redefine Ẽ = E + ρ2 so that ω2y2

0Θ/2 + ρ
2(1 − cos y0) = Ẽ, then Ẽ ≥ 0 and Ẽ

is an energy. However, we use E to simplfy our notation. Solving for dy0/dΘ
and separating variables gives∫

dy0√
2
(
E + ρ2 cos y0

) = ∫ dΘ
ω
.

We will be concerned with periodic solutions in Θ; see also the phase plane in
Figure 4.2. Periodic solutions are obtained for values |y| ≤ y∗ obtained from
cos y∗ = −E/ρ2.
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0
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Figure 4.2 Phase plane.
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The period of motion, P, is

P = ω
∮

dy0√
2
(
E + ρ2 cos y0

) ,
where the loop integral is taken over one period of motion. Since cos(y0) is
even and symmetric, we can also calculate the period from

P = 4ω
∫ y∗

0

dy0√
2
(
E + ρ2 cos y0

) . (4.24)

Since the motion is periodic, for any integer n

y0(Θ + nP,T ) = y0(Θ, T ).

At this stage P is a function of T , thus

∂y0(Θ + nP,T )
∂T

= n
∂P
∂T

∂y0(Θ, T )
∂Θ

+
∂y0(Θ, T )

∂T
. (4.25)

For a well-ordered perturbation expansion, the first derivative
∂y0(Θ + nP,T )/∂T must be bounded. However, from (4.25), ∂y0(Θ + nP,T )/
∂T → ∞ as n → ∞. We can eliminate this divergence if we set ∂P/∂T = 0,
i.e., we require the period to be constant. The choice of constant does not
affect the final result, so we can take P = 2π and then we have from (4.24),

ω = ω(E) =
π

2
∫ y∗

0

dy0√
2
(
E + ρ2 cos y0

) . (4.26)

To find out how E varies, we must go to the next-order equation, namely,

Ly1 =
[
ω2∂2

Θ + ρ
2(T ) cos(y0)

]
y1 = F1 = − (ωT y0Θ + 2ωy0ΘT ) . (4.27)

We will not actually solve the O(ε) equation here, but instead we only need to
derive a so-called solvability condition using a Fredholm alternative. We start
by examining the homogeneous equation adjoint to (4.27): L∗W = 0, where L∗

is the adjoint to the operator L, with respect to the inner product

〈Ly,W〉 =
∫ 2π

0
(Ly) W dΘ = 〈y, L∗W〉;

integration by parts shows that L = L∗, i.e., the operator L is self-adjoint. Now
consider

Ly1 =
[
ω2∂2

Θ + ρ
2(T ) cos(y0)

]
y1 = F1,

L∗W = LW = 0,
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where W is the periodic solution of the adjoint equation. There is another, non-
periodic solution to the adjoint problem (obtained later for completeness); but
since we are only interested in periodic solutions, we do not need to consider
it in the secularity analysis. Multiply the first equation by W, the second by y1,
and subtract to find

ω2 ∂

∂Θ
(Wy1Θ −WΘy1) = WF1.

Integrating this over one period and using the periodicity of the solution y1

gives ∫ 2π

0
WF1 dΘ = 0 (4.28)

as a necessary condition for a periodic solution of the O(ε) equation to exist.
This orthogonality condition must hold for the periodic solution, W, of the
homogeneous problem, which we will now determine. Operate on the leading-
order equation with ∂/∂Θ to find

ω2y0ΘΘΘ + ρ
2 cos(y0)y0Θ = 0,

i.e., y0Θ is a solution of LW = 0; hence we set W1 = y0Θ. This is the periodic,
homogeneous solution. To find the non-periodic homogeneous solution operate
on the leading-order equation with ∂/∂E to find

Ly0E = ω
2y0EΘΘ + ρ

2 cos(y0)y0E = −(ω2)Ey0ΘΘ.

On the other hand, for any constant α,

L(αΘy0Θ) = ω2 ∂2

∂Θ2
(αΘy0Θ) + ρ2 cos(y0)αΘy0Θ

= α
[
2ω2y0ΘΘ + Θ

(
ω2y0ΘΘΘ + ρ

2 cos(y0)y0Θ

)]
.

The term in parentheses vanishes and we have

L(αΘy0Θ) = 2αω2y0ΘΘ.

Hence for the combination, y0E + αΘy0Θ:

L(y0E + αΘy0Θ) = L(y0E) + L(αΘy0Θ)

= −
(
ω2
)

E
y0ΘΘ + 2αω2y0ΘΘ.

Thus, if we set α = ωE/ω,

L(y0E + αΘy0Θ) = 0
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and we have the second solution:

W2 = y0E +
ωE

ω
Θy0Θ,

cf. Luke (1966). This solution, however, is not generally periodic since ωE � 0
in the nonlinear problem. We therefore need only one homogeneous solution
W1 in the Fredholm alternative (4.28). But the non-periodic solutions are useful
if one wishes to find the higher-order solutions. The solution y1 to Ly1 = F1

can be obtained by using the method of variation of parameters. The solvability
condition (4.28) now becomes ∫ 2π

0

∂y0

∂Θ
F1 dΘ = 0,∫ 2π

0

∂y0

∂Θ
(ωT y0Θ + 2ωy0ΘT ) dΘ = 0,

∂

∂T

∫ 2π

0
ω

(
∂y0

∂Θ

)2
dΘ = 0.

We have therefore found an adiabatic invariant for this nonlinear problem:

A(T ) ≡ ω(T )
∫ 2π

0

(
∂y0

∂Θ

)2
dΘ = A(0).

The invariant can also be written as

A(0) = ω(T )
∫ 2π

0

(
∂y0

∂Θ

)2
dΘ = ω(T )

∮ (
∂y0

∂Θ

)2 dy0
dy0

dΘ

,

A(0) = 4ω(T )
∫ y∗

0

∂y0

∂Θ
dy0,

= 4
∫ y∗

0

√
2
(
E + ρ2 cos(y0)

)
dy0 ≡ F(E, ρ2). (4.29)

Thus E ≡ E(T ) is a function of ρ ≡ ρ(T ) in terms of the constA(0). Recall that
(4.26) gives us ω ≡ ω(E(T )), in particular this leads to the convenient formula

ω = π
/
∂

∂E
F(E, ρ2).

Hence the solution of the problem is determined in principle; i.e., these rela-
tions give E = E(ρ(T )) = E(T ) and ω = ω(E(ρ(T ))) = ω(T ). So, we have
determined the leading-order solution: y ∼ y0(Θ, E(T ), ω(T )).
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As an aside, the leading-problem can be solved explicitly in terms of ellip-
tic functions. For completeness we now outline the method to do this. First,
consider (

du
dx

)2
= P(u),

where P is a polynomial. If P is of second degree, we can express the solution
of the above equation in terms of trigonometric functions. If P is of third or
fourth degree, the solution can be expressed in terms of elliptic functions (Byrd
and Friedman, 1971).

Now recall the energy integral:

ω2

2
y2

0Θ = E(T ) + ρ2 cos(y0).

To show that y0 can be related to elliptic problems, let z = tan(y0/2) so

dz/dy0 =
1
2

sec2(y0/2). Then

dy0

dΘ
=

dy0

dz
dz
dΘ
= 2 cos2(y0/2)

dz
dΘ

.

Using

cos(y0/2) =
1√

1 + z2
,

cos(y0) = 2 cos(y0/2)2 − 1 =
1 − z2

1 + z2
,

we substitute these results into the energy integral yielding

4ω2

2(1 + z2)2

(
dz
dΘ

)2
=

(
E + ρ2 1 − z2

1 + z2

)
,

and hence

2ω2

(
dz
dΘ

)2
= (1 + z2)2E + ρ2(1 − z2)(1 + z2).

The right-hand side is a fourth-order polynomial and thus the solutions are
elliptic functions. One can also transform the above integrals for ω and E into
standard elliptic integrals, see Exercise 4.6.
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Exercises

4.1 (a) Obtain the nonlinear change in the frequency given by (4.19) by
applying the frequency-shift method to the equation

d2y
dt2
+ y − εy3 = 0, |ε| � 1.

(b) Use the multiple-scales method to find the leading-order approxima-
tion to the solution of

d2y
dt2
+ y − ε

(
y3 +

dy
dt

)
= 0, 0 < ε � 1.

(c) Find the next-order (first-order) approximation, valid for times t =
o(1/ε2), to the solution of part (b).

4.2 Apply both the frequency-shift method and the method of multiple scales
(|ε| � 1) to find the solution of:

(a)
dA
dt
− iA + εA = 0,

(b)
dA
dt
− iA + ε|A|2A = 0.

4.3 Use the method of multiple scales (|ε| � 1) to find an approximation to
the periodic solutions of:

(a)
d4y
dt4
− y − εy = 0,

(b)
d4y
dt4
− y − εy3 = 0.

4.4 Use the WKB method to find the leading-order approximation to the
solutions of

d4y
dt4
− ρ4(εt)y = 0, |ε| � 1.

4.5 Use the multiple-scale method to find:
(a) the adiabatic invariant and leading-order solution of

d2y
dt2
− ρ2(εt)(y + y3) = 0, |ε| � 1;

(b) the leading-order approximation to the solution of

d2y
dt2
− ρ2(εt)(y + y3) = ε

dy
dt
, 0 < ε � 1.

4.6 Consider
d2y
dt2
+ ω2 sin y = 0,

where ω > 0 is a constant.
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(a) Find the energy integral by multiplying the equation with dy/dt and
integrating.

(b) Let y = 2 tan−1(z) (inverse tan-function) and find an equation for z.
Solve the equation in terms of the Jacobi elliptic functions.

(c) Use part (b) to find all bounded solutions y.
4.7 Suppose we are given

d2y
dt2
+ ρ2(εt) sin(y) = ε

dy
dt
, 0 < ε � 1

Find the leading-order solution and contrast it with the asymptotic
solution for the pendulum discussed in Section 4.5.



5
Water waves and KdV-type equations

Fluid dynamics is concerned with behavior on scales that are large compared
to the distance between the molecules that they consist of. Physical quanti-
ties, such as mass, velocity, energy, etc., are usually regarded as being spread
continuously throughout the region of consideration; this is often termed the
continuum assumption and continuum derivations are based on conservation
principles. From these concepts, the equations of fluid dynamics are derived in
many books, cf. Batchelor (1967).

A microscopic description of fluids is provided by the Boltzmann equa-
tion. When the average distance between collisions of the fluid molecules
becomes small relative to the macroscopic dimensions of the fluid, the Boltz-
mann equation can be simplified to the fluid equations (Chapman and Cowling,
1970).

In this chapter, we focus on the most important results derived from
conservation laws and, in particular, how they relate to water waves.

We will use ρ = ρ(x, t) to denote the fluid mass density, v = v(x, t) is the
fluid velocity, P is the pressure, F is a given external force, and ν∗ is the kine-
matic viscosity that is due to frictional forces. In vector notation, the relevant
equations of fluid dynamics we will consider are:
• conservation of mass:

∂ρ

∂t
+ ∇ · (ρv) = 0,

• conservation of momentum:

ρ

[
∂v
∂t
+ (v · ∇) v

]
= F − ∇P + ν∗Δv,

where Δ ≡ ∇2, is the Laplacian.1 We omit the equation of energy that describes
the temperature (T ) variation of the fluid, so an equation of state, such as

1 In three-dimensional Cartesian coordinates, the Laplacian is Δ ≡ ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2.
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P = P(ρ,T ), is added to close the system of equations. These equations corre-
spond to the first three moments of the Boltzmann equation. When ρ = ρ0 is
constant, the first equation then describes an incompressible fluid: ∇ · v = 0,
also called the divergence equation. The divergence and the momentum equa-
tions are often called the incompressible Navier–Stokes equations. The energy
equation is not necessary to close this system of equations, which (in three
dimensions) are four equations in four unknowns: v = (u, v,w) and P.

In this chapter, we will consider the free surface water wave problem,
which (interior to the fluid) is the inviscid reduction (ν∗ = 0) of the above
equations; these equations are called the Euler equations. Supplemented with
appropriate boundary conditions, we have the Euler equations with a free sur-
face. We will derive the shallow-water or long wave limit of this system and
discuss certain approximate equations: the Korteweg–de Vries (KdV) equa-
tion in 1 + 1 dimensions2 and the Kadomtsev–Petviashvili (KP) equation in
2 + 1 dimensions.

5.1 Euler and water wave equations

For our discussion of water waves, we will use the above incompressible
Navier–Stokes description with constant density ρ = ρ0 and we will assume
an ideal fluid: that is, a fluid with zero viscosity (ν∗ = 0). Thus, an ideal,
incompressible fluid is described by the following Euler equations:

∇ · v = 0,

∂v
∂t
+ (v · ∇) v =

1
ρ0

(F − ∇P) .

Suppose now that the external force is conservative, i.e., we can write
F = −∇U, for some scalar potential U. We can then write the momentum
equation as

∂v
∂t
+ (v · ∇) v = −∇

(
U + P
ρ0

)
.

Using the vector identity

(v · ∇) v =
1
2
∇ (v · v) − v × (∇ × v) ,

gives

∂v
∂t
− v × (∇ × v) = −∇

(
1
2

v · v + U + P
ρ0

)
. (5.1)

2 The notation “n + 1 dimensions” means there are n space dimensions and one time dimension.
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Now define the vorticity to beω ≡ ∇×v, which is a local measure of the degree

to which the fluid is spinning; more precisely,
1
2
||∇ × v|| (note that ||v||2 = v · v)

is the angular speed of an infinitesimal fluid element. Taking the curl of the last
equation and noting that the curl of a gradient vanishes,

∂ω

∂t
− ∇ × (v × ω) = 0.

Finally, using the vector identity ∇ × (F × G) = (G · ∇) F − (F · ∇) G +
(∇ · G) F − (∇ · F) G for vector functions F and G and recalling that the
divergence of the curl vanishes, we arrive at the so-called vorticity equation:

∂ω

∂t
= (ω · ∇)v − (v · ∇)ω or (5.2a)

Dω
Dt
= ω · ∇v, (5.2b)

where we have used the notation

D
Dt
=
∂

∂t
+ (v · ∇)

to signify the so-called convective or material derivative that moves with the
fluid particle (v = (u, v,w)). Hence ω = 0 is a solution; moreover, from (5.2b),
it can be proven that if the vorticity is initially zero, then (if the solution
exists) it is zero for all times. Such a flow is called irrotational. Physically,
in an ideal fluid there is no mechanism that will produce “local rotation” if the
fluid is initially irrotational. Often it is a good approximation to assume that
a fluid is irrotational, with viscosity effects occurring only in thin regions of
the fluid flow called boundary layers. In this chapter, we will consider water
waves and will assume that the flow is irrotational. In such circumstances, it is
convenient to introduce a velocity potential v = ∇φ. Notice that the vorticity
equation (5.2b) is trivially satisfied since

∇ × (∇φ) = 0.

The Euler equations inside the fluid region can now also be simplified:

∇ · v = ∇ · ∇φ = Δφ = 0,

which is Laplace’s equation; it is to be satisfied internal to the fluid, −h < z <
η(x, y, t), where we denote the height of the fluid free surface above the mean
level z = 0 to be η(x, y, t) and the bottom of the fluid is at z = −h. See Figure 5.1
on page 103.

Next we discuss the boundary conditions that lead to complications; i.e.,
an unknown free surface and nonlinearities. We assume a flat, impenetrable
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bottom at z = −h, so that no fluid can flow through. This results in the
condition

w =
∂φ

∂z
= 0, z = −h,

where w represents the vertical velocity. On the free surface z = η(x, y, t) there
are two conditions. The first is obtained from (5.1). Using the fact that ∇ and
∂/∂t commute,

∇
(
∂φ

∂t
+

1
2
||v||2 + U + P

ρ0

)
= 0 ⇒

∂φ

∂t
+

1
2
||v||2 + U + P

ρ0
= f (t),

where we recall v = (u, v,w) and ||v||2 = u2 + v2 + w2 = φ2
x + φ

2
y + φ

2
z . Since

the physical quantity is v = ∇φ, we can add an arbitrary function of time
(independent of space) to φ,

φ→ φ +

∫ t

0
f (t′) dt′,

to get the so-called Bernoulli, dynamic, or pressure equation,

∂φ

∂t
+

1
2
||v||2 + U + P

ρ0
= 0.

For now, we will neglect surface tension and assume that the dominant force
is the buoyancy force, F = −∇(ρ0gz), which implies that U = ρ0gz, where
g is the gravitational constant of acceleration. For convenience, we take the
pressure to vanish (i.e., P = 0) on the free surface, yielding:

∂φ

∂t
+

1
2
||∇φ||2 + gη = 0, z = η(x, y, t)

on the free surface.
The second equation governing the free surface is derived from the assump-

tion that if a fluid packet is initially on the free surface, then it will stay there.
Mathematically, this implies that if F = F(x, y, z, t), where (x, y, z) is a point
on the free surface, then

DF
Dt
≡ ∂F
∂t
+ v · ∇F = 0.

On the surface, F = z − η(x, y, t) = 0. Then

Dz
Dt
=

Dη
Dt

⇒ w =
∂η

∂t
+ v · ∇η,
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where we have used v =
(Dx

Dt
,

Dy
Dt
,

Dz
Dt

)
= (u, v,w). So, using w = ∂φ/∂z,

w =
∂φ

∂z
=
∂η

∂t
+ v · ∇η, z = η(x, y, t), (5.3)

on the free surface. Equation (5.3) is often referred to as the kinematic con-
dition. It should be noted that on a single-valued surface z = η(x, y, t),
equation (5.3) can be written as

∂φ

∂n
=
∂η

∂t
,

where ∂φ/∂n = (n·∇)φ and n = (−∇η, 1) is the outward normal. Thus, the free
surface z = η(x, y, t) moves in the direction of the normal velocity.

To summarize, the free-surface water wave equations with a flat bottom are:
• Euler ideal flow

Δφ = 0, −h < z < η(x, y, t). (5.4)

• No flow through the bottom

∂φ

∂z
= 0, z = −h. (5.5)

• Bernoulli’s or the pressure equation

∂φ

∂t
+

1
2
||∇φ||2 + gη = 0, z = η(x, y, t). (5.6)

• Kinematic condition

∂φ

∂z
=
∂η

∂t
+ v · ∇η, z = η(x, y, t). (5.7)

These four equations constitute the equations for water waves with the
unknowns φ(x, y, z, t) and η(x, y, t). This is a free-boundary problem. In con-
trast to a Dirichlet or a Neumann boundary value problem where the boundary
is fixed and known, in free-boundary problems part of solving the problem is
to determine the dynamics of the boundary. This aspect makes the solution to
the water wave equations particularly difficult. We also note that if we were
given an η that satisfies Bernoulli’s equation (5.6), the remaining three equa-
tions would satisfy a Neumann boundary value problem. The geometry of the
problem is shown in Figure 5.1.
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Figure 5.1 Geometry of water waves. The bottom of the water is at a constant
level z = −h, while the free surface of the water is denoted by z = η(x, y, t),
where η is to be determined. The undisturbed fluid is at a level z = 0.

5.2 Linear waves

We will first look at the linear case by assuming |η| � 1 and ||∇φ|| � 1. The
first two equations remain unchanged, except that they are to be satisfied on
the known surface z = 0. The last two equations, using

φ(x, y, η, t) = φ(x, y, 0, t) + η
∂φ

∂z
(x, y, 0, t) + · · · ,

= φ0(x, y, t) + ηφ0z(x, y, t) + · · · ,
become

∂φ0

∂t
= −gη, z = 0,

∂η

∂t
= φ0z(x, y, t), z = 0.

We now look for special solutions to the Euler and free-surface equations of
the form

φs(x, y, z, t) = A(k, l, z, t) exp (ikx + ily) ,

i.e., we decompose the solution into Fourier modes. Substituting this ansatz
into Laplace’s equation (5.4),

Azz − (k2 + l2)A = 0.

Calling κ2 = k2 + l2, the solution is given by

A = Ã(k, l, t) cosh [κ(z + h)] + B̃(k, l, t) sinh [κ(z + h)] ;
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note we translated the solution by h units because satisfying the bottom
boundary condition (5.5) requires

∂A
∂z
= 0, z = −h,

which implies that B̃ = 0.
If we assume that the free surface has a mode of the form

η(x, y, t) = η̃(k, l, t) exp (ikx + ily) ,

then, substituting the above mode into (5.6)–(5.7) yields,

∂Ã
∂t

cosh(κh) + gη̃ = 0,

∂η̃

∂t
− κ sinh(κh)Ã = 0.

Taking the time derivative of the second equation and substituting into the first
gives

∂2η̃

∂t2
+ gκ tanh(κh)η̃ = 0.

Assuming η̃(k, l, t) = η̃(k, l, 0)e−iωt, we find the dispersion relationship:

ω2 = gκ tanh(κh), (5.8)

which has two branches. “Adding up” all such special solutions implies that
the general Fourier solution for a rapidly decaying solution for η is

η =
1

(2π)2

� {
η̃+ exp

[
i(kx + ly − ω+t)

]
+ η̃− exp

[
i(kx + ly + ω−t)

]}
dk dl, (5.9)

with η̃+, η̃− determined by the initial data that is assumed to be real and
decaying sufficiently rapidly in space.

The dispersion relation has several interesting limits. The so-called deep-
water dispersion relationship, i.e., when κh � 1, is

ω2 � g|κ|,
while for shallow water, i.e., when κh � 1, it is

ω2 � gκ

(
κh − (κh)3

3
+ · · ·

)
.
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The leading term in the shallow-water dispersion relationship is ω2 � ghκ2.
Alternatively, as discussed in earlier chapters, we have that to leading order
the amplitude η satisfies the wave equation,

ηtt − c2
0ηxx = 0,

with a propagation speed c2
0 = gh. We will come back to this point when we

discuss the KdV equation later in this chapter.

5.3 Non-dimensionalization

To analyze the full equations, we will first non-dimensionalize them. By doing
this, it will be easier to compare the “size” of each term. This is convenient
since we will then be working with “pure” or dimensionless numbers. For
example, a velocity can be large if measured in units of, say, microns per sec-
ond but in units of light-years per hour it would be small. Indeed small or large
in terms of coefficients in an equation are relative concepts and are meaningful
only in a comparative sense. By studying non-dimensional equations we can
more easily decide which terms are negligible.

For shallow-water waves it is convenient to use the following non-
dimensionalization:

x = λxx′, y = λyy′, z = hz′,

t =
λx

c0
t′, η = aη′, φ =

λxga
c0

φ′,

where c0 =
√

gh is the shallow-water wave speed, λx, λy are typical wave-
lengths of the initial data (in the x or y direction), and a is the maximum or
typical amplitude of the initial data. The primed variables are dimensionless.
For Laplace’s equation:

1
λ2

x
φ′x′x′ +

1
λ2

y
φ′y′y′ +

1
h2
φ′z′z′ = 0.

For the sake of notational simplicity, we will drop the primed notation so that

φzz +

(
h
λx

)2
φxx +

(
h
λy

)2
φyy = 0, −1 < z <

aη
h
.

The no-flow condition becomes

∂φ

∂z
= 0, z = −1.



106 Water waves and KdV-type equations

Bernoulli’s equation becomes

φt +
a

2h

⎡⎢⎢⎢⎢⎢⎣φ2
x +

(
λx

λy

)2
φ2

y +

(
λx

h

)2
φ2

z

⎤⎥⎥⎥⎥⎥⎦ + η = 0, z =
aη
h
.

And the kinematic condition becomes

ηt +
a
h

⎡⎢⎢⎢⎢⎢⎣φxηx +

(
λx

λy

)2
φyηy

⎤⎥⎥⎥⎥⎥⎦ = (λx

h

)2
φz, z =

aη
h
.

Now we define the dimensionless parameters ε ≡ a/h, δ ≡ λx/λy, and
μ ≡ h/λx: ε is a measure of the nonlinearity, or amplitude, of the wave; μ
is a measure of the depth relative to the characteristic wavelength, sometimes
called the dispersion parameter; and δ measures the size of the transverse vari-
ations. In summary, the dimensionless equations for water waves propagating
over a flat bottom are
• Euler ideal flow, Laplace’s equation

φzz + μ
2φxx + μ

2δ2φyy = 0, −1 < z < εη.

• No flow through the bottom

∂φ

∂z
= 0, z = −1.

• Bernoulli’s or the pressure equation

φt +
ε

2

[
φ2

x + δ
2φ2

y +
1
μ2
φ2

z

]
+ η = 0, z = εη.

• Kinematic condition:

μ2
[
ηt + ε

(
φxηx + δ

2φyηy

)]
= φz, z = εη.

We note that the linear, or small-amplitude, case arises when ε� 1, μ∼O(1).
Then the above equations reduce, by dropping terms of order ε, to the linear
equations that are equivalent to those we analyzed earlier, i.e.,

φt + η = 0, z = 0,

μ2ηt = φz, z = 0,

but now in non-dimensional form.

5.4 Shallow-water theory

We will make some simplifying assumptions about the sizes of ε, μ, and δ in
order to obtain some interesting limiting equations:
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• We will consider shallow water waves (sometimes called long water waves).
This regime corresponds to small depth relative to the water wavelength. In
our system of parameters, this corresponds to μ = h/λx � 1.

• We will also assume that the wavelength in the transverse direction is much
larger than the propagation wavelength, so δ = λx/λy � 1.

• As before in the linear regime, we assume small-amplitude waves |ε| =
a/h � 1. Recall that a similar assumption was made the Fermi–Pasta–Ulam
(FPU) problem involving coupled nonlinear springs studied in Chapter 1.

• We will make the assumption of “maximal balance” (the small terms, i.e.,
nonlinearity and dispersion, are of the same order) as was made in the con-
tinuum approximation of the FPU problem to the Boussinesq model in order
to derive the KdV equation. We will do the same thing now by assuming
maximal balance with ε = μ2. This reflects a balance of weak nonlinearity
and weak dispersion.

5.4.1 Neglecting transverse variations

First, we will consider the special case of no transverse waves and later we
will incorporate them into our model. Let us rewrite the fluid equations with
the simplifying assumptions ε = μ2 – this is our “maximal balance” assump-
tion. Let us also consider the one-dimensional case, i.e., we remove the terms
involving derivatives with respect to y. The four equations then become

εφxx + φzz = 0, −1 < z < εη (5.10a)

φz = 0, z = −1 (5.10b)

φt +
ε

2
(φ2

x +
1
ε
φ2

z ) + η = 0, z = εη (5.10c)

ε(ηt+εφxηx) = φz, z = εη. (5.10d)

These are coupled, nonlinear partial differential equations in φ and η with
a free boundary, and are very difficult to solve exactly. We will use perturba-
tion theory to obtain equations that are more tractable. We will asymptotically
expand φ as

φ = φ0 + εφ1 + ε
2φ2 + · · · .

Substituting this expansion into (5.10a) gives

φ0zz + ε(φ0xx + φ1zz) + ε
2(φ1xx + φ2zz) + · · · = 0.
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Equating terms with like powers of ε, we find that φ0zz = 0. This implies that
φ0 = A + B(z + 1), where A, B are functions of x, t. But the boundary condi-
tion (5.10b) forces B = 0. Hence the leading-order solution for the velocity
potential is independent of z,

φ0 = A(x, t).

Proceeding to the next order in ε, we see that φ1zz = −Axx. Again using the
boundary condition (5.10b),

φ1 = −Axx(z + 1)2/2.

As before, we absorb any homogeneous solutions that arise in higher-order
terms into the leading-order term (that is φ0). Similarly we find φ2 = Axxxx(z +
1)4/4!. Thus, we have the approximation

φ = A − ε
2

Axx(z + 1)2 +
ε2

4!
Axxxx(z + 1)4 + · · · , (5.11)

which is valid on the interval −1 < z < εη, in particular, right up to the free
boundary εη. This expansion can be carried out to any order in ε, but the first
three terms are sufficient for our purpose.

Substituting (5.11) into Bernoulli’s equation (5.10c) along the free boundary
z = εη gives

At − ε2 Axxt(1 + εη)2 +
ε2

4!
Axxxxt(1 + εη)4 + · · ·

+
ε

2

(
Ax − ε2 Axxx(1 + εη)2 + · · ·

)2
+

1
2

(−εAxx(1 + εη) + · · · )2 + η = 0.

Retaining only the first two terms leads to

η = −At +
ε

2

(
Axxt − A2

x

)
+ · · · . (5.12)

Now let us do the same thing for the kinematic equation (5.10d). Substituting
in our expansion for φ and retaining the two lowest-order terms gives

εηt + ε
2ηxAx = −εAxx(1 + εη) +

ε2

3!
Axxxx + · · · . (5.13)

We wish to decouple the system of equations involving A and η. Since we
have an expression for η in terms of A, we substitute (5.12) into (5.13) and
retain only the two lowest-order terms:
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ε
(
−Att +

ε

2
(Axxtt − 2AxAxt) + ε

2(−AxtAx)
)

= −εAxx(1 − εAt) +
ε2

3!
Axxxx + · · · .

Dividing through by ε and keeping order ε terms gives

Att − Axx = ε
(Axxtt

2
− Axxxx

6
− 2AxAxt − AxxAt

)
. (5.14)

Within this approximation, this equation is asymptotically the same as the one
Boussinesq derived in 1871, cf. Ablowitz and Segur (1981). Another form,
equally valid up to order ε, is derived by noting that on the left-hand side
of (5.14) we have Att = Axx + O(ε). Then, in particular, we can take two x
derivatives to obtain Axxtt = Axxxx + O(ε). Now we replace the Axxtt/2 term in
the above Boussinesq model to get

Att − Axx = ε
(Axxxx

3
− 2AxAxt − AxxAt

)
, (5.15)

which is still valid up to O(ε).
Now we will make a remark about the linearized model. We have seen that

there are various ways to write the equation; for example,

Att − Axx = ε

(
1
2

Axxtt − 1
6

Axxxx

)
(5.16)

Att − Axx =
ε

3
Axxxx. (5.17)

But only one of these two gives rise to a well-posed problem. We can see this
from their dispersion relations: assume a wave solution A(x, t) = exp(i(kx−ωt))
and substitute it into (5.16) (or recalling the correspondences k → −i∂x and
ω→ i∂t), then

−ω2 + k2 = ε

(
ω2k2

2
− k4

6

)
=⇒ ω2 =

k2 + εk4/6
1 + εk2/2

.

Note ω2 > 0 and for very large k, ω2 ∼ k2/3 . If we substitute this back into
our wave solution, then we see that A(x, t) = exp(i(kx ± kt/

√
3)) is bounded

for all time. But, if we do the same for (5.17), we get

−ω2 + k2 = ε
k4

3
.

The large k limit of ω in this case is ω± ∼ ±i
√
εk2/

√
3. Substituting the

negative root of ω into the wave solution we end up with

A(x, t) ∼ exp(ikx) exp
(√

ε
3 k2t
)
.
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This solution blows up arbitrarily fast as k → ∞ so we do not have a conver-
gent Fourier integral solution for “reasonable” (non-analytic) initial data (see
also the earlier discussion of well-posedness). If we wish to do numerical cal-
culations then (5.16) is preferred as it is well-posed, as opposed to (5.17). The
ill-posedness of (5.17) is due to the long-wave approximation. This is a com-
mon difficulty associated with long-wave expansions; see also the discussion
in Benjamin et al. (1972).

Nevertheless since there is still a small parameter, ε, in the equation, we can
and should do further asymptotics on these equations. This will also remove
the ill-posedness and is done in the next section.

First we make another remark about different Boussinesq models. We have
derived an approximate equation for the leading term in the expansion of the
velocity potential φ (5.14) or (5.15). Combined with (5.11) it determines the
velocity potential, accurate to O(ε). We can also determine an equation for
the wave amplitude η. First we take an x derivative of (5.12) and then use the
substitution u = Ax in (5.12)–(5.13) to find

Bernoulli: ηx = −ut +
ε

2
(uxxt − 2uux) + · · · , (5.18)

Kinematic: ηt = −ux + ε
(
−ηxu − ηux +

uxxx

6

)
+ · · · . (5.19)

This is called the coupled Boussinesq model for η and u.
On the other hand, by differentiating (5.19) with respect to t, and by

differentiating (5.18) with respect to x, we get

ηtt − ηxx = ε (−ηxtu − ηxut − ηtux − ηuxt

+
uxxxt

6
− uxxxt

2
+

(u2)xx

2

)
+ O(ε).

Now we use the relations ux = −ηt + O(ε) and ut = −ηx + O(ε) from the
kinematic and Bernoulli equations, respectively, and make the replacement u =
− ∫ x

−∞ ηt dx′. Hence we find

ηtt − ηxx = ε

[
1
3
ηxxxx + ηxt

∫ x

−∞
ηt dx′ + η2

x + η
2
t

+ ηηxx +
1
2
∂2

∂x2

(∫ x

−∞
ηt dx′

)2⎤⎥⎥⎥⎥⎥⎦ (5.20)
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= ε

[
ηxxxx

3
+
∂

∂x

(
ηt

∫ x

−∞
ηt dx′ + ηηx

)
+

1
2
∂2

∂x2

(∫ x

−∞
ηt dx′

)2⎤⎥⎥⎥⎥⎥⎦
= ε

⎡⎢⎢⎢⎢⎢⎣ηxxxx

3
+
∂2

∂x2

⎛⎜⎜⎜⎜⎜⎝η2

2
+

(∫ x

−∞
ηt dx′

)2⎞⎟⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎥⎦ . (5.21)

The last equation (5.21) is the Boussinesq model for the wave amplitude.
If we omit the non-local term (which can be done via a suitable transfor-
mation) (5.21) is reduced to the Boussinesq model discussed in Chapter 1
[see (1.2), where η = yx].

5.4.2 Multiple-scale derivation of the KdV equation

Now let us return to the Boussinesq model for the velocity potential equa-
tion (5.15) to do further asymptotics

Att − Axx = ε
(Axxxx

3
− 2AxAxt − AxxAt

)
. (5.22)

Assume an asymptotic expansion for A:

A = A0 + εA1 + · · · ;

substituting this expansion into (5.22) gives

A0tt + εA1tt − A0xx − εA1xx + O(ε2) = ε
(A0xxxx

3
−

−2A0xA0xt − A0xxA0t + O(ε)
)
.

Equating the leading-order terms yields the wave equation: A0tt −A0xx = 0. We
solved this equation earlier and found A0(x, t) = F(x − t) + G(x + t) where F
and G are determined by the initial conditions. Anticipating secular terms that
will need to be removed in the next-order equation, we employ multiple scales;
i.e., A0 = A0(ξ, ζ, T ):

A0 = F(ξ, T ) +G(ζ,T ),

where

ξ = x − t, ζ = x + t, T = εt.

These new variables imply

∂t = −∂ξ + ∂ζ + ε∂T and ∂x = ∂ξ + ∂ζ.
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Substituting the expressions for the differential operators into (5.22) leads to

((−∂ξ + ∂ζ + ε∂T )2 − (∂ξ + ∂ζ)
2)A =

ε

(
(∂ξ + ∂ζ)4

3
A − 2(∂ξ + ∂ζ)A(∂ξ + ∂ζ)(−∂ξ + ∂ζ + ε∂T )A

− (∂ξ + ∂ζ)
2A(−∂ξ + ∂ζ + ε∂T )A

)
. (5.23)

First we will assume unidirectional waves and only work with the right-
moving wave. So A0 = F(ξ, T ) for now. Substituting

A = A0 + εA1 + · · ·
into (5.23) and keeping all the O(ε) terms we get

−4A1ξζ = 2FξT +
1
3

Fξξξξ + 3FξξFξ.

This equation can be integrated directly to give

A1 ∼ −1
4

(
2FT +

1
3

Fξξξ +
3
2

F2
ξ

)
ζ + · · · ,

remembering that we absorb homogeneous terms in the A0 solution. In order
to remove secular terms, in particular the ζ term, we require that

2FT +
1
3

Fξξξ +
3
2

F2
ξ = 0;

or, if we take a derivative with respect to ξ and make the substitution U = Fξ

then we have the Korteweg–de Vries equation

2UT +
1
3 Uξξξ + 3UUξ = 0.

Next we discuss the more general case of waves moving to the left and right;
hence A0 = F(ξ, T ) +G(ζ,T ), and we get the following expression for A1

− 4A1ξζ = 2(FξT −GζT ) +
1
3

(Fξξξξ + +Gζζζζ)

+ 3(FξFξξ +
1
3

FξξGζ − 1
3

GζζFξ −GζGζζ).

When we integrate this expression, secular terms arise from the pieces that are
functions of ξ or ζ alone, not both. Removal of the secular terms implies the
following two equations

2FξT +
1
3

Fξξξξ + 3FξξFξ = 0

−2GζT +
1
3

Gζζζζ − 3GζζGζ = 0,
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which are two uncoupled KdV equations. Simplifying things a bit, we can
rewrite the above two equations in terms of U = Fξ and V = Gζ :

2UT +
1
3

Uξξξ + 3UUξ = 0 (5.24)

2VT − 1
3

Vζζζ + 3VVζ = 0. (5.25)

The solution A1 can be obtained by integrating the remaining terms. Since we
are only interested in the leading-order asymptotic solution we need not solve
for A1.

Hence we have the following conclusion: asymptotic analysis of the fluid
equations under shallow-water conditions has given rise to two Korteweg–de
Vries (KdV) equations, (5.24) and (5.25), for the right- and left-going waves.
Given rapidly decaying initial conditions, we can solve these two PDEs for
U and V by the inverse scattering transform (IST). The KdV equation has
been studied intensely and its IST solution is described in Chapter 9. Keeping
only the leading-order terms, we have an approximate solution for the velocity
potential

φ(x, z, t) ∼ A0(x, t) = F(x − t, εt) +G(x + t, εt),

=

∫ x−t

−∞
U(ξ′, εt) dξ′ +

∫ x+t

−∞
V(ζ′, εt) dζ′,

or for the velocity

u = φx = Fx +Gx + · · · = U + V + · · · .
Using the Bernoulli equation (5.12), we have an approximate solution for

the wave amplitude of the free boundary

η(x, t) ∼ −A0t(x, t) ∼ Fξ(ξ, T ) −Gζ(ζ,T ) = U(x − t, εt) − V(x + t, εt).

Thus the wave amplitude η has right- and left-going waves that satisfy the KdV
equation. Alternatively, we can derive the KdV equation directly by performing
an asymptotic expansion in the η equation (5.21) though we will not do that
here. One can also proceed to obtain higher-order terms and corrections to
the KdV equation, though there is much more in the way of details that are
required. We will not discuss this here.

5.4.3 Dimensional equations

In the previous section, we made our fluid equations non-dimensional for
the purpose of determining what terms are “small” in our approximation
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of shallow-water waves. Now that we have approximate equations (5.24)
and (5.25), valid to leading order, we wish to understand the results in
dimensional units. We will now transform back to a dimensional equation
for (5.24).

Recall that we made two changes of variable. We first changed coordinates
x, t, η into primed coordinates x′, t′, η′ (though we immediately dropped the
primes). Then the independent variable substitutions ξ = x′ − t′ and T = εt′

were made. First, we remove the ξ and T dependence. Notice that

∂

∂t′
U(ξ, T ) = −Uξ + εUT

∂

∂x′
U(ξ, T ) = Uξ.

The above two expressions imply that ∂T = (∂t′ + ∂x′)/ε. Making the above
substitutions into (5.24), we get

2(Ut′ + Ux′ ) + ε

(
1
3

Ux′x′x′ + 3UUx′

)
= 0.

If we neglect left-traveling waves, V , then we have η′ ∼ U. Recalling our

original non-dimensionalization x = λxx′, t =
λx

c0
t′, ε = a/h and η = aη′, we

use ∂x′ = λx∂x and ∂t′ =
λx

c0
∂t to transform the previous expression in U to

2

(
λx

c0

ηt

a
+ λx

ηx

a

)
+ ε

(
λ3

x

3a
ηxxx +

3λx

a2
ηηx

)
= 0⇒

2

(
ηt

c0
+ ηx

)
+

a
h

(
λ2

x

3
ηxxx +

3
a
ηηx

)
= 0.

From maximal balance, we used ε = a/h = (h/λx)2 so we can simplify the
non-dimensional KdV equation (5.24) to the dimensional form

1
c0
ηt + ηx +

h2

6
ηxxx +

3
2h
ηηx = 0, (5.26)

where c0 =
√

gh, g is the gravitational constant of acceleration and h is the
water depth. This equation was derived by Korteweg and de Vries (1895).

Let us consider the linear part of (5.26)

1
c0
ηt + ηx +

h2

6
ηxxx = 0.
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We will interpret the above equation in terms of the dispersion relation for
water waves [see (5.8)], noting κ2 = k2 + l2 with l = 0, so κ = k:

ω2 = gk tanh(kh) = gk

[
kh − 1

3
(kh)3 + · · ·

]
.

In shallow-water waves, kh � 1 so if we retain only the leading-order term in
the Taylor series expansion above, we have

ω = ±k
√

gh = ±kc0.

This is the dispersion relation for the linear wave equation and c0 is the wave
speed. Retaining the next term in the Taylor series of tanh(kh) gives

ω ∼ ±k
√

gh(1 − 1
3 (kh)2)

∼ ±k
√

gh(1 − 1
6 (kh)2)

= ±(kc0 − 1
6 c0h2k3).

Now, we wish to see what linear PDE gives rise to the above dispersion
relation. Taking the positive root, replacing ω with i∂t and k with −i∂x, we find

i∂tη = c0(−i∂x)η − 1
6 c0h2(−i∂x)3η⇒

1
c0
ηt + ηx +

h2

6
ηxxx = 0.

This is exactly the dimensional linear KdV equation (5.26)! To get the
nonlinear term we used the multiple-scales method.

5.4.4 Adding surface tension

The model equations (5.4) through (5.7) do not take into account the effects
of surface tension. Actually only Bernoulli’s equation (5.10c) is affected by
surface tension. The modification is due to an additional pressure term from
surface tension effects involving the curvature at the surface. We will not go
through the derivation here: rather we will just state the result. First, recall
Bernoulli’s equation used so far

φt +
1
2
|∇φ|2 + gη = 0, (5.27)
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on z = η. Adding the surface tension term gives (cf. Lamb 1945 or Ablowitz
and Segur 1981)

φt +
1
2 |∇φ|2 + gη =

T
ρ
∇ ·
⎛⎜⎜⎜⎜⎜⎝ ∇η√

1 + |∇η|2
⎞⎟⎟⎟⎟⎟⎠

=
T
ρ

(
ηxx

(
1 + η2

y

)
+ ηyy

(
1 + η2

x

)
− 2ηxyηxηy

)
(
1 + η2

x + η
2
y

) 3
2

(5.28)

on z = η where T is the surface tension coefficient. Retaining dimensions and
keeping linear terms that will affect the previous result to O(ε), we have:

φt +
1
2
|∇φ|2 + gη − T

ρ
(ηxx + ηyy) = 0 z = η. (5.29)

Using (5.29) and the same asymptotic procedure as before, the corresponding
leading-order asymptotic equation for the free surface is found to be

1
c0
ηt + ηx + γηxxx +

3
2h
ηηx = 0. (5.30)

The only difference between this equation and (5.26) is the coefficient γ of the
third-derivative term. This term incorporates the surface tension

γ =
h2

6
− T

2ρg
=

h2

6

(
1 − 3T

ρgh2

)
=

h2

6
(1 − 3T̂ )

T̂ =
T
ρgh2

.

Note (5.30) was also derived by Korteweg and deVries [see Chapter 1, equa-
tion (1.4)], and we can see that, depending on the relative sizes of the
parameters (in particular T̂ < 1/3 or T̂ > 1/3 ), γ will be positive or nega-
tive. This affects the types of solutions and behavior allowed by the equation
and is discussed later. In particular, when we include transverse waves, we will
discover the Kadomtsev–Petviashvili (KP) equation.

5.4.5 Including transverse waves: The KP equations

Our investigation so far has been for waves in shallow water without transverse
modulations. We will now relax our assumptions and include weak transverse
variation.

First, let us look at the dispersion relation for water waves. Using the
same ideas as previously [see the discussion leading to (5.8)] the reader can



5.4 Shallow-water theory 117

verify that the dispersion relation in multidimensions (two space, one time) is
given by

ω2 =

(
gκ +

T
ρ
κ3

)
tanh(κh), (5.31)

where κ2 = k2 + l2; here k, l are the wavenumbers that correspond to the x- and
y-directions, respectively. Recall that the wavelengths of a wave solution in the
form αei(kx+ly−ωt) are λx = 2π/k and λy = 2π/l. We further assume that (recall
our earlier definitions of scales)

δ =
λx

λy
=

l
k
� 1.

The above relation says that the wavelength in the y-direction is much larger
than the wavelength in the x-direction. This is what is referred to as weak
transverse variation.

We now derive the linear PDE associated with the dispersion relation (5.31)
with weak transverse variation. Since we are still in the shallow-water regime,
we have |hk| ∝ |h/λx| � 1 and we assume that κh = kh

√
1 + l2/k2 � 1. Then

we expand the hyperbolic tangent term in a Taylor series to find

ω2 ≈
(
gκ +

T
ρ
κ3

) (
κh − 1

3
(κh)3

)
+ · · ·

= ghκ2

(
1 +

T
gρ
κ2

) (
1 − 1

3
(κh)2

)
+ · · ·

ω =
√

gh k

(
1 +

l2

k2

) 1
2
(
1 +

T
gρ

k2 + O(l2)

) 1
2

×
(
1 − 1

3
(hk)2 + O(l2)

) 1
2
.

Use of the binomial expansion and assuming |l/κ| � 1 and the maximal
balance relation l2 ∼ O(k4), we end up with (c0 =

√
gh),

ωk ≈ c0

(
k2 + k4

(
T

2gρ
− 1

6 h2

)
+ 1

2 l2 + O(k6)

)
.

Now we can write down the linear PDE associated with this dispersion relation
using ω→ i∂t, k → −i∂x:

1
c0
ηtx + ηxx +

1
2ηyy +

h2

6
(1 − 3T̂ )ηxxxx = 0,

where we recall T̂ = T/ρgh2. This is the linear Kadomtsev–Petviashvili (KP)
equation. To derive the full nonlinear version, we must resort to multiple scales
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(Ablowitz and Segur, 1979, 1981). Though we will not do that here, if we take
a hint from our work on the KdV equation, we can expect that the nonlinear
part of our equation will not change when we add in slow transverse (y) depen-
dence. This is true and the full KP equation, first derived in 1970 (Kadomtsev
and Petviashvili, 1970), in dimensional form is

∂x

(
1
c0
ηt + ηx +

3
2h
ηηx + γηxxx

)
+

1
2
ηyy = 0, or

1
c0
ηt + ηx +

3
2h
ηηx + γηxxx = −1

2

∫ x

−∞
ηyy dx′,

(5.32)

where γ =
h2

6
(1− 3T̂ ). Usually in water waves surface tension is small and we

have T̂ < 1/3 which gives rise to the so-called KPII equation

1
c0
ηxt + ηxx +

3
2h

(ηηx)x +
h2

6
ηxxxx = −1

2
ηyy.

The equation termed the KPI equation arises when T̂ = T/ρgh2 > 1/3;
i.e., when surface tension effects are large. Alternatively, we can rescale the
equation into non-dimensional form

∂x(ut + 6uux + uxxx) + 3σuyy = 0, (5.33)

where σ has the following meaning
• σ = +1 =⇒ KPII: typical water waves, small surface tension,
• σ = −1 =⇒ KPI: water waves, large surface tension.
We note that if ηyy = 0 in (5.32) and we rescale, the resulting KP equation can
be reduced to the KdV equation in standard form

ut ± 6uux + uxxx = 0. (5.34)

The “+” corresponds to T̂ < 1/3 whereas the “–” arises when T̂ > 1/3.

5.5 Solitary wave solutions

As discussed in Chapter 1, the KdV and KP equations admit special, exact
solutions known as solitary waves. We also mentioned in Chapter 1 that a
solitary wave was noted by John Scott Russell in 1834 when he observed a
wave detach itself from the front of a boat brought to rest. This wave evolved
into a localized rounded hump of water that Russell termed the Great Wave of
Translation. He followed this solitary wave on horseback as it moved along the
Union Canal between Edinburgh and Glasgow. He noted that it hardly changed



5.5 Solitary wave solutions 119

its shape or lost speed for over two miles; see Russell (1844); Ablowitz and
Segur (1981); Remoissenet (1999) and www.ma.hw.uk/solitons. Today, scien-
tists often use the term soliton instead of solitary wave for localized solutions
of many equations despite the fact that the original definition of a soliton
reflected the fact that two solitary waves interacted elastically.

5.5.1 A soliton in dimensional form for KdV

Recall from above that the KdV equation in standard, non-dimensional
form, (5.34), can be written

ut ± 6uux + uxxx = 0, and ± when γ ≷ 0,

where

γ =
h2

6
(1 − 3T̂ ).

A soliton solution admitted by the non-dimensional equation (5.34) is given by

u(x, t) = ±2β2 sech2(β(x ∓ 4β2t − x0)). (5.35)

Notice that the speed of the wave, c = 4β2, is twice the amplitude of the wave.
Also, the “+” corresponds to γ > 0 that is physically a positive elevation wave
traveling on the surface like the one first observed by Russell. The “–” case
results from γ < 0 and corresponds to a dip in the surface of the water. In fact,
an experiment done only recently with high surface tension produced just such
a “depression” wave (Falcon et al., 2002).

The solitary wave or soliton solution equation (5.35) is in non-dimensional
form. We can convert this solution of the non-dimensional equation (5.34)
directly to a solution of the dimensional equation (5.26). We will only con-
sider here γ > 0; we leave it as an exercise to find the dimensional soliton
when γ < 0. First consider (5.24) in the form

2U′T ′ +
1
3

U′ξ′ξ′ξ′ + 3U′U′ξ′ ,

where we denote all variables with a prime. We will rescale the variables
appropriately. Assume the following transformation of coordinates

ξ′ = l1ξ, T ′ = l2T, U′ = l3U.

Then (5.24) becomes

2
l2

UT +
1

3l31
Uξξξ + 3

l3
l1

UUξ = 0.

http://www.ma.hw.uk/solitons


120 Water waves and KdV-type equations

If we multiply the whole equation by l1/l3 then we get

2l1
l2l3

UT +
1

3l21l3
Uξξξ + 3UUξ = 0.

To get (5.24) into standard form, (5.34), we set

2l1
l2l3
=

1
2

and
1

3l21l3
=

1
2
.

One solution is (l1, l2, l3) = (1, 6, 2/3). Now our soliton solution takes the form

U′(ξ, T ) =
4β2

3
sech2

(
β(ξ − 2

3β
2T − x0)

)
.

Next use, ξ′ = x′ − t′ and T ′ = εt′ to find

U′(x′, t′) =
4β2

3
sech2

(
β(x′ − (1 + 2

3β
2ε)t′ − x0

)
.

The dimensional solution employs the following change of variables

η = aU′, x = λxx′, t =
λx

c0
t′.

Substituting this into our solution, we have

η(x, t) =
4β2a

3
sech2

(
β

(
x
λx
−
(
1 + 2

3β
2ε
) c0

λx
t − x0

λx

))
.

Now we use the relations a/h = ε, μ = h/λx, and μ2 = ε to write down the
dimensional solution to the KdV equation in the form

η

h
= 4

3εβ
2 sech2

(
β

h

√
ε(x − (1 + 2

3β
2ε)c0t − x0)

)
.

Note that both β and ε are non-dimensional numbers, and ε is related to the
size of a typical wave amplitude. Recall that a = |ηmax| and c2

0 = gh. The

excess speed beyond the long wave speed is
2β2

3
c0ε. Russell observed this as

well! Later, in 1871, Boussinesq found this relationship from the more general
point of view of weakly nonlinear waves moving in two directions. Boussinesq
also found KdV-type equations (Boussinesq, 1877). Korteweg and de Vries
found this result in 1895 concentrating on unidirectional water waves. They
also found a class of periodic solutions in terms of elliptic functions and called
them “cnoidal” functions (see also the discussion in Chapter 1).
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Figure 5.2 Lump solution of KPI, on the left. To better illustrate, we also plot
slices along the x- and y-directions on the right.

5.5.2 Solitons in the KP equation

Recall the KPI equation (with “large” surface tension) in non-dimensional
form, (5.33), is

∂x(ut + 6uux + uxxx) − 3uyy = 0.

This equation admits the following non-singular traveling “lump” soliton
solution (cf. Ablowitz and Clarkson, 1991) (see Figure 5.2)

u(x, y, t) = 2∂2
x

⎡⎢⎢⎢⎢⎣log

⎛⎜⎜⎜⎜⎝(x̂ − 2kRŷ)2 + 4k2
I ŷ2 +

1

4k2
I

⎞⎟⎟⎟⎟⎠⎤⎥⎥⎥⎥⎦
x̂ = x − 12

(
k2

R + k2
I

)
t − x0

ŷ = y − 12kRt − y0.

Note that this lump only moves in the positive x-direction. Though the one-
dimensional solitons in the previous section have been observed, this lump
solution has not yet been seen in the laboratory. Presumably, this is because of
the difficulties of working with large surface tension fluids. But, as mentioned
above, only recently has the one-dimensional KdV “depression” solitary wave
been observed for large surface tension (Falcon et al., 2002).

If there exists a solution to (5.33) such that u, ux, ut, uxxx → 0 as x → −∞
then we have

ut + 6uux + uxxx = −3σ
∫ x

−∞
uyy dx′.

In particular, if u, ux, uxxx → 0 and ut → 0 as x→ ∞, we also have∫ ∞

−∞
uyy(x, y, t) dx = 0.
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But if we give a general initial condition u(x, y, t = 0) = u0(x, y), it need not
satisfy this constraint at the initial instant. For the linearized version of the
KP equation, one can show (Ablowitz and Villarroel, 1991) that if the initial
condition satisfies ∫ ∞

−∞
u0(x, y) dx � 0,

nevertheless the solution obeys∫ ∞

−∞
u(x, y, t) dx = 0, for all t � 0

and the function ∂u/∂t is discontinuous at t = 0. Ablowitz and Wang (1997)
show why KP models of water waves lead to such constraints asymptotically
and how a two-dimensional Boussinesq equation has an “initial value layer”
that “smooths” the discontinuity in

∫
uyy(x, y, t) dx.

5.5.3 KdV and related models

Suppose we consider the KdV equation in the form

ut + ux + ε(uxxx + αuux) = 0 (5.36)

where α is constant. First look at the linear problem and assume the wave
solution u ∼ exp(i(kx − ωt). The dispersion relation is then

ω = k − εk3,

which, for |k| � 1, implies ω ∼ −εk3. In particular, note that ω → −∞, which
can present some numerical difficulties. One way around this issue is to use the
relation ut = −ux + O(ε) to alter the equation slightly (Benjamin et al., 1972)

ut + ux + ε(−uxxt + αuux) = 0. (5.37)

Note that (5.36)–(5.37) are asymptotically equivalent to O(ε). But for large k,
the dispersion relation for the linear problem is now

ω =
k

1 + εk2
∼ 1
εk

for |k � 1. Numerically, (5.37) has some advantages over (5.36). But, we still
have a “small” parameter, ε, in both equations so they are not asymptotically
reduced. Alternatively, if we use the following transformation in (5.36), as
indicated by multiple-scale asymptotics,

ξ = x − t, T = εt,

∂x = ∂ξ, ∂t = −∂ξ + ε∂T ,
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then we get the equation

uT + uξξξ + αuuξ = 0, (5.38)

which has no direct dependence on the small parameter ε. Equation (5.38)
is also useful for numerical computation since T = O(1) corresponds to t =
O(1/ε).

Finally, recall the Fermi–Pasta–Ulam (FPU) model of nonlinear coupled
springs,

mÿi = k(yi+1 + yi−1 − 2yi) + α((yi+1 − yi)
2 − (yi − yi−1)2) (5.39)

discussed in Chapter 1. In the continuum limit, use yi+1 = y(x) + hy′(x) +
h2y′′(x)/2 + · · · , x = ih, to find

ω2ytt − h2yxx =
h4

12
yxxxx + 2αh3yxyxx + · · · ,

where we have used a dot to denote
d
dt

. Making the following substitutions

t = τ/hω, ω2 = k/m, ε = 2αh, and δ2ε = h2/12, where the last two equalities
arise from the stipulation of maximal balance, we have

yττ − yxx = ε(δ2yxxxx + yxyxx). (5.40)

This is a Boussinesq-type equation and is also known to be integrable
(Ablowitz and Segur, 1981; Ablowitz and Clarkson, 1991). The term integrable
has several interpretations. We will use the notion that if we can exactly lin-
earize (as opposed to solving the equation via a perturbation expansion) the
equation then we consider the equation to be integrable (see Chapters 8 and 9).
Linearization or direct methods when applied to an integrable equation allow
us to find wide classes of solutions.

Performing asymptotic analysis, in particular multiple scales on (5.40) with
the expansion

y ∼ y0 + εy1 + · · ·
y0 = φ(X; T ), X = x − τ, T = ετ,

we find that, after removing secular terms (see also Chapter 1),

2φXT + φXφXX + δ
2φXXXX = 0.

Or, if we make the substitution φX = u then we end up with the integrable KdV
equation

uT +
1
2 uuX +

δ2

2
uXXX = 0.
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Another lattice equation, called the Toda lattice that is known to be
integrable, is given by

mÿi = ek(yi+1−yi) − ek(yi−yi−1).

If we expand the exponential and keep quadratic nonlinear terms, we get
the FPU model (5.39), which in turn asymptotically yields the KdV equa-
tion. This further shows that the KdV equation (5.34) arises widely in applied
mathematics and the FPU problem itself is very “close” to being integrable.

5.5.4 Non-local system and the Benney–Luke equations

In a related development, a recent reformulation (see Ablowitz et al., 2006) of
the fully nonlinear water wave equations with surface tension leads to two
equations for two unknowns: η and q = q(x, y, t) = φ(x, y, η(x, y, t)). The
equations are given by the following “simple looking” system∫ ∞

−∞

∫ ∞

−∞
dxdyei(kx+ly)

(
iηt cosh[κ(η + h)]

+
1
κ

(k, l) · ∇q sinh
[
κ(η + h)

])
= 0 (I)

qt +
1
2
|∇q|2 + gη − (ηt + ∇q · ∇η)2

2(1 + |∇η|2)
= σ∇ ·

⎛⎜⎜⎜⎜⎜⎝ ∇η√
1 + |∇η|2

⎞⎟⎟⎟⎟⎟⎠ (II)

where (k, l)·∇q = kqx+lqy, κ
2 = k2+l2, σ = T/ρwhere T is the surface tension

and ρ is the density; here η and derivatives of q are assumed to decay rapidly
at infinity. The first of the above two equations is non-local and is written in a
“spectral” form.

The non-local equation satisfies the Laplace equation, the kinematic condi-
tion and the bottom boundary condition. The second equation is Bernoulli’s
equation rewritten in terms of the new variable q. These variables were intro-
duced by Zakharov (1968) in his study of the Hamiltonian formulation of the
water wave problem. Subsequently they were used by Craig and co-workers
(Craig and Sulem, 1993; Craig and Groves, 1994) in their discussion of the
Dirichlet–Neumann (DN) map methods in water waves. In this regard we
note:

ηt = φz − ∇φ · ∇η = ∇φ · �n
where �n = (−∇η, 1) is the normal on y − η = 0. Thus finding q(x, y, t), η(x, y, t)
yields ηt, which in turn leads to the normal derivative ∂φ/∂n; hence the DN
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map is contained in the solution of the non-local system (I–II). Also, solving
equations (I)–(II) for η, q reduces to solving the remaining water wave equa-
tion, Laplace’s equation (5.4), which is a linear problem due to the now fixed
boundary conditions.

The non-local equation can be derived from Laplace’s equation, the kine-
matic condition and the bottom boundary condition via Green’s identity (cf.
Haut and Ablowitz, 2009). The essential ideas are outlined below. We also
mention that the reader will find valuable discussions of non-local systems
with auxiliary parameters in Fokas (2008). Fokas has made numerous impor-
tant contributions in the study of such non-local nonlinear equations. We define
an associated potential ψ(x, y, z) satisfying

Δψ(x, y, z) = 0, in D, ψy(x, y, z = −h) = 0. (5.41)

Then, from Green’s identity,

0 =
∫

D(η)
((Δψ) φ − (Δφ)ψ) dV

=

∫
∂D(η)

(φ(∇ψ · n̂) − ψ(∇φ · n̂)) dS

where dV , dS are the volume and surface elements respectively, and n̂ is the
unit normal. It then follows that∫

ψ(x, y, η)ηt dxdy =
∫

q
(
ψz(x, η) − ∇x,yψ(x, y, η) · ∇η

)
dx dy, (5.42)

where we have used ηt = ∇φ ·�n, �n = (−∇η, 1) on the free surface as well as the
bottom boundary condition and the condition |η| decaying at infinity.

We assume a solution of (5.41) can be written in the form

ψ(x, y, z) =
∫

ξ̂(k, l)ψ̂k,l(x, y, z)dkdl, ψ̂k,l = ei(kx+ly) cosh[κ(z + h)].

Inserting ψk,l(x, y, z) into (5.42) yields∫
R2

ei(kx+ly) cosh(κ(η + h)ηt dxdy

=

∫
R2

q
(
ei(kx+ly)κ sinh(κ(η + h) − iei(kx+ly) cosh(κ(η + h) (k · ∇) η

)
dx dy.

(5.43)
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Then, using

ei(kx+ly)κ sinh(κ(η + h) − iei(kx+ly) cosh(κ(η + h) ((k, l) · ∇) η

= −i∇ ·
(
eikx sinh(κ(η + h)

κ
(k, l)

)
in (5.43) and integrating by parts yields the non-local equation (I).

The second equation is essentially a change of variables. Differentiating
q(x, y, t) = φ(x, y, η(x, y, t), t) leads to

qx + φx + φzηx, qy = φy + φzηy.

These equations and

ηt + ∇φ · ∇η = φy

yield φx, φy, φz in terms of derivatives of η, q. Then from Bernoulli’s equation
with surface tension included, (5.28), we obtain equation (II).

If |η|, |∇q| are small then equations (I) and (II) simplify to the linearized
water wave equations. Calling the Fourier transform η̂ =

∫
dx dyei(kx+ly)η,

and similarly for the derivatives of q, we find from equations (I) and (II)
respectively

iη̂t cosh κh +
k · ∇̂q
κ

sinh κh = 0

q̂t + (g + σκ2)η̂ = 0.

Then from these two equations we get

η̂tt = −(gκ + σκ3) tanh κh η̂

which is the linearized water wave equation for η in Fourier space.
We also remark that one can find integral relations by taking k, l → 0 in

equations (I) and (II) above. The first three, corresponding to powers k0, l0,
k, l, are given by

∂

∂t

∫ ∞

−∞

∫ ∞

−∞
dx dy η(x, y, t) = 0 (Mass)

∂

∂t

∫ ∞

−∞

∫ ∞

−∞
dx dy(xη) =

∫ ∞

−∞

∫ ∞

−∞
dx dy qx(η + h) (COMx)

∂

∂t

∫ ∞

−∞

∫ ∞

−∞
dx dy(yη) =

∫ ∞

−∞

∫ ∞

−∞
dx dy qy(η + h) (COMy).

They correspond to conservation of mass and the motion of the center of mass
in x, y respectively. The right-hand sides of (COMx, y) are related to the x, y-
momentum respectively. Higher powers of k, l lead to “virial” type identities.
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From the above system (I) and (II), one can also derive both deep- and
shallow-water approximations to the water wave equations. In deep water, non-
linear Schrödinger equation (NLS) systems result (see Ablowitz et al., 2006;
Ablowitz and Haut, 2009b). In shallow water the Benney–Luke (BL) equa-
tion (Benney and Luke, 1964), properly modified to take into account surface
tension, can be obtained.

To do this it is convenient to make all variables non-dimensional:

x′1 =
x1

λ
, x′2 = γ

x2

λ
, t′ =

c0

λ
t , aη′ = η , q′ =

aλg
c0

q , σ′ =
σ

gh2

where c0 =
√

gh and λ, a are the characteristic horizontal length and ampli-
tude, and γ is a non-dimensional transverse length parameter. The equations

are written in terms of non-dimensional variables ε = a/h � 1, small-
amplitude, μ = h/λ � 1 long waves; γ � 1, slow transverse variation.
Dropping ′ we find∫

dxdyei(kx+ly)

(
iηt cosh[κ̃μ(1 + εη)] + sinh[κ̃μ(1 + εη)]

(k, l) · ∇̃q
κ̃μ

)
= 0 (5.44)

where (k, l) · ∇̃ = kqx + γ
2lqy, κ̃2 = k2 + γ2l2.

In (5.44) we use

cosh[κ̃μ(1 + εη)] ∼ 1 +
μ2

2
κ̃2, sinh[κ̃μ(1 + εη)] ∼ μκ̃ + μ

3

6
κ̃3 + εμηκ̃.

Then, after inverse Fourier transforming, and with (k, l) → (i∂x, i∂y) we find
from equations (I) and (II)(

1 − μ
2

2
Δ̃

)
ηt +

(
Δ̃ − μ

2

6
Δ̃2

)
q + ε

(
∇̃η · ∇̃q

)
+ εηΔ̃q = 0 (Ia)

η = −qt − ε2 |∇̃q|2 + σ̃μ2Δ̃η (IIa)

where Δ̃ = ∂2
x + δ

2∂2
y , ∇̃η · ∇̃q = ηxqx + δ

2ηyqy, |∇̃q|2 =
(
q2

x + δ
2q2

y

)
, and

σ̃ = σ − 1/3.
Eliminating the variable η we find, when ε, μ, δ � 1, the Benney–Luke (BL)

equation with surface tension included:

qtt − Δ̃q + σ̃μ2Δ̃2q + ε(∂t |∇̃q|2 + qtΔ̃q) = 0, (5.45)

where σ̃ = σ − 1/3. Alternatively, one can derive the BL system from the
classical water wave equations via asymptotic expansions as we have done
previously for the Boussinesq models. The equations look somewhat differ-
ent due to different representations of the velocity potential (see also the
exercises).
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We remark that if we take the maximal balance ε = μ2 = δ2 then using mul-
tiple scales the BL equation can be reduced to the unidirectional KP equation,
which we have shown can be further reduced to the KdV equation if there is
no transverse variation. Namely letting ξ = x − t, T = εt/2, w = qξ we find the
KP equation in the form

∂ξ(wT − σ̃wξξξ + 3(wwξ)) + wyy = 0.

Hence the non-local system (I)–(II) contains the well-known integrable water
wave reductions. We also note that higher-order asymptotic expansions of soli-
tary waves and lumps can be obtained from equations (I) and (II) using the
same non-dimensionalization as we used for the BL equation. These expan-
sions yield solitary waves close to their maximal amplitude (Ablowitz and
Haut, 2009a, 2010)

Exercises

5.1 Derive the KP equation, with surface tension included, from the Benney–
Luke (BL) equation (5.45): i.e., letting w = qξ, ε = μ2 = δ2, find

wTξ +
(
1/3 − T̂

)
wξξξξ + wyy + (3wwξ)ξ = 0 (KP)

where T = εt, T̂ = T/ρgh2, which is the well-known Kadomtsev–
Petviashvili (KP) equation.

5.2 From the non-dimensional KP equation derived in Exercise 5.1, show
that the equation in dimensional form is given by

1
c0
ηxt +

3
2h

(ηηx)x + γηxxxx = −1
2
ηyy

where γ = h2

6 (1 − 3T̂ ).
5.3 Find the dimensional form of a soliton solution to the KdV equation

when T̂ > 1/3, i.e., γ < 0.
5.4 Derive the equivalent BL equation for the velocity potential φ(x, y, 0, t)

from the classical water wave equations with surface tension included.
5.5 Rewrite the lump solution given in this section in dimensional form.
5.6 Given the “Boussinesq” model

utt − Δu + Δ2u + ||∇u||2 = 0,

make suitable assumptions about the size of terms, then rescale, and
derive a corresponding KP-type equation.
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5.7 Given a “modified Boussinesq” model

utt − Δu + Δ2u + ||∇u||2+n = 0

with n a positive integer, make suitable assumptions about the size of
terms, then rescale, and derive a corresponding “modified KP”-type
equation.

5.8 Beginning with (5.22) assume right-going waves and obtain the KdV
equation with a higher-order correction.



6
Nonlinear Schrödinger models and water waves

A different asymptotic regime will be investigated in this chapter. Since nonlin-
ear, dispersive, energy-preserving systems generically give rise to the nonlinear
Schrödinger (NLS) equation, it is important to study this situation. In this
chapter first the NLS equation will be derived from a nonlinear Klein–Gordon
and the KdV equation. Then a discussion of how the NLS equation arises
in the limit of deep water will be undertaken. A number of results associ-
ated with NLS-type equations, including Benney–Roskes/Davey–Stewartson
systems, will also be obtained and analyzed.

6.1 NLS from Klein–Gordon

We start with the so-called “u-4” model, which arises in theoretical physics, or
the nonlinear Klein–Gordon (KG) equation – with two choices of sign for the
cubic nonlinear term:

utt − uxx + u ∓ u3 = 0. (6.1)

Note, by multiplying the equation with ut we obtain the conservation of
energy law

∂t

(
u2

t + u2
x + u2 ∓ u4/2

)
− ∂x(2uxut) = 0

and hence the equation has a conserved density T1 = u2
t + u2

x + u2 ∓ u4/2.
Note the “potential” is proportional to V(u) = u2 ∓ u4/2, hence the term “u-4”
model is used. We assume a real solution to (6.1) with a “rapid” phase and
slowly varying functions of x, t:

u(x, t) = u(θ, X,T ; ε); X = εx, T = εt, θ = kx − ωt, |ε| � 1,

130
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where the dispersion relation for the linear problem in (6.1) is ω2 = 1 + k2.
Based on the form of assumed solution the following operators are introduced
in the asymptotic analysis:

∂t = −ω∂θ + ε∂T

∂x = k∂θ + ε∂X .

The weakly nonlinear asymptotic expansion

u = εu0 + ε
2u1 + ε

3u2 + · · ·,
and the differential operators are substituted into (6.1) leading to[

(−ω∂θ + ε∂T )2 − (k∂θ + ε∂X)2
]

u + u ∓ u3 = 0

or [
(ω2 − k2)∂2

θ − ε(2ω∂θ∂T + 2k∂θ∂X)+ ε2
(
∂2

T − ∂2
X

)]
(εu0 + ε

2u1 + · · · )+
+ (εu0 + ε

2u1 + · · · ) ∓ (εu0 + ε
2u1 + · · · )3 = 0.

We will find the equations up to O(ε3); the first two are:

3O(ε) : (ω2 − k2)∂2
θu0 + u0 = 0

⇒ u0 = Aeiθ + c.c.

O(ε2) : (ω2 − k2)∂2
θu1 + u1 = (2ωiAT + 2kiAX)eiθ + c.c.

where c.c. denotes the complex conjugate. Note: throughout the discussion we
will use the dispersion relation ω2 − k2 = 1. In order to remove secular terms,
we require that the coefficient on the right-hand side of the O(ε2) equation
be zero. This leads to an equation for A(X,T ) that, to go to higher order, we
modify by using the asymptotic expansion

2i(ωAT + kAX) = εg1 + ε
2g2 + · · · . (6.2)

The quantity A(X,T ) is often called the slowly varying envelope of the wave.
As usual, we absorb the homogeneous solutions into u0 so u1 = 0. Now let us
look at the next-order equation

O(ε3) : (ω2 − k2)∂2
θu2 + u2 = −(ATT − AXX)eiθ + c.c.

± (Aeiθ + A∗e−iθ)3 + g1eiθ + c.c.

In order to remove secular terms, we eliminate the coefficient of eiθ. This
implies

g1 = (ATT − AXX) ∓ 3A2A∗.
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Combining the above relation with the asymptotic expansion in (6.2) we have

2iω(AT + ω
′(k)AX) = ε(ATT − AXX ∓ 3|A|2A), (6.3)

where we used the dispersion relation to find ω′(k) = k/ω. After removing the
secular terms, we can solve the O(ε3) equation for u2 giving

u2 = ∓1
8

A3e3iθ + c.c.

Note, in (6.3), we can transform the equation for A and remove the ε (group
velocity) term. To do this, we change the coordinate system so that we are
moving with the group velocity ω′(k) – sometimes this is called the group-
velocity frame:

ξ = X − ω′(k)T ∂T = −ω′(k)∂ξ + ε∂τ

τ = εT = ε2t ∂X = ∂ξ.

Now, we use (6.3) to find

2iω(−ω′Aξ + εAτ + ω
′Aξ) = ε((ω′)2Aξξ − Aξξ ∓ 3|A|2A) + O(ε2).

We can simplify this equation by using the dispersion relation as follows:
ω′ = k/ω and

ω′′ =
ω − ω′k
ω2

=
1
ω
− kω′

ω2
=

1
ω

[
1 − (ω′)2

]
,

to arrive at the nonlinear Schrödinger equation in canonical form:

iAτ +
ω′′

2
Aξξ ± 3

2ω
|A|2A = 0. (6.4)

It is important to note that, like the derivation of the Korteweg–de Vries
equation in the previous chapter, the small parameter, ε, has disappeared from
the leading-order NLS equation. The NLS equation is a maximally balanced
asymptotic system.

The behavior of (6.4) depends on the plus or minus sign. The NLS equation
with a “+”, here

ω′′ =
ω2 − k2

ω3
=

1
ω3
,

so ω′′/ω > 0. The NLS with a “+” sign is said to be “focusing” and we will
see gives rise to “bright” solitons. Bright solitons have a localized shape and
decay at infinity. With a “−”, NLS is said to be “defocusing” and we will
see admits “dark” soliton solutions. Dark solitons have a constant amplitude
at infinity. The terminology “bright” and “dark” solitons is typically used in
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nonlinear optics. We will discuss these solutions later, and nonlinear optics in
a subsequent chapter.

In our derivation of NLS, we transformed our coordinate system to coincide
with the group velocity of the wave. An alternative form, useful in nonlinear
optics and called the retarded frame, is

t′ = T − 1
ω′(k)

X ∂T = ∂t′

χ = εX ∂X = − 1
ω′
∂t′ + ε∂χ.

Next, we substitute the above relations into (6.3) to find

2iω

(
At′ + ω

′
[(−1
ω′

)
At′ + εAχ

])
= ε

(
At′t′ − 1

(ω′)2
At′t′ ∓ 3|A|2A

)
.

Again we simplify this equation into a nonlinear Schrödinger equation

iAχ +
ω′′

2(ω′)3
At′t′ ± 3

2ωω′
|A|2A = 0. (6.5)

Note that in the above equation, the “evolution” variable is χ and the “spatial”
variable is t′.

6.2 NLS from KdV

We can also derive the NLS equation from the KdV equation asymptoti-
cally for small amplitudes. To do that, we expand the solution of the KdV
equation

ut + 6uux + uxxx = 0

as

u = εu0 + ε
2u1 + ε

3u2 + · · · ,
where for convenience the assumption of small amplitude is taken through
the expansion of u rather than in the equation itself. Since the nonlinear
term, uux, is quadratic rather than cubic, it will turn out that the reduction
to the NLS equation requires more work than in the KG equation. As we
will see, in this case one needs to remove secularity at one additional power
of ε, which in this case is O(ε3). Another difficulty is manifested by the
need to consider a mean term in the solution. Indeed, the equation to leading
order is

u0,t + u0,xxx = 0,
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whose real solution is given by

u0 = A(X,T )eiθ + c.c. + M(X,T ), (6.6)

where again T = εt and X = εx are the slow variables, θ = kx − ωt is the fast
variable, with the dispersion relation ω = −k3, and M(T, X) is a real, slowly
varying, mean term, i.e., it corresponds to the coefficient of einθ with n = 0. The
quantity A(X,T ) is the slowly varying envelope of the rapidly varying wave
contribution. As we will see, in this case the mean term turns out to be O(ε),
however, that is not always the case.1 Note that the addition of the complex
conjugate (“c.c.”) in (6.6) corresponds to the first term and not to the mean
term, which is real-valued.

Substituting ∂t = −ω∂θ + ε∂T and ∂x = k∂θ + ε∂X in the KdV equation
leads to

(−ω∂θ + ε∂T )u + 6u(k∂θ + ε∂X)u + (k∂θ + ε∂X)3u = 0.

Using the above expansion for the solution, u = εu0 + ε
2u1 + ε

3u2 + · · ·
gives

(−ω∂θ + ε∂T )(εu0 + ε
2u1 + ε

3u2 + · · · )
+ 6(εu0 + ε

2u1 + ε
3u2 + · · · )(k∂θ + ε∂X)(εu0 + ε

2u1 + ε
3u2 + · · · )

+ (k∂θ + ε∂X)3(εu0 + ε
2u1 + ε

3u2 + · · · ) = 0.

The leading-order solution of Lu0 = 0, L defined below, is given by (6.6).
We recall that the dispersion relation for the exponential term is given by
ω(k)=− k3. The O(ε2) equation is

Lu1 = −u0,T − 3k2u0,θθX − 6u0ku0,θ

= (−AT eiθ + c.c.) − MT + (3k2AXeiθ + c.c.)

− 6(Aeiθ + c.c.) + M)(Aikeiθ + c.c.),

where we have defined the linear operator (using ω = −k3),

Lu = k3(uθ + uθθθ).

Thus, we rewrite the O(ε) equation as

Lu1 = (−AT − ω′AX − 6iMkA)eiθ + c.c. − 6(ikA2e2iθ + c.c.) − MT ,

where we have used the dispersion relation, from which one gets that
ω′(k)=− 3k2. In order to remove secular terms we note that such terms arise

1 For example, in finite-depth water waves the mean term is O(1) (Benney and Roskes, 1969;
Ablowitz and Segur, 1981).
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not only from the coefficients of eiθ, but also from the coefficients of “ei0θ = 1”
(which correspond to a mean term). Therefore, according to our methodology,
we require that

AT + ω
′AX + 6iMkA = εg1 + ε

2g2 + · · · , (6.7)

MT = ε f1 + ε
2 f2 + · · · (6.8)

and solve u1 for what remains, i.e., solve,

Lu1 = −6(ikA2e2iθ + c.c.).

The latter equation can be solved by letting u = αe2iθ + c.c., which gives
that α = A2/k2 and (omitting homogeneous terms as was done earlier for
perturbations in ODE problems)

u1 =
A2

k2
e2iθ + c.c. = αe2iθ + c.c.,

where α = A2/k2. Inspecting equation (6.8) we see that M = O(ε). Thus, in
retrospect, we could (or should) have introduced the mean term at the O(ε)
solution, i.e., in u1. However, that will not change the result of the analysis,
provided we work consistently.

Next we inspect the O(ε3) equation:

Lu2 + 6(u0ku1,θ + u0u0,X + u1ku0,θ) + 3k2u1,θθX + 3ku0,θXX + u1T

= − f1 − (g1eiθ + c.c.),

where the f1 and g1 terms arise from equations (6.7) and (6.8). Using (6.6) and
the fact that M = O(ε) we get that to leading order

Lu2 = −6(Aeiθ + c.c.)(2ikαe2iθ + c.c.) − 6(Aeiθ + c.c.)(AXeiθ + c.c.)−
− 6(αe2iθ + c.c.)(ikAeiθ + c.c.) − 3k2[(2i)2αXe2iθ + c.c.]−
− 3k(iAXXeiθ + c.c.) − f1 − (g1eiθ + c.c.) − (αT e2iθ + c.c.).

The reader is cautioned about the “i” terms. For example, note that (iAXXeiθ +

c.c.) = iAXXeiθ − iAXXe−iθ. Here we need to remove secularity of the eiθ

and mean terms in order to find the f1 and g1 terms. Using α = A2/k2 this
leads to

g1 = −3ikAXX − 6ikαA∗ = −3ikAXX − 6i
k

A2A∗,

f1 = −6(AA∗X + c.c.) = −6(|A|2)X ,
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where A∗ is the complex conjugate of A. Thus, from equations (6.7) and (6.8)
using f1, g1, we obtain to leading order that

AT + ω
′AX + 6iMkA = ε

(
−3ikAXX − 6i

k
A2A∗

)
, (6.9)

MT = −6ε(|A|2)X . (6.10)

As such, we have solved the problem of removing secularity at O(ε3). How-
ever, in order to obtain the NLS equation one additional step is required. We
transform to a moving reference frame, i.e., A(X,T ) = A(ξ, τ), where the new
variables are given by

ξ = X − ω′(k)T, τ = εT. (6.11)

Therefore, the derivatives transform according to

∂X = ∂ξ, ∂T = ε∂τ − ω′∂ξ
and equations (6.9) and (6.10) become

εAτ + 6iMkA = ε

(
−3ikAξξ − 6i

k
A2A∗

)
, (6.12)

εMτ − ω′Mξ = −6ε(|A|2)ξ. (6.13)

The latter equation can be simplified using M = O(ε), which leads to

−ω′Mξ = −6ε(|A|2)ξ + O(ε2),

whose (leading-order) solution is given by (omitting the integration constant)

M ∼ −2ε|A|2
k2

,

where we have used ω′ = −3k2. Upon substituting the solution for M in (6.12)
we have that

Aτ + 3ikAξξ +
6i
k

(−2|A|2)A +
6i
k
|A|2A = 0.

Therefore, we arrive at the following defocusing NLS equation

iAτ − 3kAξξ +
6
k
|A|2A = 0.

Using ω′′ = −6k leads to the canonical (or generic) form of the NLS equation,

iAτ +
ω′′(k)

2
Aξξ +

6
k
|A|2A = 0.
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An alternative, more direct, and perhaps “faster”, way of obtaining the NLS
equation from the KdV equation is described next (Ablowitz et al., 1990, where
it was used in the study of the KP equation and the associated boundary con-
ditions). This method consists of making the ansatz (sometimes referred to as
the “quasi-monochromatic” assumption. This method can also be used for the
Klein–Gordon model in Section 6.1.):

u0 = ε
[
A(T, X)eiθ + c.c. + M(X,T )

]
+ ε2(αe2iθ + c.c.) + · · · ,

i.e., we add the O(ε2) second-harmonic term to the ansatz that has a fundamen-
tal and a mean term. Below we outline the derivation. The KdV terms are then
respectively given by

ut = ε
[
(Aik3 + εAT )eiθ + c.c.+ εMT

]
+ ε2
[
(2ik3α+ εαT )e2iθ + c.c.

]
+ · · · ,

6uux = 6ε
[
(Aeiθ + c.c. + M) + ε(αe2iθ + c.c.)

]
ε
[ (

(ikA + εAX)eiθ+

+c.c.
)
+ εMX + ε

(
(2ikα + εαX)e2iθ + c.c.

)]
+ · · · ,

and

uxxx = ε
{[

(ik + ε∂X)3 A
]

eiθ + c.c. + ε3MXXX+

+ε2
[
(2ik + ε∂X)3 αe2iθ + c.c.

]}
+ · · · .

We then set the coefficients of the eiθ and mean terms to zero. The remaining
terms are the coefficients of e2iθ, which are also set to zero (similarly if we add
terms einθ at higher order):

ε2
(
2ik3α + 6ikA2 − 8ik3α

)
= 0.

This equation implies that α = A2/k2, i.e., the same as in the preceding
derivation. Removing the secular mean term gives

MT + 6ε(|A|2)X + 6εMMX = 0.

As before, one obtains M = O(ε), from which it follows that to leading order
the equation for M is

MT + 6ε(|A|2)X ∼ 0.

Then recalling the earlier change of variables, (6.11),

∂T = ε∂τ − ω′∂ξ, ∂X = ∂ξ
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we find, after integration (and omitting the integration constant)

M ∼ −2ε|A|2
k2

,

which agrees with what we found before. Next, removing the eiθ secular terms
leads to

ε2
(
AT − 3k2AX + 6ikMA

)
+ ε3

(
3ikAXX + 12ikαA2A∗

− 6ikαA2A∗ + 6MAX

)
= 0.

Note that the last term in the O(ε3) parentheses is negligible, since it is smaller
by M = O(ε) than the other terms. Upon substituting the solution for M one
arrives at the equation

AT − 3k2AX − 12iε|A|2
k

A + ε
(
3ikAXX +

6i
k
|A|2A

)
= 0.

Finally, transforming the coordinates to the moving-frame (6.11) leads to

Aτ + 3ikAξξ − 6i
k
|A|2A = 0,

and, using the dispersion relation ω′′ = −3k, results in the NLS equation in
canonical form

iAτ +
ω′′(k)

2
Aξξ +

6
k
|A|2A = 0.

Note again, given the signs (i.e. the product of nonlinear and dispersive coeffi-
cients), the above NLS equation is of defocusing type.

6.3 Simplified model for the linear problem
and “universality”

It is noteworthy that in the derivations of the NLS equation from both the KG
and KdV equations, the linear terms in the NLS equation turn out to be

iAτ +
ω′′(k)

2
Aξξ.

It might seem that the ω′′(k)/2 coefficient is a coincidence from these two
different derivations. However, as explained below, this is not the case. In
fact, this coefficient will always arise in the derivation because it manifests
an inherent property of the slowly varying amplitude approximation of
a constant coefficient linearized dispersive equation, in the moving-frame
system.
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To see that concretely, let us recall the linear KdV equation

At = −Axxx,

whose dispersion relation is ω(k) = −k3. We can solve this equation explicitly
(e.g., using Fourier transforms), by looking for wave solutions

A(x, t) = Ã(X,T )ei(kx−ωt) + c.c.

The slowly varying amplitude assumption corresponds to a superposition of
waves of the form:

Ã(X,T ) = A0ei(εKx−εΩt) = A0ei(KX−ΩT ); A0 const.

This gives us

A(x, t) = A0ei(kx+εKx−ωt−εΩt) + c.c.

= A0ei(kx+KX−ωt−ΩT ) + c.c.,

where X = εx and T = εt. The quantities K and Ω are sometimes referred
to as the sideband wavenumber and frequency, respectively, because they
correspond to a small deviation from the central wavenumber k and central
frequency ω. It is useful to look at these deviations from the point of view of
operators, whereby Ω→ i∂T and K → −i∂X . Thus,

ωtot ∼ ω + εΩ→ ω + iε∂T .

Similarly,

ktot ∼ k + εK → k − iε∂X .

We can expand ω(k) in a Taylor series around the central wavenumber as

ωtot(k + εK) ∼ ω(k) + εKω′ + ε2K2ω
′′

2
.

Then using the operator K = −i∂X we have

ωtot(k − iε∂X) ∼ ω(k) − iεω′∂X − ε2ω
′′

2
∂XX .

Alternatively, if we use the operator Ω = i∂T this yields

ωtot(k)A = (ω + εΩ)A ∼ [ω(k) + iε∂T ]A ∼
(
ω(k) − iεω′∂X − ε2ω

′′

2
∂2

XX

)
A.

Then to leading order

iε(AT + ω
′AX) + ε2ω

′′

2
AXX = 0 (6.14)
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and in the moving frame (“water waves variant”), ξ = X −ω′(k)T , τ = εT , this
equation transforms to

ε2
(
iAτ +

ω′′

2
Aξξ

)
= 0,

which is the linear Schrödinger equation with the canonical ω′′(k)/2
coefficient.

If, however, the coordinates transform to the “optics variant” using the
“retarded” frame, i.e., χ = εX and t′ = T − X/ω′, then equation (6.14)
becomes

iε

(
At′ + ω

′
(
− 1
ω′

At′ + εAχ

))
+
ω′′

2
ε2 1

(ω′)2
At′t′ = 0,

which simplifies to

iAχ +
ω′′

2(ω′)3
At′t′ = 0; (6.15)

i.e., the “optical” variant of the linear Schrödinger equation has a canonical
ω′′/2(ω′)3 coefficient in front of the dispersive term [see (6.5) for a typical
NLS equation]. The above interchange of coordinates from ξ = x−ω′(k)T , T =
εt to t′ = T − x/ω′, χ = εx is also reflected in terms of the dispersion relation;
namely, instead of considering ω = ω(k), let us consider k = k(ω). Then

d2k
dω2

=
d

dω
dk
dω
=

dk
dω

d
dk

(
1

dω/dk

)
= − 1

ω
′3

d2ω

dk2

so that (6.15) can be written as

iAχ − k′′

2
At′t′ = 0.

On the other hand, suppose we consider rather general conservative nonlinear
wave problems with leading quadratic or cubic nonlinearity. We have seen ear-
lier that a multiple-scales analysis, or Stokes–Poincaré frequency-shift analysis
(see also Chapter 4), shows, omitting dispersive terms, a wave solution of the
form

u(x, t) = εA(τ)ei(kx−ωt) + c.c.,

with τ = εt has A(τ) satisfying

i
∂A
∂τ
+ n|A|2A = 0.
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The constant coefficient n depends on the particular equation studied. Putting
the linear and nonlinear effects together implies that an NLS equation of
the form

i
∂A
∂τ
+
ω′′

2
∂2A
∂ξ2
+ n|A|2A = 0

is “natural”. Indeed, the NLS equation can be viewed as a “universal” equation
as it generically governs the slowly varying envelope of a monochromatic wave
train (see also Benney and Newell, 1967).

6.4 NLS from deep-water waves

In this section we discuss the derivation of the NLS equation from the Euler–
Bernoulli equations in the limit of infinitely deep (1+1)-dimensional water
waves, i.e.,

φxx + φzz = 0, −∞ < z < εη(x, t) (6.16)

φz = 0, z→ −∞ (6.17)

φt +
ε

2

(
φ2

x + φ
2
z

)
+ gη = 0, z = εη (6.18)

ηt + εηxφx = φz, z = εη. (6.19)

There are major differences between this model and the shallow-water
model discussed in Chapter 5 that require our attention. To begin with, equa-
tions (6.16) and (6.17) are defined for z → −∞, as opposed to z = −1.
In addition, the parameter μ = h/λx, which was taken to be very small for
shallow-water waves, is not small in this case. In fact, taking h→ ∞ in this case
would imply μ→ ∞, which is not a suitable limit, so we will not use the param-
eter μ (or the previous non-dimensional scaling). We will use (6.16)–(6.19) in
dimensional form and begin by only assuming that the nonlinear terms are
small.

The idea of the derivation is as follows. We have already seen in the previous
section that the linear model always gives rise to the same linear Schrödinger
equation. Since water waves have leading quadratic nonlinearity, general con-
siderations mentioned earlier suggest that, for the nonlinear model, we expect
to obtain the NLS equation in the form

iAτ +
ω′′

2
Aξξ + n|A|2A = 0,
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where n is a coefficient (that may depend on ω(k) and its derivatives) that is yet
to be found. Our goal is to obtain the dispersive and nonlinear coefficients. The
dispersive term is canonical so we will first find the Stokes frequency shift; i.e.,
the coefficient n in the above equation.

6.4.1 Derivation of the frequency shift

Let us first notice that (6.18) and (6.19) are defined on the free surface,
which creates difficulties in the analysis. Therefore, the first step is to approx-
imate the boundary conditions using a Taylor expansion of z = εη around
the stationary limit (i.e., the fixed free surface), which is z = 0. Thus, one
has that

φt(t, x, εη) = φt(t, x, 0) + εηφtz(t, x, 0) +
1
2

(εη)2φtzz(t, x, 0) + · · · ,

φx(t, x, εη) = φx(t, x, 0) + εηφxz(t, x, 0) +
1
2

(εη)2φxzz(t, x, 0) + · · · ,

φz(t, x, εη) = φz(t, x, 0) + εηφzz(t, x, 0) +
1
2

(εη)2φzzz(t, x, 0) + · · · .

Using multiple scales in the time variable (only!) and defining T = εt, we can
rewrite (6.18) and (6.19) to O(ε2) as[

φt + εηφtz +
1
2

(εη)2φtzz + ε(φT + εηφTz) + · · ·
]

+
ε

2

(
φ2

x + φ
2
z + 2εηφxφxz + 2εηφzφzz + · · ·

)
+ gη = 0, (6.20)

and

ηt + εηT + εηx(φx + εηφxz) + · · · = φz + εηφzz +
1
2

(εη)2φzzz + · · · (6.21)

where all the functions in (6.20) and (6.21) are understood to be evaluated at
z = 0 for all x.

Next we expand φ and η as

φ = φ(0) + εφ(1) + ε2φ(2) + · · · ,
η = η(0) + εη(1) + ε2η(2) + · · · ,

substitute them into the equations, and study the corresponding equations at
O(ε0), O(ε1), and O(ε2) .
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Leading order, O(ε0)
From (6.16) one gets to leading order that

φ
( j)
xx + φ

( j)
zz = 0,

i.e., this is Laplace’s equation (at every order of ε). Together with the boundary
condition

lim
z→−∞ φ

( j)
z = 0

(also true at every order of ε). The solution is given by

φ( j) ∼
∑

m

A( j)
m (T )eimθ+m|k|z + c.c., (6.22)

where θ = kx − ωt and the summation2 is carried over m = 0, 1, 2, 3, . . . Note
that the choice of +m|k|z in the exponent assures that the solution is decaying
as z approaches −∞. In addition, the summation over all possible modes is
necessary, since even if the initial conditions excite only a single mode, the
nonlinearity will generate the other modes.

To describe the analysis, we will explicitly show (once) the perturbation
terms in detail. Keeping up to O(ε2) terms in (6.20) and (6.21) on z = 0
lead to[ (

φ(0)
t + εφ

(1)
t + ε

2φ(2)
t

)
+ ε(η(0) + εη(1))

(
φ(0)

tz + εφ
(1)
tz

)
+

1
2
ε2η(0)2φ(0)

tzz

]
+ ε
(
φ(0)

T + εφ
(1)
T + εη

(0)φ(0)
Tz

)
+

1
2
ε
[ (
φ(0)

x + εφ
(1)
x

)2
+ 2εη(0)φ(0)

x φ(0)
xz

]
+

1
2
ε
[ (
φ(0)

z + εφ
(1)
z

)2
+ 2εη(0)φ(0)

z φ(0)
zz

]
+ g(η(0) + εη(1) + ε2η(2)) = 0

and(
η(0)

t + εη
(1)
t + ε

2η(2)
t

)
+ ε
(
η(0)

T + εη
(1)
T

)
ε
(
η(0)

x + εη
(1)
x

) (
φ(0)

x + εφ
(1)
x

)
+ ε2η(0)η(0)

x φ(0)
xz = φ

(0)
z + εφ

(1)
z + ε

2φ(2)
z

+ ε
(
η(0) + εη(1)

) (
φ(0)

zz + εφ
(1)
zz

)
+

1
2
ε2η(0)2φ(0)

zzz.

Below we study these equations up to O(ε2).
At O(ε0) we obtain

φ(0)
t + gη(0) = 0, (6.23)

η(0)
t − φ(0)

z = 0. (6.24)

2 It will turn out that the mean term m = 0 is of low order.
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It follows from (6.22), assuming only one harmonic at leading order (recall
θ = kx − ωt),

φ(0) ∼ A1(T )eiθ+|k|z + c.c.

and that

η(0) = N1(T )eiθ + c.c.

and from (6.23) and (6.24) we get the system

−iωA1 + gN1 = 0, (6.25)

−iωN1 = |k|A1.

This is a linear system in A1 and N1 that can also be written in matrix form as
follows ( −iω g

−|k| −iω

) (
A1

N1

)
=

(
0
0

)
.

The solution of this linear homogeneous system is unique if and only if its
determinant is zero, which leads to the dispersion relation

ω2(k) = g|k|. (6.26)

Note that this dispersion relation can be viewed as the formal limit as h → ∞
of the more general dispersion relation (at any water depth),

ω2(k) = gk tanh(kh),

since tanh(x)→ sgn(x) as x→ ∞ and |k| = k · sgn(k).

First order, O(ε)
The O(ε) equation corresponding to the system (6.23), (6.24) reads

φ(1)
t + gη(1) = −

(
η(0)φ(0)

tz + φ
(0)
T

)
− 1

2

(
φ(0)2

x + φ(0)2
z

)
, (6.27)

η(1)
t − φ(1)

z = −η(0)
x φ(0)

x − η(0)
T + η

(0)φ(0)
zz . (6.28)

It follows from (6.25) that

A1 = − ig
ω

N1.
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Using this relation and substituting the solution we found for φ(0) and η(0) into
(6.27) and (6.28) leads to3

φ(1)
t + gη(1) = g|k|N2

1 e2iθ − A1,T eiθ + c.c., (6.29)

η(1)
t − φ(1)

z = −
2ig
ω

k2N2
1 e2iθ − N1,T eiθ + c.c. (6.30)

Removing the secular terms eiθ requires taking A1,T = N1,T = 0 at this order.
But, as usual we expand

A1,T = ε f1 + ε
2 f2 + · · ·

and

N1,T = εg1 + ε
2g2 + · · · ,

in which case remaining terms in the equation lead us to a solution of the form

φ(1) = A2e2iθ+2|k|z + c.c.

and

η(1) = N2e2iθ + c.c.

Substituting this ansatz into (6.29) and (6.30) yields the system

−2iωA2 + gN2 = g|k|N2
1 ,

−2iωN2 − 2|k|A2 = −2ig
ω

k2N2
1 .

This time we arrived at an inhomogeneous linear system for A2 and N2. Note
that its solution is unique on account of the fact that its determinant is non-zero:
this follows from the dispersion relation (6.26). Using the dispersion relation,
the solution is found to be

A2 = 0

and

N2 = |k|N2
1 .

Therefore,

φ(1) = 0

and

η(1) = |k|N2
1 e2iθ + c.c.

3 Note that the mean terms cancel in this case, which is the reason we need not have considered
them in the expansion.
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Second order, O(ε2)
Now for the O(ε2) equation corresponding to (6.20) and (6.21):

φ(2)
t + gη(2) = −η(1)φ(0)

tz − η(0)φ(1)
tz −

1
2
η(0)2φ(0)

tzz − ( f1eiθ + c.c.)

−
[
φ(0)

x φ(1)
x + η

(0)φ(0)
x φ(0)

xz + φ
(0)
z φ(1)

z + η
(0)φ(0)

z φ(0)
zz

]
− φ(1)

T − η(0)φ(0)
Tz ,

η(2)
t − φ(2)

z = −
(
η(0)

x φ(1)
x + η

(1)
x φ(0)

x + η
(0)η(0)

x φ(0)
xz

)
+ η(0)φ(1)

zz

+ η(1)φ(1)
zz +

1
2
η(0)2φ(0)

zzz − (g1eiθ + c.c.) − η(1)
T .

Substituting φ(1) = 0 and taking into account the residual terms f1 and g1

after the removal of the previous secularities leads to the system

φ(2)
t + gη(2) = −η(1)φ(0)

tz −
(

f1eiθ + c.c.
)
− 1

2
η(0)2φ(0)

tzz

−
(
η(0)φ(0)

x φ(0)
xz + η

(0)φ(0)
z φ(0)

zz

)
− η(0)φ(0)

Tz

η(2)
t − φ(2)

z = −
(
η(1)

x φ(0)
x + η

(0)η(0)
x φ(0)

xz

)
−
(
g1eiθ + c.c.

)
+ η(1)φ(0)

zz +
1
2
η(0)2φ(0)

zzz − η(1)
T .

As always, we will remove secular terms and solve for the remaining equa-
tions. In doing so we will substitute the previous solutions⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

φ(0) = A1eiθ+|k|z + c.c.
η(0) = N1eiθ + c.c.
η(1) = |k|2N2

1 ei2θ + c.c.
φ(1) = 0.

Thus, by substituting the previous solutions we arrive at

φ(2)
t + gη(2) = (C1eiθ + c.c.) + (C2e2iθ + c.c. + (C3e3iθ + c.c.) +C0,

η(2)
t − φ(2)

z = (D1eiθ + c.c.) + (D2e2iθ + c.c.) + (D3e3iθ + c.c.),

where the coefficients C1, C2, C3, C0, D1, D2, D3 depend on A1, N1, k and ω.
Removal of secular terms requires that the coefficients of e±iθ be zero. To do
this, we will look for a solution of the form

φ(2) =
(
A(2)

1 eiθ+|k|z + A(2)
2 e2iθ+|k|z + A3e3iθ+|k|z + c.c.

)
+ A0,

η(2) =
(
N(2)

1 eiθ + N(2)
2 e2iθ + N3e3iθ + c.c.

)
+ N0
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and use the method of undetermined coefficients. In doing so we call f1 = A1,τ

and g1 = N1,τ, where τ = εT = ε2t. Therefore, using previous solutions and
removing the coefficients of e±iθ, we find the system

−iωA(2)
1 + gN(2)

1 = −
3
2

gk2|N1|2N1 − A1,τ, (6.31)

−iωN(2)
1 − |k|A(2)

1 = −
5i
2
ωk2|N1|2N1 − N1,τ. (6.32)

Using (6.31) in (6.32) one arrives at

A(2)
1 =

g
iω

N(2)
1 +

3
2iω

gk2|N1|2N1 +
1
iω

A1,τ

and

−iωN(2)
1 −

g|k|
iω

N(2)
1 =

3
2iω
|k|k2|N1|2N1 +

|k|
iω

A1,τ − 5i
2

k2ω|N1|2N1 − N1,τ.

Using A1 = − ig
ω

N1 and ω2 = g|k| leads to

−2N1,τ − 4ik2ω|N1|2N1 = 0,

or

N1,τ = −2ik2ω|N1|2N1.

We have studied this type of equation before in Chapter 5 and have shown that
|N1|2(τ) = |N1|2(0) and, therefore, that

N1(τ) = N1(0)e−2ik2ω|N1(0)|2τ.

Hence the original free-surface solution is given to leading order by

η = N1(0)eikx−2iω (1+2ε2k2 |N1(0)|2)t + c.c.,

or

η = a cos

[
kx − ω

(
1 +

ε2a2k2

2

)
t

]
,

where a = 2|N1(0)|. The total frequency is therefore approximately given by

ωnew = ω
(
1 + 2ε2k2|N1(0)|2

)
= ω

(
1 +

ε2a2k2

2

)
.

The O(ε2) term, i.e., 2ε2ωk2|N1(0)|2, corresponds to the nonlinear frequency
shift.
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Note that we can also derive an equation for A1. Indeed, using N1 =
iω
g

A1

gives that

A1,τ = −2ik2ω
3

g2
|A1|2A1.

Using ω2 = g|k| we get that

iA1,τ − 2k4

ω
|A1|2A1 = 0. (6.33)

Similar to the derivation of N1, the solution of this equation is given by

A1(τ) = A1(0)e−2i k4

ω |A1(0)|2τ = A1(0)e−2ik2ω|N1(0)|2τ,

where in the last equation we have used A1 = − ig
ω

N1. This shows that A1 and

N1 have the same nonlinear frequency shift.
It is remarkable that Stokes obtained this nonlinear frequency shift in

1847 (Stokes, 1847)! While his derivation method (a variant of the “Stokes–
Poincaré” frequency-shift method we have described) was different from the
one we use here in terms of multiple scales, and he used different nomenclature
(sines and cosines instead of exponentials), he nevertheless obtained the same
result to leading order, i.e.,

ωnew = ω

(
1 +

ε2k2a2

2
+ · · ·

)
,

where a = 2|N1(0)|.

6.5 Deep-water theory: NLS equation

In the previous section, we were concerned with deriving the nonlinear term of
the NLS equation and thus allowed the slowly varying envelope A to depend
only on the slow time T = εt. Here, however, we outline the calculation when
slow temporal and spatial variations are included. Since the water wave equa-
tions have an additional depth variable, z, we need to take some additional care.
Therefore we discuss the calculation in some detail.

We will now use the structure of the water wave equations to suggest an
ansatz for our perturbative calculation. The equations we will consider are

φxx + φzz = 0, −∞ < z < εη (6.34a)

lim
z→−∞ φz = 0 (6.34b)
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φt +
ε

2

(
φ2

x + φ
2
z

)
+ gη = 0, z = εη (6.34c)

ηt + εηxφx = φz, z = εη, (6.34d)

i.e., the water wave equations in the deep-water limit. There are three dis-
tinct steps in the calculation. First, because of the free boundary, we expand
φ= φ(t, x, εη) for ε � 1:

φ = φ(t, x, 0) + εηφz(t, x, 0) +
(εη)2

2
φzz(t, x, 0) + · · · (6.35)

We similarly expand φt, φx, and φz. Then the free-surface equations (6.34c)
and (6.34d) expanded around z = 0 take the form:[

φt + εηφtz +
1
2

(εη)2φtzz

]
+
ε

2

(
φ2

x + φ
2
z + 2εηφxφxz + 2εηφzφzz

)
+ gη = 0,

and

ηt + εηx(φx + εηφxz) = φz + εηφzz +
1
2

(εη)2φzzz.

Second, introduce slow temporal and spatial scales:

φ(t, x, z) = φ(t, x, z, T, X,Z; ε)

η(t, x) = φ(t, x, εη,T, X, ε),

where X = εx, Z = εz, and T = εt. Finally, because of the quadratic non-
linearity, we expect second harmonics and mean terms to be generated. This
suggests the ansatz

φ =
(
Aeiθ+|k|z + c.c.

)
+ ε
(
A2e2iθ+2|k|z + c.c. + φ

)
(6.36a)

η =
(
Beiθ + c.c.

)
+ ε
(
B2e2iθ + c.c. + η

)
. (6.36b)

The coefficients A, A2 and φ depend on X, Z, and T while B, B2 and η depend
on X,T . The rapid phase is given by θ = kx − ωt, with the dispersion rela-
tion ω2 = g|k|. Substituting the ansatz for φ into Laplace’s equation (6.34a)
we find

eiθ
[
2εk
(
iAX + sgn(k)AZ

)
+ ε2 (AXX + AZZ) + · · ·

]
= 0,

e0
[
φXX + φZZ

]
= 0.

The first equation implies

AZ = −i sgn(k)AX − ε sgn(k)
2k

(AXX + AZZ) + O(ε2)

= −i sgn(k)AX + O(ε).
(6.37)
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Taking the derivative of the above expression with respect to the slow variable
Z gives

AZZ = −i sgn(k)AXZ + O(ε)

= −i sgn(k)(−i sgn(k))AXX + O(ε)

= −AXX + O(ε), (6.38)

where we differentiated (6.37) with respect to X and substituted the resulting
expression for AXZ to get the second line. Since the O(ε) term in (6.37) is
proportional to AXX + AZZ , we can use (6.38) to obtain

AZ = −i sgn(k)AX + O(ε2).

Substituting our ansatz (6.36) into the Bernoulli equation (6.34c) and kine-
matic equation (6.34d) with (6.35), we find, respectively,

eiθ
{
(− iωA+ gB) + εAT + ε

2
[
− iωk2A|B|2 + 4k2|k||A|2B++ 2k2|k|A2B∗

+
i
2
ωk2B2A∗ + 4k2A2A∗ − iω|k|Aη + iω|k|B2A∗

−4iω|k|A2B∗
]
+ · · ·

}
= 0, (6.39)

e2iθ

{
A2 − ε4k2A

2|k|g
(
AT +

ω

2k
AX

)
+ · · ·

}
= 0, (6.40)

e0

{
φZ − ηT −

2ωk
g

∂

∂X
|A|2 + · · ·

}
= 0, (6.41)

and

eiθ

{
(−iωB − |k|A) + ε

[
BT + i sgn(k)AX

]
+ ε2

[
k2|k|

2

(
B2A∗ − 2|B|2A

)
+k2 (B2A∗ − 2B∗A2) − k2ηA

]
+ · · ·

}
= 0, (6.42)

e2iθ

{
B2 +

k2A2

g
− ε2ik

g
AAX + · · ·

}
= 0, (6.43)

e0 {η + O(ε)} = 0. (6.44)

Note that we used the result AZ = −i sgn(k)AX found earlier. Using (6.44), we
find from (6.41) that

φZ =
2ωk

g
∂

∂X
|A|2,
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i.e., up to O(ε2) the mean velocity potential depends explicitly on |A|2. We
also note that if A is independent of X these results agree with those from the
previous section. Setting the coefficients of each power of ε to zero in (6.39)
and (6.42) we get to leading order

−iωA + gB = 0

−|k|A − iωB = 0,

which, since the dispersion relationship ω2 = g|k| is satisfied, has the non-

trivial solution B =
iω
g

A. From (6.39) – (6.44), we now have

B =
iω
g

A − εAT

g
+ε2

[
i
ωk2

g
A|B|2 − 4

k2|k|
g
|A|2B

− iωk2

2g
B2A∗ +

iω|k|k2

g2
A2A∗

]
+ O(ε3).

Substituting this into (6.42), and with (6.39)–(6.44), yields

2iω
(
AT + vgAX

)
− ε
(
ATT + 4k4|A|2A

)
+ O(ε2) = 0,

where we have defined the group velocity as vg = ω′(k) = ω/2k. From this
and (6.40), we see that A2 ∼ O(ε2). If we neglect the O(ε2) terms in the above
equation and make the change of variables τ = εT , ξ = X − vgT , we get the
focusing NLS equation

iAτ +
ω′′

2
Aξξ − 2k4

ω
|A|2A = 0. (6.45a)

With ω′′ = −v2
g/ω, the above equation can be written as

iAτ −
⎛⎜⎜⎜⎜⎜⎝ v2

g

2ω
Aξξ +

2k4

ω
|A|2A

⎞⎟⎟⎟⎟⎟⎠ = 0, (6.45b)

which is the typical formulation of the focusing NLS equation found in water
wave theory. We also note that in terms of B, which is associated with the wave

elevation η, using A =
g
iω

B, equation (6.45b) becomes

iBτ +
ω′′

2
Bξξ − 2k2ω|B|2B = 0.

We note the important point that the coefficient of the nonlinear term in (6.45b)
agrees with the Stokes frequency shift discussed in the previous section. As
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discussed earlier an alternative change of coordinates to a retarded time frame
is to let t′ = T − X/vg and χ = εX. We then get

iAχ +
ω′′

2(ω′)3
At′t′ − 2k4

ωω′
|A|2A = 0. (6.46)

This formulation is more commonly found in the context of nonlinear optics.
This derivation of the NLS equation for deep-water waves was done in 1968

by Zakharov for deep water, including surface tension (Zakharov, 1968) and
in the context of finite depth by Benney and Roskes (1969). It took more
than a century from Stokes’ (Stokes, 1847) initial discovery of the nonlinear
frequency shift until these NLS equations were derived.

We remark that this NLS equation is called the “focusing” NLS because the
signs of the dispersive and nonlinear terms are the same in (6.45b). To see that
in (6.46), we recall that ω2(k) = g|k| and therefore, for positive k, one gets that
ω =

√
gk, vg = ω′ =

√
g/4k, and ω′′ = −√g/4k3/2 = −v2

g/ω; we also note
ω′′

2(ω′)2
= − 1

ω
. These results imply that the coefficient of the second derivative

term and the nonlinear coefficient have the same sign. As we will see, the
focusing NLS equation admits “bright” soliton solutions, i.e., solutions that
are traveling localized “humps”.

6.6 Some properties of the NLS equation

Note that the linear operator in (6.45a) is

L̂ = i∂τ +
ω′′

2
∂2
ξ ,

and is what we expected to find from our earlier considerations (see Section
6.3). Similarly, the nonlinear part:

iAτ − 2k4

ω
|A|2A = 0,

is what we expected from the frequency shift analysis in Section 6.4.1; see

(6.33). We can rescale (6.45b) by ξ =
vg√

2
x, A = k2u, and τ = −2ω2t to get the

focusing NLS equation in standard form:

iut + uxx + 2|u|2u = 0. (6.47)

Remarkably, this equation can be solved exactly using the so-called inverse
scattering transform (Zakharov and Shabat, 1972); see also (Ablowitz et al.,
2004b). One special solution is a “bright” soliton:
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u = η sech
[
η (x + 2ξt − x0)

]
e−iΘ,

where Θ = ξx + (ξ2 − η2)t + Θ0. The parameters ξ and η are related to an
eigenvalue from the inverse scattering transform analysis via λ = ξ/2 + iη/2
where λ is the eigenvalue. If, instead of (6.47), we had the defocusing NLS
equation,

iut + uxx − 2|u|2u = 0, (6.48)

then we can find “dark” – “black” or more generally “gray” – soliton solutions.
Letting t → −t/2, (6.48) goes to

iut − 1
2

uxx + |u|2u = 0

and has a black soliton solution whose amplitude vanishes at the origin

u = η tanh (ηx) eiη2t.

Note that u→ ±η as x→ ±∞. A gray soliton solution is given by

u(x, t) = ηe2iη2t+iψ0
[

cosα + i sinα tanh
[
sinα η(x − 2η cosα t − x0)

] ]
with η, α, x0, ψ0 arbitrary real parameters. In Figure 6.1 a “bright” and the two
dark (black and gray) are depicted.

These solutions satisfy the boundary conditions

u(x, t)→ u±(t) = ηe2iη2t+iψ0±iα as x→ ±∞
and appear as localized dips of intensity η2 sin2 α on the background field η.
The gray soliton moves with velocity 2η cosα and reduces to the dark (black)
soliton when α → π/2 with ψ0 = −π/2 (Hasegawa and Tappert, 1973b;
Zakharov and Shabat, 1973); see also Prinari et al. (2006) where the vector
IST problem for non-decaying data is discussed in detail.

A property of the NLS equation we will investigate next is its Galilean
invariance. That is, if u1(x, t) is a solution of (6.47) then so is

u2(x, t) = u1(x − vt, t)ei(kx−ωt),

with k = v/2 and ω = k2. Substituting u2 into (6.47) we find u1 satisfies:

iu1,t + ωu1 − ivu1,x + (u1,xx + 2iku1,x − k2u1) + 2|u1|2u1 = 0.

Using the fact that u1 is assumed to be a solution of (6.47) and using the values
for k, ω, this implies u2 also satisfies (6.47).
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π

black soliton

gray soliton

Figure 6.1 Bright (top) and dark (bottom) solitons of the NLS. In the inset
we plot the relative phases.

Another important result involves the linear stability of a special periodic
solution of (6.47). In (6.45a), i.e., the standard water wave formulation, take A
independent of ξ to get

iAτ =
2k4

ω
|A|2A.

Note that this agrees with the results of the Stoke’s frequency shift calculation,
(6.33). With the change of variables mentioned above in terms of the standard
NLS, (6.47), this means:

iut = −2|u|2u,
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which has the plane wave solution u = ae2ia2t, a = u(0); for convenience take
a real. We now perturb this solution: u = ae2ia2t(1 + ε(x, t)), where |ε| � 1.
Substituting this into (6.47) and linearizing (i.e., assuming |ε| � 1) we find,

iεt + εxx + 2a2 (ε + ε∗) = 0.

We will consider the linearized problem on the periodic spatial domain 0 <

x < L. Thus, ε(x, t) has the Fourier expansion

ε(x, t) =
∞∑
−∞

ε̂n(t)eiμn x,

where μn = 2πn/L. Note that ε̂−n(t) is not the complex conjugate of ε̂n(t), since
ε is not necessarily real. Since the PDE is linear, it is sufficient to consider
ε = ε̂n(t)eiμn x + ε̂−n(t)e−iμn x. Thus, with ε ′n ≡ ∂εn/∂t,

i
(̂
ε ′neiμn x + ε̂ ′−ne−iμn x

)
− μ2

n

(̂
εneiμn x + ε̂−ne−iμn x

)
+ 2a2

(̂
εneiμn x + ε̂−ne−iμn x + ε̂ ∗ne−iμn x + ε̂ ∗−neiμn x

)
= 0.

Setting to zero the coefficients of eiμn x and e−iμn x, we find, respectively,

îε ′n − μ2
nε̂n + 2a2 (̂εn + ε̂

∗
−n
)
= 0

îε ′−n − μ2
nε̂−n + 2a2 (̂ε−n + ε̂

∗
n
)
= 0.

Taking the conjugate of the last equation and multiplying it by −1, we have the
system

i
∂

∂t

(
ε̂n

ε̂ ∗−n

)
+

(
2a2 − μ2

n 2a2

−2a2 −2a2 + μ2
n

) (
ε̂n

ε̂ ∗−n

)
= 0,

to solve. Assuming a solution of the form(
ε̂n

ε̂ ∗−n

)
=

(
α

β

)
eiσnt,

we find

det

(
2a2 − μ2

n − σn 2a2

−2a2 −2a2 + μ2
n − σn

)
= 0

must be true, hence with μ2
n = (2nπ/L)2

σ2
n =

(
2πn
L

)2 ⎡⎢⎢⎢⎢⎢⎣(2πn
L

)2
− 4a2

⎤⎥⎥⎥⎥⎥⎦ .
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Thus, when
aL
π
> n

the system is unstable, since σ2
n < 0 leads to exponential growth. Note that

there are only a finite number of unstable modes. In the context of water waves,
we have deduced the famous result by Benjamin and Feir (1967) that the Stokes
water wave is unstable. Later, Benney and Roskes (1969) (BR) showed that
all periodic wave solutions of the slowly varying envelope water wave equa-
tions in 2 + 1 dimensions are unstable. The BR equations are also discussed
below. We also remark that Zakharov and Rubenchik (1974) showed that soli-
tons are unstable to weak transverse modulations, i.e., one-dimensional soliton
solutions of

iut + uxx + ε
2uyy + 2|u|2u = 0

are unstable. (See Ablowitz and Segur, 1979 for further discussion.)

6.7 Higher-order corrections to the NLS equation

As mentioned earlier, the nonlinear Schrödinger equation was first derived in
1968 in deep water with surface tension by Zakharov (1968) and its finite depth
analog in 1969 by Benney and Roskes (1969). It took some ten years until in
1979 Dysthe (1979) derived, in the context of deep-water waves, the next-
order correction to the NLS equation. We simply quote the (1+1)-dimensional
result:

2iω
(
AT + vgAX

)
− ε
(
v2

gAXX + 4k2|A|2A
)

= ε2

(
iω2

8k3
AXXX + 2ik3A2A∗X− 12ik3|A|2AX + 2ωkφXA

)
. (6.49)

The mean term φX is unique to deep-water waves and arises from the quadratic
nonlinearity in the water wave equations. The mean field satisfies

φXX + φZZ = 0, −∞ < z < 0,

with φZ → 0 as z→ −∞ and

φZ =
2ωk

g
∂

∂X
|A|2, z = 0.

Non-dimensionalizing (6.49) by setting T ′ = ωT , X′ = kX, Z′ = kZ, η′ = kη,
φ
′
= (2k2/ω)φ, u =

(
2
√

2k2/ω
)

A, τ = −εT ′/8, and ξ = X′ − T ′/2, we get
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iuτ + uξξ + 2|u|2u + ε
( i
2

uξξξ − 6i|u|2uξ + iu2u∗ξ + 2uH[|u|2]ξ
)
= 0, (6.50)

where

H[ f ] =
1
π
−
∫

f (u)
u − x

du

is the so-called Hilbert transform. (The integral is understood in the principle-
value sense.) Ablowitz, Hammack, Henderson, and Schober (Ablowitz et al.,
2000a, 2001) showed that periodic solutions of (6.50) can actually be chaotic.
Experimentally and analytically, a class of periodic solutions is found not to
be “repeatable”, while soliton solutions are repeatable.

To go from the term including φx in (6.49) to the Hilbert transform requires
some attention. The velocity potential satisfies Laplace’s equation:

φxx + φzz = 0.

In the Fourier domain, with φ̂ =
∫

φe−iξx dx, we find

φ̂zz − ξ2φ̂ = 0.

Using the boundary condition φ̂z → 0 as z→ −∞, we get

φ̂(ξ, z) = C(ξ)e|ξ|z,

where C is to be determined. The factor C is fixed by the boundary condition

φz =
2ωk

g
∂

∂x
|A|2,

on z = 0. Hence

C(ξ) =
2iωk

g
ξ

|ξ|F (|A|2) =
2iωk

g
sgn(ξ)|F (|A|2)

where F represents the Fourier transform. Using a well-known result from
Fourier transforms, F −1[sgnξF̂(ξ)] = H[ f (x)], where f is the inverse Fourier
transform of F̂ and H[·] is the Hilbert transform (Ablowitz and Fokas, 2003)
and noting thatH

[
eiξx
]
= i sgn(ξ)eiξx, we have

φ =
2ωk

g
H
[
|A|2
]

φx =
2ωk

g
∂

∂x
H
[
|A|2
]
.
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6.8 Multidimensional water waves

For multidimensional water waves in finite depth with surface tension, the
velocity potential has the form

φ = ε(φ̃(X,Y,T ) +
cosh(k(z + h))

cosh(kh)
(Ã(X,Y,T )ei(kx−ωt) + c.c.)) + O(ε2),

where X = εx, Y = εy, T = εt and φ̃, Ã satisfy coupled nonlinear wave equa-
tions. Benney and Roskes (1969) derived this system without surface tension.
It was subsequently rederived by Davey and Stewartson (1974) who put the
system in a simpler form. Later, Djordjevic and Redekopp (1977) included
surface tension.

After non-dimensionalization and rescaling, the equations can be put into
the following form; we call it a Benney–Roskes (BR) system:

iAt + σ1Axx + Ayy = σ2|A|2A + AΦx

aΦxx + Φyy = −b(|A|2)x

σ1 = ±1, σ2 = ±1.

(6.51)

The parameters σ1, σ2, a, and b are dimensionless and depend on the dimen-
sionless fluid depth and surface tension. Here we have presented it in a
rescaled, normalized form that helps in analyzing its behavior for different
choices of σ1 and σ2. The quantity A is related to the slowly varying envelope
of the first harmonic of the potential velocity field andΦ is related to the slowly
varying mean potential velocity field.

A special solution to (6.51) is the following self-similar solution

A =
Λ

t
exp i

(
σ1x2 + y2

4t
+ σ2

Λ2

t
+ B(t) + φ0

)
Φ = −B′(t)x +C(t)y + D(t).

This is an analog of the similarity solution of the one-dimensional nonlinear
Schrödinger (NLS) equation

iAt + Axx + σ|A|2A = 0

A =
Λ

t1/2
exp i

(
x2

4t
+ σΛ2 log(t) + φ0

)
.

Since the above similarity solution of NLS approximates the long-time solu-

tion of NLS without solitons in the region

∣∣∣∣∣∣ x√
t

∣∣∣∣∣∣ ≤ O(1), it can be expected

that the similarity solution of the BR system is a candidate to approximate
long-time “radiative” solutions.
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From the water wave equations in the limit kh→ 0 (the shallow-water limit)
with suitable rescaling, cf. Ablowitz and Segur (1979), the BR system (6.51)
reduces to

iAt − γAxx + Ayy = A(γ|A|2 + Φx)

γΦxx + Φyy = −2(|A|2)x, γ = sgn
(

1
3 − T̂

)
= ±1.

(6.52)

This is the so-called Davey–Stewartson (DS) equation. As we have mentioned,
it describes multidimensional water waves in the slowly varying envelope
approximation, with surface tension included, in the shallow-water limit. Here

the normalized surface tension is defined as T̂ =
T0

ρgh2
, T0 being the surface

tension coefficient. This system, (6.52), is integrable (Ablowitz and Clarkson,
1991) whereas the multidimensional deep-water limit

iAt + ∇2A + |A|2A = 0

is apparently not integrable. The concept of integrability is discussed in more
detail in Chapters 8 and 9 (cf. also Ablowitz and Clarkson 1991).

The DS equation (6.52) can be generalized by making the following
substitutions

φ = Φx, r = −σq∗ = −σA∗, σ = ±1

and we write

iqt − γqxx + qyy = q(φ − qr)

φxx + γφyy = 2(qr)xx.
(6.53)

With q = A, γ = −1, and σ = 1, we get shallow-water waves with
“large” surface tension, equation (6.52). It turns out that the generalized DS
equation (GDS), (6.53), admits “localized” boundary induced pulse solutions
when γ= 1 (Ablowitz and Clarkson, 1991) and weakly decaying “lump”-type
solutions when γ = −1 (Villarroel and Ablowitz, 2003).

6.8.1 Special solutions of the Davey–Stewartson equations

Consider the case where γ = −1 with σ = 1. Then the DS system (6.53)
becomes

2iqt + qxx + qyy = 2(φ − qr)q

φxx − φyy = 2(qr)xx.
(6.54)

We call this the DSI system. Note that the DSI system admits an interest-
ing class of solutions, cf. Fokas and Santini (1989, 1990) and Ablowitz et al.
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(2001a). In order to write down the pulse solution (also called a “dromion”),
we will make a convenient rescaling and change of variable as follows:

Q = φ − qr.

Then the second equation in GDS system (6.54) becomes

Qxx − Qyy = (qr)xx + (qr)yy. (6.55)

Now we make the change of variable

ξ =
x + y√

2
, η =

x − y√
2

∂x =
1√
2

(∂ξ + ∂η), ∂y =
1√
2

(∂ξ − ∂η)

to transform (6.55) to

2Qξη = (qr)ξξ + (qr)ηη. (6.56)

Finally, making the substitution

Q = −(U1 + U2),

and integrating with respect to ξ and η separates (6.56) into

U1 = u1(η) − 1
2

∫ ξ

−∞
(qr)η dξ′, U2 = u2(ξ) − 1

2

∫ η

−∞
(qr)ξ dη.

These two equations along with the transformed second equation in (6.54),

2iqt + qξξ + qηη + 2(U1 + U2)q = 0,

give rise to the following “dromion” solution

u1(η) = 2λ2
R sech2(λR(η̂ − η0)), η̂ = η − 2λI t

u2(ξ) = 2μ2
R sech2(μR(ξ̂ − ξ0)), ξ̂ = ξ − 2μI t

q =
ρ
√
λRμReiθ

cosh(μR(ξ̂ − ξ0)) cosh(λR(η̂ − η0)) + (|ρ|/2)2e(λR(η̂−η0))eμR(ξ̂−ξ0)

θ = −(μI ξ̂ + λI η̂) + (|μ|2 + |λ|2)
t
2
− θ0

λ = λR + iλI , μ = μR + iμI constants.

where λR > 0, μR > 0, λ, μ, ρ are complex constants and ξ0, η0 are
real constants. See Figure 6.2 where a typical dromion is depicted (with
λR = 1, μR = 1, λI = 0, μI = 0, ρ = 1).
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Figure 6.2 The dromion solution for the Benney–Roskes/Davey–Stewartson
systems. The top figure represents the field q, while the bottom figure
represents the mean field Q = u1 + u2.

6.8.2 Lump solution for small surface tension

It turns out that there are lump-type solutions to (6.52) when γ = +1; this is
the so-called DSII system (Villarroel and Ablowitz, 2002). We now consider

this case (γ = +1) corresponding to zero or “small” surface tension

(
T̂ <

1
3

)
.

Then the GDS system (6.53) is written, after substituting in r = −σq∗,
σ = ±1,

iqt − qxx + qyy = q(φ + σ|q|2)

φxx + φyy = −2σ(|q|2)xx.
(6.57)

The following is a lump solution

q = 2ρσ
eiθ

x̂2 + ŷ2 + σ|ρ|2
φ + σ|q|2 = Rxx − Ryy
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R = log(x̂2 + ŷ2 + σ|ρ|2) (6.58)

θ = ax̂ − bŷ + (b2 − a2)t − θ0

x̂ = x + at − x0, ŷ = y + bt − y0

k = 1
2 (a + ib) constant.

This solution is non-singular when σ = 1, but for σ = −1, the above
solution is singular. Alternatively we have the interesting case of the dark
lump-type envelope hole solution (Satsuma and Ablowitz, 1979) whenσ=− 1.
The case σ = 1 occurs in water waves; i.e., in this case, (6.57) can be
transformed to the reduced water wave equation (6.52). But it has been
shown that the lump solution (6.58) is unstable (Pelinovsky and Sulem,
2000).

We also note that Ablowitz et al. (1990) discussed the derivation of the
integrable equations (6.54) and (6.57) from the KPI and KPII equations,
respectively.

6.8.3 Multidimensional problems and wave collapse

As mentioned earlier, in 1969 Benny and Roskes derived a (2+1)-dimensional
NLS-type equation for water waves (Benney and Roskes, 1969). In 1977
Djordjevic and Redekopp extended their results by including surface tension
effects (Djordjevic and Redekopp, 1977). To get these equations the velocity
potential expansion takes the form:

φ = ε(φ̃(X,Y,T ) +
cosh [k(h + z)]

cosh kh

(
Ã(X,Y,T )eiθ + c.c.

)
) + O(ε2),

θ = kx − ωt, X = εx,Y = εy,T = εt

ω2 = gκ tanh(κh)(1 + T̃ ),

κ2 = k2 + l2,

T̃ =
k2T
ρg

.

In terms of the redefined functions: A = Ã
k2√
gk

, Φ =
k2√
gk
φ̃, and variables:

ξ = k(X − ω′T ), τ =
√

gkε2t, η = εkY , we have that A, Φ satisfy the following
coupled system

iAτ + λAξξ + μAηη = χ|A|2A + χ1AΦξ (6.59)

αΦξξ + Φηη = −β
(
|A|2
)
ξ
. (6.60)
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The parameters λ, μ, χ, χ1, α, and β depend on ω, k, T̃ , and gh (see Ablowitz
and Segur, 1979, 1981). As h→ ∞, (6.59) reduces to an NLS equation

iAτ + λ∞Aξξ + μ∞Aηη − χ∞|A|2A = 0,

where

λ∞ = −ω0

8ω

⎛⎜⎜⎜⎜⎝1 − 6T̃ − 3T̃ 2

1 + T̃

⎞⎟⎟⎟⎟⎠
μ∞ =

ω0

4ω

(
1 + 3T̃

)
χ∞ =

ω0

4ω

⎡⎢⎢⎢⎢⎢⎢⎣ 8 + T̃ + 2T̃ 2(
1 − 2T̃

) (
1 + T̃

) ⎤⎥⎥⎥⎥⎥⎥⎦
ω2

0 = gκ,

with λ∞ > 0, μ∞ > 0 and −ξ∞ > 0 for T̃ large enough. This equa-
tion has solutions that blow-up in finite time (Ablowitz and Segur, 1979).
When T̃ = 1/2, the expansion breaks down due to second harmonic resonance:
ω2(2k) = [2ω(k)]2. However, when T̃ = 0, i.e., when there is no surface
tension, some of the coefficients in the above equation change sign and we
have

(
ω0
ω
> 0
)
: λ∞ < 0, μ∞ > 0 and χ∞ > 0. To date no blow-up has been

found for the above NLS equation with the latter choices of signs.

Blow-up
One can verify that

iAt + ΔA + |A|2A = 0, x ∈ R2

has the conserved quantities

P(t) =
∫
|A|2 dx,

M(t) =
∫

A∇A dx

H(t) =
∫
|∇A|2 − 1

2
|A|4 dx,

i.e., mass (power), momentum, and energy (Hamiltonian) are conserved.
Define

V(t) =
∫
|r|2|A|2 dx,
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where |r|2 = x2 + y2. Then one can show that in two dimensions (Vlasov et al.,
1970),

d2V
dt2
= 8H.

This is often called the virial theorem. Integrating this equation, we get

V(t) = 4Ht2 + c1t + c0.

If the initial conditions are such that H < 0, then there exists a time t∗ when

lim
t→t∗

V(t) = 0

and for t > t∗, V(t) < 0. However, V is a positive quantity. Thus a singularity
in the solution has occurred in finite time t = t∗. Combining this result with the
conservation of mass and a bit more analysis, one can show that in fact∫

|∇A|2 dx

becomes infinite as t → t∗, which in turn implies that A also becomes infi-
nite as t → t∗. For an extensive discussion of the NLS equation in one and
multidimensions, see Sulem and Sulem (1999).

The more general equation

iψt + Δdψ + |ψ|2σψ = 0, x ∈ Rd, (6.61)

where Δd is the d-dimensional Laplacian, has also been studied. There are three
cases:
• “supercritical”: σd > 2 blow-up occurs;
• “critical”: σd = 2 blow-up can occur; collapse can be arrested with small

perturbations;
• “subcritical”: σd < 2 global solutions exist.
A special solution to (6.61) can be found by assuming a solution of the form
ψ = f (r)eiλt. In two dimensions, we find the nonlinear eigenvalue problem

1
r
∂

∂r

(
r
∂ f
∂r

)
+ f 3 − λ f = 0,

certain solutions to which are the so-called Townes modes. Asymptotically,
f ∼ e−r/

√
r, 1 � r (Fibich and Papanicolaou, 1999). Weinstein (1983) showed

that there is a critical energy (found from the Townes mode with the smallest
energy),

Ec =

∫
|u|2dxdy = 2π

∫ ∞

0
r f 2(r) dr � 2π(1.86) � 11.68.
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Pulses with energy below Ec exist globally (Weinstein, 1983). In many cases
when E > Ec, even by a small amount, blow-up occurs. In the supercritical
case, the blow-up solution has a similarity form

ψ ∼ 1
t′α

f
( r
t′β
)

eiλ ln t′ ,

with suitable constants α and β. But for the critical case the structure is

ψ ∼
√

L(t′)√
t′

f

(
r
√

L(t′)√
t′

)
eiφ(t′),

where t′ = tc − t, L(t) ∼ ln(ln(1/t′)) as t → tc is the blow-up or collapse time.
The stationary states, collapse and properties of the BR equations (6.59)

(sometimes referred to as Davey–Stewartson-type equations) as well as simi-
lar ones that arise in nonlinear optics were studied in detail by Papanicolaou
et al. (1994) and Ablowitz et al. (2005). More specifically, the equations
studied were

iUz +
1
2
ΔU + |U |2U − ρUVx = 0, and

Vxx + νVyy = (|U |2)x.

The case ρ < 0 corresponds to water waves, cf. Ablowitz and Segur (1979,
1981), and the case ρ > 0 corresponds to χ(2) nonlinear optics (Ablowitz et al.,
1997, 2001a; Crasovan et al., 2003).

When ν > 0 collapse is possible. That there is a singularity in finite time
can be shown by the virial theorem. In analogy with the Townes mode for
NLS, there are stationary states (ground states) that satisfy U = F(x, y)eiμz,
V =G(x, y)

−μF +
1
2
ΔF + |F|2F − ρFGx = 0

Gxx + νGyy = (|F|2)x.

The stationary states F,G can be obtained numerically (Ablowitz et al., 2005).
In Figure 6.3 slices of the modes along the y = 0, x = 0 axes, respectively, are
given for different values of ρ. In Figure 6.3(c) and (d) contour plots of some
typical modes F are shown. One can see that the modes are elliptical in nature
when ρ � 0.

Quasi-self-similar collapse
Papanicolaou et al. (1994) showed that as collapse occurs, i.e., as z→ zc, then
U,V have a quasi-self-similar structure:
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Figure 6.4 Wave collapse to the stationary state as z→ zc.

U ∼ 1
L(z)

F

(
x

L(z)
,

y
L(z)

)
, V ∼ 1

L(z)
G

(
x

L(z)
,

y
L(z)

)
where L → 0. Further, one finds from direct simulation (Ablowitz
et al., 2005) that the stationary modes are good approximations of
collapse profiles. By taking typical initial conditions (of Gaussian
type) that collapse, we find that the pulse structure is well approx-
imated by the stationary modes in the neighborhood of the collapse
point, where L(z)= F(0, 0)/U(0, 0, z)→ 0. In Figure 6.4 we compare
L(z)|U(Lx, Ly)| with F(x, y) where L(z)= F(0, 0)/U(0, 0, z). As collapse
occurs, L(z)→ 0 for typical values (ν, ρ) = (0.5, 1). In Figure 6.4 we pro-
vide snapshots of the solution compared to the stationary state F as the wave
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collapse begins to occur. Along the y = 0 axis (top) and the x = 0 axis (bottom)
at the edges of the solution, radiation is seen. But the behavior at the center of
the wave indicates that collapse is well approximated by the stationary state.

Finally, we mention that a similar, but more complicated blow-up or wave
collapse phenomenon occurs for the generalized KdV equation

ut + upux + uxxx = 0

when p ≥ 4 (Ablowitz and Segur, 1981; Merle, 2001; Angulo et al., 2002).

Exercises

6.1 Derive the NLS equation from the following nonlinear equations.
(a) utt − uxx + sinu = 0 (sine–Gordon).
(b) utt − uxx + uxxxx + (uux)x = 0 (Boussinesq-type).
(c) ut + u2ux + uxxx = 0 (mKdV) .

6.2 Given the equation

iut − uxxxx + |u|2(n+1)u = 0

with n ≥ 1 an integer, substitute the mutli-scale and quasi-
monochromatic assumption:

u ∼ μe(ikx−ωt)A(ε1x, ε2t),

where μ, ε1, and ε2 are all asymptotically small parameters, into the
equation. Choose a maximal balance between the small parameters to
find a nonlinear Schrödinger-type wave equation for the slowly varying
envelope A.

6.3 From the water wave equations with surface tension included, derive the
dispersion relation

ω2 = gκ tanh(κh)(1 + T̃ ), κ2 = k2 + l2, T̃ =
k2T0

ρg

in finite depth water waves with surface tension, where T0 is the surface
tension coefficient.

6.4 Beginning with the KP equation

∂x(ut + 6uux + uxxx) + 3σuyy = 0, σ = ±1

derive the integrable Davey–Stewartson equation by employing the
slowly varying quasi-monochromatic wave expansion. Hint: see
Ablowitz et al. (1990).
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6.5 Suppose we are given a “modified KP” equation

∂x

(
ut +

3
n + 1

(u2(n+1))x + uxxx

)
+ 3σuyy = 0, σ = ±1

where n ≥ 1, an integer. Following a similar analysis as in the previous
exercise, derive a “modified” Davey–Stewartson equation by employing
the slowly varying quasi-monochromatic wave expansion.

6.6 Suppose we are given the “damped NLS” equation

iut + uxx + 2|u|2u = −iγu

where 0 < γ � 1. Use the integral relation involving mass (power)∫ |u|2dx to derive an approximate evolution equation for the slowly
varying soliton amplitude η where the unperturbed soliton is given by

u = ηsech
[
η (x − x0)

]
eiη2t+iθ0 .

Hint: see Ablowitz and Segur (1981). Various perturbation problems
involving related NLS-type equations are also discussed in Chapter 10.

6.7 Discuss the stability associated with the special solution

u = aei(kx−(k2−2σ|a|2)t)

where k, σ are constant, associated with the NLS equation

iut + uxx + 2σ|u|2u = 0

on the infinite interval.
6.8 Given the two-dimensional NLS equation

iAt + ΔA + |A|2A = 0, x ∈ R2

and associated “Townes” mode A = f (r)eiλt, where r2 = x2 + y2, show
that the “virial” equation reduces to

d2V
dt2
= 0

where V(t) =
∫

(x2 + y2)|A|2 dx. Hint: see the appendix in Ablowitz et al.
(2005).



7
Nonlinear Schrödinger models in nonlinear optics

An important and rich area of application of nonlinear wave propagation is the
field of nonlinear optics. Asymptotic methods play an important role in this
field. For example, since the scales are so disparate in Maxwell’s equations,
long-distance transmission in fiber optic communications depends critically on
asymptotic models. Hence the nonlinear Schrödinger (NLS) equation is cen-
tral for understanding phenomena and detailed descriptions of the dynamics.
In this chapter we will outline the derivation of the NLS equation for electro-
magnetic wave propagation in bulk optical media. We also briefly discuss how
the NLS equation arises as a model of spin waves in magnetic media.

7.1 Maxwell equations

We begin by considering Maxwell’s equations for electromagnetic waves with
no source charges or currents, cf. Landau et al. (1984) and Jackson (1998)

∇ × H =
∂D
∂t

(7.1a)

∇ × E = −∂B
∂t

(7.1b)

∇ · D = 0 (7.1c)

∇ · B = 0 (7.1d)

where H is the magnetic field, E is the electromagnetic field, D is the
electromagnetic displacement and B is the magnetic induction.

We first consider non-magnetic media so there is no magnetization term in
B. The magnetic induction B and magnetic field H are then related by

B = μ0H. (7.2)

169
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The constant μ0 is the magnetic permeability of free space. We allow for
induced polarization of the media giving rise to the following relation

D = ε0(E + P), (7.3)

where ε0 is the electric permittivity of free space, a constant. When we apply
an electric field E to an ideal dielectric material a response of the material can
occur and the material is said to become polarized. Typically in these materials
the electrons are tightly bound to the nucleus and a displacement of these
electrons occurs. The macroscopic effect (summing over all displacements)
yields the induced polarization P.

Since we are working with non-magnetic media, we can reduce Maxwell’s
equations to those involving only the electromagnetic field E and the polar-
ization P. To that end, we take the curl of (7.1b) and use (7.2) and (7.1a)
to find

∇ × (∇ × E) = − ∂
∂t

(∇ × B)

= −μ0
∂

∂t
(∇ × H)

= −μ0
∂2

∂t2
D.

The vector identity

∇ × (∇ × E) = ∇(∇ · E) − ∇2E, (7.4)

is useful here. With this, along with relation (7.3), we find the following
equations for the electromagnetic field

∇2E − ∇(∇ · E) =
1
c2

∂2

∂t2
(E + P(E))

∇ · (E + P(E)) = 0,
(7.5)

where the constant c2 =
1
μ0ε0

is the square of the speed of light in a vacuum.

Notice that we have made explicit the connection between the polarization P
and the electromagnetic field E.

Before we investigate polarizable, non-magnetic media in detail, let us also
write down the dual equation for magnetic media without polarization (P = 0)
satisfying

B = μ0(H + M(H)) (7.6)

where M is called the magnetization. We see that the magnetization vector
M plays a similar role to that of the polarization P, i.e., we are assuming
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that M = M(H). Namely, we assume that the magnetization is related to
the magnetic field. The magnetization can be permanent for ferromagnetic
materials (permanent magnets such as iron). Taking the curl of (7.1a) then
for non-polarized media using D = ε0E gives

∇ × (∇ × H) =
∂

∂t
(∇ × D)

= ε0
∂

∂t
(∇ × E)

= −ε0
∂2

∂t2
B.

Using (7.4) and (7.6) gives

∇2H − ∇(∇ · H) =
1
c2

∂2

∂t2
(H + M(H))

∇ · (H + M(H)) = 0.

Later, in Section 7.4 we will discuss one way M can be coupled to H.

7.2 Polarization

In homogeneous, non-magnetic media, matter responds to intense electromag-
netic fields in a nonlinear manner. In order to model this, we use a well-known
relationship between the polarization vector P and the electromagnetic field E
that is a good approximation to a wide class of physically relevant media:

P(E) =
∫

χ(1) ∗ E +
∫

χ(2) ∗ EE +
∫

χ(3) ∗ EEE. (7.7)

The above equation involves tensors, so the operation ∗ is a special type of
convolution that will be defined below.

For notational purposes, we will write the polarization vector as follows:

P =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Px

Py

Pz

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ≡
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

P1

P2

P3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ .
Notice that we can break up (7.7) into a linear and nonlinear part

P = PL + PNL.

In glass, and hence fiber optics, the quadratic term χ(2) is zero. This is cubically
nonlinear and is a so-called “centro-symmetric material”, cf. Agrawal (2001),
Boyd (2003) and also Ablowitz et al. (1997, 2001a) and included references
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for more information. We write the linear and nonlinear components of the
polarization vector, and explicitly define the convolution mentioned above, as
follows:

PL,i = (χ(1) ∗ E)i =

3∑
j=1

∫ ∞

−∞
χ(1)

i j (t − τ)E j(τ) dτ (7.8)

PNL,i =
∑
j,k,l

∫ ∞

−∞
χ(3)

i jkl(t − τ1, t−τ2, t − τ3)E j(τ1)Ek(τ2)El(τ3) dτ1dτ2dτ3. (7.9)

In (7.9), the sums are over the indices {1, 2, 3} and the integration is over
all of R3. The matrix χ(1) is called the linear susceptibility and the tensor
χ(3) is the third-order susceptibility. If the material is “isotropic”, χ(1)

i j = 0,
i� j (exhibiting properties with the same values when measured along axes in
all directions), then the matrix χ(1) is diagonal. We will also usually identify
subscripts i = 1, 2, 3 as i = x, y, z. In cubically nonlinear or “Kerr” materials
(such as glass), it turns out that the only important terms in the χ(3) tensor
correspond to χ(3)

xxxx, which is equal to χ(3)
yyyy and χ(3)

zzzz.
From now on, we will suppress the superscript in χ when context makes

the choice clear. For example χ(1)
xx = χxx and χ(3)

xxxx = χxxxx follow due to the
number of entries in the subscript.

We can now pose the problem of determining the electromagnetic field E in
Kerr media as solving (7.5) subject to (7.8) and (7.9). Consider the asymptotic
expansion

E = εE(1) + ε2E(2) + ε3E(3) + · · · , |ε| � 1. (7.10)

Then, to leading order, we assume that the electromagnetic field is initially
polarized along the x-axis; it propagates along the z-axis, and for simplicity
we assume no transverse y variations. So

E(1) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
E(1)

x

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , E(1)
x = A(X,Z,T )eiθ + c.c., (7.11)

where θ = kz − ωt and the amplitude A is assumed to be slowly varying in the
x, z, and t directions:

X = εx, Z = εz, T = εt.

In order to simplify the calculations, we assume E and hence A are independent
of y (i.e., Y = εy). Derivatives are replaced as follows
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∂x = ε∂X

∂t = −ω∂θ + ε∂T

∂z = k∂θ + ε∂Z .

(7.12)

Substituting in the asymptotic expansion for E we note the important
simplification that the assumption of slow variation has on the polarization P:

PL,x =

3∑
j=1

∫ ∞

−∞
χ(1)

x j (t − τ)E j(τ) dτ

= ε

∫ ∞

−∞
χxx(t − τ)

(
A(X,Z,T )ei(kz−ωτ) + c.c.

)
dτ + O(ε2)

= ε

∫ ∞

−∞
χxx(t − τ)eiω(t−τ)

(
A(X,Z,T )ei(kz−ωt) + c.c.

)
dτ + O(ε2).

Now make the substitution t − τ = u to get

PL,x = ε

∫ ∞

−∞
χxx(u)eiωu

(
A(X,Z, εt − εu)ei(kz−ωt) + c.c.

)
du + O(ε2).

We expand the slowly varying amplitude A around the point εt

PL,x =ε

∫ ∞

−∞
du χxx(u)eiωu×[(

1 − εu
∂

∂T
+

(εu)2

2
∂2

∂T 2
+ · · ·

)
A(X,Z,T )ei(kz−ωt) + c.c.

]
+ O(ε2).

Recall that the Fourier transform of χxx, written as χ̂xx, and its derivatives are

χ̂xx(ω) =
∫ ∞

−∞
χxx(u)eiωu du

χ̂′xx(ω) =
∫ ∞

−∞
iuχxx(u)eiωu du

χ̂′′xx(ω) =
∫ ∞

−∞
−u2χxx(u)eiωu du.

Then we can write the linear part of the polarization as

PL,x = ε

(
χ̂xx(ω) + χ̂′xx(ω)iε∂T − χ̂′′xx(ω)

(ε∂T )2

2
+ · · ·

)
(Aeiθ + c.c.) + O(ε2)

= εχ̂xx(ω + iε∂T )(Aeiθ + c.c.) + O(ε2).
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The last line is in a convenient notation where the term χ̂xx(ω + iε∂T ) is an
operator that we can expand around ω to get the previous line.

In the nonlinear polarization equation (7.9), there will be interactions due
to the leading-order mode Aeiθ, for example, the nonlinear term includes E3

x ,
which leads to terms such as A3e3iθ. Then we denote the corresponding linear
polarization term (containing interaction terms) as

Pinteractions
L,x = χ̂xx(ωm + iε∂T )(Bmeimθ + c.c.),

where ωm = mω and Bm contains the nonlinear terms generated by the
interaction (e.g. B3 = A3).

Similarly there are nonlinear polarization terms. For example, a typical term
in the nonlinear polarization is

PNL,x = ε
3χ̂xxxx(ωm + iε∂T1 , ωn + iε∂T2 , ωl + iε∂T3 )

× Bm(T1)Bn(T2)Bl(T3)
∣∣∣T1=T2=T3=T ei(m+n+l)θ + c.c.

(7.13)

All other terms are of smaller order O(ε4).

7.3 Derivation of the NLS equation

So far, we have derived expressions for the polarization with a cubic nonlin-
earity (third-order susceptibility). Now we will use (7.5) to derive the NLS
equation. This will give the leading-order equation for the slowly varying
amplitude of the x-component of the electromagnetic field Ex.

We begin the derivation of the NLS equation by showing that Ez � Ex.
Recall (7.1c) with (7.3),

∇ · (E + P) = 0.

Since there is no y dependence, we get

∂x(Ex + Px) + ∂z(Ez + Pz) = 0. (7.14)

We assume

Ex = εA(X,Z,T )eiθ + c.c. + O(ε2)

Ez = εAz(X,Z,T )eiθ + c.c. + O(ε2),
(7.15)

where as before c.c. denotes the complex conjugate of the preceding term. A
further note on notation. Because the x-component of the electromagnetic field
Ex appears so often, we label its slowly varying amplitude with A, whereas



7.3 Derivation of the NLS equation 175

for the z-component of the E-field, Ez, we label the slowly varying amplitude
with Az (note: Az does not mean derivative with respect to z).

Substituting the derivatives (7.12) into (7.14) we find

(k∂θ + ε∂Z)(Ez + Pz) = −ε∂X(Ex + Px),

which, when we use the ansatz (7.15), yields

ε(k∂θ + ε∂Z)
(
Aze

iθ + c.c. + χ̂zz(ω + iε∂T )(Aze
iθ + c.c.)

)
= −ε∂X

(
εAeiθ + c.c. + χ̂xx(ω + iε∂T )(εAeiθ + c.c.)

)
+ · · · .

The leading-order equation is

εikAz(1 + χ̂zz(ω)) = −ε2 ∂A
∂X

(1 + χ̂xx(ω)) implying

Az = −ε 1 + χ̂xx(ω)
ik(1 + χ̂zz(ω))

∂A
∂X

=
−ε
ik
∂A
∂X
= AX , if χ̂xx = χ̂zz.

Assuming ∂A/∂X is O(1), this implies Az = O(ε), which implies Ez = O(ε2).
While we used the divergence equation in (7.5) with (7.3) to calculate this
relationship, we could have proved the same result with the z-component of
the dynamic equation in (7.5). We also claim that from the dynamic equation
of motion in (7.5), if we had studied the y-component, then it would have
followed that Ey = O(ε3). Also, PNL,z = O(ε4), which is obtained from the
symmetry of the third-order susceptibility tensor χ(3) since χzxxx = 0, etc. (e.g.,
for glass).

Now we will use the dynamic equation in (7.5) to investigate the behavior of
the x-component of the electromagnetic field via multiple scales. The dynamic
equation (7.5) becomes

∇2Ex − ∂

∂x

(
∂Ex

∂x
+
∂Ez

∂z

)
=

1
c2

∂2

∂t2
(Ex + Px). (7.16)

The asymptotic expansions for Ex and Ez take the form

Ex = ε(Aeiθ + c.c.) + ε2E(2)
x + ε

3E(3)
x + · · ·

Ez = ε
2(Aze

iθ + c.c.) + ε3E(2)
z + · · · .

(7.17)
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The polarization in the x-direction depends on the linear and nonlinear polar-
ization terms, PL,x and PNL,x, but the nonlinear term comes in at O(ε3) due to
the cubic nonlinearity. Explicitly, we have

Px = ε(χ̂xx(ω) + χ̂′xx(ω)iε∂T − χ̂
′′
xx(ω)
2

ε2∂2
T + · · · )(Aeiθ + c.c.) + PNL,x. (7.18)

Expanding the derivatives and using (7.12) in (7.16) gives(
(k∂θ + ε∂Z)2 + ε2∂2

X

)
Ex − ε∂X

(
ε∂XEx + (k∂θ + ε∂Z)Ez

)
=

1
c2

(−ω∂θ + ε∂T )2(Ex + PL,x + PNL,x). (7.19)

The leading-order equation is

O(ε) :

(
−k2 +

(
ω

c

)2)
A = −

(
ω

c

)2
χ̂xx(ω)A.

Since we assume A � 0 the above equation determines the dispersion relation;
namely solving for k(ω) we find the dispersion relation

k2 =

(
ω

c

)2
(1 + χ̂xx(ω))

k(ω) =
ω

c
(1 + χ̂xx(ω))1/2

≡ ω

c
n0(ω).

(7.20)

The term n0(ω) is called the linear index of refraction; if it were constant then
c/n0 would be the “effective speed of light”. The slowly varying amplitude
A(X,Z,T ) is still free and will be determined by going to higher order and
removing secular terms.

From (7.19) and the asymptotic expansions for Ex and PL,x in (7.17)
and (7.18) (the nonlinear polarization term, PNL,x, does not come in until the
next order), we find

O(ε2) :

(
k2 −

(
ω

c

)2)
∂2
θE(2)

x =

[
−2ik∂Z A − 2iω

c2
(1 + χ̂xx(ω))∂T A

−
(
ω

c

)2
iχ̂′xx(ω)∂T A

]
eiθ.

To remove secularities, we must equate the terms in brackets to zero. This can
be written as

2k
∂A
∂Z
+

(
2ω
c2

(1 + χ̂xx(ω)) +
(
ω

c

)2
χ̂′xx(ω)

)
∂A
∂T
= 0. (7.21)
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Notice that if we differentiate the dispersion relation (7.20) with respect to ω
we find

2kk′ =
2ω
c2

(1 + χ̂xx(ω)) +
(
ω

c

)2
χ̂′xx(ω).

This means that we can rewrite (7.21) in terms of the group velocity
vg = 1/k′(ω):

∂A
∂Z
+

1
vg

∂A
∂T
= 0. (7.22)

This is a first-order equation that can be solved by the method of characteristics
giving, to this order, A = A(T − z/vg). To obtain a more accurate equation for
the slowly varying amplitude A, we will now remove secular terms at the next
order and obtain the nonlinear Schrödinger (NLS) equation.

As before, we perturb (7.22)

2ik

(
∂A
∂Z
+

1
vg

∂A
∂T

)
= ε f1 + ε

2 f2 + · · · .

Using this and (7.19) to O(ε3) and then, as we have discussed in earlier
chapters, choosing f1 to remove secular terms, we find after some calculation

O(ε3) : 2ik

(
∂A
∂Z
+ k′(ω)

∂A
∂T

)
+ε

[
∂2

X + ∂
2
Z −

1
c2

(
1 + χ̂xx(ω) + 2ωχ̂′xx(ω) +

1
2
ω2χ̂′′xx(ω)

)
∂2

T

]
A

+3ε
(
ω

c

)2
χ̂xxxx(ω,ω,−ω)|A|2A = 0. (7.23)

We now see in (7.23) a term due to the nonlinear polarization PNL,x i.e.,
the term with χ̂xxxx(ω,ω,−ω). In fact, there are three choices for m, n, p in
the leading-order term for the nonlinear polarization [recall (7.13)] that give
rise to the exponential eiθ (the coefficient of eiθ is the only term that induces
secularity). Namely, two of these integers are +1 and the other one is −1. In
the bulk media we are working in, the third-order susceptibility tensor is the
same in all cases. This means

χ̂xxxx(ω,ω,−ω) + χ̂xxxx(ω,−ω,ω) + χ̂xxxx(−ω,ω, ω)

= 3χ̂xxxx(ω,ω,−ω)

≡ 3χ̂xxxx(ω).

Let us investigate the coefficient of ATT due to the linear polarization. If we
differentiate the dispersion relation (7.20) two times with respect to ω we get
the following result
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k′2 + kk′′ =
1
c2

(
1 + χ̂xx(ω) + 2ωχ̂′xx(ω) + 1

2ω
2χ̂′′xx(ω)

)
.

Then we can conveniently rewrite the linear polarization term as

ε
[
∂2

X + ∂
2
Z − (k′2 + kk′′)∂2

T

]
A.

Now, make the following change of variable

ξ = T − k′(ω)Z, Z′ = εZ

∂Z = −k′∂ξ + ε∂Z′ , ∂T = ∂ξ.

Substituting this into the third-order equation (7.23), we find

2ik
∂A
∂Z′
+
∂2A
∂X2

− kk′′
∂2A
∂ξ2
+ 2kν|A|2A = 0. (7.24)

Here we took

ν =
3(ω/c)2χ̂xxxx(ω)

2k
. (7.25)

It is useful to note that had we included variation in the y-direction, then the
term ∂2A/∂Y2 would be added to (7.24) and we would have found

2ik
∂A
∂Z′
+ ∇2A − kk′′

∂2A
∂ξ2
+ 2kν|A|2A = 0, (7.26)

where

∇2A =
∂2A
∂X2
+
∂2A
∂Y2

.

If there is no variation in the X-direction then we get the (1 + 1)-dimensional
(one space dimension and one time dimension) nonlinear Schrödinger (NLS)
equation describing the slowly varying wave amplitude A of an electromag-
netic wave in cubically nonlinear bulk media

i
∂A
∂Z
+

(−k′′(ω)
2

)
∂2A
∂ξ2
+ ν|A|2A = 0, (7.27)

where we have removed the prime from Z′ for convenience. If k′′ < 0 then we
speak of anomalous dispersion. The NLS equation is then called “focusing”
and gives rise to “bright” soliton solutions as discussed in Chapter 6 (note:
ν > 0 and k > 0, χ̂xxxx > 0). If k′′ > 0 then the system is said to have normal
dispersion and the NLS equation is called “defocusing”. This equation then
admits “dark” soliton solutions (see also Chapter 6).
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Next we remark about the coefficient of nonlinearity ν defined in (7.25).
The previous derivation of the NLS equation was for electromagnetic waves in
bulk optical media. In the field of optical communications, one is interested in
waves propagating down narrow fibers. Perhaps surprisingly, the NLS arises
again in exactly the same form as (7.27) with only a small change in the value
of ν:

νeff =
ν

Aeff
=

3(ω/c)2χ̂xxxx(ω)
2kAeff

;

thus ν only changes from its vacuum value by an additional factor in the
denominator. Here, Aeff corresponds to the effective cross-sectional area of
the fiber; see Hasegawa and Kodama (1995) and Agrawal (2001) for more
information.

We often write ν in a slightly different way,

ν =
ω

c
ñ2(ω),

so that the nonlinear index of refraction ñ2 is

ñ2(ω) =
3ω
2kc

χ̂xxxx(ω).

We can relate the linear and quadratic indices of refraction (n0(ω) and ñ2(ω))
to the Stokes frequency shift as follows. We assume the wave amplitude has
the following ansatz

A(Z, ξ) = Ã(Z)e−ikZ ,

called a CW or continuous wave, i.e., this is the electromagnetic analog of a
Stokes water wave. Substituting this into (7.27) gives

−i
∂Ã
∂Z
= kÃ + ν|Ã|2Ã

=
ω

c
(n0 + ñ2|Ã|2)Ã.

(7.28)

If we multiply (7.28) by Ã∗ then add that to the conjugate of (7.28) multiplied
by Ã, we see that

∂

∂Z
|Ã|2 = 0 ⇒ |Ã(Z)|2 = |Ã(0)|2.
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Now we can solve (7.28) directly to find

Ã(Z) = Ã(0) exp
(
i
ω

c
(n0 + ñ2|Ã(0)|2)Z

)
.

The additional “nonlinear” frequency shift is ñ2|Ã(0)|2. This term is often
referred to as self-phase-modulation. Hence the wavenumber, k, is now a
function of the initial amplitude and the frequency

k(ω, |Ã(0)|) = ω

c
(n0 + ñ2|Ã(0)|2).

In the literature, the index of refraction combining both the linear and
quadratically nonlinear indices is often written in terms of the initial electric
field E

n(ω, E(0)) = n0(ω) + n2(ω)|Ex(0)|2.
Since we assumed the form

Ex(0) = ε(A(0)eiθ + c.c.) = ε(Ã(0)e−iωt + c.c.) = 2ε|Ã(0)| cos(ωt + φ0),

for the electric field, we see that

|Ã(0)| = |Ex(0)|
2

⇒ n2 =
ñ2

4
.

Including quadratic nonlinear media; NLS with mean terms
We will briefly discuss the effects of including a non-zero quadratic nonlinear
polarization. This implies that the second-order susceptibility tensor χ(2) in the
nonlinear polarization is non-zero.

Recall the definition of the nonlinear polarization for quadratic and cubic
media is written schematically as,

PNL(E) =
∫

χ(2) : EE +
∫

χ(3)...EEE + . . .

where the symbols “:” and “
...” represent tensor notation. The ith component of

the quadratic term in the nonlinear polarization is written

P(2)
NL,i =

∑
j,k

∫ ∞

−∞
χi jk(t − τ1, t − τ2)E j(τ1)Ek(τ2) dτ1dτ2.

In the derivation of the nonlinear Schrödinger equation with cubic nonlinear-
ity, the nonlinear terms entered the calculation at third order. The multi-scale
procedure for χ(2) � 0 follows the same lines as before:



7.3 Derivation of the NLS equation 181

E = εE(1) + ε2E(2) + ε3E(3) + · · ·

E(1) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
E(1)

x

0
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
E(1)

x = A(X,Y,Z,T )eiθ + c.c.,

see (7.10) and (7.11); to be general, we allow the amplitude A to depend on
X = εx,Y = εy,Z = εz and T = εt. The new terms of interest due to the
quadratic nonlinearity are (Ablowitz et al., 1997, 2001a):

E(2)
x = 4

(
ω

c

)2 χ̂xxx

Δ(ω)

(
A2e2iθ + c.c.

)
+ φx

E(2)
y = φy

E(2)
z = i

n2
x

kn2
z

∂A
∂X

eiθ + c.c. + φz

n2
x = 1 + χ̂xx(ω), n2

z = 1 + χ̂zz(ω), k =
ω

c
nx(ω)

Δ(ω) = (2k(ω))2 − (k(2ω))2 � 0.

We assume that χyy = χxx. Notice the inclusion of “mean” terms φx, φy, φz.
If |Δ(ω)| � 1 then second harmonic resonance generation occurs (Agrawal,
2002). We will assume Δ(ω) � 0 and Δ(ω) is not small.

In our derivation of NLS for cubic media, the only term at third order that
gave rise to secularity was eiθ. Now, at third order, we have two sources for
secularity, eiθ and the mean term ei0 (see also the derivation of NLS from KdV
in Chapter 6). Removing these secular terms in the usual way as before leads
to the following equations:

O(ε3) : eiθ → 2ik∂Z A +
(
∂2

X + ∂
2
Y − kk′′∂2

ξ

)
A

+ (M1|A|2 + M0φx)A = 0 (7.29)

ei0 →
(
αx∂

2
X + ∂

2
Y + sx∂

2
ξ

)
φx −

(
N1∂

2
ξ − N2∂

2
X

)
|A|2 = 0. (7.30)

In this, the change of variable, ξ = T − k′(ω)Z, was made and the following
definitions used:

M0 = 2
(
ω

c

)2
χ̂xxx(ω, 0), M1 = 3

(
ω

c

)2
χ̂xxxx(ω,ω,−ω)

+
8(ω/c)4χ̂xxx(2ω,−ω)χ̂xxx(ω,ω)

Δ(ω)
,
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N1 =
2
c2
χ̂xxx(ω,−ω), N2 =

c2N1

1 + χ̂xx(ω)
,

αx =
1 + χ̂xx(ω)
1 + χ̂zz(ω)

, sx = k′(ω)2 − 1 + χ̂xx(ω)
c2

.

There are several things to notice. First, if χ̂xxx = 0 then N1 = N2 =

M0 = 0, M1 = 2(ω/c)2χ̂xxx(ω,−ω). Thus (7.29) reduces to the nonlinear
Schrödinger equation obtained earlier for cubic media. Since (7.29) of NLS-
type but includes a mean term φx we call it NLS with mean (NLSM). We
must solve these coupled equations (7.29) and (7.30) for φx and A. It turns out,
when χxx = χyy, that the mean terms φy, φz decouple from the φx equation
and they can be solved in terms of φx and A (Ablowitz et al., 1997, 2001a).
These equations, (7.29) and (7.30), are a three-dimensional generalization of
the Benney–Roskes (BR) type equations which we discussed in our study of
multi-dimensional water waves in Chapter 6. Moreover, when A is independent
of time, t, i.e., independent of ξ, then (7.29) and (7.30) are (2+ 1)-dimensional
and reduce to the BR form discussed in Section 6.8 and wave collapse is
possible (see also Ablowitz et al., 2005).

7.4 Magnetic spin waves

In this section, we will briefly discuss a problem involving magnetic materials.
As discussed in Section 7.1, in this case, we neglect the polarization, P = 0,
but we do include magnetization M(H).

The typical situation is schematically depicted in Figure 7.1 Kalinikos et al.,
1997; Chen et al., 1994; Tsankov et al., 1994; Patton et al., 1999; Kalinikos
et al., 2000; Wu et al., 2004, and references therein). Consider a slab of
magnetic material with magnetization Ms of thickness d. Suppose an exter-
nal magnetic field Gs is applied from above and below the slab. We wish to
determine an equation for the magnetic field H inside the slab. The imposed
magnetic field Gs induces a magnetization m inside the material. The total
magnetization inside the slab is taken to be

M = Ms + m.

We write the magnetic fields inside and outside the slab as

H = Hs + h, G = Gs + g.

A relation between the steady state values of the internal and external fields as
well as the magnetization, Hs, Gs, and Ms, will be determined by the boundary
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d

Gs

Gs

Figure 7.1 Magnetic slab.

conditions. Once a perturbation is introduced into the system, h, g, m are non-
trivial. The goal is to find the equations governing these quantities.

Recall from Section 7.1 the dynamical equations for the magnetic field H
and the magnetization M with no source currents or charge:

∇ × (∇ × H) = ∇2H − ∇(∇ · H) =
1
c2

∂2

∂t2
(H + M(H)) (7.31)

∇ · (H + M(H)) = 0. (7.32)

We also need a relation between the magnetic field H and the magnetization
M. The approximation we will work with, assuming no damping, is the so-
called “torque” equation

∂M
∂t
= −γM × H.

Since 1/c2 is very small given the scales we are interested in, we neglect the
time derivative term in (7.31) and get the following quasistatic approximation
for the magnetic field inside the slab:

∇ × H = 0

∇ · (H + M) = 0

∂M
∂t
= −γM × H.

(7.33)

Outside the slab we have

∇ × G = 0

∇ · G = 0.
(7.34)

The coordinate origin is taken to be in the center of the slab and the
z-direction is vertical thus Gs = Gs ẑ. We also take Hs = Hs ẑ, Ms = Ms ẑ, with
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Gs, Hs, Ms all constant. The boundary conditions (since we have no sources)
are derived from the continuity of the induction and magnetic fields that can
be written as

Hx = Gx, Hy = Gy, Hs + Ms = Gs all at z = ±d
2
.

It is convenient to introduce the scalar potentials ψ and φ as

h = ∇ψ,
g = ∇φ.

Thus (7.33) and (7.34) can be reduced to

∂m
∂t
= −γ(Ms × h + m× Hs + m× h)

∇2ψ + ∇ · m = 0 (inside slab)

∇2φ = 0 (outside slab).

(7.35)

Suppose we assume a quasi-monochromatic wave expansion for the
potentials:

φ = ε(φ(1)eiθ + c.c.) + ε2(φ(0) + φ(2)e2iθ + c.c.) + · · ·

ψ = ε(ψ(1)eiθ + c.c.) + ε2(ψ(0) + ψ(2)e2iθ + c.c.) + · · ·

m = ε

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m(1)

1

m(1)
2
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (eiθ + c.c.) + · · · .

where θ = kx − ωt and φ( j), ψ( j), m( j) are slowly varying functions of x, t and
are independent of y; i.e., φ( j) = φ( j)(X,T ), X = εx, T = εt, etc.

The first of (7.35) show that m(1)
1 and m(1)

2 satisfy

−iωm(1)
1 = −ωHm(2)

1 − iωm(2)
1 = −ikωMψ

(1) + ωHm(1)
1

where ωM = γMs, ωH = γHs. Hence

m(1)
1 = χ1ikψ(1), m(1)

2 = −χ2kψ(1),

where

χ1 =
ωHωM

ω2
H − ω2

, χ2 =
ωMω

ω2
H − ω2

.
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To satisfy the latter two equations in (7.35) we find

φ(1) = A(X,T )e−k(|z|− d
2 ) cos(k1d/2)

ψ(1) = A(X,T ) cos(k1z),

with

k2
1 = k2(1 + χ1).

Using continuity of the vertical fields, hz + mz = gz or ∂zψ = ∂zφ at z=± d/2,
we find the dispersion relation

(1 + χ1)1/2 = cot(k1d/2),

which implicitly determines ω = ω(k). Finally we remark that at higher order
in the perturbation expansion, from a detailed calculation, an NLS equation for
A = A(X,T ) is determined. For thin films (d � 1), the equation is found to be
(see Zvezdin and Popkov, 1983)

i(AT + vgAX) + ε

(
ω′′(k)

2
AXX + n|A|2A

)
= 0,

where n is a suitable function of k, γ, Hs, and Ms.

Exercises

7.1 (a) Derive the NLS equation (7.23) filling in the steps in the derivation.
(b) Obtain an NLS equation in electromagnetic “bulk” media when

the slowly varying amplitude A in ( 7.15) is independent of T ;
here the longitudinal direction plays the role of the the temporal
variable.

(c) Obtain the NLS equation in these (bulk) media when the slowly
varying amplitude A in (7.15) is a function of X, Y , Z, T . What
happens when A is independent of T?

7.2 (a) Derive the “NLSM system (7.29)–(7.30) by filling in the steps in the
derivation.

(b) Derive time-independent systems similar to those discussed by
Ablowitz et al. (2005) (see also Chapter 6) by assuming the ampli-
tude is steady; i.e., has no time dependence.

7.3 Assume quasi-monchromatic waves in both transverse dimensions and
obtain a vector NLSM system in quadratic (χ(2) � 0) nonlinear optical
media. Hint: see Ablowitz et al. (1997, 2001a).
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7.4 Use (7.35), and the assumed form of solution in that subsection, to obtain
the linear dispersion relation of a wave eikx−ωt) propagating in a ferro-
magnetic strip of width d (like that depicted in Figure 7.1) but now with
the external magnetic field aligned along the:
(a) x-axis;
(b) y-axis.
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8
Solitons and integrable equations

In this chapter we begin by finding traveling wave solutions. We then discuss
the so-called Miura transformation that is used to find an infinite num-
ber of conservation laws and the associated linear scattering problem, the
time-independent Schrödinger scattering problem, for the Korteweg–de Vries
(KdV) equation. Lax pairs and an expansion method that shows how com-
patible linear problems are related to other nonlinear evolution equations are
described. An evolution operator, sometimes referred to as a recursion oper-
ator, is also included. This operator can be used to find general classes of
integrable nonlinear evolution equations. We point out that there are a num-
ber of texts that discuss these matters (Ablowitz and Segur, 1981; Novikov
et al., 1984; Calogero and Degasperis, 1982; Dodd et al., 1984; Faddeev and
Takhtajan, 1987); we often follow closely the analytical development Ablowitz
and Clarkson (1991).

8.1 Traveling wave solutions of the KdV equation

We begin with the Korteweg–de Vries equation in non-dimensional form

ut + 6uux + uxxx = 0. (8.1)

For the dimensional form of the equation we refer the reader to Chapter 1.
An important property of the KdV equation is the existence of traveling wave
solutions, including solitary wave solutions. The solutions are written in terms
of elementary or elliptic functions. Since a discussion of this topic appears in
Chapter 1 we will sometimes call on those results here.

A traveling wave solution of a PDE in one space, one time dimension, such
as the KdV equation, where t ∈ R, x ∈ R are temporal and spatial variables
and u ∈ R the dependent variable, has the form

189
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u(x, t) = w(x −Ct) = w(z). (8.2)

A solitary wave is a special traveling wave solution, which is bounded and has
constant asymptotic states as z→ ∓∞.

To obtain traveling wave solutions of the KdV equation (8.1), we seek a
solution in the form (8.2) that yields a third-order ordinary differential equation
for w

d3w
dz3
+ 6w

dw
dz
−C

dw
dz
= 0.

Integrating this once gives

d2w
dz2
+ 3w2 −Cw = E1, (8.3)

with E1 an arbitrary constant. Multiplying (8.3) by dw/dz and integrating again
yields

1
2

(
dw
dz

)2
= f (w) = −(w3 −Cw2/2 − E1w − E2), (8.4)

with E2 another arbitrary constant. We are interested in obtaining real, bounded
solutions for the KdV equation (8.1), so we require that f (w) ≥ 0. This leads
us to study the zeros of f (w). There are two cases to consider: when f (w) has
only one real zero or when f (w) has three real zeros.

If f (w) has only one real zero, say w = α, so that f (w) = −(w − α)3, we can
integrate directly to find that

u(x, t) = w(x −Ct) = α − 2
(x − 6αt − x0)2

.

So there are no bounded solutions in this case.
On the other hand, if f (w) has three real zeros, which we take without loss

of generality to satisfy α ≤ β ≤ γ, then

f (w) = −(w − α)(w − β)(w − γ), (8.5)

where γ = 2(α + β + γ), E1 = −2(αβ + βγ + γα), E2 = 2αβγ.
Suppose α, β, γ are distinct; then the solution of the KdV equation may

be expressed in terms of the Jacobian elliptic function cn(z; m) (see also
Chapter 1)

u(x, t) = w(x −Ct)= β + (γ − β) cn2
{[

1
2 (γ − α)

]1/2
[x −Ct − x0] ; m

}
,

(8.6)
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with

C = 2(α + β + γ), m =
γ − β
γ − α, where 0 < m < 1, (8.7)

x0 is a constant and m denotes the modulus of the Jacobian elliptic function.
These solutions of the KdV equation were originally found by Korteweg and
de Vries; in fact they called these solutions cnoidal waves. Since cn(z; m) has
period [z] = 4K(m) where K is the complete elliptic integral of the first kind,
we have that the period of u(x, t) is [x] = L = 2K(m)/

(
1
2 (γ − α)

)
.

Noting that cn(z; m) = cos(z) + O(m) for m � 1 (β→ γ), it follows that

u(x, t) = w(x −Ct) ∼ 1
2 (β + γ) +

γ − β
2

cos {2κ[x −Ct − x0]} ,

where κ2 = 1
2 (γ − α), C ≈ 2(α − 2β). Thus when γ → β we have the limiting

case of a sinusoidal wave.
Next suppose in (8.6), (8.7) we take the limit β → α (i.e., m → 1), with

β � γ; then since cn(z; 1) = sech(z) it reduces to the solitary wave solution

u(x, t) = w(x −Ct) = β + 2κ2 sech2
{
κ[x − (4κ2 + 6βu0)t + δ0]

}
(8.8)

where κ2 = 1
2 (γ − β).

It then follows that the speed of the wave relative to the uniform state u0

is related to the amplitude: bigger solitary waves move faster than smaller
ones. Note, if β = 0 (α = 0), then the wave speed is twice the amplitude.
It is also clear that the amplitude 2κ2 is independent of the uniform back-
ground β. Finally the width of the solitary wave is inversely proportional to
κ; hence narrower solitary waves are taller and faster. We note that these soli-
tary waves are consistent with the observations of J. Scott Russell mentioned in
Chapter 1.

If α < β = γ, then the solution of (8.6) is given by

u(x, t) = w(x −Ct),

= β − (β − α) sec2
{[

1
2 (β − α)

]1/2
[x − 2(α + 2β)t − x0]

}
[this can be obtained by using (8.5) and directly integrating], where x0

is a constant. This solution is unbounded unless α = β in which case
u = u0 = β.
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8.2 Solitons and the KdV equation

As discussed in Chapter 1, the physical model that motivated the recent
discoveries associated with the KdV equation (1.5) was a problem of a one-
dimensional anharmonic lattice of equal masses coupled by nonlinear strings
that remarkably was studied numerically by Fermi, Pasta and Ulam (FPU).

The FPU model consisted of identical masses, m, connected by nonlinear
springs with the force law F(Δ) = −k(Δ + αΔp), with k > 0, α being spring
constants:

m
d2yn

dt2
= k[yn+1 − yn + α(yn+1 − yn)p] − k[yn − yn−1 + α(yn − yn−1)p]

= k(yn+1 − 2yn + yn−1) + kα[(yn+1 − yn)p − (yn − yn−1)p]
(8.9)

for n = 1, 2, . . . ,N − 1, with y0 = 0 = yN and initial condition yn(0) =
sin(nπ/N), yn,t(0) = 0.

In 1965, Zabusky and Kruskal transformed the differential-difference equa-
tion (8.9) to a continuum model and studied the case p = 2. Calling the length
between springs h, t = ωt (with ω =

√
K/m), x = x/h with x = nh and

expanding yn±1 in a Taylor series, then (dropping the tildes) (8.9) reduces to

ytt = yxx + εyxyxx +
1

12 h2yxxxx + O(εh2, h4), (8.10)

where ε = 2αh. They found (see Chapter 1) an asymptotic reduction by looking
for a solution of the form (unidirectional waves)

y(x, t) ∼ φ(ξ, τ), ξ = x − t, τ = 1
2εt,

whereupon (8.10), with u = φξ, and ignoring small terms, where δ2 = h2/12ε,
reduces to the KdV equation [with different coefficients from (8.1)]

uτ + uuξ + δ
2uξξξ = 0. (8.11)

It is also noted that when the force law is taken as F(Δ) = −k(Δ + αΔp) with
p = 3 then, after rescaling, one obtains the modified KdV (mKdV) equation
(see also the next section)

uτ + u2uξ + δ
2uξξξ = 0.

We saw earlier that the KdV equation possesses a solitary wave solution;
see (8.8). Although solitary wave solutions of the KdV equation had been
well known for a long time, it was not until Zabusky and Kruskal, in 1965,
did extensive numerical studies for the KdV equation (8.11) that the remark-
able properties of the solitary waves associated with the KdV equation were
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discovered. Zabusky and Kruskal considered the initial value problem for the
KdV equation (8.11) with (δ2 � 1) the initial condition

u(ξ, 0) = cos(πξ), 0 ≤ ξ ≤ 2,

where u, uξ, uξξ are periodic on [0, 2] for all t. As also described in Chapter
1, they found that after a short time the wave steepens and almost produces a
shock, but the dispersive term δ2uxxx then becomes significant and a balance
between the nonlinear and dispersion terms ensues. Later the solution devel-
ops a train of (eight) well-defined waves, each like a solitary wave (i.e., sech2

functions), with the faster (taller) waves catching up and overtaking the slower
(smaller) waves.

From this they observed that when two solitary waves with different wave
speeds are initially well separated, with the larger one to the left (the waves
are traveling from left to right), then the faster, taller wave catches up and
subsequently overlaps the slower, smaller one; the waves interact nonlinearly.
After the interaction, they found that the waves separate, with the larger one
in front and slower one behind, but both having regained the same amplitudes
they had before the interactions, the only effect of the interaction being a phase
shift; that is, the centers of the waves are at different positions than where they
would have been had there been no interaction. Thus they deduced that these
nonlinear solitary waves essentially interacted elastically. Making the analogy
with particles, Zabusky and Kruskal called these special waves solitons.

Mathematically speaking, a soliton is a solitary wave that asymptotically
preserves its shape and velocity upon nonlinear interaction with other solitary
waves, or more generally, with another (arbitrary) localized disturbance.

In the physics literature the term soliton is often meant to be a solitary wave
without the elastic property. When dealing with physical problems in order to
be consistent with what is currently accepted, we frequently refer to solitons
in the latter sense (i.e., solitary waves without the elastic property).

Kruskal and Zabusky’s remarkable numerical discovery demanded an ana-
lytical explanation and a detailed mathematical study of the KdV equation.
However the KdV equation is nonlinear and at that time no general method of
solution for nonlinear equations existed.

8.3 The Miura transformation and conservation laws
for the KdV equation

We have seen that the KdV equation arises in the description of physically
interesting phenomena; however interest in this nonlinear evolution equation
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is also due to the fact that analytical developments have led researchers to
consider the KdV equation to be an integrable or sometimes referred to as
an exactly solvable equation. This terminology is a consequence of the fact
that the initial value problem corresponding to appropriate data (e.g., rapidly
decaying initial data) for the KdV equation can be “solved exactly”, or more
precisely, linearized by a method that employs inverse scattering. The inverse
scattering method was discovered by Gardner, Greene, Kruskal and Miura
(1967) as a means for solving the initial value problem for the KdV equation
on the infinite line, for initial values that decay sufficiently rapidly at infin-
ity. Subsequently this method has been significantly enhanced and extended
by many researchers and is usually termed the inverse scattering transform
(IST) (cf. Ablowitz and Segur, 1981; Ablowitz and Clarkson, 1991; Ablowitz
et al., 2004b). We also note that Lax and Levermore (1983a,b,c) and Venakides
(1985) have reinvestigated (8.11) with δ small; that leads to an understanding
of the weak limit of KdV.

The KdV equation has several other remarkable properties beyond the exis-
tence of solitons (discussed earlier), including the possession of an infinite
number of polynomial conservation laws. Discovering this was important in
the development of the general method of solution for the KdV equation.

Associated with a partial differential equation denoted by

F[x, t; u(x, t)] = 0, (8.12)

where t ∈ R, x ∈ R are temporal and spatial variables and u(x, t) ∈ R the
dependent variable (in the argument of F additional partial derivatives of u are
understood) may be a conservation law; that is, an equation of the form

∂tTi + ∂xXi = 0, (8.13)

that is satisfied for all solutions of (8.12). Here Ti(x, t; u), called the conserved
density, and Xi(x, t; u), the associated flux, are, in general, functions of x, t, u
and the partial derivatives of u – see also Chapter 2.

If additionally, u → 0 as |x| → ∞ sufficiently rapidly, then by integrat-
ing (8.13) we get

d
dt

∫ ∞

−∞
Ti(x, t; u) dx = 0

in which case ∫ ∞

−∞
Ti(x, t; u) dx = ci,

where ci, constant, is called the conserved quantity.
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For the KdV equation (1.5), the first three conservation laws are

(u)t + (3u2 + uxx)x = 0,

(u2)t +
(
4u3 + 2uuxx − u2

x

)
x
= 0,(

u3 − 1
2 u2

x

)
t
+
(

9
2 u4 + 3u2uxx − 6uu2

x − uxuxxx +
1
2 u2

xx

)
x
= 0.

The first two of these correspond to conservation of mass (or sometimes
momentum) and energy, respectively. The third is related to the Hamiltonian
(Whitham, 1965). The fourth and fifth conservation laws for the KdV equa-
tion were found by Kruskal and Zabusky. Subsequently some additional ones
were discovered by Miura and it was conjectured that there was an infinite
number.

After studying these conservation laws of the KdV equation and those asso-
ciated with another equation, the so-called modified KdV (mKdV) equation
that we write as

mt − 6m2mx + mxxx = 0, (8.14)

Miura (1968) discovered that with a solution m of (8.14), then u given by

u = −m2 − mx, (8.15)

is a solution of the KdV equation (8.1). Equation (8.15) is known as the Miura
transformation. Direct substitution of (8.15) into (1.5) yields

ut + 6uux + uxxx = −
(
m2 + mx

)
t
+ 6
(
m2 + mx

) (
m2 + mx

)
x
−
(
m2 + mx

)
xxx

= − (2mmt + mxt) + 6
(
m2 + mx

)
(2mmx + mxx)

− (2mmxxx + 6mxmxx + mxxxx)

= −
(
mxt − 6m2mxx − 12mm2

x + vxxxx

)
− (2mmt − 12m3mx + 2mmxxx)

= −(2m + ∂x)(mt − 6m2mx + mxxx)

= −(2m + ∂x)
(
mt − 6m2mx + mxxx

)
.

Note that every solution of the mKdV equation (8.14) leads, via Miura’s trans-
formation (8.15), to a solution of the KdV equation, but the converse is not
true; i.e., not every solution of the KdV equation can be obtained from a solu-
tion of the mKdV equation – see, for example, Ablowitz, Kruskal and Segur
(1979). Miura’s transformation leads to many other important results related
to the KdV equation. Initially it formed the basis of a proof that the KdV and
mKdV equations have an infinite number of conserved densities (Miura et al.,
1968), which is outlined below. Importantly, Miura’s transformation (8.15) was
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also critical in the development of the inverse scattering method or inverse
scattering transform (IST) for solving the initial value problem for the KdV
equation (8.1) – details are in the next chapter.

To show that the KdV equation admits an infinite number of conservation
laws, define a variable w by the relation

u = w − εwx − ε2w2, (8.16)

which is a generalization of Miura’s transformation (8.15).1 Then the equiva-
lent relation is

ut + 6uux + uxxx =
(
1 − ε∂x − 2ε2w

)
(wt + 6(w − ε2w2)wx + wxxx).

Therefore u, as defined by (8.16), is a solution of the KdV equation provided
that w is a solution of

wt + 6(w − ε2w2)wx + wxxx = wt + ∂x(3w2 − 2w3 + wxx) = 0. (8.17)

Since the KdV equation does not contain ε, then its solution u depends only
upon x and t. However w, a solution of (8.17), depends on x, t and ε. Since ε
is arbitrary we can seek a formal power series solution of (8.16), in the form

w(x, t; ε) =
∞∑

n=0

wn(x, t)εn. (8.18)

The equation (8.17) is in conservation form, thus∫ ∞

−∞
w(x, t; ε) dx = constant,

and so ∫ ∞

−∞
wn(x, t) dx = constant,

for each n = 0, 1, 2, . . . . Substituting (8.18) into (8.16), equating coefficients
of powers of ε and solving recursively gives

w0 = u,

w1 = w0,x = ux,

w2 = w1,x + w2
0 = uxx + u2,

w3 = w2,x + 2w0w1 = uxxx + 4uux = (uxx + 2u2)x ,

w4 = w3,x + 2w0w2 + w2
1 = uxxxx + 6uuxx + 5u2

x + 2u3,

(8.19)

1 Taking m = εw − 1/ε and performing a Galilean transformation.
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etc. Continuing to all powers of ε gives an infinite number of conserved
densities. The corresponding conservation laws may be found by substitut-
ing (8.18)–(8.19) into (8.17) and equating coefficients of powers of ε. We
further note that odd powers of ε are trivial since they are exact derivatives. So
the even powers give the non-trivial conservation laws for the KdV equation.

8.4 Time-independent Schrödinger equation and a
compatible linear system

The Miura transformation (8.15) may be viewed as a Riccati equation for m
in terms of u. It is well known that it may be linearized by the transformation
m = vx/v, which yields

u + m2 + mx = u +
v2

x

v2
+

(
vxx

v
− v2

x

v2

)
= 0,

and so u = −vxx/v or

vxx + uv = 0. (8.20)

This is reminiscent of the Cole–Hopf transformation (see Section 3.6). How-
ever, (8.20) does not yield an explicit linearization for the KdV equation. Much
more must be done. Since the KdV equation is Galilean invariant – that is, it is
invariant under the transformation

(x, t, u(x, t))→ (x − 6λt, t, u(x, t) + λ) ,

where λ is some constant – then it is natural to consider

Lv := vxx + u(x, t)v = λv. (8.21)

This equation is the time-independent Schrödinger equation that has been
extensively studied by mathematicians and physicists; we note that here t plays
the role of a parameter and u(x, t) the potential.

The associated time dependence of the eigenfunctions of (8.21) is given by

vt = (γ + ux)v − (4λ + 2u)vx, (8.22)

where γ is an arbitrary constant. This form is different from the original one
found by Gardner, Greene, Kruskal and Miura (1967); see also Gardner et al.
(1974): it is simpler and leads to the same results. Then if λ = λ(t) from (8.21)
and (8.22) we obtain

vtxx =
[
(γ + ux)(λ − u) + uxxx + 6uux

]
v − (4λ + 2u)(λ − u)vx,

vxxt =
[
(λ − u)(γ + ux) − ut + λt

]
v − (λ − u)(4λ + 2u)vx.
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Therefore (8.21) and (8.22) are compatible, i.e., vxxt = vtxx, if λt = 0 and u
satisfies the KdV equation (1.5). Similarly, if (1.5) is satisfied, then necessarily
the eigenvalues must be time independent (i.e., λt = 0).

It turns out that the eigenvalues and the behavior of the eigenfunctions
of the scattering problem (8.21) as |x| → ∞, determine the scattering data,
S (λ, t), which in turn depends upon the potential u(x, t). The direct scattering
problem is to map the potential into the scattering data. The time evolution
equation (8.22) takes initial scattering data S (λ, t = 0) to data at any time
t, i.e., to S (λ, t). The inverse scattering problem is to reconstruct the poten-
tial from the scattering data. The details of the solution method of the KdV
equation (8.1) are described in the next chapter.

8.5 Lax pairs

Recall that the operators associated with the KdV equation are

Lv = vxx + u(x, t)v = λv,

vt =Mv = (ux + γ)v − (2u + 4λ)vx,

where γ is an arbitrary constant parameter and λ is a spectral parameter that
is constant (λt = 0). We found that these equations are compatible (i.e., vxxt =

vtxx) provided that u satisfies the KdV equation (8.1).
Lax (1968) put the inverse scattering method for solving the KdV equation

into a more general framework that subsequently paved the way to gener-
alizations of the technique as a method for solving other partial differential
equations. Consider two operators L and M, where L is the operator of the
spectral problem andM is the operator governing the associated time evolution
of the eigenfunctions

Lv = λv, (8.23)

vt =Mv. (8.24)

Now take ∂/∂t of (8.23), giving

Ltv +Lvt = λtv + λvt;

hence using (8.24)

Ltv +LMv = λtv + λMv,

= λtv +Mλv,

= λtv +MLv.
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Therefore we obtain

[Lt + (LM−ML)] v = λtv,

and hence in order to solve for non-trivial eigenfunctions v(x, t)

Lt + [L,M] = 0, (8.25)

where

[L,M] := LM−ML,
if and only if λt = 0. Equation (8.25) is sometime called Lax’s equation and
L, M are called the Lax pair. Furthermore, (8.25) contains a nonlinear evolu-
tion equation for suitably chosen L andM. For example, if we take [suitably
replacing λ by ∂2

x + u in (8.24)]

L = ∂2

∂x2
+ u, (8.26)

M = γ − 3ux − 6u
∂

∂x
− 4

∂3

∂x3
, (8.27)

then L andM satisfy (8.25) and u satisfies the KdV equation (8.1). Therefore,
the KdV equation may be thought of as the compatibility condition of the two
linear operators given by (8.26), (8.27). As we will see below, there is a general
class of equations that are associated with the Schrödinger operator (8.26).

8.6 Linear scattering problems and associated nonlinear
evolution equations

Following the development of the method of inverse scattering for the KdV
equation by Gardner, Greene, Kruskal and Miura (1967), it was then of consid-
erable interest to determine whether the method would be applicable to other
physically important nonlinear evolution equations. The method was thought
to possibly only apply to one physically important equation; perhaps it was
analogous to the Cole–Hopf transformation (Cole, 1951; Hopf, 1950) that
linearizes Burgers’ equation (see Chapter 3)

ut + 2uux − uxx = 0.

Namely, if we make the transformation u = −φx/φ, then φ(x, t) satisfies the
linear heat equation φt − φxx = 0. [We remark that Forsyth (1906) first pointed
out the relationship between Burgers’ equation and the linear heat equa-
tion]. But Burgers’ equation is the only known physically significant equation
linearizable by the above transformation.
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However, Zakharov and Shabat (1972) proved that the method was
indeed more general. They extended Lax’s method and related the nonlinear
Schrödinger equation

iut + uxx + κu
2u∗ = 0, (8.28)

where ∗ denotes the complex conjugate and κ is a constant, to a certain linear
scattering problem or Lax pairs where nowL andM are 2×2 matrix operators.
Using these operators, Zakharov and Shabat were able to solve (8.28), given
initial data u(x, 0) = f (x), assuming that f (x) decays sufficiently rapidly as
|x| → ∞. Shortly thereafter, Wadati (1974) found the method of solution for
the modified KdV equation

ut − 6u2ux + uxxx = 0, (8.29)

and Ablowitz, Kaup, Newell and Segur (1973a), motivated by some important
observations by Kruskal, solved the sine–Gordon equation:

uxt = sin u. (8.30)

Ablowitz, Kaup, Newell and Segur (1973b, 1974) then developed a general
procedure, which showed that the initial value problem for a remarkably large
class of physically interesting nonlinear evolution equations could be solved by
this method. There is also an analogy between the Fourier transform method
for solving the initial value problem for linear evolution equations and the
inverse scattering method. This analogy motivated the term: inverse scattering
transform (IST) (Ablowitz et al., 1974) for the new method.

8.6.1 Compatible equations

Next we outline a convenient method for finding “integrable” equations.
Consider two linear equations

vx = Xv, vt = Tv, (8.31)

where v is an n-dimensional vector and X and T are n×n matrices. If we require
that (8.31) are compatible – that is, requiring that vxt = vtx – then X and T must
satisfy

Xt − Tx + [X,T] = 0. (8.32)

Equation (8.32) and Lax’s equation (8.26), (8.27) are similar; equation (8.31)
is somewhat more general as it allows more general eigenvalue dependence
other than Lv = λv.
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The method is sometimes referred to as the AKNS method (Ablowitz et al.,
1974). As an example, consider the 2 × 2 scattering problem [this is a general-
ization of the Lax pair studied by Zakharov and Shabat (1972)] given by (with
the eigenvalue denoted as k)

v1,x = −ikv1 + q(x, t)v2,

v2,x = ikv2 + r(x, t)v1,
(8.33)

with the linear time dependence given by

v1,t = Av1 + Bv2,

v2,t = Cv1 + Dv2,
(8.34)

where A, B, C and D are scalar functions of q(x, t), r(x, t), and their derivatives,
and k. In terms of X and T, we specify that

X =

(−ik q
r ik

)
, T =

(
A B
C D

)
.

Note that if there were any x-derivatives on the right-hand side of (8.34)
then they could be eliminated by use of (8.33). Furthermore, when r = −1,
then (8.33) reduces to the Schrödinger scattering problem

v2,xx + (k2 + q)v2 = 0. (8.35)

It is interesting to note that physically interesting nonlinear evolution equations
arise from this procedure when either r = −1 or r = q∗ (or r = q if q is real).

This method provides an elementary technique that allows us to find nonlin-
ear evolution equations. The compatibility of (8.33)–(8.34) – that is, requiring
that v j,xt = v j,tx, for j = 1, 2 – and the assumption that the eigenvalue k is time-
independent – that is, dk/dt = 0 – imposes a set of conditions that A, B, C and
D must satisfy. Sometimes the nonlinear evolution equations obtained this way
are referred to as isospectral flows. Namely,

v1,xt = −ikv1,t + qtv2 + qv2,t,

= −ik(Av1 + Bv2) + qtv2 + q(Cv1 + Dv2),

v1,tx = Axv1 + Av1,x + Bxv2 + Bv2,x,

= Axv1 + A(−ikv1 + qv2) + Bxv2 + B(ikv2 + rv1).

Hence by equating the coefficients of v1 and v2, we obtain

Ax = qC − rB,

Bx + 2ikB = qt − (A − D)q,
(8.36)
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respectively. Similarly

v2,xt = ikv2,t + rtv1 + rv1,t,

= ik(Cv1 + Dv2) + rtv1 + a(A1 + Bv2),

v2,tx = Cxv1 +Cv1,x + Dxv2 + Dv2,x,

= Cxv1 +C(−ikv1 + qv2) + Dxv2 + D(ikv2 + rv1),

and equating the coefficients of v1 and v2 we obtain

Cx − 2ikC = rt + (A − D)r,

(−D)x = qC − rB.
(8.37)

Therefore, from (8.36), without loss of generality, we may assume D = −A,
and hence it is seen that A, B and C necessarily satisfy the compatibility
conditions

Ax = qC − rB,

Bx + 2ikB = qt − 2Aq,

Cx − 2ikC = rt + 2Ar.

(8.38)

We next solve (8.38) for A, B and C, thus ensuring that (8.33) and (8.34) are
compatible. In general, this can only be done if another condition (on r and q)
is satisfied, this condition being the evolution equation. Since k, the eigenvalue,
is a free parameter, we may find solvable evolution equations by seeking finite
power series expansions for A, B and C:

A =
n∑

j=0

Ajk
j, B =

n∑
j=0

Bjk
j, C =

n∑
j=0

C jk
j. (8.39)

Substituting (8.39) into (8.38) and equating coefficients of powers of k, we
obtain 3n+5 equations. There are 3n+3 unknowns, Aj, Bj, C j, j = 0, 1, . . . , n,
and so we also obtain two nonlinear evolution equations for r and q. Now let
us consider some examples.

Example 8.1 n = 2. Suppose that A, B and C are quadratic polynomials,
that is

A = A2k2 + A1k + A0,

B = B2k2 + B1k + B0,

C = C2k2 +C1k +C0.

(8.40)

Substitute (8.40) into (8.38) and equate powers of k. The coefficients of k3

immediately give B2 = C2 = 0. At order k2, we obtain A2 = a, a constant
(we could have allowed a to be a function of time, but for simplicity we do
not do so), B1 = iaq, C1 = iar. At order k1, we obtain A1 = b, constant, and
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for simplicity we set b = 0 (if b � 0 then a more general evolution equation
is obtained); then B0 = − 1

2 aqx and C0 =
1
2 arx. Finally, at order k0, we obtain

A0 =
1
2 arq + c, with c a constant (again for simplicity we set c = 0). Therefore

we obtain the following evolution equations

− 1
2 aqxx = qt − aq2r,
1
2 arxx = rt + aqr2.

(8.41)

If in (8.41) we set r = ∓q∗ and a = 2i, then we obtain the nonlinear Schrödinger
equation

iqt = qxx ± 2q2q∗. (8.42)

for both focusing (+) and defocusing (−) cases. In summary, setting r = ∓q∗,
we find that

A = 2ik2 ∓ iqq∗,

B = 2qk + iqx,

C = ±2q∗k ∓ iq∗x

(8.43)

satisfy (8.38) provided that q(x, t) satisfies the nonlinear Schrödinger equa-
tion (8.42).

Example 8.2 n = 3. If we substitute the following third-order polynomi-
als in k

A = a3k3 + a2k2 + 1
2 (a3qr + a1)k + 1

2 a2qr − 1
4 ia3(qrx − rqx) + a0,

B = ia3qk2 +
(
ia2q − 1

2 a3qx

)
k +
[
ia1q − 1

2 a2qx +
1
4 ia3(2q2r − qxx)

]
,

C = ia3rk2 +
(
ia2r + 1

2 a3rx

)
k +
[
ia1r + 1

2 a2rx +
1
4 ia3(2r2q − rxx)

]
,

into (8.38), with a3, a2, a1 and a0 constants, then we find that q(x, t) and r(x, t)
satisfy the evolution equations

qt +
1
4 ia3(qxxx − 6qrqx) + 1

2 a2(qxx − 2q2r) − ia1qx − 2a0q = 0,

rt +
1
4 ia3(rxxx − 6qrrx) − 1

2 a2(rxx − 2qr2) − ia1rx + 2a0r = 0.
(8.44)

For special choices of the constants a3, a2, a1 and a0 in (8.44) we find phys-
ically interesting evolution equations. If a0 = a1 = a2 = 0, a3 = −4i and
r = −1, then we obtain the KdV equation

qt + 6qqx + qxxx = 0.

If a0 = a1 = a2 = 0, a3 = −4i and r = q, then we obtain the mKdV equation

qt − 6q2qx + qxxx = 0.

[Note that if a0 = a1 = a3 = 0, a2 = −2i and r = −q∗, then we obtain the
nonlinear Schrödinger equation (8.42).]
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We can also consider expansions of A, B and C in inverse powers of k.

Example 8.3 n = −1. Suppose that

A =
a(x, t)

k
, B =

b(x, t)
k

, C =
c(x, t)

k
;

then the compatibility conditions (8.38) are satisfied if

ax =
i
2 (qr)t, qxt = −4iaq, rxt = −4iar.

Special cases of these are

(i)

a = 1
4 i cos u, b = −c = 1

4 i sin u, q = −r = − 1
2 ux :

then u satisfies the sine–Gordon equation

uxt = sin u.

(ii)

a = 1
4 i cosh u, b = −c = − 1

4 i sinh u, q = r = 1
2 ux,

where u satisfies the sinh–Gordon equation:

uxt = sinh u.

These examples only show a few of the many nonlinear evolution equations
that may be obtained by this procedure. We saw above that when r = −1, the
scattering problem (8.33) reduced to the Schrödinger equation (8.35). In this
case we can take an alternative associated time dependence

vt = Av + Bvx.

By requiring that this and (λ = k2)

vxx + (λ + q)v = 0

are compatible and assuming that dλ/dt = 0, yields equations for A and B
analogous to (8.38), then by expanding in powers of λ, we obtain a general
class of equations.
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8.7 More general classes of nonlinear evolution equations

A natural question is: what is a general class of “solvable” nonlinear evolution
equations? Here we use the 2 × 2 scattering problem

v1,x = −ikv1 + q(x, t)v2, (8.45a)

v2,x = −ikv2 + r(x, t)v1, (8.45b)

to investigate this issue. Ablowitz, Kaup, Newell and Segur (1974) answered
this question by considering the equations (8.45) associated with the functions
A, B and C in (8.34). Under certain restrictions, a relation was found that gives
a class of solvable nonlinear equations. This relationship depends upon the dis-
persion relation of the linearized form of the nonlinear equations and a certain
integro-differential operator. Suppose that q and r vanish sufficiently rapidly as
|x| → ∞: then a general evolution equation can be shown to be(

r
−q

)
t

+ 2A0(L)

(
r
q

)
= 0 (8.46a)

where A0(k) = lim|x|→∞ A(x, t, k) (we may think of A0(k) as the ratio of two
entire functions), and L is the integro-differential operator given by

L =
1
2i

(
∂x − 2r(I−q) 2r(I−r)
−2q(I−q) −∂x + 2q(I−r)

)
, (8.46b)

where ∂x ≡ ∂/∂x and

(I− f )(x) ≡
∫ x

−∞
f (y)dy. (8.46c)

Note that L operates on (r, q), and I− operates both on the functions immedi-
ately to its right and also on the functions to which L is applied. Equation (8.46)
may be written in matrix form

σ3ut + 2A0(L)u = 0,

where

σ3 =

(
1 0
0 −1

)
, u =

(
r
q

)
.

It is significant that A0(k) is closely related to the dispersion relation of the
associated linearized problem. If f (x) and g(x) vanish sufficiently rapidly as
|x| → ∞, then in the limit |x| → −∞,

f (x)(I−g)(x) ≡ f (x)
∫ x

−∞
g(y)dy→ 0,
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and so for infinitesimal q and r, we have that L is the diagonal differential
operator

L =
1
2i

∂

∂x

(
1 0
0 −1

)
.

Hence in this limit (8.46) yields

rt + 2A0

(
−1

2
i∂x

)
r = 0,

−qt + 2A0

(
1
2

i∂x

)
q = 0.

The above equations are linear (decoupled) partial differential equations solv-
able by Fourier transform methods. Substituting the wave solutions r(x, t) =
exp(i(kx −ωr(2k)t)), q(x, t) = exp(i(kx −ωq(−2k)t)), into the above equations,
we obtain the relationship

A0(k) =
1
2

iωr(2k) = −1
2

iωq(−2k). (8.47)

Therefore a general evolution equation is given by(
r
−q

)
= −iω(2L)

(
r
q

)
(8.48)

with ωr(k) = ω(k); in matrix form this equation takes the form

σ3ut + iω(2L)u = 0.

Hence, the form of the nonlinear evolution equation is characterized by
the dispersion relation of its associated linearized equations and an integro-
differential operator; further details can be found in Ablowitz et al. (1974).

For the nonlinear Schrödinger equation

iqt = qxx ± 2q2q∗, (8.49)

the associated linear equation is

iqt = qxx.

Therefore the dispersion relation is ωq(k) = −k2, and so from (8.47), A0(k) is
given by

A0(k) = 2ik2. (8.50)

The evolution is obtained from either (8.46) or (8.48); therefore we have(
r
−q

)
t

= −4iL2

(
r
q

)
= −2L

(
rx

qx

)
= i

(
rxx − 2r2q
qxx − 2q2r

)
.
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When r = ∓q∗, both of these equations are equivalent to the nonlinear
Schrödinger equation (8.49). Note that (8.50) is in agreement with (8.41) with
a = 2i (that is lim|x|→∞ A = 2ik2, since lim|x|→∞ r(x, t) = 0). This explains
á posteriori why the expansion of A, B and C in powers of k are related so
closely to the dispersion relation. Indeed, now in retrospect, the fact that the
nonlinear Schrödinger equation is related to (8.50) implies that an expansion
starting at k2 will be a judicious choice. Similarly, the modified KdV equation
and sine–Gordon equation can be obtained from the operator equation (8.48)
using the dispersion relations ω(k) = −k3 and ω(k) = k−1, respectively. These
dispersion relations suggest expansions commencing in powers of k3 and k−1,
respectively, that indeed we saw to be the case in the earlier section.

The derivation of (8.48) required that q and r tend to 0 as |x| → 0 and
therefore we cannot simply set r = −1 in order to obtain the equivalent result
for the Schrödinger scattering problem

vxx + (k2 + q)v = 0. (8.51)

However the essential ideas are similar and Ablowitz, Kaup, Newell and Segur
(1974) also showed that a general evolution equation in this case is

qt + γ(L)qx = 0, (8.52a)

where

L ≡ −1
4
∂2

x − q +
1
2

qxI+, (8.52b)

I+ f (x) ≡
∫ ∞

x
f (y)dy. (8.52c)

γ(k2) =
ω(2k)

2k
, (8.52d)

with ∂x = ∂/∂x and ω(k), is the dispersion relation of the associated linear
equation with q = exp(i(kx − ω(k)t)).

For the KdV equation

qt + 6qqx + qxxx = 0,

the associated linear equation is

qt + qxxx = 0.

Therefore ω(k) = −k3 and so γ(k2) = −4k2, thus γ(L) = −4L. Hence (8.52)
yields

qt − 4Lqx = 0,
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thus

qt − 4

(
−1

4
∂2

x − q +
1
2

qxI+

)
qx = 0,

which is the KdV equation!
Associated with the operator L there is a hierarchy of equations (sometimes

referred to as the Lenard hierarchy) given by

ut + Lkux = 0, k = 1, 2, . . .

The first two subsequent higher-order equations in the KdV hierarchy are given
by

ut − 1
4

(
u5x + 10uu3x + 20uxuxx + 30u2ux

)
= 0,

ut +
1

16
(u7x + 14uu5x + 42uxu4x + 70uxxu3x + 70u2u3x

+280uuxuxx + 70u3
x + 140u3nx

)
= 0

where unx = ∂
nu/∂xn.

In the above we studied two different scattering problems, namely the
classical time-independent Scrödinger equation

vxx + (u + k2)v = 0, (8.53)

which can be used to linearize the KdV equation, and the 2 × 2 scattering
problem

vx = k

( −i 0
0 i

)
v +
(

0 q
r 0

)
v, (8.54)

which can linearize the nonlinear Schrödinger, mKdV and Sine–Gordon equa-
tions. While (8.53) can be interpreted as a special case of (8.54), from the
point of view of possible generalizations, however, we regard them as different
scattering problems.

There have been numerous applications and generalizations of this method
only a few of which we will discuss below. One generalization includes that
of Wadati et al. (1979a,b) (see also Shimizu and Wadati, 1980; Ishimori, 1981,
1982; Wadati and Sogo, 1983; Konno and Jeffrey, 1983). For example, instead
of (8.33), suppose we consider the scattering problem

v1,x = − f (k)v1 + g(k)q(x, t)v2,

v2,x = f (k)v2 + g(k)r(x, t)v1,
(8.55)
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where f (k) and g(k) are polynomial functions of the eigenvalue k, and the time
dependence is given (as previously) by

v1,t = Av1 + Bv2,

v2,t = Cv1 + Dv2.
(8.56)

The compatibility of (8.55) and (8.56) requires that A, B, C, D satisfy linear
equations that generalize equations (8.36)–(8.38).

As earlier, expanding A, B, C, f and g in finite power series expansions
in k (where the expansions for f and g have constant coefficients), then one
obtains a variety of physically interesting evolution equations (cf. Ablowitz
and Clarkson, 1991, for further details).

Extensions to higher-order scattering problems have been considered by sev-
eral authors. There are two important classes of one-dimensional linear scat-
tering problems, associated with the solvable nonlinear evolution equations:
scalar and systems of equations. Some generalizations are now mentioned.

Ablowitz and Haberman (1975) studied an N × N matrix generalization of
the scattering problem (8.54):

∂v
∂x
= ikJv +Qv, (8.57a)

where the matrix of potentials Q(x) ∈ MN(C) (the space of N × N matrices
over C) with Qii = 0, J = diag(J2, J2, . . . , JN), where Ji � J j for i � j,
i, j = 1, 2, . . . ,N, and v(x, t) is an N-dimensional vector eigenfunction. In this
case, to obtain evolution equations, the associated time dependence is chosen
to be

∂v
∂t
= Tv, (8.57b)

where T is also an N × N matrix. The compatibility of (8.57) yields

Tx = Qt + ik[J,T] + [Q,T].

In the same way for the 2 × 2 case discussed earlier in the chapter, associated
nonlinear evolution equations may be found by assuming an expansion for T
in powers or inverse powers of the eigenvalue k

T =
n∑

j=0

k jT j. (8.58)

Ablowitz and Haberman showed that this scattering problem can be used to
solve several physically interesting equations such as the three-wave inter-
action equations in one spatial dimension (with N = 3 and n = 1) and the
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Boussinesq equation (with N = 3 and n = 2). The associated recursion oper-
ators have been obtained by various authors, cf. Newell (1978) and Fokas and
Anderson (1982). The inverse problem associated with the scattering prob-
lem (8.57) in the general N × N case has been rigorously studied by Beals
and Coifman (1984, 1985), Caudrey (1982), Mikhailov (1979, 1981) and Zhou
(1989).

The following Nth order generalization of the scattering problem (8.53) was
considered by Gel’fand and Dickii (1977)

dNv
dxN
+

N∑
j=2

u j(x)
dN− jv
dxN− j

= λv, (8.59)

where uj(x) are considered as potentials; they investigated many of the alge-
braic properties of the nonlinear evolution equations solvable through this
scattering problem. The general inverse problem associated with this scatter-
ing problem is treated in detail in the monograph of Beals, Deift, and Tomei
(1988).

The scattering problems (8.53) and (8.54), and their generalizations (8.59)
and (8.57), are only some of the examples of scattering problems used in
connection with the solution of nonlinear partial differential equations in
(1+1)-dimensions; i.e., one spatial and one temporal dimension. The reader can
find many more interesting scattering problems related to integrable systems in
the literature (Camassa and Holm, 1993a; Konopelchenko, 1993; Rogers and
Schief, 2002; Matveev and Salle, 1991; Dickey, 2003; Newell, 1985).

Exercises

8.1 Use (8.17) to find two conserved quantities additional to (8.19); i.e., w5

and w6. Then also obtain the conserved fluxes.
8.2 Use the method explained in Section 8.6 associated with (8.33)–(8.34)

to find the nonlinear evolution equation corresponding to

A = a4k4 + a3k3 + a2k2 + a1k + a0.

Show that this agrees with the nonlinear equations obtained via the
operator approach in Section 8.7, i.e., equations (8.46a)–(8.48).

8.3 Use the pair of equations

vxx + (λ + q)v = 0

vt = Av + Bvx
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and the method of Section 8.6 to find an “integrable” nonlinear evolution
equation of order 5 in space, i.e., of the form ut + uxxxxx + · · · = 0. Show
that this agrees with the the nonlinear equations obtained via the operator
approach in Section 8.7, i.e., equation (8.52).

8.4 Suppose we wish to find a real integrable equation associated with (8.51)
having a dispersion relation

ω =
1

1 + k2
.

Find this equation via (8.52).
8.5 Consider the scattering problem (8.57a) of order 3 × 3 with time depen-

dence (8.57) with T given by (8.58) with n = 1. Find the nonlinear
evolution equation. Hint: see Ablowitz and Haberman (1975). Extend
this to scattering problems of order N × N.

8.6 Consider the KdV equation

ut + 6uux + uxxx = 0.

(a) Show that u(x, t) = −2k2 csech2[k(x − 4k2t)] is a singular solution.
(b) Obtain the rational solution u(x, t) = −2/x2 by letting k → 0.
(c) Show that the singular solution can also be obtained from the clas-

sical soliton solution u(x, t) = 2k2 sech2[k(x − 4k2t) − x0] by setting
exp(2x0) = −1.

8.7 Show that the concentric KdV equation

ut +
1
2t

u + 6uux + uxxx = 0

has the following conservation laws:

(i)
∫ ∞

−∞

√
tu dx = constant,

(ii)
∫ ∞

−∞
tu2 dx = constant,

(iii)
∫ ∞

−∞

(√
txu − 6t3/2u2

)
dx = constant.

8.8 Consider the KP equation

(ut + 6uux + uxxx) + 3σuyy = 0

where σ = ±1. Show that the KP equation has the conserved quantities:

(i) I1 =

∫ ∞

−∞

∫ ∞

−∞
u dxdy = constant;

(ii) I2 =

∫ ∞

−∞

∫ ∞

−∞
u2 dxdy = constant;
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(iii)
∫ ∞

−∞
uyy dx = constant

and the integral relation

(iv)
d
dt

∫ ∞

−∞

∫ ∞

−∞
xu dxdy = αI2

where α is constant.
8.9 Show that the NLS equation

iut + uxx + |u|2u = 0

has the combined rational and oscillatory solution

u(x, t) =

[
1 − 4(1 + 2it)

1 + 2x2 + 4t2

]
exp(it).

8.10 (a) Use the pair of equations

vxx + (λq)v = 0

vt = Av + Bvx

and the method of Section 8.6, with A, B taken to be linear in λ with
the “isospectral” condition λt = 0, to find the nonlinear evolution

qt = (q−1/2)xxx.

This equation is usually referred to as the Harry–Dym equation,
which can be shown to be integrable via “hodograph transforma-
tions” cf. Ablowitz and Clarkson (1991).

(b) Show that the method of Section 6.8 with

vxx + λ(m + α)v = 0, α = κ + 1/4

vt = Av + Bvx, A = −ux

2
, B = u − 1

2λ

and m = uxx − u results in the “isospectral” equation

ut + 2κux − uxxt + 3uux − 2uxuxx − uuxxx = 0.

The above equation was shown to have an infinite number of sym-
metries by Fokas and Fuchssteiner (1981); the inverse scattering
problem, solutions and relation to shallow-water waves was con-
sidered by Camassa and Holm (1993b). When κ = 0, the equation
has traveling wave “peakon” solutions, which have cusps; they have
a shape of the form e−|x−ct|. The above equation, which is usu-
ally referred to as the Camassa–Holm equation, has been studied
extensively due to its many interesting properties.
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8.11 Consider the Harry–Dym equation

ut + 2(u−1/2)xxx.

(a) Let u = v2
x and show that v satisfies

vt =
vxxx

v3
x
− 3v2

xx

2v4
x
.

(b) Show that the “hodograph” transformation τ = t, ξ = v, η = x, yields
the relations

ηξ =
1
vx
, ητ =

−vt

vx
.

(c) Using the above relations find the equation

wτ = wξξξ −
⎛⎜⎜⎜⎜⎜⎝3w2

ξ

2w

⎞⎟⎟⎟⎟⎟⎠
ξ

where w = ηξ, which is known to be “integrable” (linearizable).
Hint: see Clarkson et al. (1989).



9
The inverse scattering transform for the Korteweg–de

Vries (KdV) equation

We have seen in the previous chapter that the Korteweg–de Vries (KdV)
equation is the result of compatibility between

vxx + (λ + u(x, t))v = 0 (9.1)

and

vt = (γ + ux)v + (4λ + 2u)vx, (9.2)

where γ is constant. More precisely, the equality of the mixed derivatives vxxt =

vtxx with λt = 0 (“isospectrality”) leads to the KdV equation

ut + 6uux + uxxx = 0. (9.3)

In the main part of this chapter we will use the above compatibility relations
in order to carry out the inverse scattering transform (IST) for the KdV equa-
tion on the infinite interval. This includes a basic description of the direct and
inverse problems of the time-independent Schrödinger equation and the time
evolution of the scattering data. Special soliton solutions as well as the scatter-
ing data for a delta function and box potential are given. Also included are the
derivation of the conserved quantities/conservation laws of the KdV equation
from IST. Finally, as an extension, the IST associated with the second-order
scattering system and associated time (8.33)–(8.34), discussed in the previous
chapter, is carried out.

For (9.1), the eigenvalues and the behavior of the eigenfunctions as |x| → ∞
determine what we call the scattering data S (λ, t) at any time t, which depends
upon the potential u(x, t). The direct scattering problem maps the potential into
the scattering data. The inverse scattering problem reconstructs the potential
u(x, t) from the scattering data S (λ, t). The initial value problem for the KdV
equation is analyzed as follows. At t = 0 we give initial data u(x, 0) which
we assumes decays sufficiently rapidly at infinity. The initial data is mapped to

214
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S (λ, t = 0) via (9.1). The evolution of the scattering data S (λ, t) is determined
from (9.2). Then u(x, t) is recovered from inverse scattering.

9.1 Direct scattering problem for the time-independent
Schrödinger equation

Suppose λ = −k2; then the time-independent Schrödinger equation (9.1)
becomes

vxx +
{
u(x) + k2}v = 0, (9.4)

where, for convenience, we have suppressed the time dependence in u. We shall
further assume that u(x) decays sufficiently rapidly, which for our purposes
means that u lies in the space of functions

L1
n :

∫ ∞

−∞
(1 + |x|n)|u(x)| dx < ∞,

with n = 2 (Deift and Trubowitz, 1979). We also remark that the space L1
1 was

the original space used by Faddeev (1963); this space was subsequently used
by Marchenko (1986) and Melin (1985). Associated with (9.4) are two com-
plete sets of eigenfunctions for real k that are bounded for all values of x, and
that have appropriate analytic extensions. These eigenfunctions are defined by
the equation and boundary conditions; that is, we identify four eigenfunctions
defined by the following asymptotic boundary conditions:

φ(x; k) ∼ e−ikx, φ(x; k) ∼ eikx as x→ −∞,
ψ(x; k) ∼ eikx, ψ(x; k) ∼ e−ikx as x→ ∞. (9.5)

Therefore φ(x; k), for example, is that solution of (9.4) that tends to e−ikx as
x→ −∞. Note that here the bar does not denote complex conjugate, for which
we will use the ∗ notation. From (9.4) and the boundary conditions (9.5), we
see that

φ(x; k) = φ̄(x;−k) = φ∗(x,−k), (9.6a)

ψ(x; k) = ψ̄(x;−k) = ψ∗(x,−k). (9.6b)

Since (9.4) is a linear second-order ordinary differential equation, by the linear
independence of its solutions we obtain the following relationships between
the eigenfunctions
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φ(x; k) = a(k)ψ̄(x; k) + b(k)ψ(x; k), (9.7a)

φ̄(x; k) = −ā(k)ψ(x; k) + b̄(k)ψ̄(x; k) (9.7b)

with k-dependent functions: a(k), ā(k), b(k), b̄(k). These functions form the
basis of the scattering data we will need.

The Wronskian of two functions ψ, φ is defined as

W(φ, ψ) = φψx − φxψ

and for (9.4), from Abel’s theorem, the Wronskian is constant. Hence
from ±∞:

W(ψ, ψ) = −2ik = −W(φ, φ).

The Wronskian also has the following properties

W(φ(x; k), ψ(x; k)) = −W(ψ(x; k), φ(x; k)),

W(c1φ(x; k), c2ψ(x; k)) = c1c2 W(φ(x; k), ψ(x; k)),

with c1, c2 arbitrary constants.
From (9.7) it follows that

a(k) =
W(φ(x; k), ψ(x; k))

2ik
, b(k) = −W(φ(x; k), ψ̄(x; k))

2ik
(9.8)

and

a(k) =
W(φ(x; k), ψ(x; k))

2ik
, b(k) =

W(φ(x; k), ψ(x; k))
2ik

.

The formula for a(k) follows directly from W(φ(x; k), ψ(x; k)) and using the
first of equations (9.7); the others are similar.

Rather than work with the eigenfunctions φ(x; k), φ̄(x; k), ψ(x; k) and ψ̄(x; k),
it is more convenient to work with the (modified) eigenfunctions M(x; k),
M̄(x; k), N(x; k) and N̄(x; k), defined by

M(x; k) = φ(x; k) eikx, M̄(x; k) := φ̄(x; k) eikx, (9.9a)

N(x; k) = ψ(x; k) eikx, N̄(x; k) = ψ̄(x; k) eikx; (9.9b)

then

M(x; k) ∼ 1, M̄(x; k) ∼ e2ikx, as x→ −∞, (9.10a)

N(x; k) ∼ e2ikx, N̄(x; k) ∼ 1, as x→ ∞. (9.10b)
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Equations (9.7a) and (9.9) imply that

M(x; k)
a(k)

= N̄(x; k) + ρ(k)N(x; k),

M̄(x; k)
ā(k)

= −N(x; k) + ρ̄(k)N̄(x; k),
(9.11)

where

ρ(k) =
b(k)
a(k)

, (9.12a)

ρ̄(k) =
b̄(k)
ā(k)

; (9.12b)

τ(k) = 1/a(k) and ρ(k) are called the transmission and reflection coefficients
respectively. Equations (9.6b), (9.9b) imply that

N(x; k) = N̄(x;−k) e2ikx. (9.13)

Due to this symmetry relation we will only need two eigenfunctions. Namely,
from (9.11) and (9.13) we obtain

M(x; k)
a(k)

= N̄(x; k) + ρ(k) e2ikxN̄(x;−k), (9.14)

which will be the fundamental equation. Later we will show that (9.14) is
equivalent to what we call a generalized Riemann–Hilbert boundary value
problem (RHBVP); this RHBVP is central to the inverse problem and is a
consequence of the analyticity properties of M(x; k), N̄(x; k) and a(k) that are
established in the following lemma.

Lemma 9.1 (i) M(x; k) can be analytically extended to the upper half
k-plane and tends to unity as |k| → ∞ for Im k > 0;

(ii) N̄(x; k) can be analytically extended to the lower half k-plane and tends to
unity as |k| → ∞ for Im k < 0.

These analyticity properties are established by studying the linear integral
equations that govern M(x; k) and N̄(x; k). We begin by transforming (9.4) via
v(x; k) = m(x; k)e−ikx. Then m(x; k) satisfies

mxx(x; k) − 2ikmx(x; k) = −u(x)m(x; k).

Then assuming that m→ 1, either as x→ ∞, or as x→ −∞, we find

m(x; k) = 1 +
∫ ∞

−∞
G(x − ξ; k) u(ξ) m(ξ; k) dξ,
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where G(x; k) is the Green’s function that solves

Gxx − 2ikGx = −δ(x).

Using the Fourier transform method, i.e., G(x; k) =
∫

C
Ĝ(p, k)eipx dp with

δ(x) =
∫

eipx dp, we find

G(x; k) =
1

2π

∫
C

eipx

p(p − 2k)
dp,

where C is an appropriate contour. We consider G±(x; k) defined by

G±(x; k) =
1

2π

∫
C±

eipx

p(p − 2k)
dp,

where C+ and C− are the contours from −∞ to ∞ that pass below and above,
respectively, both of the singularities at p = 0 and p = 2k. Hence by contour
integration

G+(x; k) =
1

2ik
(1 − e2ikx)H(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

2ik
(1 − e2ikx), if x > 0,

0, if x < 0,

G−(x; k) = − 1
2ik

(1 − e2ikx)H(−x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩0, if x > 0,

− 1
2ik

(1 − e2ikx), if x < 0,

where H(x) is the Heaviside function given by

H(x) =

⎧⎪⎪⎨⎪⎪⎩1, if x > 0,

0, if x < 0.

We require that M(x; k) and N̄(x; k) satisfy the boundary conditions (9.10).
Since from (9.10a), M(x; k) → 1 as x → −∞, we associate M(x; k) with the
Green’s function G+(x; k), so the integral is from −∞ to x, and analogously
since N̄(x; k) → 1 as x → ∞, we associate N̄(x; k) with the Green’s function
G−(x; k). Therefore it follows that M(x; k) and N̄(x; k) are the solutions of the
following integral equations

M(x; k) = 1 +
∫ ∞

−∞
G+(x − ξ; k) u(ξ) M(ξ; k) dξ

= 1 +
1

2ik

∫ x

−∞

{
1 − e2ik(x−ξ)} u(ξ) M(ξ; k) dξ, (9.15)

N̄(x; k) = 1 +
∫ ∞

−∞
G−(x − ξ; k) u(ξ) N̄(ξ; k) dξ

= 1 − 1
2ik

∫ ∞

x

{
1 − e2ik(x−ξ)} u(ξ) N̄(ξ; k) dξ. (9.16)
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These are Volterra integral equations that have unique solutions; their
Neumann series converge uniformly with u in the function space L1

2, for each
k: M(x; k) Im k ≥ 0, and for N(x; k) Im k ≤ 0 (Deift and Trubowitz, 1979).
One can show that their Neumann series converge uniformly for u in this func-
tion space. We note: G±(x; k) is analytic for Im k >

<
0 and vanishes as |k| → ∞;

M(x; k) and N̄(x; k) are analytic for Im k > 0 and Im k < 0 respectively, and
tend to unity as |k| → ∞. In the same way it can be shown that N(x; k)e−2ikx =

ψ(x; k)eikx is analytic for Im k > 0 and M(x; k)e2ikx = ψ(x; k)e−ikx is analytic
for Im k < 0.

9.2 Scattering data

A corollary to the above lemma is that a(k) can be analytically extended to the
upper half k-plane and tends to unity as |k| → ∞ for Im k > 0. We note that
Deift and Trubowitz (1979) also show that a(k) is continuous for Im k ≥ 0. The
analytic properties of a(k) may be established either from the Wronskian rela-
tionship (9.8), noting that W(φ(x; k), ψ(x; k)) = W(M(x; k),N(x; k)) or by using
a suitable integral representation for a(k). To derive this integral representation
we define

Δ(x; k) = M(x; k) − a(k)N̄(x; k),

and then from (9.15) and (9.16) it follows that

Δ(x; k) = 1 − a(k) +
1

2ik

∫ ∞

−∞

{
1 − e2ik(x−ξ)} u(ξ) M(ξ; k) dξ

− 1
2ik

∫ ∞

x

{
1 − e2ik(x−ξ)} u(ξ)Δ(ξ; k) dξ. (9.17)

Also, from (9.14) we have

Δ(x; k) = b(k) e2ikxN̄(x;−k);

therefore from (9.16)

Δ(x; k) = b(k) e2ikx − 1
2ik

∫ ∞

x

{
1 − e2ik(x−ξ)} u(ξ)Δ(ξ; k) dξ. (9.18)

Hence by comparing (9.17) and (9.18), and equating coefficients of 1 and e2ikx,
we obtain the following integral representations for a(k) and b(k):

a(k) = 1 +
1

2ik

∫ ∞

−∞
u(ξ) M(ξ; k) dξ, (9.19)

b(k) = − 1
2ik

∫ ∞

−∞
u(ξ) M(ξ; k) e−2ikξ dξ. (9.20)
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From these integral representations it follows that a(k) is analytic for Im k > 0,
and tends to unity as |k| → ∞, while b(k) cannot, in general, be continued
analytically off the real k-axis. Furthermore, since M(x; k) → 1 as κ → ∞,
then it follows from (9.19) that a(k) → 1 as κ (for Im k > 0). Similarly it can
be shown that a(k) can be analytically extended to the lower half k-plane and
tends to unity as |k| → ∞ for Im k < 0.

The functions a(k), ā(k), b(k), b̄(k) satisfy the condition

a(k)ā(k) + b(k)b̄(k) = −1. (9.21)

This follows from the Wronskian and its relations:

W(φ(x; k), φ̄(x; k)) = W(a(k)ψ̄(x; k) + b(k)ψ(x; k),

− ā(k)ψ(x; k) + b̄(k)ψ̄(x; k))

=
{
a(k)ā(k) + b(k)b̄(k)

}
W(ψ(x; k), ψ̄(x; k)),

with W(φ(x; k), φ̄(x; k)) = 2ik = −W(ψ(x; k), ψ̄(x; k)). From the definitions of
the reflection and transmission coefficients, we see that τ(k) and ρ(k) satisfy

|ρ(k)|2 + |τ(k)|2 = 1.

Using (9.4)–(9.7) and their complex conjugates we have the symmetry condi-
tions

ā(k) = −a(−k) = −a∗(k∗),

b̄(k) = b(−k) = b∗(k∗),
(9.22)

where a∗(k∗), b∗(k∗) are the complex conjugates of a(k), b(k), respectively.
The zeros of a(k) play an important role in the inverse problem; they are

poles in the generalized Riemann–Hilbert problem obtained from (9.14). We
note the following: the function a(k) can have a finite number of zeros at
k1, k2, . . . , kN , where k j = iκ j, κ j ∈ R, j = 1, 2, . . . ,N# (i.e., they all lie on
the imaginary axis), in the upper half k-plane.

First we see that from equations (9.21), (9.22) that

|a(k)|2 − |b(k)|2 = 1,

for k ∈ R; hence a(k) � 0 for k ∈ R. Recall that φ(x; k), ψ(x; k) and ψ̄(x; k) are
solutions of the Schrödinger equation (9.4) satisfying the boundary conditions

φ(x; k) ∼ e−ikx, as x→ −∞,
ψ(x; k) ∼ eikx, as x→ ∞,
ψ̄(x; k) ∼ e−ikx, as x→ ∞,

(9.23)
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together with the relationship

φ(x; k) = a(k)ψ̄(x; k) + b(k)ψ(x; k). (9.24)

From (9.8) it follows that

W(φ(x; k), ψ(x; k)) = φ(x; k)ψx(x; k) − φx(x; k)ψ(x; k) = 2ika(k).

Thus at any zero k j of a(k), we have that φ(x; k), ψ(x; k) are linearly indepen-
dent. In order to have a rapidly decaying state; i.e., a bound state where φ(x; k j)
is in L2(R), we must have that Im k j > 0.

The eigenfunction φ(x; k) and its complex conjugate φ∗(x; k∗) satisfy the
equations

φxx +
{
u(x) + k2

}
φ = 0,

φ∗xx +
{
u(x) + (k∗)2

}
φ∗ = 0,

(9.25)

respectively. Hence

∂

∂x
W(φ, φ∗) +

[
(k∗)2 − k2

]
φφ∗ = 0,

which implies [
(k∗)2 − k2

] ∫ ∞

−∞
|φ(x; k)|2 dx = 0 (9.26)

since φ and its derivatives vanish as x→ ±∞. Further, calling k j = ξ j + η j, we

see by taking the real part of (9.26):
(
k∗j
)2 − k2

j = −2ξ jη j = 0, any zero of a
must be purely imaginary; i.e., Re k j = ξ j = 0.

To show that a(k) has only a finite number of zeros, we note that a → 1 as
|k| → ∞; furthermore, it is shown by Deift and Trubowitz (1979) that a(k) is
continuous for Im k ≥ 0. Hence there can be no cluster points of zeros of a(k)
either in the upper half k-plane or on the real k-axis and so necessarily a(k) can
possess only a finite number of zeros.

We can also show that the zeros of a(k) are simple by studying the derivative
da/dk with respect to k: but we will not do this here (see Deift and Trubowitz,
1979).

Hence, as long as u ∈ L1
2, M(x; k)/a(k) is a meromorphic function in the

upper half k-plane with a finite number of simple poles at k = iκ1, iκ2, . . . , iκN
#.

Then set

M(x; k)
a(k)

= μ+(x; k) +
N#∑
j=1

Aj(x)

k − iκ j
, (9.27)
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where μ+(x; k) is analytic in the upper half k-plane. Integrating (9.27) around
iκ j and using (9.14) and the fact that at a discrete eigenvalue M,N are
proportional, M(x; iκ j) = b jN(x; iκ j), shows that

Aj(x) = C jN̄(x;−iκ j) exp(−2κ j x),

where C j = b j/a′j. Hence from (9.14) we obtain

μ+(x; k) = N̄(x; k) −
N#∑
j=1

C j

k − iκ j
exp(−2κ j x)N̄(x;−iκ j)

+ ρ(k) exp(2ikx)N̄(x;−k). (9.28)

Furthermore, μ+(x; k)→ 1 as κ → 1, for Im k > 0.

9.3 The inverse problem

Equation (9.28) defines a Riemann–Hilbert problem (cf. Ablowitz and Fokas,
2003) in terms of the scattering data S (λ) =

{
(κ j,C j)N#

j=1, ρ(k), a(k)
}
. We will

use the following.
Consider the P± projection operator defined by

(P± f )(k) =
1

2πi

∫ ∞

−∞
f (ζ)

ζ − (k ± i0)
dζ = lim

ε↓0

{
1

2πi

∫ ∞

−∞
f (ζ)

ζ − (k ± iε)
dζ

}
.

(9.29)
Suppose that f±(k) is analytic in the upper/lower half k-plane and f±(k)→ 0 as
|k| → ∞ (for Im k >

<
0). Then

(P± f∓)(k) = 0,

(P± f±)(k) = ± f±(k).

These results follow from contour integration.
To explain the ideas most easily, we first assume that there are no poles;

that is, a(k) � 0. Then (9.28) reduces to (9.14), because M(x; k)/a(k) = μ+.
In (9.14) unity from both N and M/a and operating on (9.14) with P− and
using the analytic properties of M, N̄ and a yields

P−
[(

M(x; k)
a(k)

− 1

)]
= P−

[
(N̄(x; k) − 1) + ρ(k)e2ikxN̄(x;−k)

]
.

This implies

0 =
(
N̄(x; k) − 1

)
+

1
2πi

∫ ∞

−∞
ρ(ζ) e2iζx N̄(x;−ζ)

ζ − (k − i0)
dζ.
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Then employing the symmetry: N(x; k) = e2ikxN̄(x;−k) and N(x;−k) =
e−2ikxN̄(x; k), it follows that

N̄(x; k) = 1 +
1

2πi

∫ ∞

−∞
ρ(ζ) N(x; ζ)
ζ − (k − i0)

dζ,

N(x; k) = e2ikx

{
1 +

1
2πi

∫ ∞

−∞
ρ(ζ) N(x; ζ)
ζ + k + i0

dζ

}
.

(9.30)

As k → ∞, equation (9.30a) shows that

N̄(x; k) ∼ 1 − 1
2πi

1
k

∫ ∞

−∞
ρ(ζ) N(x; ζ) dζ, (9.31)

From the integral equation for N̄(x; k), equation (9.16), using the Riemann–
Lebesgue lemma, we also see that as κ → ∞

N̄(x; k) ∼ 1 − 1
2ik

∫ ∞

x
u(ξ) dξ. (9.32)

Therefore, by comparing (9.31) and (9.32), it follows that the potential can be
reconstructed from

u(x) = − ∂
∂x

{
1
π

∫ ∞

−∞
ρ(ζ) N(x; ζ) dζ

}
. (9.33)

For the case when a(k) has zeros, one can extend the above result. Suppose
that

a(iκ j) = 0, κ j ∈ R, j = 1, 2, . . . ,N#;

then define

Mj(x) = M(x; iκ j),

Nj(x) = exp(−2κ j x)N̄(x;−iκ j),

for j = 1, 2, . . . ,N#. In (9.28) subtracting unity from both μ+(x, k) and
N(x; k) and applying the P− projection operator (9.29) to (9.28), recalling
that N(x; k) = e2ikxN̄(x;−k) and carrying out the contour integration of simple
poles, we find the following integral equations

N(x; k) = e2ikx

⎧⎪⎪⎪⎨⎪⎪⎪⎩1 −
N#∑
j=1

C jNj(x)

k + iκ j
+

1
2πi

∫ ∞

−∞
ρ(ζ) N(x; ζ)
ζ + k + i0

dζ

⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (9.34)

Np(x) = exp(−2κpx)

⎧⎪⎪⎪⎨⎪⎪⎪⎩1 + i
N#∑
j=1

C jNj(x)

κp + κ j
+

1
2πi

∫ ∞

−∞
ρ(ζ) N(x; ζ)
ζ + iκp

dζ

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
(9.35)
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for p = 1, 2, . . .N#, with the potential reconstructed from [following the same
method that led to (9.33)]

u(x) =
∂

∂x

⎧⎪⎪⎪⎨⎪⎪⎪⎩2i
N#∑
j=1

C jNj(x) − 1
π

∫ ∞

−∞
ρ(k) N(x; k) dk

⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (9.36)

Existence and uniqueness of solutions to equations such as (9.34)–(9.36) is
given by Beals et al. (1988). We also note that the above integral equa-
tions (9.34) and (9.35) can be transformed to Gel’fand–Levitan–Marchenko
integral equations, see Section 9.5 below, from which one can also deduce the
existence and uniqueness of solutions (cf. Marchenko, 1986).

9.4 The time dependence of the scattering data

In this section we will find out how the scattering data evolves. The time evo-
lution of the scattering data may be obtained by analyzing the asymptotic
behavior of the associated time evolution operator, which as we have seen
earlier for the KdV equation is

vt = (ux + γ)v + (4k2 − 2u)vx,

with γ a constant. If we let v = φ(x; k) and make the transformation

φ(x, t; k) = M(x, t; k) e−ikx,

M then satisfies

Mt = (γ − 4ik3 + ux + 2iku)M + (4k2 − 2u)Mx. (9.37)

Recall that from (9.11)

M(x, t; k) = a(k, t)N̄(x, t; k) + b(k, t)N(x, t;−k),

where ρ(k, t) = b(k, t)/a(k, t). From (9.10) the asymptotic behavior of M(x, t; k)
is given by

M(x, t; k)→ 1, as x→ −∞,
M(x, t; k)→ a(k, t) + b(k, t) e2ikx, as x→ ∞.

By using using the fact that u→ 0 rapidly as x→ ±∞ and the above equation
it follows from (9.37) that

γ − 4ik3 = 0, x→ −∞
at + bt e2ikx = 8ik3b e2ikx, x→ +∞,
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and by equating coefficients of e0, e2ikx we find

at = 0, bt = 8ik3b. (9.38)

Solving (9.38) yields

a(k, t) = a(k, 0), b(k, t) = b(k, 0) exp(8ik3t), (9.39)

and so

ρ(k, t) ≡ b(k, t)
a(k, t)

= ρ(k, 0) exp(8ik3t).

Since a(k, t) does not evolve in time, the discrete eigenvalues, which are the
zeros of a(k) that are finite in number, simple, and lie on the imaginary axis,
satisfy

k j = iκ j = constant, j = 1, 2, . . . ,N#.

Since the eigenvalues are constant in time, we say this is an “isospectral flow”.
Similarly we find that the time dependence of the C j(t) is given by

C j(t) = C j(0) exp
(
8ik3

j t
)
= C j(0) exp

(
8κ3

j t
)
. (9.40)

9.5 The Gel’fand–Levitan–Marchenko integral equation

The Gel’fand–Levitan–Marchenko integral equation may be derived from the
above formulation. We assume a “triangular” kernel K(x, s; t) (see also below)
such that

N(x, t; k) = e2ikx

{
1 +
∫ ∞

x
K(x, s; t) eik(s−x) ds

}
, (9.41)

where K(x, s; t) is assumed to decay rapidly as x and s → ∞. Substitut-
ing (9.41) into (9.34)–(9.35) and taking the Fourier transform, i.e., operating
with

1
2π

∫ ∞

−∞
dk eik(x−y), for y > x

we find that

K(x, y; t) + F(x + y; t) +
∫ ∞

x
K(x, s; t) F(s + y; t) ds = 0, y > x, (9.42)

where

F(x; t) =
N#∑
j=1

−iC j(0) exp
(
8κ3

j t − κ j x
)
+

1
2π

∫ ∞

−∞
ρ(k, t) eikx dk. (9.43)
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Substituting (9.41) into (9.36) we have

u(x, t) = 2
∂

∂x
K(x, x; t). (9.44)

Thus we have shown that the Gel’fand–Levitan–Marchenko equation (9.42)
arises from the integral equations that result from the Riemann–Hilbert
boundary value problem.

We can also show that K(x, s, t) satisfies a PDE in x, s; i.e., it is independent
of k. Using (9.41), then from

N = eikxψ

we have

ψ = eikx +

∫ ∞

x
K(x, s, t)eiks ds.

We wish to use this in

ψxx + (u(x, t) + k2)ψ = 0 (9.45)

so we calculate

ψx = ikeikx − K(x, x, t)eikx +

∫ ∞

x
Kx(x, s, t)eiks ds

and

ψxx = −k2eikx − d
dx

K(x, x, t)eikx

− ikK(x, x, t)eikx +

∫ ∞

x
Kxx(x, s, t)eiks ds − Kx(x, x, t)eikx.

Part of the third term in (9.45) becomes after integrating by parts

k2
∫ ∞

x
K(x, s, t)eiks ds = −

∫ ∞

x
K(x, s, t)

∂2

∂s2
eiks ds

= K(x, x, t)ikeikx +

∫ ∞

x

∂K
∂s

∂

∂s
eiks ds

= −ikK(x, x, t)eikx − ∂K
∂s

(x, x, t)eikx

−
∫ ∞

x

∂2K
∂s2

eiks ds.
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Then using all of the above in (9.45) gives

− d
dx

K(x, x, t)eikx +

∫ ∞

x

∂2

∂x2
K(x, s, t)eiks ds − ∂

∂x
K(x, s = x, t)eikx

+ ueikx +

∫ ∞

x
u(x)K(x, s, t)eiks ds − ∂K

∂s
(x, x, t)eikx

−
∫ ∞

x

∂2K
∂s2

(x, s, t)eiks ds = 0

which in turn leads to∫ ∞

x
[(Kxx − Kss) − uK(x, s, t)]eikx ds

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣−
d
dx

K(x, x, t)− ∂
∂x

K(x, s = x, t) − ∂

∂s
K(x, x, t)︸������������������������������������︷︷������������������������������������︸

− d
dx K(x,x,t)

+u

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ eikx = 0

which for arbitrary kernels leads to

(Kxx − Kss) − u(x)K(x, s, t) = 0, u(x, t) = 2
d
dx

K(x, x, t), s > x

where t is a parameter and K(x, s; t) decays rapidly as x and s → ∞. Since
K satisfies the above system, which is a well-posed Goursat problem (Garabe-
dian, 1984), this indicates the solution exists and is unique. Hence, this shows
that K(x, y, t) satisfies a wave-like PDE independent of k.

9.6 Outline of the inverse scattering transform
for the KdV equation

We have seen that associated with the KdV equation (9.3) is a linear scat-
tering problem (9.1) and time-dependent equation (9.2). These equations are
compatible if the eigenvalues λ → iκ j, j = 1, . . .N#, are time-independent, or
isospectral, i.e. κ j,t = 0.

The direct scattering problem maps a decaying potential (u ∈ L1
2) into the

scattering data. The inverse scattering problem reconstructs the potential from
the scattering data. The time evolution equation tells us how the scattering data
evolves.

The solution of the KdV equation (9.3) proceeds as follows: at time t = 0,
given u(x, 0) we solve the direct scattering problem. This involves solving the
integral equations (9.15)–(9.16) and using these results to obtain the scattering
data (9.19)–(9.20). The scattering data needed are:
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S (k, 0) =

(
{κ j,C j(0)}N#

j=1, ρ(k, 0) ≡ b(k, 0)
a(k, 0)

)
,

where κ j, j = 1, 2, . . . ,N#, are the locations of the zeros of a(k, 0) and C j(0),
j = 1, 2, . . . ,N#, are often called the associated “normalization constants” that
were also defined above.

Next we determine the time evolution of the scattering data using equations
(9.39)–(9.40). This yields the scattering data at any time t:

S (k, t) =

(
{κ j,C j(t)}N#

j=1, ρ(k, t) ≡ b(k, t)
a(k, t)

)
.

For the inverse problem, at time t, we solve either the integral equations for
N(x, t) and reconstruct u(x, t) via (9.34)–(9.36) or solve the Gel’fand–Levitan–
Marchenko equations for K(x, y, t) and reconstruct u(x, t) via (9.42)–(9.44).

This method is conceptually analogous to the Fourier transform method for
solving linear equations (discussed in Chapter 2), except however the step
of solving the inverse scattering problem requires one to solve a linear inte-
gral equation (i.e., a Riemann–Hilbert boundary value problem) that adds
complications. Schematically the solution is given by

u(x, 0)
direct scattering−−−−−−−−−−−→ S (k, 0) =

(
{κn,C j(0)}N#

j=1, ρ(k, 0), a(k, 0)
)

⏐⏐⏐⏐⏐*t: time evolution

u(x, t)
inverse scattering←−−−−−−−−−−−− S (k, t) =

(
{κn,C j(t)}N#

j=1, ρ(k, t), a(k, t)
)

In the analogy of IST to the Fourier transform method for linear partial dif-
ferential equations, the direct scattering problem and the scattering data play
the role of the Fourier transform and the inverse scattering problem the inverse
Fourier transform.

9.7 Soliton solutions of the KdV equation

In this section we will describe how the inverse scattering method can be used
to find soliton solutions of the Korteweg–de Vries equation (9.3).

9.7.1 The Riemann–Hilbert method

Pure soliton solutions may be obtained from (9.34)–(9.36) in the case when
ρ(k, t) = 0 on the real k-axis. This is usually called a reflectionless potential.
We assume a special form for ρ(k; t), namely
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ρ(k; t) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0, if k real,
N#∑
j=1

C j(0)

k − iκ j
exp
(
8κ3

j t
)
, if Im k > 0.

Then we obtain a linear algebraic system for the Nj(x, t)

Nj(x, t) −
N#∑

m=1

iCm(0)
κm + κ j

exp
(
−2κmx + 8κ3

mt
)

Nm(x, t) = exp(−2κ j x), (9.46)

where j = 1, 2, . . . , N, Nj(x, t) := N(x; k = iκ j; t), and the potential u(x, t) is
given by

u(x, t) = 2
∂

∂x

⎧⎪⎪⎪⎨⎪⎪⎪⎩
N#∑
j=1

exp
(
8κ3

j t
)

iC j(0)Nj(x, t)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
In the case of the one-soliton solution, the number of eigenvalues is N# = 1
and (9.46) reduces to

N1(x, t) − iC1(0)
2κ1

exp
(
−2κ1x + 8κ3

1t
)

N1(x, t) = exp(−2κ1x),

and so

N1(x, t) =
2κ1 exp(−2κ1x)

2κ1 − iC1(0) exp
(
−2κ1x + 8κ3

1t
) .

Therefore

u(x, t) = 2
∂

∂x

{
exp
(
8κ3

1t
)

iC1(0)N1(x, t)
}

= 2
∂

∂x

⎧⎪⎪⎪⎨⎪⎪⎪⎩ 2κ1iC1(0) exp
(
−2κ1x + 8κ3

1t
)

2κ1 − iC1(0) exp
(
−2κ1x + 8κ3

1t
)
⎫⎪⎪⎪⎬⎪⎪⎪⎭

= 2
∂

∂x

⎧⎪⎪⎪⎨⎪⎪⎪⎩ 2κ1iC1(0)

2κ1 exp
(
2κ1x − 8κ3

1t
)
− iC1(0)

⎫⎪⎪⎪⎬⎪⎪⎪⎭
=

8κ2
1[

exp
(
κ1x − κ3

1t − κ1x1

)
+ exp

(
−κ1x + κ3

1t + κ1x1

)]2
where we define −iC1(0) = 2κ1 exp(2κ1x1); hence we obtain the one-soliton
solution
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u(x, t) = 2κ2
1 sech2

{
κ1

(
x − 4κ2

1t − x1

)}
.

In the case of the two-solution solution, we have to first solve a linear system

N1(x, t) +
2∑

j=1

C j(0)

κ j + κ1
exp
(
−2κ j x + 8κ3

j t
)

Nj(x, t) = exp(−2κ1x),

N2(x, t) +
2∑

j=1

C j(0)

κ j + κ2
exp
(
−2κ j x + 8κ3

j t
)

Nj(x, t) = exp(−2κ2x),

for N1(x, t) and N2(x, t). After some algebra, the two-soliton solution of the
KdV equation is found to be

u(x, t) =
4
(
κ2

2 − κ2
1

) [(
κ2

2 − κ2
1

)
+ κ2

1 cosh(2κ2ξ2) + κ2
2 cosh(2κ1ξ1)

]
[
(κ2 − κ1) cosh(κ1ξ1 + κ2ξ2) + (κ2 + κ1) cosh(κ2ξ2 − κ1ξ1)

]2 ,
where ξi = x − 4κ2

i t − xi, and Ci(0) = 2κi exp(2κi xi), for i = 1, 2.

9.7.2 Gel’fand–Levitan–Marchenko approach

Again we suppose that the potential u(x, 0) is reflectionless, ρ(k, 0) = 0, and
the time-independent Schrödinger equation (9.4) has N# discrete eigenvalues
kn = iκn, n = 1, 2, . . . ,N#, such that 0 < κ1 < κ2 < · · · < κN# . To connect with
the standard approach, in the kernel F(x, t) in the Gel’fand–Levitan–Marc-
henko equation (9.42)–(9.43) we take −iCn = c2

n. In this way the associated
eigenfunctions ψn(x), n = 1, 2, . . . ,N#, satisfy the normalization condition∫ ∞

−∞
ψ2

n(x) dx = 1,

and the asymptotic limit as x → +∞, limx→+∞ ψn(x) exp(κnx) = cn(0), where
c j(0) are called the Gel’fand–Levitan–Marchenko normalization constants;
and cn(t) = cn(0) exp

(
4κ3

nt
)
.

Then this is solvable by a separation of variables (cf. Kay and Moses, 1956;
Gardner et al., 1974). Here we take

F(x; t) =
N#∑

n=1

c2
n(0) exp

(
8κ3

nt − κnx
)
,



9.7 Soliton solutions of the KdV equation 231

and so the Gel’fand–Levitan–Marchenko equation becomes

K(x, y; t) +
N#∑

n=1

c2
n(t) exp{−κn(x + y)}

+

∫ ∞

x
K(x, s; t)

N∑
n=1

c2
n(t) exp{−κn(s + y)} ds = 0. (9.47)

Now we seek a solution of this equation in the form

K(x, y; t) =
N#∑

n=1

Ln(x, t) exp(−κny),

and then the integral equation (9.47) reduces to a linear algebraic system

Ln(x, t) +
N#∑

m=1

c2
n(t)

κm + κn
exp{−(κm + κn)x}Lm(x, t) + c2

n(t) exp(−κnx) = 0,

for n = 1, 2, . . . ,N#. We can, in principle, solve this linear system. We will go
a little further.

If we let Ln(x, t) = −cn(t)wn(x, t), for n = 1, 2, . . . ,N#, this yields a system
that can be written in the convenient form

(I + B)w = f, (9.48)

where w = (w1,w2, . . . ,wN# ), f = ( f1, f2, . . . , fN# ) with fn(x, t) =

cn(t) exp(−κnx) for n = 1, 2, . . . ,N#, I is the N# × N# identity matrix and B
is a symmetric, N# × N# matrix with entries

Bmn(x, t) =
cm(t)cn(t)
κm + κn

exp{−(κm + κn)x}, m, n = 1, 2, . . . ,N#.

The system (9.48) has a unique solution when B is positive definite. If we
consider the quadratic form

vTBv =
N#∑

m=1

N#∑
n=1

cm(t)cn(t)vmvn

κm + κn
exp{−(κm + κn)x}

=

∫ ∞

x

⎡⎢⎢⎢⎢⎢⎢⎣ N#∑
n=1

cn(t)vn exp(−κny)

⎤⎥⎥⎥⎥⎥⎥⎦
2

dy,

where v = (v1, v2, . . . , vN# ), which is positive and vanishes only if v = 0; then
B is positive definite.
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If in the kernel, F(x, t), of the Gel’fand–Levitan–Marchenko equation
(9.47), we take N# = 1 and define c2

1(0) = 2κ1 exp (2κ1x1), then we find the
one-soliton solution

u(x, t) = 2κ2
1 sech2

{
κ1

(
x − 4κ2

1t − x1

)}
,

which is the same as derived from the RHBVP approach. The general N#-
soliton case was analyzed in detail by Gardner et al. (1974).

9.8 Special initial potentials

In the previous sections we obtained pure soliton solutions for the KdV equa-
tion corresponding to reflectionless potentials. However, more general choices
of the initial data u(x, 0) give rise to non-zero reflection coefficients; unfortu-
nately, in this case it generally is not possible to solve the inverse equations
in explicit form. However, long-time asymptotic information can be obtained
(Ablowitz and Segur, 1979; Deift and Zhou, 1992; Deift et al., 1994).

9.8.1 Delta function initial profile

As an example consider the delta function initial profile given by

u(x; 0) = Qδ(x),

where Q is constant and δ(x) is the Dirac delta function. We use the
Schrödinger equation

vxx + (k2 + u(x, 0))v = 0

with the scattering definitions given by (9.23)–(9.24). So

φ(x; k) = e−ikx, for x < 0,

ψ(x; k) = eikx, for x > 0, and

ψ̄(x; k) = e−ikx, for x > 0.

Then requiring the function v to be continuous and satisfy the jump condition

[vx]0+
0− + Qv(0) = 0,

and letting v(x, k) = φ(x; k) yields the following equations

a(k, 0) + b(k, 0) = 1

a(k, 0)(−ik) + b(k, 0)(ik) = −Q − ik.

Hence

a(k, 0) =
2ik + Q

2ik
= a(k, t) =

1
τ(k, t)

, b(k, 0) =
−Q
2ik

, ρ(k, t) =
−Q

2ik + Q
.
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Thus in this case, when Q > 0, there is a single discrete eigenvalue λ = −κ2
1,

where κ1 = Q/2. The reflection coefficient is non-zero and given by

ρ(k, 0) =
−κ1

κ1 + ik
,

and similarly we find C1(0) = iκ1. The time evolution follows as above; it is
given by

κ1 = constant, C1(t) = iκ1 exp
(
8κ3

1t
)
, ρ(k, t) =

−κ1 exp(8ik3t)
κ1 + ik

.

9.8.2 Box initial profile

Here we outline how to find the data associated with a box profile at t = 0:

u(x, 0) =

⎧⎪⎪⎨⎪⎪⎩H2, |x| < L/2

0, |x| > L/2

where H, L > 0 are constant. Again, we use the Schrödinger equation

vxx + (k2 + u(x, 0))v = 0

with the scattering functions/coefficients satisfying (9.23)–(9.24).
Since this is a linear, constant coefficient, second-order differential equation

we have

v(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Aeikx + Be−ikx, x < −L/2

Ceiλx + De−iλx, |x| < L/2

Eeikx + Fe−ikx, x > L/2

where λ ≡ √H2 + k2 and so

v′(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Aikeikx − Bike−ikx, x < −L/2

Ciλeiλx − Diλe−iλx, |x| < L/2

Eikeikx − Fike−ikx, x > L/2.

Let us first consider the case when A = 0 and B = 1; then, requiring v and
vx to be continuous at x = ±L/2 implies

eikL/2 = Ce−iλL/2 + DeiλL/2,

−ikeikL/2 = Ciλe−iλL/2 − DiλeiλL/2,

EeikL/2 + Fe−ikL/2 = CeiλL/2 + De−iλL/2,

EikeikL/2 − Fike−ikL/2 = CiλeiλL/2 − Diλe−iλL/2.
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Solving for the constants C,D, E, F gives

C =
λ − k

2λ
ei(k+λ)L/2,

D =
λ + k

2λ
ei(k−λ)L/2,

E = −k2 − λ2

4kλ

(
eiLλ − e−iLλ

)
,

F = −eiL(k−λ)

4kλ

{
(k − λ)2e2iLλ − (k + λ)2

}
.

We define the function φ ∼ e−ikx as x→ −∞, so

φ(x) ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e−ikx, x < −L/2

eikL/2
{
cos [λ(L/2 + x)] − ik

λ
sin [λ(L/2 + x)]

}
, |x| < L/2

e−ik(x−L) cos (λL)

− i sin(λL)
2kλ

[
e−ik(x−L)(λ2 + k2) − eikx(λ2 − k2)

]
, x > L/2.

Now, let us consider the case when A = 1 and B = 0; then solving for C, D,
E, F by enforcing continuity of v and vx at x = ±L/2 gives

C =
λ + k

2λ
ei(k−λ)L/2,

D =
λ − k

2λ
ei(k+λ)L/2,

E = e−ikL

{
cos (λL) + i

λ2 + k2

2kλ
sin (λL)

}
,

F = i
λ2 − k2

2kλ
sin (λL) .

We then define φ ∼ e−ikx as x→ −∞ and find

φ(x) ≡

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
eikx, x < −L/2

e−ikL/2
{
cos [λ(L/2 + x)] + ik

λ
sin [λ(L/2 + x)]

}
, |x| < L/2

eik(x−L) cos (λL)

+
i sin(λL)

2kλ

[
eik(x−L)(λ2 + k2) − e−ikx(λ2 − k2)

]
, x > L/2.

Recall the eigenfunctions ψ, ψ have the asymptotic boundary conditions: ψ ∼
eikx as x→ ∞ and ψ ∼ e−ikx as x→ ∞; we write:

φ(x) = a(k)ψ(x) + b(k)ψ(x) ∼ a(k)e−ikx + b(k)eikx,
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as x→ ∞. By comparing coefficients we find that

a(k) = eikL

{
cos
(
L
√

H2 + k2
)
− i

H2 + 2k2

2k
√

H2 + k2
sin
(
L
√

H2 + k2
)}
,

b(k) =
iH2

2k
√

H2 + k2
sin
(
L
√

H2 + k2
)
.

Since the zeros of a(k) are purely imaginary, let k = iκ where κ ∈ R. Then

a(iκ) = e−κL

{
cos
(
L
√

H2 − κ2
)
− H2 − 2κ2

2κ
√

H2 − κ2
sin
(
L
√

H2 − κ2
)}
.

Thus, the zeros of a(iκ) occur when

tan
(
L
√

H2 − κ2
)
=

2κ
√

H2 − κ2

H2 − 2κ2
.

Note that the right-hand side is a monotonically increasing function from
[0,∞) on 0 ≤ κ < H/

√
2 and from (−∞, 0] on H/

√
2 < κ ≤ H, and that

tan
(
LH
√

1 − κ2/H2
)

has LH/π periods for κ between 0 and H. Thus, the num-
ber of zeros of a(iκ) depends on the size of LH, such that there are n ∈ N zeros
of a(iκ) for 0 < κ < H when

(n − 1)π < LH ≤ nπ.

Additionally, using the same reasoning as above, there are up to n zeros for
−H < κ < 0 when LH < nπ. For |κ| > H, we can write

tanh
(
L
√
κ2 − H2

)
=

2κ
√
κ2 − H2

H2 − 2κ2
,

and it is seen that there are no zeros for κ > H. As earlier, the time depen-
dence of the scattering data can be determined from a(k, t) = a(k, 0), b(k, t) =
b(k, 0) exp(8ik3t), etc.

9.9 Conserved quantities and conservation laws

As mentioned in Chapter 8, one of the major developments in the study of
integrable systems was the recognition that special equations, such as the KdV
equation, have an infinite number of conserved quantities/conservation laws.
These were derived by Gardner et al. (1967) by making use of the Miura trans-
formation. That derivation can be found in Section 8.3. In this section we use
IST to derive these results.

Recall from Lemma 9.1 that a(k) and M(x; k) = φ(x; k) exp(−ikx) are ana-
lytic in the upper half k-plane and that a(k) has a finite number of simple zeros
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on the imaginary axis: {km = iKm}Nm=1, in the upper half k-plane and a(k) → 1
as k → ∞. Moreover we have shown in Section 9.4 that a(k) is constant in
time. We will use this fact to obtain the conserved densities.

We can relate log a(k) to the potential u and its derivatives. From (9.5)
and (9.8) we have

a(k) =
1

2ik
W(φ, ψ)

=
1

2ik
(φψx − φxψ) = lim

x→+∞
1

2ik

(
φikeikx − φxeikx

)
.

Letting

φ = ep−ikx, p→ 0 as x→ −∞ (9.49)

yields

a(k) = lim
x→+∞ ep

(
1 − px

2ik

)
or

log a = lim
x→+∞ p + lim

x→+∞ log
(
1 − px

2ik

)
. (9.50)

Substituting (9.49) into

φxx + (k2 + u)φ = 0

and calling μ = px = ik +
φx

φ
gives

μx + μ
2 − 2ikμ + u = 0 (9.51)

which is a Ricatti equation for μ in terms of u. This equation has a series
solution, in terms of inverse powers of k, of the form

μ =

∞∑
n=1

μn

(2ik)n
=
μ1

2ik
+

μ2

(2ik)2
+

μ3

(2ik)3
+ · · · , (9.52)

which yields a recursion relation for the μn. From (9.51) the first three terms
are

μ1 = u, μ2 = ux, μ3 = u2 + uxx (9.53)

and in general μn satisfies

μn,x +

n−1∑
q=1

μqμn−q − μn+1 = 0 (9.54)
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which further yields μ4 = (2u2 + uxx)x, μ5 = μ4,x + (u2)xx + 2u3 − u2
x, and so on.

From (9.53)–(9.54) we see that all of μn are polynomial functions of u and its
derivatives, i.e., μn = μn(u, ux, uxx, . . . ) and μn → 0 as x→ ∞. Hence,

lim
x→+∞ log

(
1 − px

2ik

)
= 0.

Then from (9.50) and (9.52),

log a = lim
x→+∞

∫ x

−∞
px dx =

∫ ∞

−∞
μ dx

=

∞∑
n=1

1
(2ik)n

∫ ∞

−∞
μn(u, ux, uxx, . . .) dx =

∞∑
n=1

Cn

(2ik)2
, (9.55)

which implies we have an infinite number of conserved quantities

Cn =

∫ ∞

−∞
μn(u, ux, uxx, . . .) dx.

The first three non-trivial conserved quantities are, from (9.53)–(9.54) (C2n are
trivial)

C1 =

∫ ∞

−∞
u dx, C3 =

∫ ∞

−∞
u2 dx, C5 =

∫ ∞

−∞

(
2u3 − u2

x

)
dx.

We can also use the large k expansion to retrieve the infinite number of
conservation laws

∂Tn

∂t
+
∂Fn

∂x
= 0, n = 1, 2, 3, . . .

associated with the KdV equation. As discussed earlier there is an associated
linear dependence with the Schrödinger scattering problem; that is,

φt = (ux + 4ik3)φ + (4k2 − 2u)φx. (9.56)

We note that the fixed boundary condition φ ∼ exp(−ikx) as x → −∞ is con-
sistent with (9.56). Substituting φ = exp(p− ikx), μ = px into (9.56) and taking
a derivative with respect to x yields after some manipulation

μt =
∂

∂x
[2iku + ux + (4k2 − 2u)μ].

Then the expansion (9.52) gives

∂μn

∂t
+
∂

∂x
(μn+2 + 2uμn) = 0, n ≥ 1
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with the μ obtained from (9.53)–(9.54). Substitution of μn yields the infinite
number of conservation laws. The first two non-trivial conservation laws are

∂

∂t
u +

∂

∂x
(uxx + 3u2) = 0

∂

∂t
(u2 + uxx) +

∂

∂x

[
uxxxx + 4(u2)xx + 4u3 − 3u2

x

]
= 0.

Finally, we note that the conserved densities can also be computed in terms of
the scattering data. This requires some complex analysis.

Consider the function

α(k) = a(k)
N#∏

m=1

k − k∗m
k − km

, (9.57)

where k∗m is the complex conjugate of km. This function is analytic in the upper
half k-plane with no zeros and α(k)→ 1 as k → ∞. By the Schwarz reflection
principle (see Ablowitz and Fokas, 2003) the complex conjugate of (9.57)

α(k)∗ = a(k)∗
N#∏

m=1

k − km

k − k∗m
(9.58)

is analytic in the lower half k-plane with no zeros. Then by Cauchy’s integral
theorem for Im{k} > 0

logα(k) =
1

2πi

∫ ∞

−∞
logα(z)

z − k
dz

0 =
1

2πi

∫ ∞

−∞
logα(z)∗

z − k
dz.

Adding the above equations for Im{k} > 0 and using (9.57) and (9.58) gives

log a(k) = − 1
2πik

∫ ∞

−∞
log aa∗

1 − z/k
dz +

N#∑
m=1

log

(
1 − km/k
1 − k∗m/k

)
.

Then expanding for large k gives

log a(k) = − 1
2πi

∞∑
n=1

1
kn

∫ ∞

−∞
zn−1 log (aa∗(z)) dz

+

∞∑
n=1

1
kn

N#∑
m=1

((
k∗m
)n − kn

m
)

n
=

∞∑
n=1

Cn

(2ik)n
.
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The right-hand side of the above equation is also obtained from (9.55); thus Cn

are the conserved densities now written in terms of scattering data. Recall,

1 −
∣∣∣∣∣ba (k)

∣∣∣∣∣2 = 1 − |ρ(k)|2 = 1
|a(k)|2 .

Thus we can write the non-trivial conserved densities in terms of the data
obtained from log a(k):

C2n+1 = (2i)2n+1

⎡⎢⎢⎢⎢⎢⎢⎣ 1
2πi

∫ ∞

−∞
z2n log(1 − |ρ|2) dz +

N#∑
m=1

(
k∗m
)2n+1 − k2n+1

m

2n + 1

⎤⎥⎥⎥⎥⎥⎥⎦ ,
for n ≥ 1, or noting that km = iκm, κm > 0

C2n+1 =
1
π

∫ ∞

−∞
(−1)n(2z)2n log(1 − |ρ(z)|2) dz +

2
2n + 1

N#∑
m=1

(2κm)2n+1,

which gives the conserved densities in terms of the scattering data
{ρ(z), κm|Nm=1}.

9.10 Outline of the IST for a general evolution system –
including the nonlinear Schrödinger equation with

vanishing boundary conditions

In the previous sections of this chapter we concentrated on the IST for the
KdV equation with vanishing boundary values. In this section we will discuss
the main steps in the IST associated with the following compatible linear 2× 2
system (Lax pair):

vx =

( −ik q
r ik

)
v, (9.59a)

and

vt =

(
A B
C −A

)
v, (9.59b)

where v is a two-component vector, v(x, t) =
(
v(1)(x, t), v(2)(x, t)

)T
.1 In Chap-

ter 8 we described how the compatibility of the above general linear system
yielded a class of nonlinear evolution equations. This class includes as special
cases the nonlinear Schrödinger (NLS), modified Korteweg–de Vries (mKdV)

1 Unless otherwise specified, superscripts (�) with � = 1, 2 denote the �th component of the
corresponding two-component vector and T denotes matrix transpose.
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and sine–, sinh–Gordon equations. The equality of the mixed derivatives of v,
i.e., vxt = vtx, is equivalent to the statement that q and r satisfy these evolu-
tion equations, if k, the scattering parameter or eigenvalue, is independent of x
and t. As before, we refer to the equation with the x derivative, (9.59a), as the
scattering problem: its solutions are termed eigenfunctions (with respect to the
eigenvalue k) and the equation with the t derivative, (9.59b), is called the time
equation.

For example, the particular case of the NLS equation results when we take
the time-dependent system to be

vt =

(
A B
C −A

)
v =

(
2ik2 + iqr 2kq + iqx

2kr + irx −2ik2 − iqr

)
v, (9.60)

which by compatibility of (9.59a)–(9.60) yields

iqt = qxx − 2rq2 (9.61a)

−irt = rxx − 2qr2. (9.61b)

Then the reduction r = σq∗ with σ = ∓1, gives, as a special case, the NLS
equation

iqt = qxx ± 2|q|2q. (9.62)

We say the NLS equation is focusing or defocusing corresponding to σ = ∓1.
In what follows we will assume that the potentials, i.e., the solutions of the

nonlinear evolution equations q(x, t), r(x, t), decay sufficiently rapidly as x →
±∞; at least q, r ∈ L1. The reader can also see the references mentioned earlier
in this chapter and in Chapter 8. Here we will closely follow the methods and
notation employed by Ablowitz et al. (2004b).

We can rewrite the scattering problem (9.59a) as

vx = (ikJ +Q) v

where

J =
( −1 0

0 1

)
, Q =

(
0 q
r 0

)
.

and I is the 2 × 2 identity matrix.
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9.10.1 Direct scattering problem

Eigenfunctions and integral equations
When the potentials q, r → 0 sufficiently rapidly as x → ±∞ the eigenfunc-
tions are asymptotic to the solutions of

vx =

( −ik 0
0 ik

)
v

when |x| is large. We single out the solutions of (9.59a) (eigenfunctions)
defined by the following boundary conditions:

φ(x; k) ∼
(

1
0

)
e−ikx, φ(x; k) ∼

(
0
1

)
eikx as x→ −∞ (9.63a)

ψ(x; k) ∼
(

0
1

)
eikx, ψ(x; k) ∼

(
1
0

)
e−ikx as x→ +∞. (9.63b)

Note that here and in the following the bar does not denote complex con-
jugate, for which we will use the ∗ notation. It is convenient to introduce
eigenfunctions with constant boundary conditions by defining

M(x; k) = eikxφ(x; k), M(x; k) = e−ikxφ(x; k)

N(x; k) = e−ikxψ(x; k), N(x; k) = eikxψ(x; k).

In terms of the above notation, the eigenfunctions, also called Jost solutions,
M(x; k) and N(x; k), are solutions of the differential equation

∂xχ(x; k) = ik (J + I) χ(x; k) + (Qχ) (x; k), (9.64)

while the eigenfunctions N(x; k) and M(x; k) satisfy

∂xχ(x; k) = ik (J − I) χ(x; k) + (Qχ) (x; k), (9.65)

with the constant boundary conditions

M(x; k)→
(

1
0

)
, M(x; k)→

(
0
1

)
as x→ −∞ (9.66a)

N(x; k)→
(

0
1

)
, N(x; k)→

(
1
0

)
as x→ +∞. (9.66b)
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Solutions of the differential equations (9.64) and (9.65) can be represented by
means of the following integral equations

χ (x; k) = w +
∫ +∞
−∞

G(x − x′; k)Q(x′)χ(x′; k) dx′

χ (x; k) = w +
∫ +∞
−∞

G(x − x′; k)Q(x′)χ(x′; k) dx′

where w = (1, 0)T, w = (0, 1)T and the (matrix) Green’s functions G(x; k) and
G(x; k) satisfy the differential equations

[I∂x − ik (J + I)] G(x; k) = δ(x),

[I∂x − ik (J − I)] G(x; k) = δ(x) ,

where δ(x) is the Dirac delta (generalized) function. The Green’s functions are
not unique, and, as we will show below, the choice of the Green’s functions
and the choice of the inhomogeneous terms w, w together uniquely determine
the eigenfunctions and their analytic properties in k.

By using the Fourier transform method, one can represent the Green’s
functions in the form

G(x; k) =
1

2πi

∫
C

(
1/p 0

0 1/ (p − 2k)

)
eipxdp

G(x; k) =
1

2πi

∫
C

(
1/ (p + 2k) 0

0 1/p

)
eipx dp

where C and C will be chosen as appropriate contour deformations of the real
p-axis. It is natural to consider G±(x; k) and G±(x; k) defined by

G±(x; k) =
1

2πi

∫
C±

(
1/p 0

0 1/ (p − 2k)

)
eipxdp

G±(x; k) =
1

2πi

∫
C±

(
1/ (p + 2k) 0

0 1/p

)
eipx dp

where C± and C± are the contours from −∞ to +∞ that pass below (+ func-
tions) and above (− functions) both singularities at p = 0 and p = 2k, or
respectively, p = 0 and p = −2k. Contour integration then gives

G±(x; k) = ±θ(±x)

(
1 0
0 e2ikx

)
,

G±(x; k) = ∓θ(∓x)

(
e−2ikx 0

0 1

)
,
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where θ(x) is the Heaviside function (θ(x) = 1 if x > 0 and θ(x) = 0 if x < 0).
The “+” functions are analytic and bounded in the upper half-plane of k and
the “−” functions are analytic in the lower half-plane. By taking into account
the boundary conditions (9.66), we obtain the following integral equations for
the eigenfunctions:

M(x; k) =

(
1
0

)
+

∫ +∞
−∞

G+(x − x′; k)Q(x′)M(x′; k)dx′ (9.67a)

N(x; k) =

(
0
1

)
+

∫ +∞
−∞

G+(x − x′; k)Q(x′)N(x′; k)dx′ (9.67b)

M(x; k) =

(
0
1

)
+

∫ +∞
−∞

G−(x − x′; k)Q(x′)M(x′; k)dx′ (9.67c)

N(x; k) =

(
1
0

)
+

∫ +∞
−∞

G−(x − x′; k)Q(x′)N(x′; k)dx′. (9.67d)

Equations (9.67) are Volterra integral equations, whose solutions can be sought
in the form of Neumann series iterates. In the following lemma we will show
that if q, r ∈ L1(R), the Neumann series associated to the integral equations for
M and N converge absolutely and uniformly (in x and k) in the upper k-plane,
while the Neumann series of the integral equations for M and N converge
absolutely and uniformly (in x and k) in the lower k-plane. This implies that
the eigenfunctions M(x; k) and N(x; k) are analytic functions of k for Im k > 0
and continuous for Im k ≥ 0, while M(x; k) and N(x; k) are analytic functions
of k for Im k < 0 and continuous for Im k ≤ 0.

Lemma 9.2 If q, r ∈ L1(R), then M(x; k), N(x; k) defined by (9.67a)
and (9.67b) are analytic functions of k for Im k > 0 and continuous for
Im k ≥ 0, while M(x; k) and N(x; k) defined by (9.67c) and (9.67d) are ana-
lytic functions of k for Im k < 0 and continuous for Im k ≤ 0. Moreover, the
solutions of the corresponding integral equations are unique in the space of
continuous functions.

The proof can be found in Ablowitz et al. (2004b).
Note that simply requiring q, r ∈ L1(R) does not yield analyticity of the

eigenfunctions on the real k-axis, for which more stringent conditions must be
imposed. Having q, r vanishing faster than any exponential as |x| → ∞ implies
that all four eigenfunctions are entire functions of k ∈ C.

From the integral equations (9.67) we can compute the asymptotic expan-
sion at large k (in the proper half-plane) of the eigenfunction. Integration by
parts yields
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M(x; k) =

(
1 − 1

2ik

∫ x

−∞ q(x′)r(x′)dx′

− 1
2ik r(x)

)
+ O(1/k2) (9.68a)

N(x; k) =

⎛⎜⎜⎜⎜⎝ 1 + 1
2ik

∫ +∞
x

q(x′)r(x′)dx′

− 1
2ik r(x)

⎞⎟⎟⎟⎟⎠ + O(1/k2) (9.68b)

N(x; k) =

⎛⎜⎜⎜⎜⎝ 1
2ik q(x)

1 − 1
2ik

∫ +∞
x

q(x′)r(x′)dx′

⎞⎟⎟⎟⎟⎠ + O(1/k2) (9.68c)

M(x; k) =

( 1
2ik q(x)

1 + 1
2ik

∫ x

−∞ q(x′)r(x′)dx′

)
+ O(1/k2). (9.68d)

9.10.2 Scattering data

The two eigenfunctions with fixed boundary conditions as x → −∞ are lin-
early independent, and the same holds for the two eigenfunctions with fixed

boundary conditions as x → +∞. Indeed, let u(x, k) =
(
u(1)(x, k), u(2)(x, k)

)T
and v(x, k) =

(
v(1)(x, k), v(2)(x, k)

)T
be any two solutions of (9.59a) and let us

define the Wronskian of u and v, W(u, v), as

W(u, v) = u(1)v(2) − u(2)v(1).

Using (9.59a) it can be verified that

d
dx

W(u, v) = 0

where W(u, v) is a constant. Therefore, from the prescribed asymptotic behav-
ior for the eigenfunctions, it follows that

W
(
φ, φ
)
= lim

x→−∞W
(
φ(x; k), φ(x; k)

)
= 1

W
(
ψ, ψ
)
= lim

x→+∞W
(
ψ(x; k), ψ(x; k)

)
= −1,

which shows that the solutions φ and φ are linearly independent, as are ψ and
ψ. As a consequence, we can express φ(x; k) and φ(x; k) as linear combina-
tions of ψ(x; k) and ψ(x; k), or vice versa, with the coefficients of these linear
combinations depending on k only. Hence, the relations

φ(x; k) = b(k)ψ(x; k) + a(k)ψ(x; k) (9.69a)

φ(x; k) = a(k)ψ(x; k) + b(k)ψ(x; k) (9.69b)

hold for any k ∈ C such that the four eigenfunctions exist. In particular, (9.69)
hold for Im k = 0 and define the scattering coefficients a(k), a(k), b(k), b(k) for
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k ∈ R. Comparing the asymptotics of W(φ, φ) as x → ±∞ with (9.69) shows
that the scattering data satisfy the following equation:

a(k)a(k) − b(k)b(k) = 1 ∀k ∈ R.
The scattering coefficients can, in turn, be represented as Wronskians of the
eigenfunctions. Indeed, from (9.69) it follows that

a(k) = W(φ, ψ), a(k) = W(ψ, φ) (9.70a)

b(k) = W(ψ, φ), b(k) = W
(
φ, ψ
)
. (9.70b)

Therefore, if q, r ∈ L1(R), Lemma 9.2 and equations (9.70) imply that a(k)
admit analytic continuation in the upper half k-plane, while a(k) can be analyt-
ically continued in the lower half k-plane. In general, b(k) and b(k) cannot be
extended off the real k-axis. It is also possible to obtain integral representations
for the scattering coefficients in terms of the eigenfunctions, but we will not do
so here.

Equation (9.69) can be written as

μ(x, k) = N(x; k) + ρ(k)e2ikxN(x; k) (9.71a)

μ(x, k) = N(x; k) + ρ(k)e−2ikxN(x; k), (9.71b)

where we introduced

μ(x, k) = M(x; k)/a(k), μ(x, k) = M(x; k)/a(k) (9.72)

and the reflection coefficients

ρ(k) = b(k)/a(k), ρ(k) = b(k)/a(k). (9.73)

Note that from the representation of the scattering data as Wronskians of the
eigenfunctions and from the asymptotic expansions (9.68), it follows that

a(k) = 1 + O(1/k), a(k) = 1 + O(1/k)

in the proper half-plane, while b(k), b(k) are O(1/k) as |k| → ∞ on the real
axis. We further assume that a(k), a(k) are continuous for real k. Since a(k) is
analytic for Im k > 0, continuous for Im k = 0 and a(k)→ 1 for |k| → ∞, there
cannot be a cluster point of zeros for Im k ≥ 0. Hence the number of zeros is
finite. Similarly for a(k).

Proper eigenvalues and norming constants
A proper (or discrete) eigenvalue of the scattering problem (9.59a) is a (com-
plex) value of k corresponding to a bounded solution v(x, k) such that v(x, k)→
0 as x → ±∞; usually one requires v ∈ L2(R) with respect to x. We also call
such solutions bound states. When q = r∗ in (9.59a), the scattering problem is
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self-adjoint and there are no eigenvalues/bound states. So the only possibility
for eigenvalues is when q = −r∗. We will see that these eigenvalues correspond
to solitons that decay rapidly at infinity; sometimes called “bright” solitons.
The so-called “dark” solitons, which tend to constant states at infinity, are con-
tained in an extended theory (cf. Zakharov and Shabat, 1973; Prinari et al.,
2006).

Suppose that k j = ξ j + iη j, with η j > 0, is such that a(k j) = 0. Then
from (9.70a) it follows that W(φ(x; k j), ψ(x; k j)) = 0 and therefore φ j(x) :=
φ(x; k j) and ψ j(x) = ψ(x; k j) are linearly dependent; that is, there exists a
complex constant c j such that

φ j(x) = c jψ j(x).

Hence, by (9.63a) and (9.63b) it follows that

φ j(x) ∼
(

1
0

)
eη j x−iξ j x as x→ −∞

φ j(x) = c jψ j(x) ∼
(

0
1

)
e−η j x+iξ j x as x→ +∞.

Since we have strong decay for large |x|, it follows that k j is a proper
eigenvalue. On the other hand, if a(k) � 0 for Im k > 0, then solutions of
the scattering problem blow up in one or both directions. We conclude that
the proper eigenvalues in the region Im k > 0 are precisely the zeros of the
scattering coefficient a(k). Similarly, the eigenvalues in the region Im k < 0
are given by the zeros of a(k), and these zeros k j = ξ j + iη j are such that

φ(x; k j) = c jψ(x; k j) for some complex constant c j. The coefficients
{
c j

}J
j=1

and
{
c j

}J
j=1

are often called norming constants. In terms of the eigenfunctions,

the norming constants are defined by

Mj(x) = c j e2ik j xN j(x) , M j(x) = c j e−2ik j xN j(x) , (9.74)

where Mj(x) = M(x; k j), M j(x) = M(x; k j) and similarly for Nj(x) and N j(x).
As we will see in the following, discrete eigenvalues and associated norming
constants are part of the scattering data (i.e., the data necessary to uniquely
solve the inverse problem and reconstruct q(x, t) and r(x, t)).

Note that if the potentials q, r are rapidly decaying, such that (9.69) can be
extended off the real axis, then

c j = b(k j) for j = 1, . . . , J

c j = b(k j) for j = 1, . . . , J.
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Symmetry reductions
The NLS equation is a special case of the system (9.61) under the symme-
try reduction r = ±q∗. This symmetry in the potentials induces a symmetry
between the eigenfunctions analytic in the upper k-plane and the ones ana-
lytic in the lower k-plane. In turn, this symmetry of the eigenfunctions induces
symmetries in the scattering data.

Indeed, if v(x, k) =
(
v(1)(x, k), v(2)(x, k)

)T
satisfies (9.59a) and r = ∓q∗, then

v̂(x, k) =
(
v(2)(x, k∗),∓v(1)(x, k∗)

)†
(where † denotes conjugate transpose) also

satisfies the same (9.59a). Taking into account the boundary conditions (9.63),
we get

ψ(x; k) =

(
ψ(2)(x; k∗)
∓ψ(1)(x; k∗)

)∗
, φ(x; k) =

( ∓φ(2)(x; k∗)
φ(1)(x; k∗)

)∗
,

N(x; k) =

(
N(2)(x; k∗)
∓N(1)(x; k∗)

)∗
, M(x; k) =

( ∓M(2)(x; k∗)
M(1)(x; k∗)

)∗
.

Then, from the Wronskian representations for the scattering data (9.70) there
follows

a(k) = a∗(k∗) , b(k) = ∓b∗(k∗) ,

which implies that k j is a zero of a(k) in the upper half k-plane if and only if k∗j
is a zero of a(k) in the lower k-plane and vice versa. This means that the zeros
of a(k) and a(k) come in pairs and the number of zeros of each is the same, i.e.,
J = J. Hence when there are eigenvalues associated with the potential q, with
q = −r∗, we have that

k j = k∗j , c j = ∓c∗j j = 1, . . . , J.

On the other hand, if we have the symmetry r = ∓q, with q real, then

v̂(x, k) =
(
v(2)(x,−k),∓v(1)(x,−k)

)T
also satisfies the same equation (9.59a).

Taking into account the boundary conditions (9.63), we get

ψ(x; k) =

(
ψ(2)(x;−k)
∓ψ(1)(x;−k)

)
, φ(x; k) =

( ∓φ(2)(x;−k)
φ(1)(x;−k)

)
,

N(x; k) =

(
N(2)(x;−k)
∓N(1)(x;−k)

)
, M(x; k) =

( ∓M(2)(x;−k)
M(1)(x;−k)

)
.

Then, from the Wronskian representations for the scattering data (9.70), there
follows

a(k) = a(−k) , b(k) = ∓b(−k) , (9.75)

which implies that k j is a zero of a(k) in the upper half k-plane if and only if
−k j is a zero of a(k) in the lower k-plane, and vice versa. As a consequence,



248 Inverse scattering transform for the KdV equation

when r = −q, with q real, the zeros of a(k) and a(k) are paired, their number is
the same: J = J and

k j = −k j , c j = −c j j = 1, . . . , J. (9.76)

Thus if r = −q, with q real, both of the above symmetry conditions must hold
and when k j is an eigenvalue so is −k∗j ; i.e., either the eigenvalues come in
pairs, {k j,−k∗j}, or they lie on the imaginary axis.

9.10.3 Inverse scattering problem

The inverse problem consists of constructing a map from the scattering data,
that is:

(i) the reflection coefficients ρ(k) and ρ(k) for k ∈ R, defined by (9.73);

(ii) the discrete eigenvalues
{
k j

}J
j=1

(zeros of the scattering coefficient a(k) in

the upper half plane of k) and
{
k j

}J
j=1

(zeros of the scattering coefficient

a(k) in the lower half plane of k);

(iii) the norming constants
{
c j

}J
j=1

and
{
c j

}J
j=1

, cf. (9.74); back to the potentials

q and r.
First, we use these data to reconstruct the eigenfunctions (for instance, N(x; k)
and N(x; k)), and then we recover the potentials from the large k asymptotics
of the eigenfunctions, cf. equations (9.68). Note that the inverse problem is
solved at fixed t, and therefore the explicit time dependence is omitted. In fact,
in the inverse problem both x and t are treated as parameters.

Riemann–Hilbert approach
In the previous section, we showed that the eigenfunctions N(x; k) and N(x; k)
exist and are analytic in the regions Im k > 0 and Im k < 0, respectively, if
q, r ∈ L1(R). Similarly, under the same conditions on the potentials, the func-
tions μ(x, k) and μ(x, k) introduced in (9.72) are meromorphic in the regions
Im k > 0 and Im k < 0, respectively, with poles at the zeros of a(k) and
a(k). Therefore, in the inverse problem we assume these analyticity properties
for the unknown eigenfunctions (N(x; k) and N(x; k)) or modified eigenfunc-
tions (μ(x, k) and μ(x, k)). With these assumptions, (9.71) can be considered
as the “jump” conditions of a Riemann–Hilbert problem. To recover the sec-
tionally meromorphic functions from the scattering data, we will convert the
Riemann–Hilbert problem into a system of linear integral equations.

Suppose that a(k) and a(k) have a finite number of simple zeros in the regions

Im k > 0 and Im k < 0, respectively, which we denote as
{
k j, Im k j > 0

}J
j=1

and
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k j, Im k j < 0

}J
j=1

. We will also assume that a(ξ) � 0 and a(ξ) � 0 for ξ ∈ R
(i.e., a and a have no zeros on the real axis) and a(k) is continuous for Im k ≥ 0.

Let f (ζ), ζ ∈ R, be an integrable function and consider the projection
operators

P±[ f ](k) =
1

2πi

∫ +∞
−∞

f (ζ)
ζ − (k ± i0)

dζ.

If f+ (resp. f−) is analytic in the upper (resp. lower) k-plane and f±(k) → 0 as
|k| → ∞ for Im k ≷ 0, then

P±
[
f±
]
= ± f±, P±

[
f∓
]
= 0

[P± are referred to as projection operators into the upper/lower half k-planes].
Let us now apply the projector P− to both sides of (9.71a) and P+ to both
sides of (9.71b). Note that μ(x, k) = M(x; k)/a(k) in (9.71a) does not decay
for large k; rather it tends to (1, 0)T. In addition it has poles at the zeros of
a(k). We subtract these contributions from both sides of (9.71a) and then take
the projector; similar statements apply to μ(x, k) in (9.71b). So, taking into
account the analyticity properties of N, N, μ, μ and the asymptotics (9.68) and
using (9.74), we obtain

N(x; k) =

⎛⎜⎜⎜⎜⎝ 1
0

⎞⎟⎟⎟⎟⎠ + J∑
j=1

C je2ik j x

k − k j
N j(x) +

1
2πi

∫ +∞
−∞

ρ(ζ)e2iζx

ζ − (k − i0)
N(x; ζ) dζ (9.77a)

N(x; k) =

⎛⎜⎜⎜⎜⎝ 0
1

⎞⎟⎟⎟⎟⎠ + J∑
j=1

C je−2ik j x

k − k j

N j(x) − 1
2πi

∫ +∞
−∞

ρ(ζ)e−2iζx

ζ − (k + i0)
N(x; ζ) dζ, (9.77b)

where Nj(x) = N(x; k j), N j(x) = N(x; k j) and we introduced

C j =
c j

a′(k j)
for j = 1, . . . , J

C j =
c j

a′(k j)
for j = 1, . . . , J

with ′ denoting the derivative of a(k) and a(k) with respect to k. We see that
the equations defining the inverse problem for N(x; k) and N(x; k) depend on

the extra terms
{
Nj(x)

}J
j=1

and
{
N j(x)

}J
j=1

. In order to close the system, we

evaluate (9.77a) at k = k j for j = 1, . . . , J and (9.77b) at k = k j for j = 1, . . . , J,
thus obtaining
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N�(x) =

⎛⎜⎜⎜⎜⎝ 1
0

⎞⎟⎟⎟⎟⎠ + J∑
j=1

C je2ik j x

k� − k j

N j(x) +
1

2πi

∫ +∞
−∞

ρ(ζ)e2iζx

ζ − k�
N(x; ζ) dζ (9.78a)

Nj(x) =

⎛⎜⎜⎜⎜⎝ 0
1

⎞⎟⎟⎟⎟⎠ + J∑
m=1

Cme−2ikm x

k j − km

N j(x) − 1
2πi

∫ +∞
−∞

ρ(ζ)e−2iζx

ζ − k j
N(x; ζ) dζ . (9.78b)

Equations (9.77) and (9.78) together constitute a linear algebraic – integral
system of equations that, in principle, solve the inverse problem for the
eigenfunctions N(x; k) and N(x; k).

By comparing the asymptotic expansions at large k of the right-hand sides
of (9.77) with the expansions (9.68), we obtain

r(x) = −2i
J∑

j=1

e2ik j xC jN
(2)
j (x) +

1
π

∫ +∞
−∞

ρ(ζ)e2iζxN(2)(x; ζ) dζ (9.79a)

q(x) = 2i
J∑

j=1

e−2ik j xC jN
(1)
j (x) +

1
π

∫ +∞
−∞

ρ(ζ)e−2iζxN
(1)

(x; ζ)dζ (9.79b)

which reconstruct the potentials in terms of the scattering data and thus com-
plete the formulation of the inverse problem (as before, the superscript (�)

denotes the �-component of the corresponding vector).
We mention that the issue of establishing existence and uniqueness of

solutions for the equations of the inverse problem is usually carried out by con-
verting the inverse problem into a set of Gelfand–Levitan–Marchenko integral
equations – which is given next.

Gel’fand–Levitan–Marchenko integral equations
As an alternative inverse procedure we provide a reconstruction for the
potentials by developing the Gel’fand–Levitan–Marchenko (GLM) integral
equations, instead of using the projection operators (cf. Zakharov and Shabat,
1972; Ablowitz and Segur, 1981). To do this we represent the eigenfunctions
in terms of triangular kernels

N(x; k) =

(
0
1

)
+

∫ +∞
x

K(x, s)e−ik(x−s) ds, s > x, Im k > 0 (9.80)

N(x; k) =

(
1
0

)
+

∫ +∞
x

K(x, s)eik(x−s) ds, s > x, Im k < 0. (9.81)
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Applying the operator 1
2π

∫ +∞
−∞ dk e−ik(x−y) for y > x to (9.77a), we find

K(x, y) +

(
0
1

)
F(x + y) +

∫ +∞

x
K(x, s)F(s + y) ds = 0 (9.82)

where

F(x) =
1

2π

∫ +∞
−∞

ρ(ξ)eiξx dξ − i
J∑

j=1

C je
ik j x.

Analogously, operating on (9.77b) with 1
2π

∫ +∞
−∞ dk eik(x−y) for y > x gives

K(x, y) +

(
1
0

)
F(x + y) +

∫ +∞
x

K(x, s)F(s + y) ds = 0 (9.83)

where

F(x) =
1

2π

∫ +∞
−∞

ρ(ξ)e−iξx dξ + i
J∑

j=1

C je
−ik j x.

Equations (9.82) and (9.83) constitute the Gel’fand–Levitan–Marchenko equa-
tions.

Inserting the representations (9.80)–(9.81) for the eigenfunctions into (9.79)
we obtain the reconstruction of the potentials in terms of the kernels of the
GLM equations, i.e.,

q(x) = −2K(1)(x, x), r(x) = −2K
(2)

(x, x) (9.84)

where, as usual, K( j) and K
( j)

for j = 1, 2 denote the jth component of the
vectors K and K respectively.

If the symmetry r = ∓q∗ holds, then, taking into account (9.75)–(9.76), one
can verify that

F(x) = ∓F∗(x)

and consequently

K(x, y) =

(
K(2)(x, y)
∓K(1)(x, y)

)∗
.

In this case (9.82)–(9.83) solving the inverse problem reduce to

K(1)(x, y) = ±F∗(x + y) ∓
∫ +∞

x
ds
∫ +∞

x
ds′K(1)(x, s′)F(s + s′)F∗(y + s)

and the potentials are reconstructed by means of the first of (9.84). We also
note that when r = ∓q with q real, then F(x) and K(1)(x, y) are real.



252 Inverse scattering transform for the KdV equation

9.10.4 Time evolution

We will now show how to determine the time dependence of the scattering data.
Then, by the inverse transform we establish the solution q(x, t) and r(x, t).

The operator equation (9.59b) determines the evolution of the eigenfunc-
tions, which can be written as

∂tv =

(
A B
C −A

)
v (9.85)

where B,C → 0 as x → ±∞ (since q, r ∈ L1(R)). Then the time-dependent
eigenfunctions must asymptotically satisfy the differential equation

∂tv =

(
A0 0
0 −A0

)
v as x→ ±∞ (9.86)

with

A0 = lim
|x|→∞

A(x, k).

The system (9.86) has solutions that are linear combinations of

v+ =

(
eA0t

0

)
, v− =

(
0

e−A0t

)
.

However, such solutions are not compatible with the fixed boundary conditions
of the eigenfunctions, i.e., equations (9.63a)–(9.63b). Therefore, we define
time-dependent functions

Φ(x, t; k) = eA0tφ (x, t; k) , Φ(x, t; k) = e−A0tφ(x, t; k)

Ψ(x, t; k) = e−A0tψ (x, t; k) , Ψ(x, t; k) = eA0tψ(x, t; k)

to be solutions of the differential equation (9.85). Then the evolution for φ and
φ becomes

∂tφ =

(
A − A0 B

C −A − A0

)
φ, ∂tφ =

(
A + A0 B

C −A + A0

)
φ, (9.87)

so that, taking into account (9.69) and evaluating (9.87) as x→ +∞, we obtain

∂ta = 0, ∂ta = 0

∂tb = −2A0b, ∂tb = 2A0b

or, explicitly,

a(k, t) = a(k, 0), a(k, t) = a(k, 0) (9.88a)

b(k, t) = b(k, 0)e−2A0(k)t, b(k, t) = b(k, 0)e2A0(k)t. (9.88b)
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From (9.88a) it follows that the discrete eigenvalues (i.e., the zeros of a and
a) are constant as the solution evolves. Not only the number of eigenvalues,
but also their locations are fixed. Thus, the eigenvalues are time-independent
discrete states of the evolution. In fact, this time invariance is the underlying
mechanism of the elastic soliton interaction for the integrable soliton equa-
tions. On the other hand, the evolution of the reflection coefficients (9.73) is
given by

ρ(k, t) = ρ(k, 0)e−2A0(k)t, ρ(k, t) = ρ(k, 0)e2A0(k)t

and this also gives the evolution of the norming constants:

C j(t) = C j(0)e−2A0(k j)t, C j(t) = C j(0)e2A0(k j)t. (9.89)

The expressions for the evolution of the scattering data allow one to solve the
initial value problem for all of the solutions in the class associated with the
scattering problem (9.59a). Namely we can solve (see the previous chapter for
details) all the equations in the class given by the general evolution operator(

r
−q

)
t

+ 2A0(L)

(
r
q

)
= 0, (9.90)

where A0(k) = lim|x|→∞ A(x, t, k) (here A0(k) may be the ratio of two entire
functions), and L is the integro-differential operator given by

L =
1
2i

(
∂x − 2r(I−q) 2r(I−r)
−2q(I−q) −∂x + 2q(I−r)

)
,

where ∂x ≡ ∂/∂x and

(I− f )(x) ≡
∫ x

−∞
f (y) dy. (9.91)

Note that L operates on (r, q), and I− operates both on the functions immedi-
ately to its right and also on the functions to which L is applied.

Special cases are listed below:

• When A0 = 2ik2, r = ∓q∗ we obtain the solution of the NLS equation

iqt = qxx ± 2|q|2q

i.e., (9.62).
• If A0 = −4ik3 when r = ∓q, q real we find the solution of the modified KdV

(mKdV) equation,

qt ± 6q2qx + qxxx = 0. (9.92)
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• If on the other hand r = ∓q∗ the solution of the complex mKdV equation
results:

qt ± 6|q|2qx + qxxx = 0.

• Finally, if A0 =
i

4k and
(i) q = −r = − 1

2 ux, we obtain the solution of the sine – Gordon equation

uxt = sin u; (9.93)

(ii) or, if q = r = 1
2 ux, then we can find the solution of the sinh–Gordon

equation

uxt = sinh u.

In summary the solution procedure is as follows:
(i) The scattering data are calculated from the initial data q(x) = q(x, 0)

and r(x) = r(x, 0) according to the direct scattering method described
in Section 9.10.1.

(ii) The scattering data at a later time t > 0 are determined from (9.88)–(9.89).
(iii) The solutions q(x, t) and r(x, t) are recovered from the scattering

data using inverse scattering using the reconstruction formulas via
the Riemann–Hilbert formulation (9.77)–(9.79) or Gel-fand–Levitan–
Marchenko equations (9.82)–(9.83).

If we further require symmetry, r = ±q∗, as discussed in the above section on
symmetry reductions, we obtain the solution of the reduced evolution equation.

9.10.5 Soliton solutions

In the case where the scattering data comprise proper eigenvalues but ρ(k) =
ρ(k) ≡ 0 for all k ∈ R (corresponding to the so-called reflectionless solutions),
the algebraic-integral system (9.77) and (9.78) reduces to a linear algebraic
system, namely

Nl(x) =

(
1
0

)
+

J∑
j=1

C je2ik j xN j(x)

kl − k j

N j(x) =

(
0
1

)
+

J∑
m=1

Cme−2ikm xNm(x)

k j − km

,

that can be solved in closed form. The one-soliton solution, in particular, is
obtained for J = J = 1 (i.e., one single discrete eigenvalue k1 = ξ + iη and
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corresponding norming constant C1). In the relevant physical case, when the
symmetry r = −q∗ holds, using (9.75) and (9.76) in the above system, we get

N(1)
1 (x) = − C1

k1 − k∗1
e−2ik∗1 x

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣1 − |C1|2 e2i(k1−k∗1)x(
k1 − k∗1

)2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1

,

N(2)
1 (x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣1 − |C1|2 e2i(k1−k∗1)x(
k1 − k∗1

)2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1

,

where, as before, N1(x) =
(
N(1)

1 (x),N(2)
1 (x)

)T
. Then, if we set

k1 = ξ + iη, e2δ =
|C1|
2η

,

it follows from (9.79) that

q(x) = −2iη
C∗1
|C1|e

−2iξx sech (2ηx − 2δ) .

Taking into account the time dependence of C1 as given by (9.89), we find

q(x) = 2ηe−2iξx+2i Im A0(k1)t−iψ0 sech
[
2 (η(x − x0) + Re A0(k1)t)

]
,

where C1(0) = 2ηe2ηx0+i(ψ0+π/2).
Thus when we take

(a) A0(k1) = 2ik2
1 = −4ξη + 2i(ξ2 − η2) where k1 = ξ + iη, r = −q∗ we get the

well-known bright soliton solution of the NLS equation

q(x, t) = 2ηe−2iξx+4i(ξ2−η2)t−iψ0 sech
[
2η (x − 4ξt − x0)

]
.

(b) A0(k1) = −4ik3
1 = −4η3 where k1 = iη, r = −q, real; recall that due to

symmetry all eigenvalues must come in pairs
{
k j,−k∗j

}
hence with only

one eigenvalue Re k1 = ξ = 0. Then we get the bright soliton solution of
the mKdV equation (9.92):

q(x, t) = 2η sech
[
2η
(
x − 4η2t − x0

)]
.

(c) A0(k1) = i
4k =

1
4η where k1 = iη, r = −q = ux

2 , real; again due to symmetry
Re k1 = ξ = 0. Then we get the soliton-kink solution of the sine–Gordon
equation (9.93):

q(x, t) = −ux

2
= −2η sech

[
2η

(
x +

1
4η

t − x0

)]
,

or in terms of u

u(x, t) = 4 tan−1 exp

[
2η

(
x +

1
4η

t − x0

)]
.
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Exercises

9.1 Use (9.15) and (9.16) to find the Neumann series for M(x; k) and N(x; k).
Show these series converge uniformly when u(x) decays appropriately
(e.g., u ∈ L1

2).
9.2 Using the results in Exercise 9.1 establish that a(k) is analytic for Im k >

0 and continuous for Im k = 0.
9.3 Find a one-soliton solution to an equation associated with the time-

independent Schrödinger equation (9.4) when

b(k, t) = b(k, 0)e−32ik5t, a(k, t) = a(k, 0),

c j(t) = c j(0)e32k5
j t, k j = iκ j.

Use the concepts of Chapter 8 to determine the nonlinear evolution
equation this soliton solution solves. (Hint: use (8.51)–(8.52).)

9.4 Use (8.51)–(8.52) to deduce the time-dependence of the scattering data
for a nonlinear evolution equation associated with (9.4) whose linear
dispersion relation is ω(k).

9.5 From (9.53)–(9.54) find the next two conserved quantities C7, C9

associated with the KdV equation. Determine the conservation laws.
9.6 Use (9.67) to establish that M(x; k), N(x; k) are analytic for Im k > 0,

M(x; k), N(x; k) for Im k < 0 where q, r ∈ L1(R).
9.7 Suppose A0(k) = 8ik4, associated with (9.85) and (9.90) with r = −q∗.

Find the time dependence of the scattering data and the one-soliton solu-
tion. Use the results of Chapter 8 to find the nonlinear evolution equation
that this soliton solution satisfies.

9.8 Consider the equation

(ut + 6uux + uxxx)x − 3uyy = 0.

(a) Show that the equation has the rational solution

u(x, t) = 4
p2y2 − X2 + 1/p2

p2y2 + X2 + 1/p2

where X = x + 1/p − 3p2t and p is a real constant.
(b) Make the transformation y→ iy to formally derive the following KP

equation

(ut + 6uux + uxxx)x + 3uyy = 0

and thus show that the above solution is a singular solution of the
KP.
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9.9 Suppose K(x, z; t) satisfies the Marchenko equation

K(x, z; t) + F(x, z; t) +
∫ ∞

X
K(x, y; t)F(y, z; t) dy = 0,

where F is a solution of the pair of equations

Fxx − Fzz = (x − z)F

3tFt − F + Fxxx + Fzzz = xFx + zFz.

(a) Show that

ut +
u
2t
+ 6uux + uxxx = 0,

where u(x, t) = 2
(12t)2/3

∂
∂X K(X, X; t) with X = x

(12t)1/3 .
(b) Show that a solution for F is

F(x, z; t) =
∫ ∞

−∞
f (yt1/3) Ai(x + y) Ai(y + z) dy

where f is an arbitrary function and Ai(x) is the Airy function.
Hint: See Ablowitz and Segur (1981) on how to operate on K.

9.10 Show that the KP equation

(ut + 6uux + uxxx)x + 3σ2uyy = 0

with σ = ±1 can be derived from the compatibility of the system

∂2v
∂x2
+ σ

∂v
∂y
+ uv = 0

vt + 4
∂3v
∂x3
+ 6u

∂v
∂x
+

(
3ux − 3σ

∫ ∞

∞
uy dx + α

)
v = 0

where α is constant. Note: there is no “eigenvalue” in this equation. The
scattering parameter is inserted when carrying out the inverse scattering
(see Ablowitz and Clarkson, 1991).

9.11 Consider the following time-independent Schrödinger equation

vxx + (k2 + Q sech2 x)v = 0

where Q is constant.
(a) Make the transformation v(x) = Ψ(ξ), with ξ = tanh x (hence −1 <

ξ < 1 corresponds to −∞ < x < ∞) to find

(1 − ξ2)
d2Ψ

dξ2
− 2ξ

dΨ
dξ
+

(
Q +

k2

1 − ξ2

)
Ψ = 0

which is the associated Legendre equation, cf. Abramowitz and
Stegun (1972).
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(b) Show that there are eigenvalues k = iκ when

κ =

⎡⎢⎢⎢⎢⎢⎣(Q + 1
4

)1/2
− m − 1

2

⎤⎥⎥⎥⎥⎥⎦ > 0,

where m = 0, 1, 2, . . . and therefore a necessary condition for
eigenvalues is Q + 1

4 >
1
4 .

(c) Show that when Q = N(N + 1),N = 1, 2, 3, . . ., the reflection coef-
ficient vanishes, the discrete eigenvalues are given by κn = n, n =
1, 2, 3, . . . ,N and the discrete eigenfunctions are proportional to the
associated Legendre function Pn

N(tanh x).
9.12 Show that the solution to the Gel’fand–Levitan–Marchenko (GLM)

equation (9.42)–(9.43) with pure continuous spectra is unique. Hint: one
method is to show the homogeneous equation has only the zero solution,
hence by the Fredholm alternative, the solution to the GLM equation is
unique. Then in the homogeneous equation let K(x, y) = 0, y < x and
take the Fourier transform.



PART III

APPLICATIONS OF NONLINEAR WAVES IN
OPTICS





10
Communications

Nonlinear optics is the branch of optics that describes the behavior of light
in nonlinear media; such as, media in which the induced dielectric polariza-
tion responds nonlinearly to the electric field of the light. This nonlinearity
is typically observed at very high light intensities such as those provided by
pulsed lasers. In this chapter, we focus on the application of high bit-rate
communications. We will see that the nonlinear Schrödinger (NLS) equation
and the dispersion-managed nonlinear Schrödinger (DMNLS) equation play a
central role.

10.1 Communications

In 1973 Hasegawa and Tappert (Hasegawa and Tappert, 1973a; Hasegawa
and Kodama, 1995) showed that the nonlinear Schrödinger equation derived
in Chapter 7 [see (7.26), and the subsequent discussion] described the prop-
agation of quasi-monochromatic pulses in optical fibers. Motivated by the
fact that the NLS equation supports special stable, localized, soliton solu-
tions, Mollenauer et al. (1980) demonstrated experimentally that solitons
can propagate in a real fiber. However, it was soon apparent that due to
unavoidable damping in optical fibers, solitons lose most of their energy
over relatively short distances. In the mid-1980s all-optical amplifiers (called
erbium doped fiber amplifiers: EDFAs) were developed. However with such
amplifiers there is always some additional small amount of noise. Gordon and
Haus (1986) (see also Elgin, 1985) showed that solitons suffered seriously from
these noise effects. The frequency and temporal position of the soliton was
significantly shifted over long distances, thereby limiting the available trans-
mission distance and speed of soliton-based systems. Subsequently researchers
began to seriously consider so-called wavelength division multiplexed (WDM)
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communication systems in which many optical pulses are transmitted simul-
taneously. The inevitable pulse interactions caused other serious problems,
called four-wave mixing instabilities and collision-induced time shifts. In order
to alleviate these penalties, researchers began to study dispersion-managed
(DM) transmission systems. A DM transmission line consists of fibers with
different types of dispersion fused together. The success of DM technology
has already led to its use in commercial systems. In this chapter we discuss
some of the important issues in the context of nonlinear waves and asymp-
totic analysis. There are a number of texts that cover this topic, which the
interested reader can consult. These include Agrawal (2002, 2001), Hasegawa
and Kodama (1995), Hasegawa and Matsumoto (2002), and Molleneauer and
Gordon (2006).

10.1.1 The normalized NLS equation

In Chapter 7 the NLS equation was derived for weakly nonlinear, quasi-
monochromatic electromagnetic waves. It was also discussed how the NLS
equation should be modified to apply to optical fibers. Using the assumption
for electromagnetic fields in the x-direction

Ex = ε(A(Z,T )ei(kz−ωt) + cc) + O(ε2),

where Z = εz, T = εt, the NLS equation in optical fibers was found, in Chapter
7 [see (7.27) and the equations following], to satisfy

i
∂A
∂z̃
+

(
−k′′(ω)

2

)
∂2A
∂T 2
+ ν|A|2A = 0, (10.1)

with the nonlinear coefficient ν = νeff =
n2ω

4cAeff
where the retarded coordinate

frame is given by T = εt − Z
vg
= εt − k′Z, z̃ = εZ with k =

ω

c
n0, and the

nonlinear index of refraction is given by n = n0 + n2|Ex|2 = n0 + 4n2|A|2;
vg = 1/k′(ω) is the group velocity and Aeff is the effective area of the fiber. It
is standard to introduce the following non-dimensional coordinates: z̃ = z′z∗,
T = t′t∗, and A =

√
P∗u, where a subscript ∗ denotes a characteristic scale.

Usually, z∗ is taken as being proportional to the nonlinear length, the length
over which a nonlinear phase change of one radian occurs, t∗ is taken as being
proportional to the pulse full width at half-maximum (FWHM), and P∗ is taken
as the peak pulse power. With the use of this non-dimensionalization, (10.1)
becomes
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i
∂u
∂z′
+

(
z∗
t2∗

)
(−k′′)

1
2
∂2u

∂t′2
+ z∗P∗ν|u|2u = 0.

For solitons, z∗P∗ν = 1 gives the nonlinear length as z∗ = 1/νP∗. On the
other hand the linear dispersive length is given by z∗L = t2∗/|k′′|. Further
assuming the nonlinear length to be equal to the linear dispersive length,
yields the relation P∗ = |k′′|/

(
νt2∗
)

, and the normalized NLS equation
follows:

i
∂u
∂z′
+

1
2
∂2u

∂t′2
+ |u|2u = 0. (10.2)

An exact solution of (10.2), called here the classical soliton solution, is given
by u = η sech(ηt′) eiη2z′/2 (see also Chapter 6). As mentioned earlier, solitons
in optical fibers were predicted theoretically in 1973 (Hasegawa and Tappert,
1973a) and then demonstrated experimentally a few years later (Mollenauer
et al., 1980; see also Hasegawa and Kodama, 1995, for additional references
and historical background).

10.1.2 FWHM: The full width at half-maximum

The FWHM corresponds to the temporal distance between the two points
where the pulse is at half its peak power. This is schematically shown in
Figure 10.1. For a sech pulse this gives

|u|2 = η2 sech2

(
ηT
t∗

)
=
η2

2
.

Thus T is such that sech2(ηT/t∗) = 1/2. If we assume η = 1, then
T/t∗ ≈ 1.763/2 = 0.8815. The FWHM for classical solitons is notationally
taken to be τ with τ = 2T ≈ 1.763t∗. Recall that t∗ is the normalizing value of

−T
t*

T
t*

Half power

Figure 10.1 The full width at half-maximum.
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5τ 5τ 5τ

Figure 10.2 Pulses are frequently spaced five FWHM apart in a single-
channel optical fiber communication system.

t. If τ = 20 ps (ps denotes picoseconds) with pulse spacing of 5τ = 100 ps, this
implies one bit is transmitted every 100 ps, as indicated in Figure 10.2. The
bit-rate is therefore found to be:

Bit-Rate =
1

100 × 10−12
= 10 × 109 bits/sec = 10 gb/s

where gb/s denotes gigabits per second. Typical numbers for classical solitons
are: τ = 20 ps which gives t∗ = 20/1.763 = 11.3 ps.

On the other hand if the pulse were of Gaussian shape (which more
closely approximates dispersion-managed solitons, described later in this
chapter), then

u = u0e−t2/2t2∗ ,

|u|2 = |u0|2e−t2/t2∗ = |u0|2/2,
and

t = (log 2)1/2t∗,

hence in this case the FWHM is given by τ = 2
√

log 2t∗ = 1.665t∗.

10.1.3 Loss

In reality there is a damping effect, or loss, in an optical fiber. Otherwise, using
typical fibers, after 100 km pulses would lose most of their energy. Usually
linear damping is assumed, and the NLS equation is given by

i
∂A
∂z̃
+

(
−k′′(ω)

2

)
∂2A
∂T 2
+ ν|A|2A = −iγA, (10.3)

where γ is the physical damping rate. Non-dimensionalizing the equation as
before, see (10.2), we find equation (10.3) takes the form

i
∂u
∂z
+

1
2
∂2u
∂t2
+ |u|2u = −iΓu, (10.4)
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where Γ = γz∗ and, for convenience, we drop the prime from the variables.
We can deduce the rate at which the soliton amplitude decays. Multiplying the
NLS equation, (10.4), by u∗ and its complex conjugate by u, we find:

iu∗
∂u
∂z
+ u∗

1
2
∂2u
∂t2
+ |u|4 = −iΓ|u|2

−iu
∂u∗

∂z
+ u

1
2
∂2u∗

∂t2
+ |u|4 = iΓ|u|2.

Noting

∂(uu∗)
∂z

= u∗
∂u
∂z
+ u

∂u∗

∂z

and

∂2u
∂t2

u∗ − ∂
2u∗

∂t2
u =

∂

∂t

(
u∗
∂u
∂t
− u

∂u∗
∂t

)
,

we get, by substituting the above equations,

i
∂|u|2
∂z

u∗ +
1
2
∂

∂t

(
u∗
∂u
∂t
− u

∂u∗
∂t

)
= −2Γ|u|2,

and hence integrating over the (infinite) domain of the soliton pulse,

∂

∂z

∫ ∞

−∞
|u|2 dt = −2Γ

∫ ∞

−∞
|u|2 dt. (10.5)

Substituting into (10.5) a classical soliton given by u = η sech(ηt) eiη2z/2,
we find

∂

∂z

∫ ∞

−∞
η2 sech2(ηt) dt = −2Γ

∫ ∞

−∞
η2 sech2(ηt) dt.

This yields the equation governing the change in the soliton parameter,

∂η

∂z
= −2Γη.

Thus u = u0e−2Γz and we say the soliton damping rate is 2Γ. This is very
different from the rate one would get if one had only a linear equation

i
∂u
∂z
+

1
2
∂2u
∂t2
= −iΓu,

i.e., if we neglect the nonlinear term in (10.4). In this case, if we take
u= Aeiωt + cc, i.e., we assume a linear periodic wave (sometimes called “CW”



266 Communications

or continuous wave), we find by the same procedure as above, integrating over
a period of the linear wave T = 2π/ω:

∂

∂z

∫ 2π
ω

0
|A|2 cos2(ωt) dt = −2Γ

∫ 2π
ω

0
|A|2 cos2(ωt) dt

∂

∂z
|A|2 = −2Γ|A|2

∂|A|
∂z
= −Γ|A|.

Thus for a linear wave (CW): |A| = |A(0)|e−Γz and therefore the amplitude of
a soliton decays at “twice the linear rate”; i.e., a soliton decays at twice the
damping rate as that of a linear (CW) wave.

10.1.4 Amplification

In practice, for sending signals over a long distance, in order to counteract
the damping, the optical field must be amplified. A method, first developed in
the mid-1980s, uses all-optical fibers (typically: “EDFAs”: erbium doped fiber
amplifiers)

In order to derive the relevant equation we assume the amplifiers occur at
distinct locations zm = mza, m = 1, 2, . . ., down the fiber and are modeled
as Dirac delta functions (G − 1)δ(z − zm), where G is the normalized gain.
Here za denotes the normalized amplifier distance: za = �a/z∗, where �a is
the distance between the amplifiers in physical units. The NLS equation takes
the form:

i
∂u
∂z
+

1
2
∂2u
∂t2
+ |u|2u = i

⎛⎜⎜⎜⎜⎜⎝−Γ +∑
m

(G − 1)δ(z − zm)

⎞⎟⎟⎟⎟⎟⎠ u.

This is usually termed a “lumped” model. Integrating from zn− = zn − δ to
zn+ = zn + δ, where 0 < δ � 1 and assuming continuity of u and its temporal
derivatives

i
∫ zn+

zn−

∂u
∂z

dz = i
∫ zn+

zn−

⎛⎜⎜⎜⎜⎜⎝−Γ +∑
m

(G − 1)δ(z − zm)

⎞⎟⎟⎟⎟⎟⎠ u dz

we find

u(zn+, t) − u(zn−, t) = (G − 1)u(zn−, t)

u(zn+, t) = Gu(zn−, t).
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This gives a jump condition between the locations just in front of and just
beyond an amplifier. On the other hand, if we look inside zn−1+ < z < zn− and
assume u = A(z)ũ inside zn−1+ < z < zn−, we have

iAzũ + iA
∂ũ
∂z
+

1
2

A
∂2ũ
∂t2
+ |A|2A|ũ|2ũ = i [−Γ + (G − 1)δ(z − zn−)] Aũ.

We take A(z) to satisfy

∂A
∂z
= [−Γ + (G − 1)δ(z − zn−)] A. (10.6)

If we assume

A(z) = A0e−Γ(z−zn−1), zn−1+ < z < zn− (10.7)

then A(zn−) = A0e−Γza and then integration of (10.6) using (10.7) yields,

A(zn+) − A(zn−) = (G − 1)A(zn−),

which implies A(zn+) = GA(zn−) consistent with the above result for u. If we
further assume A(zn+) = A0 (i.e., A returns to its original value) then we find
that the gain is G = eΓza in the lumped model.

With gain-compensating loss we have the following model equation:

i
∂ũ
∂z
+

1
2
∂2ũ
∂t2
+ |A(z)|2 |ũ|2 ũ = 0,

where A(z) is a decaying exponential in (nza, (n + 1)za) given by
|A|2 = |A0|2e−2Γ(z−nza), nza < z < (n + 1)za, periodically extended (see
Figure 10.3).

u

za zn− zn+

Figure 10.3 The loss of energy of the soliton u and periodic amplification.
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In this model ũ (unlike u) does not have delta functions in the equation and
does not change discontinuously over one period. We choose |A|2 such that
1
za

∫ za

0
|A|2 dz = 1; hence

1
za
|A0|2

∫ za

0
e−2Γzdz =

|A0|2
−2Γza

(e−2Γza − 1) = 1,

|A0|2 = 2Γza

1 − e2Γza
.

Note that as za → 0 we have
2Γza

1 − e2Γza
→ 1.

For notational convenience, we now drop the tilde on u – but stress that the
“true” normalized field is u = A(z)ũ, with A = A0e−Γ(z−zn) where nza < z <
(n + 1)za periodically extended. Thus, in summary, our basic gain/loss model
is the “distributed” equation

i
∂u
∂z
+

1
2
∂2u
∂t2
+ g(z)|u|2u = 0, (10.8)

where g(z) = |A0|2e−2Γ(z−nza), nza < z < (n + 1)za, periodically extended. Note
again that amplification occurs between zn− < z < zn+. We also see that the

average of g is given by 〈g〉 = 1
za

∫ za

0
g(z)dz = 1. This is important regarding

multi-scale theory; on average we will see that we get the unperturbed NLS
equation, iuz +

1
2 utt + |u|2u = 0.

10.1.5 Some typical units: Classical solitons

Below we list some typical classical soliton parameter values and useful rela-
tionships, where k = 2π/λ and ω/k = c (here, as is standard, k is wave number,
ω is frequency etc.):

λ ∼ 1550 nm; c = 3 × 108 m/s; D ∼ 0.5
ps

nm · km
;

k′′ = −λ
2D

2πc
ps2

km
= −0.65

ps2

km
; ω = 1.2 × 1015 rad/s = 193 THz;

τFWHM � 20 ps; t∗ = 11.3 ps; ν =
n2ω

4cAeff
∼ 2.5

1
W · km

; P∗ ∼ 2 mW;

z∗ ∼ 200 km =
1
νP∗
=

1
(2.5)(2 × 10−3)

=
1
5
× 103 = 200 km;

za ∼ 20 km
200 km

∼ 0.1; γ = 0.05
1

km
;

γdecibels = 4.343γ = 0.22
db
km

; Γ = γz∗ = 10.
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10.2 Multiple-scale analysis of the NLS equation

We begin with (10.8),

i
∂u
∂z
+

1
2
∂2u
∂t2
+ g(z)|u|2u = 0.

We assume that g(z) is rapidly varying and denote it by g(z) = g(z/za), where
0 < za � 1 is the “fast” scale and z∗ ∼ O(1) is the “slow” scale. Recall that
g(z) = A2

0e−2Γ(z−nza), where nza < z < (n + 1)za. Note that in terms of the “fast”
scale za, this can be written

g(z) = A2
0e−2Γza

(
z

za
−n
)
, n <

z
za
< (n + 1).

Typically za ∼ 0.1, Γ = 10 and we say that g(z) is rapidly varying on a scale
of length za. Next we assume a solution of the form u = u(ζ,Z, t; ε) where
ζ = z/za,Z = z and ε = za as our small parameter. Using

∂

∂z
→ ∂

∂Z
+

1
ε

∂

∂ζ
,

we can write the NLS equation as

i

(
∂u
∂Z
+

1
ε

∂u
∂ζ

)
+

1
2
∂2u
∂t2
+ g(ζ)|u|2u = 0.

Assuming the standard multiple-scale expansion

u = u0 + εu1 + ε
2u2 + · · · ,

we find, to leading order, O(1/ε),

i
∂u0

∂ζ
= 0,

which implies u0 is independent of the fast scale ζ = z/ε; we write u0 = U(z, t).
At the next order, O(1), we have

i
∂u1

∂ζ
+ i

∂u0

∂Z
+

1
2
∂2u0

∂t2
+ g(ζ)|u0|2u0 = 0,

or

i
∂u1

∂ζ
= −

(
i
∂U
∂Z
+

1
2
∂2U
∂t2
+ g(ζ)|U |2U

)
.

Therefore

u1 = i

(
i
∂U
∂Z
+

1
2
∂2U
∂t2
+ 〈g〉|U |2U

)
ζ +

∫ ζ

0

(
g(ζ) − 〈g〉) dζ |U |2U.
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Since g(ζ) is periodic with unit period, g(ζ) = 〈g〉 +
∑
n�0

gneinζ . We note that

g(ζ) − 〈g〉 has zero mean and hence is non-secular (i.e., it does not grow with
ζ). The first term, however, will grow without bound, i.e., this term is secular.
To remove this secular term, we take, using 〈g〉 = 1,

i
∂U
∂Z
+

1
2
∂2U
∂t2
+ |U |2U = 0, (10.9)

with u ∼ U to first order, and we see that we regain the lossless NLS equa-
tion. This approximation is sometimes called the “guiding center” in soliton
theory – see Hasegawa and Kodama (1991a,b, 1995). An alternative multi-
scale approach for classical solitons was employed later (Yang and Kath,
1997). Equation (10.9) was obtained at the beginning of the classical soliton
era. However soon it was understood that noise limited the distance of propa-
gation. Explicitly, for typical amplifier models, noise-induced amplitude jitter
(Gordon and Haus, 1986) can reduce propagation distance (in units described
earlier) from 10,000 km to about 4000–5000 km. Researchers developed tools
to deal with this problem (see Yang and Kath, 1997), examples being soliton
transmission control and the use of filters (see, e.g., Molleneauer and Gordon,
2006). But another serious problem was soon encountered. This is described
in the following section.

10.2.1 Multichannel communications: Wavelength
division multiplexing

In the mid-1990s communications systems were moving towards multichannel
communications or “WDM”, standing for wavelength division multiplexing.
WDM allows signals to be sent simultaneously in different frequency channels.
In terms of the solution of the NLS equation we assume u, for a two-channel
system, to be initially composed of two soliton solutions in two different chan-
nels, u = u1 + u2 that is valid before any interaction occurs. Using classical
solitons,

uj = η j sech
[
η j(t −Ω jz)

]
eiΩ j t+i

(
η2−Ω2

j

)
z/2+iφ j ,

with Ω1 � Ω2; usually we take

u2 = sech(t −Ωz) eiΩt+i(1−Ω2)z/2,

u1 = sech(t + Ωz) e−iΩt+i(1−Ω2)z/2,
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where for simplicity η1 = η2 = 1, Ω2 = −Ω1 = Ω and we assume
Ω � 1, because in practice the different frequencies are well separated. Once
interaction begins we assume a solution of the form

u = u1 + u2 + u f , (10.10)

where u f is due to “four-wave mixing” and we assume |u f | � 1 because
such four-wave mixing terms generated by the interaction are small. Substi-
tuting (10.10) into (10.8) we get

i
∂u1

∂z
+ i

∂u2

∂z
+ i

∂u f

∂z
+

1
2

(
∂2u1

∂t2
+
∂2u2

∂t2
+
∂2u f

∂t2

)
+

+g(z)(u1 + u2 + u f )
2(u∗1 + u∗2 + u∗f ) = 0.

Since u1, u2 ∼O(1) and |uf |� 1, we can neglect the terms containing u f .
Expanding we arrive at

(u1 + u2 + u f )
2
(
u∗1 + u∗2 + u∗f

)
=

= |u1|2u1 + |u2|2u2︸�������������︷︷�������������︸
SPM

+ 2|u1|2u2 + 2|u2|2u1︸�����������������︷︷�����������������︸
XPM

+ u2
1u∗2 + u2

2u∗1︸��������︷︷��������︸
FWM

+O(u f ),

where SPM means “self-phase modulation”, XPM stands for “cross-phase
modulation” and FWM: “four-wave mixing”. Recall that the frequencies (or
frequency channels) of the solitons uj, j = 1, 2, are given by u1 ∼ e−iΩt and
u2 ∼ eiΩt, giving

u2
1u∗2 ∼ e−3iΩt

u∗1u2
2 ∼ e+3iΩt.

The equation for the above FWM components (with frequencies ±3iΩt) is

i
∂u f

∂z
+

1
2

∂2u f

∂t2
+ g(z)

(
u2

1u∗2 + u2
2u∗1
)
= 0. (10.11)

On the other hand, the equation for u1 (sometimes called channel 1), which is
forced by SPM and XPM terms, is

i
∂u1

∂z
+

1
2
∂2u1

∂t2
+ g(z)|u1|2u1 = −2g(z)|u2|2u1. (10.12)
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The symmetric analog for channel 2 (u2) is

i
∂u2

∂z
+

1
2
∂2u2

∂t2
+ g(z)|u2|2u2 = −2g(z)|u1|2u2. (10.13)

Since |Ω2 − Ω1| � 1, the equations separate naturally from one another. This
is most easily understood as separation of energy in Fourier space. Direct
numerical simulations support this model.

10.2.2 Four-wave mixing

If we say u f = q + r, where q ∼ e3iΩt and r ∼ e−3iΩt, we can separate (10.11)
into two parts:

iqz +
1
2

qtt + g(z)u2
2u∗1 = 0

irz +
1
2

rtt + g(z)u2
1u∗2 = 0.

Let us look at the equation for q:

iqz +
1
2

qtt = −g(z)u2
2u∗1. (10.14)

A similar analysis can be done for r. Note that the right-hand side of (10.14) is

RHS = u2
2u∗1 = e+3iΩt− i

2Ω
2z sech2(t −Ωz) sech(t + Ωz)eiz/2.

It is natural to assume q = F(z, t)e3iΩt−iΩ2z/2, where the rapidly varying phase
is separated out leaving the slowly varying function F(z, t). The equation for
F(z, t) then satisfies a linear equation

i
(
Fz − i

2
Ω2F

)
+

1
2

(
Ftt + 6iΩFt − 9Ω2F

)
= −g(z)R(z, t),

where

R(z, t) = sech2(t −Ωz) sech(t + Ωz)eiz/2.

After simplification, F(z, t) now satisfies

iFz +
1
2

Ftt + 3iΩFt − 4Ω2F = −g(z)R. (10.15)

(We remark that if we put ω f = 3Ω and k f =
2Ω2

2 −Ω2
1

2
=
Ω2

2
, then the phase

of u2
2u∗1 is ei(ω f t−k f z) and ω2

f /2 − k f = 9Ω2/2 −Ω2/2 = 4Ω2.)
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We may now solve (10.15) using Fourier transforms (see also Ablowitz
et al., 1996). However, a simple and useful model is obtained by assuming
|Ftt |�Ω2F and |ΩFt | � Ω2F. In this case we have the following reduced
model:

iFz − 4Ω2F = −g(z)R.

Letting R = R̃eiz/2 leads to

i
∂

∂z

(
Fe4iΩ2z

)
= −g(z)R̃e4iΩ2z+iz/2. (10.16)

Near the point of collision of the solitons, i.e., at z = 0, there is a non-
trivial contribution to F. We consider R̃ as constant in this reduced model.
Since g(z) is periodic with period za it can be expanded in a Fourier series,

g(z)=
∞∑
−∞

gne−2πinz/za , in which case the right-hand side of (10.16) is propor-

tional to

g(z)e4iΩ2z+iz/2 =

∞∑
−∞

gneiz[4Ω2−2πn/za+
1
2 ].

Then from (10.16), we see that there is an FWM resonance when

2πn
za
= 4Ω2 +

1
2
, (10.17)

where n is an integer. We therefore have the growth of FWM terms
whenever (10.17) is (nearly) satisfied. Otherwise F can be expected to
remain small. Thus, given Ω and za, the nearest integer n is given by
n= (4Ω2 + 1/2)za/2π. Using the typical numbers za = 0.1, Ω = 4,

n� (0.1)

(
64.5
6.28

)
� 1.03 gives n = 1 as the dominant FWM contribution.

See Figure 10.4 where numerical simulation of (10.1) (with typical param-
eters) demonstrates the significant FWM growth for classical solitons. For
more information see Mamyshev and Mollenauer (1996) and Ablowitz et al.
(1996).

To avoid the FWM growth/interactions (and noise effects) that created
significant penalties, researchers began to use “dispersion-management”
described in the following section. Dispersion-management (DM) is character-
ized by large varying local dispersion that changes sign. With such large local
dispersion variation one expects strongly reduced FWM contribution, which
has been analyzed in detail (see Ablowitz et al., 2003a).
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Figure 10.4 Typical two-soliton interaction. Growth of FWM components in
both the physical (t) and the Fourier domain (ω) for classical solitons can be
observed.

10.3 Dispersion-management

We begin with the dimensional NLS equation in the form:

iAz +
(−k′′(z))

2
Att + ν|A|2A = 0, (10.18)
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where we note that now k′′ is a function of z and for simplicity we omit
gain and loss for now. For classical solitons the dispersive coefficient, k′′, is
constant. However, with dispersion-management the dispersion varies with z
and thus k′′ = k′′(z). To normalize this equation (see also Section 10.1.1)
we take A=

√
P∗u, z = z∗z′ and t = t∗t′; recall the nonlinear distance is

given by z∗ = 1/νP∗ and t∗ is determined by the FWHM of the pulse, tFWHM.
Then (10.18) becomes

iuz +
(−k′′(z))

2
z∗
t2∗

utt + νP∗z∗|u|2u = 0.

Taking k′′∗ = t2∗/z∗ we get

iuz +

(−k′′(z)/k′′∗
)

2
utt + |u|2u = 0.

The dispersion d(z) = −k′′(z)/k′′∗ is dependent on z and can be written as
an average plus a varying part, k′′ = 〈k′′〉 + δk′′(z), where 〈k′′〉 represents the
average and is given by 〈k′′〉 =

(
k′′1 �1 + k′′2 �2

)
/� where �1 and �2 are the lengths

of the anomalous and normal dispersion segments, respectively, and � = �1+�2,
and usually l = la (la: the length between amplifiers). The non-dimensionalized
dispersion is given by k′′/k′′∗ = 〈d〉 + Δ̃(z) = d(z), with the average dispersion
denoted by 〈d〉 = 〈k′′〉/k′′∗ and the varying part around the average: Δ̃(z) =
δk′′/k′′∗ . Typically it is taken to be a piecewise constant function as illustrated in
Figure 10.5.

Δ(z)

θ/2

amplifier

0
z/za−θ/2

Δ2

Δ1

Figure 10.5 A schematic diagram of a two-fiber dispersion-managed cell.
Typically the periodicity of the dispersion-management is equal to the
amplifier spacing, i.e., � = �a or in normalized form, za = la/z∗.
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The non-dimensionalized NLS equation is now

iuz +
d(z)

2
utt + |u|2u = 0.

Damping and amplification can be added, as before, which leads to our
fundamental model:

iuz +
d(z)

2
utt + g(z)|u|2u = 0. (10.19)

If d(z) does not change sign, we can simplify (10.19) by letting

z̃(z) =
∫ z

0
h(z′) dz′

so that ∂z = h(z)∂z̃, where h(z) is to be determined. Equation (10.19) then
becomes

iuz̃ +
1
2

d(z)
h(z)

utt +
g(z)
h(z)
|u|2u = 0.

If fibers could be constructed so that h(z) = d(z) = g(z), then we would obtain
the classical NLS equation:

iuz̃ +
1
2

utt + |u|2u = 0.

This type of fiber is called “dispersion following the loss profile”.
Unfortunately, it is very difficult to manufacture such fibers. An idea first

suggested in 1980 (Lin et al., 1980) that has become standard technology is
to fuse together fibers that have large and different, but (nearly) constant, dis-
persion characteristics. A two-step “dispersion-managed” transmission line is
modeled as follows:

d(z) = 〈d〉 + Δ(z/za)
za

, 〈Δ〉 =
∫ 1

0
Δ(ζ) dζ = 0, ζ =

z
za
.

We quantify the parameters of a two-step map as illustrated in Figure 10.5. The
variation of the dispersion is given by Δ(ζ),

Δ(ζ) =

⎧⎪⎪⎨⎪⎪⎩Δ1, 0 ≤ |ζ | < θ/2,
Δ2, θ/2 < |ζ | < 1/2.
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In this two-step map we usually parameterize Δ j, j = 1, 2, by

Δ1 =
2s
θ
, Δ2 =

−2s
1 − θ ,

where 〈Δ〉 = 0 and s is termed the map strength parameter, defined as

s =
θΔ1 − (1 − θ)Δ2

4
=

area enclosed byΔ
4

. (10.20)

Note that 〈Δ〉 = θΔ1 + (1 − θ)Δ2 = 0, as it should be by its definition.
Remarkably dispersion-management is also an important technology that is

used to produce ultra-short pulses in mode-locked lasers, such as in Ti:sapphire
lasers (Ablowitz et al., 2004a; Quraishi et al., 2005; Ablowitz et al., 2008)
discussed in the next chapter.

10.4 Multiple-scale analysis of DM

In this section we apply the method of multiple scales to (10.19) (see Ablowitz
and Biondini, 1998):

iuz +
1
2

(
〈d〉 + Δ(ζ)

za

)
utt + g(ζ)|u|2u = 0. (10.21)

In (10.21), let us call our small parameter za = ε, assume za ≡ ε � 1,

and define u = u(t, ζ,Z; ε), ζ = z/ε, and Z = z; hence,
∂

∂z
=

1
ε

∂

∂ζ
+

∂

∂Z
.

Thus,

1
ε

(
i
∂u
∂ζ
+

1
2
Δ(ζ)

∂2u
∂t2

)
+ i

∂u
∂Z
+

1
2
〈d〉 ∂

2u
∂t2
+ g(ζ)|u|2u = 0.

With a standard multiple-scales expansion u = u0 + εu1 + ε
2u2 + · · · , we have

at leading order, O (1/ε),

i
∂u0

∂ζ
+
Δ(ζ)

2
∂2u0

∂t2
= 0. (10.22)

We solve (10.22) using Fourier transforms, defined by (inverse transform)

u0(t, ζ,Z) ≡ 1
2π

∫ ∞

−∞
û0(ω, ζ, Z)eiωt dω,

and (direct transform)

û0(ω, ζ, Z) = F {u0} ≡
∫ ∞

−∞
u0(t, ζ,Z)e−iωt dt.
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Taking the Fourier transform of (10.22) and solving the resulting ODE,
we find

∂û0

∂ζ
− ω

2

2
Δ(ζ)û0 = 0, (10.23a)

û0(ω, ζ, Z) = Û(ω, Z)e−iω2C(ζ)/2, (10.23b)

where C(ζ) =
∫ ζ

0
Δ(ζ′) dζ′ is the integrated dispersion.

At the next order, O(1), we have

i
∂u1

∂ζ
+
Δ(ζ)

2
∂2u1

∂t2
= F1, (10.24)

where

−F1 ≡ i
∂u0

∂Z
+

1
2
〈d〉 ∂

2u0

∂t2
+ g(ζ)|u0|2u0.

Again using the Fourier transform, (10.24) becomes

iû1ζ − ω
2

2
Δ(ζ)û1 = F̂1,

or

i
∂

∂ζ

(
û1eiω2C(ζ)/2

)
= F̂1eiω2C(ζ)/2.

Hence [
iû1eiω2C(ζ)/2

]ζ′=ζ
ζ′=0
=

∫ ζ

0
F̂1eiω2C(ζ)/2 dζ.

Since C(ζ) is periodic in ζ and Δ has zero mean, û0 is also periodic in ζ. There-
fore to remove secular terms we must have

〈
F̂1eiω2C(ζ)/2

〉
= 0. Thus we require

that 〈
F̂1eiω2C(ζ)/2

〉
=

∫ 1

0
F̂1eiω2C(ζ)/2 dζ = 0,

or ∫ 1

0

(
i
∂û0

∂Z
− 〈d〉

2
ω2û0

)
eiω2C(ζ)/2 dζ

+

∫ 1

0
g(ζ)F

{
|u0|2u0

}
eiω2C(ζ)/2 dζ = 0.

Using (10.23b) we get the dispersion-managed NLS (DMNLS) equation:

i
∂Û
∂Z
− 〈d〉

2
ω2Û +

〈
g(ζ)F

{
|u0|2 u0

}
eiω2C(ζ)/2

〉
= 0. (10.25)
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10.4.1 The DMNLS equation in convolution form

Equation (10.25) is useful numerically, but analytically it is often better to
transform the nonlinear term to Fourier space. Using the Fourier transform

u0(t, ζ,Z) =
1

2π

∫ ∞

−∞
Û(ω, Z)e−iω2C(ζ)/2eiωt dω (10.26)

in the nonlinear term in (10.25), we find, after interchanging integrals (see
Section 10.4.2 for a detailed discussion):

〈
g(ζ)F [|u0|2 u0]eiω2C(ζ)/2

〉
=

∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)Û(ω + ω1, z)

× Û(ω + ω2, z)Û∗(ω + ω1 + ω2, z) dω1dω2,

(10.27)

where

r(ω1ω2) =
1

(2π)2

∫ 1

0
g(ζ) exp

[
iω1ω2C(ζ)

]
dζ. (10.28)

If g(z) = 1, i.e., the lossless case, we find for the two-step map, depicted in
Figure 10.5, that

r(x) =
sin sx

(2π)2sx
, (10.29)

where s is called the DM map strength [see (10.20)]. This leads to another
representation of the DMNLS equation in “convolution form”

iÛZ − 〈d〉2 ω2Û +
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)Û(ω + ω1, z)Û(ω + ω2, z)

Û∗(ω + ω1 + ω2, z) dω1 dω2 = 0, (10.30)

where r(ω1ω2) is given in (10.28) (Ablowitz and Biondini, 1998; Gabitov and
Turitsyn, 1996).

The above DMNLS equation has a natural dual in the time domain. Tak-
ing the inverse Fourier transform of (10.30) yields (see Section 10.4.2 for
details)

iUZ +
〈d〉
2

Utt +

∫ ∞

−∞

∫ ∞

−∞
R(t1, t2)U(t1)U(t2)U∗(t1 + t2 − t) dt1dt2 = 0,

(10.31)
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where

R(t1, t2) =
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)eiω1t2 eiω2t1 dω1 dω2.

Note that if Δ(z) → 0, we recover the classical NLS equation since it can
be shown that as s → 0, r → 1/(2π)2, R(t1, t2) → δ(t1)δ(t2), recalling that
δ(t) = 1

2π

∫
eiωt dt. When g(z) = 1, the lossless case, we also find

R(t1, t2) =
1

2πs
Ci

( |t1t2|
s

)
with

Ci(x) =
∫ ∞

x

cos u
u

du.

10.4.2 Detailed derivation

In this subsection we provide the details underlying the derivation of (10.27)
and (10.31) as well as the special cases of (10.29) when g = 1. We start by
writing (10.27) explicitly:

I(ω) = I ≡
〈
g(ζ)F

{
|u0|2 u0

}
eiω2C(ζ)/2

〉
=

∫ 1

0
g(ζ)

∫ ∞

−∞
dt

[
1

2π

∫ ∞

−∞
Û(ω1,Z)e−iω2

1C(ζ)/2eiω1t dω1

]
×
[

1
2π

∫ ∞

−∞
Û(ω2,Z)e−iω2

2C(ζ)/2eiω2t dω2

]
×
[

1
2π

∫ ∞

−∞
Û∗(ω3,Z)eiω2

3C(ζ)/2e−iω3t dω3

]
× e−iωteiω2C(ζ)/2 dζ.

Interchanging the order of integration and grouping the exponentials together,

I =
∫ 1

0
g(ζ)

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

(
1

2π

)2
Û(ω1,Z)Û(ω2,Z)

× Û∗(ω3,Z)e−i(ω2
1+ω

2
2−ω2

3−ω2)C(ζ)/2

× 1
2π

∫ ∞

−∞
ei(ω1+ω2−ω3−ω)t dt dω1 dω2dω3 dζ.

Recall that the Dirac delta function can be written as

δ(ω′ − ω) =
1

2π

∫ ∞

−∞
ei(ω′−ω)t dt,
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where ω′ = ω1 + ω2 − ω3. Thus, with ω3 = ω1 + ω2 − ω,

I =
∫ 1

0
g(ζ)

∫ ∞

−∞

∫ ∞

−∞

(
1

2π

)2
Û(ω1,Z)Û(ω2,Z)Û∗(ω1 + ω2 − ω, Z)

× exp
[
−i
(
(ω1 + ω2)ω − ω1ω2 − ω2

)
C(ζ)

]
dω1 dω2 dζ. (10.32)

A more symmetric form is obtained when we use

ω1 = ω + ω̃1

ω2 = ω + ω̃2

}
⇒ ω1 + ω2 − ω = ω̃1 + ω̃2 + ω.

Note that −ω1ω2 + (ω1 + ω2)ω= − (ω+ ω̃1)(ω+ ω̃2)+ (ω̃1 + ω̃2 + ω)ω =
−ω̃1ω̃2. Equation (10.32) can now be written, after dropping the
tildes,

I =
∫ 1

0
g(ζ)

∫ ∞

−∞

∫ ∞

−∞
Û(ω1 + ω,Z)Û(ω2 + ω,Z)

× Û∗(ω1 + ω2 + ω,Z)

(
1

2π

)2
eiω1ω2C(ζ) dω1 dω2 dζ. (10.33)

We now define the DMNLS kernel r:

r(x) ≡ 1
(2π)2

∫ 1

0
g(ζ)eixC(ζ) dζ.

Then (10.33) becomes

I =
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)Û(ω1 + ω,Z)

× Û(ω2 + ω,Z)Û∗(ω1 + ω2 + ω, Z) dω1 dω2,

which is the third term in (10.30), i.e., (10.27).
For the lossless case, i.e., g(ζ) = 1 and a two-step map, r(x), the analysis

can be considerably simplified. We now give details of this calculation. First,
for a two-step map with C(0) = 0

C(ζ) =
∫ ζ

0
Δ(ζ′) dζ′ =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δ1ζ, 0 < ζ < θ/2

Δ2ζ +C1, θ/2 < ζ < 1 − θ/2
Δ1ζ +C2, 1 − θ/2 < ζ < 1

C1 = Δ1θ/2 − Δ2θ/2 = (Δ1 − Δ2)θ/2

C2 = −Δ1,
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where C1,2 are obtained by requiring continuity at ζ = θ/2, 1−θ/2, respectively.
Recall that since 〈Δ〉 = 0, we have Δ1θ + Δ2(1 − θ) = 0. Thus,

I =
∫ 1

0
eixC(ζ) dζ

=

∫ θ/2

0
eiΔ1ζx dζ +

∫ 1−θ/2

θ/2
ei(Δ2ζ+C1)x dζ +

∫ 1

1−θ/2
ei(Δ1ζ+C2)x dζ

I =
eiΔ1θx/2 − 1

iΔ1x

+ eiC1 x

[
eiΔ2(1−θ/2)x − eiΔ2θx/2

iΔ2x

]
+ eiC2 x

[
eiΔ1 x − eiΔ1(1−θ/2)x

iΔ1x

]
.

Using C1 = (Δ1 − Δ2)θ/2 and C2 + Δ1 = 0,

I =
eiΔ1θx/2−e−iΔ1θ/2

iΔ1x
+

ei(Δ2(1−θ/2)x+(Δ1−Δ2)θ/2)−ei(Δ2θx/2+(Δ1−Δ2)θ/2)

iΔ2x

I =
eiΔ1(θ/2)x − e−iΔ1(θ/2)x

iΔ1x
+

eiΔ2(1−θ)x+Δ1θ/2 − e−iΔ1(θ/2)x

iΔ2x
.

Then using Δ2(1 − θ) = −Δ1θ, we get

I =
eiΔ1(θ/2)x − e−iΔ1(θ/2)x

iΔ1x
− eiΔ1(θ/2)x − e−iΔ1(θ/2)x

iΔ2x
.

Setting s =
Δ1θ − (1 − θ)Δ2

4
, we have s =

Δ1θ

2
and hence∫ 1

0
eiC(ζ)x dζ =

1
ix

[
I =

eisx − e−isx

Δ1
− eisx − e−isx

Δ2

]
=

2 sin sx
x

(
1
Δ1
− 1
Δ2

)
=

2 sin sx
x

(
1
Δ1
+

1 − θ
θΔ1

)
=

2 sin sx
Δ1θx

=
sin sx

sx
;

thus when g = 1 ∫ 1

0
eiC(ζ)x dζ =

sin sx
sx

. (10.34)

Next we investigate the inverse Fourier transform of (10.30). Using

U =
1

2π

∫ ∞

−∞
Ûeiωt dω



10.4 Multiple-scale analysis of DM 283

and taking the inverse Fourier transform of (10.30) gives

iUZ +
〈d〉
2

Utt + F −1
〈
gF
{
|u0|2 u0

}
eiω2C(ζ)/2

〉
= 0.

Now,

F −1
〈
gF
{
|u0|2 u0

}
eiω2C(ζ)/2

〉
=

∫ ∞

−∞
eiωt

[∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)Û(ω1 + ω,Z)Û(ω2 + ω, Z)

× Û∗(ω1 + ω2 + ω,Z) dω1dω2

]
dω

=

∫ ∞

−∞
eiωt
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)

[∫ ∞

−∞
U(t1)e−i(ω1+ω)t1 dt1

]
×
[∫ ∞

−∞
U(t2)e−i(ω2+ω)t2 dt2

]
×
[∫ ∞

−∞
U∗(t3)ei(ω1+ω2+ω)t3 dt3

]
dω1 dω2dω

=

∫ ∞

−∞

∫ ∞

−∞
dω1dω2r(ω1ω2)

∫ ∞

−∞
dt1U(t1) dt2

∫ ∞

−∞
U(t2) dt3

×
∫ ∞

−∞
U∗(t3)eiω1(t3−t1)eiω2(t3−t2) 1

2π

∫ ∞

−∞
eiω(t−t1−t2+t3) dω︸������������������������︷︷������������������������︸

use δ(t−t1−t2+t3)

=

∫ ∞

−∞

∫ ∞

−∞
dω1dω2r(ω1ω2)

×
∫ ∞

−∞

∫ ∞

−∞
dt1 dt2U(t1)eiω1(t2−t)U(t2)eiω2(t1−t)U∗(t1 + t2 − t).

Thus,

F −1
〈
gF
{
|u0|2 u0

}
eiω2C(ζ)/2

〉
=

∫ ∞

−∞

∫ ∞

−∞
R(t1, t2)U(t1)U(t2)U∗(t1 + t2 − t) dt1 dt2,

where

R(t1, t2) ≡
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)eiω1(t2−t)eiω2(t1−t) dω1 dω2.
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With t1 = t̃1 + t and t2 = t̃2 + t (and dropping the ∼) we have,

F −1
〈
gF
{
|u0|2 u0

}
eiω2C(ζ)/2

〉
=

∫ ∞

−∞

∫ ∞

−∞
R(t1, t2)U(t + t1)U(t + t2)U∗(t + t1 + t2) dt1 dt2,

and

R(t1, t2) =
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)eiω1t1+iω2t2 dω1 dω2, (10.35)

the last equality being obtained by interchanging the roles of ω1 and ω2, i.e.,
ω1 → ω2 and ω2 → ω1.

The expression for R(t1, t2) can also be further simplified when g(ζ) = 1.
From (10.34) and (10.35),

R(t1, t2) =
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
sin sω1ω2

sω1ω2
eiω1t1+iω2t2 dω1 dω2.

Letting, ω1 = u1/t1, ω2 = u2/t2

R(t1, t2) =
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
sgn t1 sgn t2︸��������︷︷��������︸

sgn(t1t2)

sin
(

su1u2
t1t2

)
su1u2

eiu1+iu2 du1 du2

=
1

(2π)2s

∫ ∞

−∞

∫ ∞

−∞

sin
(

u1u2
γ

)
u1u2

eiu1+iu2 du1 du2,

where γ =
∣∣∣∣ t1t2

s

∣∣∣∣. Then

R(t1, t2) =
1

(2π)2s

∫ ∞

−∞

∫ ∞

−∞

(
eiu1u2/γ − e−iu1u2/γ

)
2iu1u2

ei(u1+u2) du1 du2,

=
1

2is(2π)2

∫ ∞

−∞

∫ ∞

−∞
eiu1

u1

(
eiu2(u1/γ+1) − e−iu2(u1/γ−1)

)
u2

du1 du2.

Let us look at the second integral:

I =
∫ ∞

−∞

(
eiu2(u1/γ+1) − e−iu2(u1/γ−1)

)
u2

du2.

Denoting the two terms as I1 and I2, respectively, and using contour integration
yields

I1 = −
∫ ∞

−∞
eiu2(u1/γ+1)

u2
du2 = +iπ sgn

(u1

γ
+ 1
)

I2 = −
∫ ∞

−∞
eiu2(1−u1/γ)

u2
du2 = +iπ sgn

(
1 − u1

γ

)
,
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where −
∫ ∞
−∞ denotes the Cauchy principal value integral. Thus we have

R(t1, t2) =
iπ

2is (2π)2

∫ ∞

−∞
eiu1

u1

[
sgn

(
u1

γ
+ 1

)
− sgn

(
1 − u1

γ

)]
du1

=
1

(4πs) · 2
[(
−
∫ ∞

−γ
eiu1

u1
du1 − −

∫ −γ

−∞
eiu1

u1
du1

)
−
(
−
∫ γ

−∞
eiu1

u1
du1 − −

∫ ∞

γ

eiu1

u1
du1

)]
=

1
(4πs) · 2

[
−−
∫ −γ

−∞
e−iu1

u1
du1 − −

∫ −γ

−∞
eiu1

u1
du1

+ −
∫ ∞

γ

eiu1

u1
du1 + −

∫ ∞

γ

e−iu1

u1
du1

]
=

1
4πs

[∫ ∞

γ

cos u1

u1
du1 −

∫ −γ

−∞
cos u1

u1
du1

]
=

1
2πs

∫ ∞

γ

cos u1

u1
du1

=
1

2πs

∫ ∞

1

cos γy
y

dy ≡ 1
2πs

Ci

( |t1t2|
s

)
.

where we used γ =
∣∣∣∣∣ t1t2

s

∣∣∣∣∣.
10.4.3 Dispersion-managed solitons

DM solitons are stationary solutions of the DMNLS equation, (10.30). We now
look for solutions of the form

Û(ω, Z) = eiλ2Z/2F̂(ω),

where the only z-dependence is a linearly evolving phase. With this substitu-
tion, (10.30) becomes(

λ2 + 〈d〉ω2

2

)
F̂(ω) −

∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)F̂(ω + ω1)

× F̂(ω + ω2)F̂∗(ω + ω1 + ω2) dω1 dω2 = 0

or

F̂(ω) = − 2
λ2 + 〈d〉ω2

∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)F̂(ω + ω1)

× F̂(ω + ω2)F̂∗(ω + ω1 + ω2) dω1 dω2. (10.36)
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Thus we wish to find fixed points of the integral equation (10.36). When r(x) is
not constant, obtaining closed-form solutions of this nonlinear integral equa-
tion is difficult. However we can readily obtain numerical solutions for 〈d〉 > 0.
Ablowitz and Biondini (1998) obtained numerical solutions using a fixed point
iteration technique similar to that originally introduced by Petviashvili (1976).
Below we first discuss a modification of this method called spectral renormal-
ization, which has proven to be useful in a variety of nonlinear problems where
obtaining localized solutions are of interest.

As we discussed earlier, another formulation of the non-local term is∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)F̂(ω + ω1)F̂(ω + ω2)F̂∗(ω + ω1 + ω2) dω1 dω2 =

=
〈
g(z)F

{
|u0|2 u0

}
eiω2C(ζ)/2 − iλ2Z/2

〉
which is useful in the numerical schemes mentioned below. It should also be
noted from the multiple-scales perturbation expansion, that u0 is obtained by
the inverse Fourier transform of

û0(ω, ζ, Z) = F(ω)eiλ2Z/2e−iω2C(ζ)/2.

The naive iteration procedure is given by

F̂(m+1)(ω) =
2

λ2 + 〈d〉ω2

〈
g(z)F

{
|u0|2 u0

}(m)
eiω2C(ζ)/2−iλ2Z/2

〉
≡ Im[F̂],

(10.37)

where m = 0, 1, 2, . . . and û(m)
0 = F̂m(ω)e−iω2C(ζ)/2. At m = 0, F̂(0)(ω) is taken

to be the inverse Fourier transform of a Gaussian or “sech”-type function.
However, if we iterate (10.37) directly, the iteration generally diverges so we
renormalize as follows.

In (10.37) we substitute F̂ = μĜ. We then find the following iteration
equations

Ĝn+1 = μ
2
nI[Ĝn]

with

μ2
n =

(Ĝn, Ĝn)

(Ĝn, I[Ĝn])

where (Gn, In) ≡ ∫ Ĝ∗n, In

)
dω and G0(t) can be a localized function, i.e., Gaus-

sian or sech profile. In either case, the iterations converge rapidly. More details
can be found in Ablowitz and Musslimani (2005) and Ablowitz and Horikis
(2009a).
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Figure 10.6 Fast evolution, u(z, t), of the stationary solitons of DMNLS,
reconstructed from the perturbation expansion, with 〈d〉 = 1, s= 1 and λ= 4.

In Figure 10.6 a typical DM soliton is represented in physical space
(u∼ u(0)(z, t)). Figure 10.7 compares typical DM solitons in the Fourier and
temporal domains in logarithmic scales. The dashed line is a classical soliton
with the same FWHM. Figure 10.8 depicts a class of DM solitons for vary-
ing values of the map strength, s. In the figures note that u(z, t) ∼ u(0). Hence
from û(0)(ω) = Û(ω, Z)e−iC(ζ)ω2/2, with Û(ω, Z) = F(ω)eiλ2Z/2, then u(0)(t) =
1

2π

∫ ∞

−∞
û(0)(ω)eiωt dω. The latter yields the behavior in physical space.

Originally these methods where introduced by Petviashvili (1976) to find
solutions of the KP equations. In the context of DMNLS theory (see Ablowitz
et al., 2000b; Ablowitz and Musslimani, 2003) the following implementation
of Petviashvili’s method is employed

F̂(ω) =

(
S L[F̂]

S R[F̂]

)p

K[F̂],

where

S L =

∫ ∞

−∞

∣∣∣F̂∣∣∣2 dω,

S R =

∫ ∞

−∞
F̂∗ · K[F̂] dω

and

K[F̂] ≡
∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)F̂(ω + ω1)F̂(ω + ω2)F̂∗(ω + ω1 + ω2) dω1dω2.
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Figure 10.7 Shape of the stationary pulses in the Fourier and temporal
domains for s = 1 and λ = 4.

The power p is usually chosen such that the degree of homogeneity of the
right-hand side is zero, i.e.,

deg{homog.}(RHS) =
F̂2p

F̂4p
F̂3 = F̂3−2p ⇒ p =

3
2
.

With this choice for p, we employ the iteration scheme

F̂(m+1)(ω) =

(
S L[F̂(m)]

S R[F̂(m)]

)3/2
K[F̂(m)]. (10.38)

A difficulty with this “homogeneity” method is how to handle more complex
nonlinearities that do not have a fixed nonlinearity, such as mixed nonlinear
terms with polynomial nonlinearity, or more complex nonlinearities, such as
saturable nonlinearity u/(1 + |u|2) or transcendental nonlinearities.

We further note:
• DM solitons are well approximated by a Gaussian, F̂(ω) � ae−bω2/2, for a

wide range of s and λ.
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Figure 10.8 Shape of the stationary pulses in the temporal domain for λ = 1
and various values of s.

• The parameters a and b are dependent upon s and λ, a = a(s, λ), b =
b(s, λ).

• For s � 1, |F̂| grows |F̂|(ω) ∼ s1/2.
See also Lushnikov (2001).

Figure 10.9 shows “chirp” versus amplitude phase plane plots for four differ-
ent DM soliton systems. This figure shows how the multi-scale approximation
improves as za = ε→ 0. Here the chirp is calculated as

c(z) =

∫ ∞
−∞ t Im {u∗ut} dt∫ ∞
−∞ t2 |u|2 dt

, (10.39)

where Im(x) represents the imaginary part of x. If we approximate the DMNLS
solution as a Gaussian exponential, then

ÛDMNLS = ae−bω2/2e−iC(ζ)ω2/2,

so that in the time domain, u(t) =
a√

2π(b + iC)
e−t2/2(b+iC), then the chirp c(z)

is found to be given by c(z) = C(ζ) = C(z/za); that is also given by (10.39)
after integration.
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Figure 10.9 The periodic evolution of the pulse parameters: chirp c(z) versus
the peak amplitude. The dot–dashed line represents the leading-order approx-
imation, u0(ζ, t), as reconstructed from the DMNLS pulses and (10.26); the
solid lines represent numerical solitions of the PNLS equation (10.19) with
g = 1 and the same pulse energy. The four cases correspond to: (a) s = 1,
λ = 1, za = 0.02; (b) s = 1, λ = 1, za = 0.2; (c) s = 4, λ = 4, za = 0.02;
(d) s = 4, λ = 4, za = 0.2. The pulse energies are ‖ f ‖2 = 2.27 for cases
(a) and (b), and ‖ f ‖2 = 38.9 for cases (c) and (d). See also Ablowitz et al.
(2000b).

In Figure 10.10 we plot the relative L2 norm of the difference between the
stationary soliton solution of the DMNLS and the numerical solution of the
original perturbed (PNLS) equation (10.19); equations with the same energy,
sampled at the mid-point of the fiber segment. The difference is normalized to
the L2-norm of the numerical solution of the PNLS equation; that is

‖ fDMNLS − fPNLS‖22
‖ fPNLS‖ =

∫ ∞
−∞ dt | fDMNLS − fPNLS|2∫ ∞

−∞ dt | fPNLS|2
.
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Figure 10.10 Comparison between stationary solutions of the DMNLS equa-
tion f (t) and the solutions u(z, t) of the PNLS equation (10.19) with the same
energy taken at the mid-point of the anomalous fiber segment for g = 1,
〈d〉 = 1 and five different values of za: 0.01, 0.02, 0.05, 0.1 and 0.2. Solid
line: s = 4, λ = 4, ‖ f ‖2 = 38.9; dashed line: s = 1, λ = 4, ‖ f ‖2 = 20.7; dot–
dashed line: s = 4, λ = 1, ‖ f ‖2 = 3.1; dotted line: s = 1, λ = 1, ‖ f ‖2 = 2.27.
See also (Ablowitz et al., 2000b).

We also note there is an existence proof of DMNLS soliton solutions as
ground states of a Hamiltonian. Furthermore, it can be proven that the DMNLS
equation (10.30) is asymptotic, i.e., its solution remains close to the solution
of the original NLS equation (10.21), see Zharnitsky et al. (2000).

10.4.4 Numerical “averaging” method

To find soliton solutions from the original PNLS equation (10.19) we may use
a numerical averaging method (Nijhof et al., 1997, 2002). In this method one
starts with the non-dimensional PNLS equation, (10.19):

iuz +
d(z)

2
utt + g|u|2u = 0,

and an initial guess for the DM soliton, e.g., a Gaussian, ug(z = 0, t) = ug(t) =

u(0) with E0 =
∫ ∞
−∞
∣∣∣ug

∣∣∣2 dt. Next, numerically integrate from z = 0 to z = za

to get u(z = za, t); call this ũ(t) = |u(t)| eiθ(t). Then one takes the following
“average”:

˜̃u(t) =
ug(t) + ũ(t)e−iθ(0)

2
.

Then u(1) is obtained by renormalizing the energy: u(1) = ˜̃u(t)

√
E0

˜̃E
, where

˜̃E =
∫ ∞
−∞
∣∣∣ ˜̃u2
∣∣∣ dt. This procedure is repeated until u(m)(t) converges. This method
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can also be used to obtain the DM soliton solutions of the PNLS equation and
the solid line curves in Figure 10.9.

10.4.5 The higher-order DMNLS equation

The analysis of Section 10.4 can be taken to the next order in za (Ablowitz
et al., 2002b). In the Fourier domain we write the more general DMNLS
equation in the form

iÛz − 〈d〉2 ω2Û

+

n0(ω,z)︷����������������������������������������������������������������������������������︸︸����������������������������������������������������������������������������������︷∫ ∞

−∞

∫ ∞

−∞
dω1 dω2 Û(ω + ω1)Û(ω + ω2)Û∗(ω + ω1 + ω2)r(ω1ω2)

=zan̂1(ω, z) + · · · .
The method is similar to those described earlier for water waves and nonlinear
optics. We find n̂1 such that the secular terms at higher order are removed.
Recalling u = u0 + εu1 + ε

2u2 + · · · where ε = za, we substitute this into
the perturbed NLSE equation (10.21), and as before employ multiple scales.
We find

O
(
ε−1
)

: Lu0 = i
∂u0

∂ζ
+
Δ(z)

2
∂2u0

∂t2
= 0

O (1) : Lu1 = −
(
i
∂u0

∂Z
+
〈d〉
2
∂u0

∂t2
+ g(ζ) |u0|2 u0

)
O (ε) : Lu2 = −

(
i
∂u1

∂Z
+
〈d〉
2
∂u1

∂t2
+ g(ζ)

(
2 |u0|2 u1 + u2

0u∗1
))
.

The first two terms are the same as what we found earlier for the DMNLS
equation. At O

(
ε−1
)
,

u0 = Û(ω, Z)e−iω2C(ζ)/2, C(ζ) =
∫ ζ

0
Δ(ζ′) dζ′,

and at O (1)

i
∂û1

∂ζ
− Δ(ζ)

2
ω2û1 = −

(
i
∂û0

∂Z
− 〈d〉

2
ω2û0 + g(ζ)F

{
|u0|2 u0

})
= −

(
i
∂Û
∂Z
− ω2 〈d〉

2
Û

)
e−iω2C(ζ)/2 − gF

{
|u0|2 u0

}
.
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Thus,

∂

∂ζ

(
iû1eiC(ζ)ω2/2

)
= −

(
i
∂Û
∂Z
− ω2 〈d〉

2
Û

)
− g(ζ)eiC(ζ)ω2/2F

{
|u0|2 u0

}
≡ F̂1.

To remove secular terms we enforce periodicity of the right-hand side, i.e., we

require
〈
F̂1

〉
= 0, where

〈
F̂1

〉
=

∫ 1

0
F̂1 dζ. This implies

i
∂Û
∂Z
− ω2 〈d〉

2
Û + n̂0(ω, Z) = 0,

with

n̂0(ω, Z) =
〈
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}〉
.

This is the DMNLS equation (10.25) that can be transformed to (10.30).
We now take

i
∂Û
∂Z
− ω2 〈d〉

2
Û + n̂0(ω, Z) = εn̂1(ω, Z) + · · · . (10.40)

Once we obtain n̂1(ω, Z) then (10.40) will be the higher-order DMNLS equa-
tion. However we need to solve for u1 since it will enter into the calculation for
n1. Using an integrating factor in the O(1) equation, adding and subtracting a
mean term and using the DMNLS equation, we find

∂

∂ζ

(
iû1eiC(ζ)ω2/2

)
= −

[(
i
∂U
∂Z
− ω2 〈d〉

2
U

)
+
〈
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}〉]
− g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}
+
〈
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}〉
iû1eiC(ζ)ω2/2 = −

∫ ζ

0
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}
dζ

+ ζ
〈
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}〉
+ Û1H(ω, Z).

Therefore,

û1eiC(ζ)ω2/2 =i
∫ ζ

0
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}
dζ

− iζ
〈
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}〉
− iÛ1H(ω, Z),
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where Û1H(ω, Z) is an integration “constant” to be determined. We choose

U1(ω, Z) such that
〈
u1(ω, Z)eiC(ζ)ω2/2

〉
=

∫ 1

0
u1eiC(ζ)ω2/2 dζ = 0. This is done

to ensure that u1 does not produce secular terms at next order. Therefore

Û1H =

〈∫ ζ

0
g(ζ′)eiω2C(ζ′)/2F

{
|u0|2 u0

}
dζ′
〉
− 1

2

〈
g(ζ)eiω2C(ζ)/2F

{
|u0|2 u0

}〉
.

This fixes û1 and thus u1. Then u2 is given by

∂

∂ζ

(
iû2eiC(ζ)ω2/2

)
= −

{
n̂1(ω, Z) + eiC(ζ)ω2/2

[
i
∂û1

∂Z
−

− 〈d〉
2
ω2û1 + g(ζ)P̂1(ζ,Z, ω)

]}
≡ F̂2,

where P̂1 = F
{
2 |u0|2 u1 + u2

0u∗1
}
. To eliminate secularities we require〈

F̂2

〉
= 0. This condition determines n̂1 and we obtain the higher-order

DMNLS equation. Thus, since
〈
û1eiC(ζ)ω2/2

〉
= 0, we have

n̂1 = −
〈
g(ζ)eiω2C(ζ)/2P̂1(ω, Z)

〉
. (10.41)

With n̂0 and n̂1 we now have the higher-order DMNLS equation (10.40). The
form (10.41) is useful numerically. But as with the standard DMNLS theory
we also note that we can write n̂1 as a multiple integral in the Fourier domain.
After manipulation we find,

n̂1 =
−i

(2π)4

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
dω1 dω2 dΩ1 dΩ2 r1(ω1ω2,Ω1Ω2){

2Û(ω + ω1) × Û∗(ω + ω1 + ω2)Û(ω + ω2 + Ω1)Û(ω + ω2 + Ω2)

× Û∗(ω+ω2+Ω1+Ω2)− Û(ω+ω1)Û(ω+ω2)Û∗(ω+ω1 +ω2 +Ω1)

× Û(ω + ω1 + ω2 −Ω2)Û(ω + ω1 + ω2 + Ω1 −Ω2)
}
,

(10.42)

where the kernel is given by

r1(x, y) =

〈
g(ζ)K(ζ, x)

∫ ζ

0
g(ζ′)K(ζ′, y) dζ′

〉
− 〈g(ζ)K(ζ, x)〉

〈∫ ζ

0
g(ζ′)K(ζ′, y) dζ′

〉
−
〈
(ζ − 1

2 )g(ζ)K(ζ, x)
〉
〈g(ζ)K(ζ, y)〉 ,
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with K(ζ, z) = eiC(ζ)z. When g(ζ) = 1 (i.e., a lossless system), it is
found that

r1(x, y) =
i(2θ − 1)

2s3(xy)2(x + y)

[
sxy(y cos sx sin sy − x cos sy sin sx)

+ (x2 − y2) sin sx sin sy
]
.

Note that when g= 1, r1 depends on s and θ separately, whereas when g= 1
the kernel r in the DMNLS equation only depends on s (recall: r(x)= sx

(2π)2 sx ).
The higher-order DMNLS (HO-DMNLS) equation (10.40) with the terms,
n̂0(ω, Z), n̂0(ω, Z), derived in this section has a class of interesting solu-
tions. With the HO-DMNLS, a wide variety of solutions including multi-hump
soliton solutions can be obtained. Interestingly, single-humped, two-humped,
three-humped, four-humped, etc., solutions are found. They also come with
phases, for example, bi-solitons with positive and negative humps, as schemat-
ically illustrated in Figure 10.11. It has been conjectured that there exists an
infinite family of such DMNLS solitons (Ablowitz et al., 2002b); see also
Maruta et al. (2002).

one

Figure 10.11 The HO-DMNLS equation has different families of soliton
solutions, including the single soliton, also found in the DMNLS equation,
and new multi-soliton solutions. Amplitude is plotted; + denotes a positive
hump, whereas − denotes a negatives hump.
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Figure 10.12 The solid curve is the approximate solution u(t) =
u0(t)+ zau1(t), which is calculated from (10.40)–(10.42) with typical param-
eters and g = 1. The dashed curve represents a DM soliton obtained from the
averaging method (see Section 10.4.4) on the PNLS equation (10.19) with
g = 1; it is indistinguishable from the solid curve. The dotted curve is U0(t),
which is the inverse Fourier transform of Û0(ω), the leading-order solution
of the HO-DMNLS. The waveforms are shown in (a) linear and (b) log scale.
In (a) the dashed curve is indistinguishable from the solid curve. See also
Ablowitz et al. (2002b).

Shown in Figures 10.12 and 10.13 are typical comparisons of the HO-
DMNLS solutions and the DMNLS solutions (here: za = 0.06, 〈d〉 = 1.65,
s= 0.54, θ = 0.8). These figures show the extra detail gained by includ-
ing the higher-order terms. Figure 10.14 shows a bi-soliton solution of the
HO-DMNLS, which cannot be found from the first-order DMNLS equation
because the parameter values require both s and θ to be given separately. Note
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Figure 10.13 Evolution of chirp and peak amplitude of a DM soliton for
typical parameters within a DM period. The solid curve and dashed curve
denote the approximate solution u(t) = u0(t) + zau1(t) and leading-order
solution u0(t), respectively. The circles represent the evolution on the PNLS
equation (10.19).
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Figure 10.14 Bi-soliton solution with τs = 3tFWHM, which is obtained by
the averaging method (see Section 10.4.4) on the HO-DMNLS equation for
s= 0.56, θ = 0.8, 〈d〉 = 1.65, and M = 0.340 (solid curve); recall M = s/ 〈d〉
is the reduced map strength. The dotted curve shows the same solution that is
given by the averaging method on the PNLS equation (here g = 1) (10.19).

that M = s/ 〈d〉 is called the reduced map strength obtained by rescaling the
HO-DMNLS equation (with g = 1) and finding that it can be rewritten by tak-
ing 〈d〉 = 1 and replacing s by M in the HO-DMNLS equation (Ablowitz et al.,
2002b).
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10.5 Quasilinear transmission

A different type of pulse, termed “quasilinear”, exists in strongly dispersion-
managed transmission systems (s� 1) (Ablowitz et al., 2001b; Ablowitz
and Hirooka, 2002). The analysis of this transmission mode begins with the
DMNLS equation, discussed in Section 10.4.1,

iÛZ − 〈d〉2 ω2Û + N̂
[
Û(ω, Z)

]
= 0,

where

N̂[Û(ω, Z)] =
∫ ∞

−∞

∫ ∞

−∞
dω1 dω2 Û(ω + ω1)

× Û(ω + ω2)Û∗(ω + ω1 + ω2)r(ω1ω2),

and

r(x) =
1

(2π)2

∫ 1

0
g(ζ) exp (−ixC(ζ)) dζ.

Alternatively, as shown earlier, in the physical domain the DMNLS equation
is given by

iUz +
〈d〉
2

Utt + N [U] = 0,

where

N [U] =
∫ ∞

−∞

∫ ∞

−∞
R(t1, t2)U(t + t1)U(t + t2)U∗(t + t1 + t2) dt1 dt2,

and

R(t1, t2) =
1

(2π)2

∫ ∞

−∞

∫ ∞

−∞
r(ω1ω2)eiω1t1+ω2t2 dω1 dω2.

In the lossless case we have seen in Section 10.4.2 that

R(t1, t2) =
1

2πs
Ci
(∣∣∣∣∣ t1t2

s

∣∣∣∣∣)
=

1
2πs

∫ ∞∣∣∣∣ t1 t2
s

∣∣∣∣
cos u

u
du,

where Ci(x) ≡
∫ ∞

x

cos u
u

du is the cosine integral.

In the quasilinear regime s � 1, so that in the asymptotic limit s → ∞ we

have x =
∣∣∣∣∣ t1t2

s

∣∣∣∣∣→ 0. We then use (see Section 10.5.1 below for further details),
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x

cos u
u

du = −γ − log x + O(x)

as x→ 0; γ is the so-called Euler constant. Thus,

R(t1, t2) ∼ 1
2πs

(
−γ − log

∣∣∣∣∣ t1t2
s

∣∣∣∣∣) + O
(
s−1
)
,

and therefore

N (U) ∼ 1
2πs

∫ ∞

−∞

∫ ∞

−∞

(
−γ − log

∣∣∣∣∣ t1t2
s

∣∣∣∣∣)U(t + t1)

× U(t + t2)U∗(t + t1 + t2) dt1 dt2.

Hence, taking the Fourier transform

N̂
[
Û(ω, Z)

]
∼ 1

2πs

{
(log s − γ)|Û |2Û

− F {log |t1t2|U(t + t1)U(t + t2)U∗(t + t1 + t2)
}}
.

With the Fourier transform of the last integral (see Section 10.5.1), we find

F {log |t1t2|U(t + t1)U(t + t2)U∗(t + t1 + t2)
}

=
1
π

Û(ω)
∫ ∞

−∞
dt log |t| eiωt

[∫ ∞

−∞
|Û(ω′)|2e−iω′t dω′

]
.

Therefore

iÛz − 〈d〉2 ω2Û + Φ
(
|Û |2
)

Û = 0, (10.43)

where

Φ
(
|Û |2
)
=

1
2πs

[
(log s − γ)

∣∣∣Û(ω)
∣∣∣2 − ∫ ∞

−∞
f (ω − ω′) ∣∣∣Û(ω′)

∣∣∣2 dω′
]

and f (ω) = 1
π

∫
log |t| eiωtdt. From (10.43) we find that |Û(ω, z)|2 =

|Û(ω, 0)|2 = |û0(ω)|2. Therefore,

Ûz = −i

[ 〈d〉
2
ω2 − Φ

(
|Û0|2

)]
Û,

and after integrating

Û(ω, z) = Û(ω, 0) exp

[
−i
〈d〉
2
ω2z + iΦ

(
|Û0|2

)
z

]
. (10.44)

We refer to (10.44) as a quasilinear mode. When g � 1 the analysis is
somewhat more complex and is derived in detail by Ablowitz and Hirooka
(2002).



300 Communications

10.5.1 Analysis of the cosine integral and associated
quasilinear Fourier integral

First we discuss an asymptotic limit of the cosine integral. Namely,

Ci(x) =
∫ ∞

x

cos t
t

dt, as x→ 0 + .

Note that ∫ ∞

x

cos t
t

dt = Re

{∫ ∞

x

eit

t
dt

}
.

where Re(x) represents the real part of x. Using the contour indicated in
Figure 10.15 and appealing to Cauchy’s theorem (x > 0),∫ ∞

x

eit

t
dt +

∫
CR

eiz

z
dz +

∫ ix

i∞
eiz

z
dz +

∫
Cε

eiz

z
dz = 0.

Since Im{z} > 0 on CR, we have

lim
R→∞

∫
CR

eiz

z
dz = 0.

On the quarter circle at the origin, we get

lim
ε→0

∫
Cε

eiz

z
dz = lim

ε→0

∫ 0

π/2

eiεeiθ

εeiθ
iεeiθ dθ = −i

π

2
.

Figure 10.15 Integration contour.
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Therefore we have ∫ ∞

x

eit

t
dt =

∫ i∞

ix

eiz

z
dz + i

π

2

=

∫ ∞

x

e−y

y
dy + i

π

2
;

thus,

I ≡
∫ ∞

x

cos t
t

dt = �
{∫ ∞

x

eit

t
dt

}
=

∫ ∞

x

e−y

y
dy.

Now,

I =
∫ ∞

x

(
e−y

y
− 1

y(y + 1)

)
dy +

∫ ∞

x

1
y(y + 1)

dy

=

∫ ∞

0

(
e−y − 1

y+1

)
y

dy +
∫ x

0

(
e−y − 1

y+1

)
y

dy +
∫ ∞

x

1
y(y + 1)

dy.

Note that

e−y − 1
y+1

y
∼ e−y − (1 − y + y2 − · · · )

∼
[
1 − y +

y2

2
− · · · − (1 − y + y2 − · · · )

]
/y

∼ − y
2
+ · · · ,

showing the integral
∫ ∞

0

e−y − 1
y+1

y
dy is convergent as y → 0 (the integral

clearly converges at the infinite upper limit) and it is well known that∫ ∞

0

(
e−y − 1

y+1

)
y

dy ≡ −γ,

where γ is the Euler constant γ � 0.57722. Also∫ x

0

(
e−y − 1

y+1

)
y

dy ∼
x→0
− x2

2
+ · · ·

Similarly, ∫ ∞

x

1
y(y + 1)

dy =
∫ ∞

x

(
1
y
− 1

y + 1

)
dy

= log(1 + x) − log(x) ∼
x→0

x − log x.

Putting this all together implies, as x→ 0+,

I ∼ −γ − log x + x + O(x2).
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We now consider the Fourier integral

F =F
{∫ ∞

−∞

∫ ∞

−∞
log |t1t2|U(t + t1)U(t + t2)U∗(t + t1 + t2) dt1 dt2

}
=

1
(2π)3

∫ ∞

−∞
e−iωt dt

∫ ∫
dt1 dt2 log |t1t2|

[∫ ∞

−∞
Û(ω1)eiω1(t+t1) dω1

]
×
[∫ ∞

−∞
Û(ω2)eiω2(t+t2) dω2

] [∫ ∞

−∞
Û∗(ω3)e−iω3(t+t1+t2) dω3

]
.

Noting that the function is symmetric in t1, t2 and using
∫

dt2 eiω2t2 e−iω3t2 =

2πδ(ω2 − ω3), we have

F =
2

(2π)2

∫ ∞

−∞
dt
∫ ∞

−∞
dt1 log |t1|∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
dω1 dω2 dω3 ei(ω1−ω3)t1 Û(ω1)Û(ω2)Û∗(ω3)

× δ(ω2 − ω3)ei(ω1+ω2−ω3−ω)t

=
1

2π2

∫ ∞

−∞
dt
∫ ∞

−∞
dt1 log |t1|

∫ ∞

−∞
dω1dω3 Û(ω1)Û(ω3)Û∗(ω3)

× ei(ω1−ω)tei(ω1−ω3)t1 .

Using
∫ ∞
−∞ dt ei(ω1−ω)t = 2πδ(ω1 − ω) implies

F =
1
π

∫ ∞

−∞
dt1 log |t1|

∫ ∞

−∞
dω3 Û(ω)

∣∣∣Û(ω3)
∣∣∣2 ei(ω−ω3)t1 .

Or finally,

F = Û(ω)
∫ ∞

−∞

∣∣∣Û(ω′)
∣∣∣2 f (ω − ω′) dω′,

where f (x) is the generalized function,

f (x) =
∫ ∞

−∞
dt

log |t|
π

eixt.

For calculation, it is preferable to use F in the form

F =
1
π

Û(ω)
∫ ∞

−∞
dt log |t| eiωt

[∫ ∞

−∞

∣∣∣Û(ω′)
∣∣∣2 e−iω′t dω′

]
.

When a Gaussian shape is taken, |Û(ω)| = αe−βω2
, then the inner integral

decays rapidly as |t| → ∞.
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10.6 WDM and soliton collisions

As mentioned earlier, in a WDM system solitons are transmitted at many dif-
ferent wavelengths, or frequencies; these different wavelengths are often called
“channels”. Due to the dispersion in the fiber, solitons at different wavelengths
travel at different velocities. This leads to inevitable collisions between solitons
in different wavelength channels.

Considering the case of only two WDM channels, centered at the normalized
radial frequencies Ω1 and Ω2 we take two pulses u1 and u2 in channel 1 and 2
respectively. The average frequency of the pulses can be calculated as

〈ω〉 = Im

{∫ ∞

−∞
u∗j
∂u j

∂t
dt

}
/Wj =

1
2πWj

∫ ∞

−∞
ω|û j(ω)|2 dω, (10.45)

where û j(ω) is the Fourier transform of u(t), Wj =
∫ ∞
−∞ |uj(t)|2 dt, the energy of

pulse uj, and j ∈ {1, 2} is the channel number. The right-hand side of (10.45)
is obtained by replacing u(t) by its Fourier transform.

In Section 10.2.1, we saw that the NLS equation with XPM contributions
[see (10.12) and (10.13)] for channel 1 (u1) is

i
∂u1

∂z
+

1
2
∂2u1

∂t2
+ g(z)|u1|2u1 = −2g(z)|u2|2u1 (10.46)

and for channel 2 (u2) is

i
∂u2

∂z
+

1
2
∂2u2

∂t2
+ g(z)|u2|2u2 = −2g(z)|u1|2u2.

We assume the signals u1 and u2 have negligible overlap in the frequency
domain and that the FWM contribution is small. This assumption enables us to
separate the components at different frequencies in the original perturbed NLS
(PNLS) equation; i.e., one considers each equation as being valid in separate
regions of Fourier space.

Assuming Wj is constant, the change in average frequency can be found
from (10.45):

Wj
d
dz

〈
ω j

〉
=
∂

∂z
Im

{∫ ∞

−∞

∂u j

∂t
u∗j dt

}
,

= Im

⎧⎪⎨⎪⎩∫ ∞

−∞

⎛⎜⎜⎜⎜⎝∂2u j

∂t∂z
u∗j +

∂u j

∂t

∂u∗j
∂z

⎞⎟⎟⎟⎟⎠ dt

⎫⎪⎬⎪⎭ . (10.47)

The NLS equation for channel u1 with a perturbation F1 is

iu1z +
d
2

u1tt + g|u1|2u1 = F1.
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Operating on the above equation with −iu∗1∂t and adding to the result iu1t times
the complex conjugate of the above equation, we find

∂2u j

∂t∂z
u∗j +

∂u j

∂t

∂u∗j
∂z
=

id
2

(
u∗1u1ttt − u1tu

∗
1tt

)
+ ig

(
u∗1∂t(|u1|2u1) − |u1|2u∗1u1t

)
+ i
(
u1tF

∗
1 − u∗1F1t

)
.

Substituting this result into (10.47) and integrating the first two terms by parts
(assuming u1 and its derivatives vanish at t = ±∞), we find

W1
d 〈ω1〉

dz
= Im

{∫ ∞

−∞
i
(
F1u∗1t + F∗1u1t

)
dt

}
=

∫ ∞

−∞

(
F1u∗1t + F∗1u1t

)
dt.

If we take F1 = −2g(z)|u2|2u1 as indicated by (10.46), then

W1
d 〈ω1〉

dz
= 2g(z)

∫ ∞

−∞
|u1|2∂t |u2|2 dt,

or more generally

d
〈
ω j

〉
dz

=
2g(z)
Wj

∫ ∞

−∞
|uj|2∂t |u3− j|2 dt, j = 1, 2. (10.48)

The frequency shift is found by integrating (10.48). Similarly, the timing
shift may be found from the definition of the average position in time,

〈
t j

〉
,

j = 1, 2:

Wj

〈
t j

〉
=

∫ ∞

−∞
t |uj|2 dt.

Thus, again assuming Wj is constant,

W1
d
dz
〈t1〉 = ∂

∂z

(∫ ∞

−∞
t |u1|2 dt

)
=

∫ ∞

−∞
t

(
u∗1
∂u1

∂z
+
∂u∗1
∂z

u1

)
dt

=

∫ ∞

−∞
t

{
u∗1

[
id
2

u1tt + ig(z)u2
1u∗1 − iF1

]}
dt

+

∫ ∞

−∞
t

{
u1

[
− id

2
u∗1tt − ig(z)

(
u∗1
)2 u1 + iF∗1

]}
dt

= − i
d
2

∫ ∞

−∞

(
u∗1u1t − u1u∗1t

)
dt − i

∫ ∞

−∞
t
(
u∗1F1 − u1F∗1

)
dt.
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Recalling

Wj

〈
ω j

〉
= Im

{∫ ∞

−∞

∂u j

∂t
u∗j dt

}
=

1
2i

∫ ∞

−∞

⎛⎜⎜⎜⎜⎝∂u j

∂t
u∗j −

∂u∗j
∂t

u j

⎞⎟⎟⎟⎟⎠ dt,

we can write

W1
d
dz
〈t1〉 = d(z)W1 〈ω1〉 − i

∫ ∞

−∞
t
(
u∗1F1 − u1F∗1

)
dt.

Using F1 = −2g(z) |u2|2 u1, the integral
∫ ∞
−∞ t

(
u∗1F1 − u1F∗1

)
dt = 0 and we

obtain
d
dz
〈t1〉 = d(z) 〈ω1〉 . (10.49)

The timing shift may be obtained by integrating (10.49) with respect to z.
In the context of RZ (return to zero) soliton or quasilinear communications

systems it is useful to define the residual frequency shift as the relative fre-
quency shift of the pulse at the end of the communications system. Using
a system starting at z = 0 and of length L, with this definition the residual
frequency shift of a pulse in channel j is given by

ΔΩ
( j)
res =

〈
ω j

〉
(L) − 〈ω〉 (0) =

∫ L

0

d
〈
ω j

〉
dz

dz.

We are also interested in the relative timing shift at the end of the collision
process. The total timing shift, (10.49), yields

d
dz

〈
t j

〉
(z) = d(z)

[〈
ω j

〉
(z) −

〈
ω j

〉
(0)
]
+ d(z)

〈
ω j

〉
(0)

= d(z)
∫ z

0

d
〈
ω j

〉
dz

dz + d(z)
〈
ω j

〉
(0).

Defining d̄(z) =
∫ z

0
d(z′) dz′, and integrating the above equation from z = 0 to

z = L, 〈
t j

〉
(L) −

〈
t j

〉
(0) =

∫ L

0
d(z)

∫ z

0

d 〈ω〉 j

dz′
dz′ dz + d̄(L)

〈
ω j

〉
(0).

Note that
〈
t j

〉
(0) + d̄(L)

〈
ω j

〉
(0) is invariant. We can also define the relative

timing shift as

Δt j(L) ≡
〈
t j

〉
(L) −

〈
t j

〉
(0) − d̄(L)

〈
ω j

〉
(0) =

∫ L

0
d(z)

∫ z

0

d 〈ω〉 j

dz′
dz′ dz.
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This can now be simplified by changing the order of integration:

Δt j(L) =
∫ L

0
d(z)

∫ z

0

d 〈ω〉 j

dz′
dz′ dz (10.50)

=

∫ L

0

d 〈ω〉 j

dz′

∫ L

z′
D(z) dz dz′

=

∫ L

0

d 〈ω〉 j

dz′
[
d̄(L) − d̄(z′)

]
dz′

= d̄(L)
∫ L

0

d 〈ω〉 j

dz′
dz′ −

∫ L

0

d 〈ω〉 j

dz′
d̄(z′) dz′

= d̄(L)ΔΩ( j)
res −

∫ L

0

d 〈ω〉 j

dz′
d̄(z′) dz′.

Thus, the relative timing shift can be written as the difference of two terms:

Δt j(L) = d̄(L)ΔΩ( j)
res − Δt( j)

res,

where the so-called residual timing shift is

Δt( j)
res ≡

∫ L

0

d 〈ω〉 j

dz
d̄(z) dz.

10.7 Classical soliton frequency and timing shifts

In this section we obtain the frequency and time shift for classical solitons; see
also Mollenauer et al. (1991). Using the classical soliton shape

uj = η j sech[η j(t −Ω jz)] eiΩ j t+i
(
η2

j−Ω2
)
/2+iφ j ,

we substitute this into (10.48) to find

d
〈
ω j

〉
dz

=
g(z)
η j

∫ ∞

−∞
d
dt

{
η2

3− j sech2
[
η3− j

(
t −Ω3− j(z − z0)

)]}
× η2

j sech2
[
η j

(
t −Ω j(z − z0)

)]
dt.

Note that the classical soliton frequency is
〈
ω j

〉
= Ω j. For |Ω j| � 1 we take

Ω j approximately being a constant within the integral. Then we can transform
the derivative in t to one in z:

dΩ j

dz
=

g(z)η2
3− jη j

Ω3− j

∫ ∞

−∞
d
dz

{
sech2

[
η3− j

×
(
t −Ω3− j(z − z0)

)]}
sech2

[
η j

(
t −Ω j(z − z0)

)]
dt.
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To simplify this integral we assume that the solitons are both of equal energy
(amplitude) with η1 = η2 = η and we take a frame of reference where
Ω1 =−Ω2 = Ω. For an arbitrary frame of reference we may define Ω, without
loss of generality, as half the frequency separation:

Ω ≡ 1
2

(Ω1 −Ω2).

With this substitution the average frequency change can be simplified to

dΩ
dz
=

g(z)η3

2Ω
d
dz

∫ ∞

−∞
sech2 [η (t −Ω(z − z0))

]
× sech2 [η (t + Ω(z − z0))

]
dt.

Performing the integration in time analytically, we obtain an expression for the
frequency shift, ΔΩ = Ω(z) − Ω(−∞) (we take the “initial” frequency to be
given at large negative values of z that is taken to be −∞):

ΔΩ(z) =
2η2

Ω

×
∫ z

−∞
g(z′)

d
dz′

2ηΩ(z′ − z0) cosh 2ηΩ(z′ − z0) − sinh 2ηΩ(z′ − z0)

sinh3 2ηΩ(z′ − z0)
dz′.

We can similarly calculate the timing shift. First we assume a constant dis-
persion of d(z) = 1. Then we can calculate the residual timing shift by
using (10.50) (and integration by parts)

Δt(z) =
∫ z

−∞
ΔΩ(z′) dz′.

From these equations we can calculate the frequency and timing shifts for a
classical soliton collision. A typical collision is shown in Figure 10.16, where
the propagating path is shown explicitly; the soliton is injected into the system
at z = 0 at a time position of t0 for u1 and −t0 for u2; they meet and collide
with a collision center of z0 and propagate onward until the end of the system
at z = L. The initial location of the solitons, t0, is related to the center of
collision by

t0 = ΩDz0.

The frequency shift is shown in Figure 10.17a over the distance of the col-
lision relative to its center, z0. The frequency shift is maximal at the center of
the collision and returns to zero after the collision for the lossless case (g = 1).
For the “lossy” case, g � 1 (i.e., with damping and amplification included
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Figure 10.16 Two classical solitons colliding at z0; the solitons have an equal
but opposite velocity. The inset to the left shows the initial pulse envelope
with solitons centered at t0 and −t0.
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Figure 10.17 Typical frequency, (a), and timing, (b), shifts versus the dis-
tance over the collision z − z0, with the collision center being at z0 shown for
both the lossless and lossy cases. Here Ω = 1, (g = 1) for the lossless case
and (g � 1) for the lossy case.

with the term g(z)) there is a considerable frequency shift after the collision
process is complete. This is the residual frequency shift that in the total timing
shift grows with z, see (10.50). This is especially damaging to classical soliton
transmission.

The timing shifts for the same collisions are shown in Figure 10.17. Here it
can be seen that after a collision the timing shift does not return to zero. When
there is a residual frequency shift the timing shift continues to change after
the collision. The total timing shift at the end of the communications channel
is a combination of a fixed residual timing shift and a growing shift from the
residual frequency shift; see (10.50).
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10.8 Characteristics of DM soliton collisions

Collisions also occur in DM soliton systems. Solitons in different wave-
length channels have a different average velocity and can therefore overlap
and collide. Dispersion-management is characterized by rapidly varying large
opposing dispersions that give the DM soliton (or any pulse in a DM sys-
tem) large local velocities. This results in the “zig-zag” path characteristic of
DM systems, as illustrated in Figure 10.18. These diversions from the aver-
age path become more pronounced as the DM map strength is increased and
make DM soliton collisions quite different from collisions in a classical soliton
system.

When two DM solitons collide they go through a collision process consisting
of many individual “mini-collisions”, where the solitons will meet and pass
through each other completely in one half of the map only to change velocity
and pass through each other on the next half, performing two mini-collisions
per map period.

The collision center is defined as the center of the average paths of the
solitons. For classical solitons changing z0 changed the position of the col-
lision in the system but did not change the outcome of the collision. In a DM
system changing z0 not only changes the position of the collision process, it
also changes the position of the mini-collisions within the DM map. This in
turn changes the nature of the collision process, and consequently the final
frequency and timing shifts are dependent on z0.

Average path

Z0

Lc

Length of collision process

Distance, z

T
im

e,
 t

0
t0

–t0

z = 0
Start of system

mini−collisions

Figure 10.18 The movements of two colliding DM solitons, with an enlarged
view of the soliton centers over a single DM map period, showing the
intersections that are the mini-collisions.
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As with classical soliton collisions the initial time displacement at the start
of the channel can be calculated from the collision center, defined as

t0 = Ω j 〈d〉 z0,

with j ∈ {1, 2} indicating one of the two frequency channels.
The center of a DM soliton satisfies t(n)

c − Ω jd̄(z) = 0 for t(n)
c and z, with n ∈

{1, 2} indicating one of the two frequency channels. An approximate analytical
formula for a DM soliton is given in the next section; see (10.51). Using this
we can find the locations of the mini-collisions, those values of z at which the
centers of both solitons are coincident, namely t(1)

c = t(2)
c :

Ω1d̄(z) = Ω2d̄(z)

so that

d̄(z) = 0.

Therefore mini-collision locations are found from the solution of d̄(z) =
〈d〉 (z − z0) + C(z) = 0, and are not influenced by the average frequencies of
either soliton. The range of the chirp, C(z), is limited; it periodically oscillates
between min{C(z)} and max{C(z)}. As a consequence d̄(z) = 0 only has solu-
tions over a limited domain, which corresponds to the extent of the collision
process. When 〈d〉 (z − z0) is larger or smaller than the range of C(z), there are
no mini-collisions, and we can therefore estimate the extent of the collision as

−max{C(z)} < 〈d〉 (z − z0) < −min{C(z)}
z0 − s/ 〈d〉 < z < z0 + s/ 〈d〉 ,

where max{C(z)} = −min{C(z)} = s = θΔ1/2. The length of the collision
LC = 2s/ 〈d〉 is the difference of the upper and lower collision limits, and we
notice that the larger the map strength the longer is the DM soliton’s collision
process.

10.9 DM soliton frequency and timing shifts

We have seen in Section 10.4 that û = Ûe−iCω2/2. If we approximate Û by
Û = αe−βω2/2, then a DM soliton can be approximated in physical space by

u1(z, t) =
α√

2π(β + iC(z))
exp

{
− [t −Ω1d̄(z)]2

2[β + iC(z)]

}
× exp

{ i
2

[
λ2z + 2Ω1t −Ω2

1d̄(z)
]}
, (10.51)
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where d̄(z) − 〈d〉 z0 =

∫ z

z0

d(z′) dz′ = (z − z0) 〈d〉 +C(z). Substituting the above

DM soliton representation for u1 and u2 into (10.48) we get

d
〈
ω j

〉
dz

= − g(z)α jα3− jβ3− j

2π
[
β2

j +C2(z)
]1/2 [

β2
3− j +C2(z)

]5/2
×
∫ ∞

−∞
[t −Ω3− jd̄(z)] exp

⎧⎪⎪⎪⎨⎪⎪⎪⎩−β j[t −Ω jd̄(z)]2

2
[
β2

j +C2(z)
] − β3− j[t −Ω3− jd̄(z)]2

2
[
β2

3− j +C2(z)
]
⎫⎪⎪⎪⎬⎪⎪⎪⎭ dt

for j = 1, 2. We further assume that the solitons in both channels have the
same shape; that is, α1 = α2 and β1 = β2. With this assumption and noting〈
ω j

〉
= Ω j, we obtain an analytic formula for DM soliton collision-induced

frequency shifts,

dΩ1

dz
= (A/2)(Ω1 −Ω2)

d̄(z)g(z)
B3(z)

exp

⎛⎜⎜⎜⎜⎜⎝−(β/2)

[
d̄(z)
B(z)

(Ω1 −Ω2)

]2⎞⎟⎟⎟⎟⎟⎠ , (10.52)

where dΩ1/dz = −dΩ2/dz and in order to simplify this and equations that
follow, we use the following definitions:

A =
4Wβ3/2

√
2π

,

B2(z) = β2 +C2(z/za).

We remark that in the case of quasilinear pulses the only difference turns
out to be the definition of B(z); for quasilinear pulses, we use B2(z) =
β2 + (d̄)2(z). Because the two-channel system is symmetric, we can, with-
out loss of generality, define Ω = (Ω1 − Ω2)/2. The residual frequency
shift, ΔΩ(z) = Ω(z) − Ω(−∞), is obtained by integration of (10.52). Assum-
ing Ω(z) is a slowly varying function (i.e., |dΩ/dz| � 1) which must be
the case for the validity of the perturbation method (and is verified a pos-
teriori), we can treat Ω on the right-hand side of (10.52) as a constant,
obtaining

ΔΩ(z) = AΩ
∫ z

0

g(z)d̄(z)
B3(z)

exp

⎡⎢⎢⎢⎢⎢⎣−2β

(
d̄(z)
B(z)
Ω

)2⎤⎥⎥⎥⎥⎥⎦ dz. (10.53)

We can also obtain the timing shift from (10.50):

Δt(L) = d̄(L)ΔΩ(L) −
∫ L

0

d 〈ω〉
dz′

d̄(z′) dz′. (10.54)
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Ablowitz et al. (2002a, 2003b), Docherty (2003), and Ahrens (2006) the
details of various types of collisions describe. There it is shown that direct
numerical computation of the NLS equation agrees with numerical evalu-
ation of (10.53) and (10.54), which also agree with asymptotic evaluation
of (10.53) and (10.54) by employing the asymptotic analysis of integrals using
a modification of the Laplace method.



11
Mode-locked lasers

In the previous chapter we have seen that both constant dispersion and
dispersion-managed solitons are important pulses in the study of long-distance
transmission/communications. It is noteworthy that experiments reveal that
solitons or localized pulses are also present in mode-locked (ML) lasers.
Femtosecond solid-state lasers, such as those based on the Ti:sapphire (Ti:S)
gain medium, and fiber ring lasers have received considerable attention in
the field of ultra-fast science. In the past decade, following the discovery
of mode-locking, the improved performance of these lasers has led to their
widespread use, cf. Cundiff et al. (2008). In most cases interest in ultra-short
pulse mode-locking has been in the net anomalous dispersive regime. But
mode-locking has also been demonstrated in fiber lasers operating in the nor-
mal regime. Mode-locking operation has been achieved with relatively large
pulse energies (Ilday et al., 2004b,a; Chong et al., 2008b).

In our investigations we have employed a distributive model, termed the
power-energy saturation (PES) equation (cf. Ablowitz et al., 2008; Ablowitz
and Horikis, 2008, 2009b; Ablowitz et al., 2009c). This model goes beyond
the well-known master laser equation, cf. Haus (1975, 2000), in that it con-
tains saturable power (intensity) terms; i.e., terms that saturate due to large field
amplitudes. This equation has localized pulses that propagate and mode-lock
in both an anomalous and a normally dispersive laser for both in the constant
as well as dispersion-managed system. This is consistent with recent experi-
mental observations (Ilday et al., 2004b; Chong et al., 2008a). We also note
that it has been shown that dispersion-managed models with saturable power
(intensity) energy saturation terms are in good agreement with experimental
results in Ti:sapphire lasers (Sanders et al., 2009b). Pulse formation in an ultra-
short pulse laser is typically dominated by the interplay between dispersion and
nonlinearity. Suitable gain media and an effective saturable absorber are essen-
tial for initiating the mode-locking operation from intra-cavity background
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fields and subsequent stabilization of the pulse. In the anomalous regime the
mode-locked soliton solutions are found to approximately satisfy nonlinear
Schrödinger (NLS)-type equations. The main difference between the NLS and
PES equations, for both the constant and dispersion-managed cases, is that
when gain and loss are introduced as in the PES equation, only one value of the
propagation constant is allowed. Thus unlike the classical NLS equation there
is not a full parameter family of solutions. In the normal dispersive regime
the pulses are found to be significantly chirped and much broader, i.e., they
are slowly varying, than those in the anomalous regime. These NLS equations
with gain and loss terms are interesting and natural to study in the context of
nonlinear waves.

In order to obtain localized or solitary waves, or as called in the physical lit-
erature, solitons, we often employ numerical methods. The numerical method,
which we employed earlier in the study of communications (Ablowitz and
Biondini, 1998; Ablowitz et al., 2000b), for numerically obtaining soliton solu-
tions, is based upon taking the Fourier transform of the nonlinear equation,
introducing a convergence factor, and then iterating the resulting equation until
convergence to a fixed point in function space. The method was first intro-
duced in 1976 (Petviashvili, 1976). The convergence factor depends on the
homogeneity of the nonlinear terms. The technique works well for problems
with a single polynomial nonlinear term (Pelinovsky and Stepanyants, 2004).
However, many interesting systems are more complex. Recently, another way
of finding localized waves was introduced (Ablowitz and Musslimani, 2005).
The main ideas are to go to Fourier space (this part is the same as Petviashvili,
1976), then renormalize variables and obtain an algebraic system coupled to
the nonlinear integral equation. We have found the method of coupling to be
effective and straightforward to implement. The localized mode is determined
from a convergent fixed point iteration scheme. The numerical technique is
called spectral renormalization (SPRZ); it finds localized waves to a variety of
nonlinear problems that arise in nonlinear optics and fluid dynamics. See also
Chapter 10.

11.1 Mode-locked lasers

A laser is essentially an optical oscillator and as such it requires amplification,
feedback and loss in its operation. The amplification is provided by stimu-
lated emission in the gain medium. Feedback is provided by the laser “cavity”,
which is often a set of mirrors that allow the light to reflect back on itself. One
of the mirrors transmits a small fraction of the incident light to provide output.
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The loss that counteracts gain is due to a variety of factors such as a field cutoff
or polarization effects, etc.

A mode-locked pulse refers to the description of how ultra-short pulses are
generated by a laser. The formation of a mode means that the electromagnetic
field is essentially unchanged after one round trip in the laser. This implies that
lasing occurs for those frequencies for which the cavity length is an integer
number of wavelengths. If multiple modes lase at the same time, then a short
pulse can be formed if the modes are also phase-locked; we say the laser is
mode-locked, cf. Cundiff (2005). In terms of the mathematics of nonlinear
waves, mode-locking usually relates to specific pulse solutions admitted by
the underlying nonlinear equations.

A distinguishing feature of such a laser is the presence of an element in
the cavity that causes it to mode-lock. This can be an active or a passive
element. Passive mode-locking has produced shorter pulses and has a saturable
absorber, i.e., one where the absorption saturates. In this case, higher intensity
is less attenuated than a lower intensity.

An advantage of Ti:s lasers is their large-gain bandwidth, which is necessary
for supporting ultra-short pulses (it is useful to think of this as the Fourier
relationship). The gain band is typically quoted as extending from 700 to
1000 nm, although lasing can be achieved well beyond 1000 nm. The Ti:s
crystal provides the essential mode-locking mechanism in these lasers. This
is due to a strong cubic nonlinear index of refraction (the Kerr effect), which
is manifested as an increase of the index of refraction as the optical intensity
increases. Together with a correctly positioned effective aperture, the nonlin-
ear Kerr-lens can act as a saturable absorber, i.e., high intensities are focused
and hence transmit fully through the aperture while low intensities experi-
ence losses. Since short pulses produce higher peak powers, they experience
a lower loss that also favors a mode-locked operation. This mode-locking
mechanism has the advantage of being essentially instantaneous. However,
it has the disadvantage of often being not self-starting; typically it requires
a critical misalignment from optimum continuous wave operation. Ti:s lasers
can produce pulses on the order of a few femtoseconds. An application of
interest is producing a very long string of equally spaced mode-locked pulses:
this has the potential to be used as an “optical clock” where each tick of the
clock corresponds to a pulse, cf. Cundiff (2005). A schematic diagram of a
typical Ti:s laser system is given in Figure 11.1 with typical units: pulsewidth:
τ = 10 fs = 10−14 s and repetition time: Tr = 10 ns = 1010 s or repetition fre-
quency fr = 1

Tr = 100 MHz. In this setup the prism pair is used to compensate
for the net normal dispersion of the Ti:s crystal. In the crystal we have strong
nonlinear effects, but in the prism the nonlinearity is very weak. So we assume
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Figure 11.2 Curves are given from DMNLS theory. Symbols: experiments;
inset: Dispersion-managed soliton.

a linear state in the prisms. This laser system is dispersion-managed and the
nonlinearity is also varying along the laser cavity.

Quraishi et al. (2005) produced ultrashort pulses for a number of average
net anomalous dispersions. The results were compared with theory based upon
the dispersion-managed NLS equation (i.e., the DMNLS equation) discussed
in the previous section. The results were favorable and are indicated in
Figure 11.2. The different symbols correspond to different average dispersions
times the cavity length: 〈k′′(z)〉 lm. The graph and figures relate the pulsewidth
τ to the energy of a pulse.

However the important feature of mode-locking is left out of the DMNLS
theory. The DMNLS equation predicts a continuous curve for each average
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dispersion value. But the experiments indicate that there is not a continuous
curve, rather for each value of energy there is one mode-locked configuration.
This is discussed next as part of the mathematical model.

11.2 Power-energy-saturation equation

The distributed model that we use to describe the propagation of pulses in a
laser cavity is given in dimensionless form by

iuz +
d(z)

2
utt + n(z)|u|2u =

ig
1 + E/E0

u +
iτ

1 + E/E0
utt − il

1 + P/P0
u, (11.1)

where d(z), n(z) are the dispersion and coefficient of nonlinearity, each of
which vary rapidly in z, E(z) =

∫ ∞
−∞ |u|2 dt is the pulse energy, E0 is related

to the saturation energy, P(z, t) = |u|2 is the instantaneous pulse power, P0

is related to the saturation power, and the parameters g, τ, l, are all positive,
real constants. The first term on the right-hand side represents saturable gain,
the second is spectral filtering and the third saturable loss that reflects the fast
saturable absorber: l

1+P/P0
.

Notice that gain and filtering are saturated with energy while loss is saturated
with power. The gain and filtering mechanisms are related to the energy of the
pulse while the loss is related to the power (intensity) of the pulse. Saturation
terms can be expected to prevent the pulse from reaching a singular state; i.e.,
“infinite” energy or a blow-up in amplitude. Indeed, if blow-up were to occur
that would suggest that both the amplitude and the energy of the pulse would
become large, which in turn, make the perturbing effects small thus reducing
the equation to the unperturbed NLS, which admits a stable, finite solution.

We refer to (11.1) as the power-energy-saturation equation or simply the
PES equation. The right-hand side of (11.2) is what we will refer to as the
perturbing contribution; it is denoted hereafter by R[u].

The PES model reflects many developments over the years. In order to
model the effects of nonlinearity, dispersion, bandwidth limited gain, energy
saturation and intensity discrimination in a laser cavity the so-called mas-
ter equation was introduced, cf. Haus et al. (1992); Haus (2000). The master
equation is a generalization of the classical NLS equation, modified to contain
gain, filtering and loss terms; the normalized master equation, with dispersion
management included is given below.

iuz +
d(z)

2
utt + n(z)|u|2u =

ig
1 + E/E0

u +
iτ

1 + E/E0
utt − i(l − β|u|2)u.
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The master equation is obtained from the PES model by Taylor expanding the
power saturation term and putting β = l/P0. As with the PES model, gain and
filtering are saturated by energy (i.e., the time integral of the pulse power), but
in the master equation the loss is converted into a linear and a cubic nonlin-
ear term. For certain values of the parameters this equation exhibits a range
of phenomena including: mode-locking evolution; pulses that disperse into
radiation; some that evolve to a non-localized quasiperiodic state; and some
whose amplitude grows rapidly (Kapitula et al., 2002). In the latter case, if
the nonlinear gain is too high, the linear attenuation terms are unable to pre-
vent the pulse from blowing up; i.e., the master mode-locking model breaks
down (Kutz, 2006). However, unlike what is observed in experiments, there
is only a small window of parameter space that allows for the generation of
stable mode-locked pulses. In particular, the model is highly sensitive to the
nonlinear loss/gain parameter.

We have shown that the PES model yields mode-locking for wide ranges
of the parameters (cf. Ablowitz et al., 2008; Ablowitz and Horikis, 2008,
2009b; Ablowitz et al., 2009c). As mentioned above, this model is a dis-
tributed equation. There are also interesting lumped models that have been
studied (cf. Ilday et al., 2004b,a; Chong et al., 2008b); e.g., in some laser mod-
els, loss is introduced in the form of fast saturable power absorbers that are
placed periodically. It has been found (Ablowitz and Horikis, 2009a), how-
ever, that all features are essentially the same in both lumped and distributive
models thus indicating that distributive models are very good descriptions of
modes in mode-locked lasers. Lumped models reflect sharp changes in the
parameters/coefficients due to corresponding elements in the system; mathe-
matically these models are often dealt with by Dirac delta function transitions
(see also Chapter 10). Mathematically it is also more convenient to work
with distributed models. We note that Haus (1975) derived models of fast
saturable absorbers in two-level media that are similar to the ones we are
studying here. However in order to obtain analytical results, Haus Taylor-
expanded and therefore obtained the cubic nonlinear model of a fast saturable
absorber.

We also mention that to overcome the sensitivity inherent in the mas-
ter equation, other types of terms, such as quintic terms, can be added to
the master equation in order to stabilize the solutions. This increases the
parameter range for mode-locking somewhat (instabilities may still occur);
but it also adds another parameter to the model. Cubic and quintic nonlinear
models are based on Ginzburg–Landau-type (GL) equations (cf. Akhmediev
and Ankiewicz, 1997). In fact, if the pulse energy is taken to be con-
stant the master equation reduces to a GL-type system. In general, GL-type
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equations exhibit a wide spectrum of interesting phenomena and pulses that
exhibit complex and chaotic dynamics and ones whose amplitude grows
rapidly.

11.2.1 The anomalous dispersion regime

We first discuss the constant dispersive case in which case the laser cavity is
described, in dimensionless form, by (called here the constant dispersion PES
equation)

iuz +
d0

2
utt + |u|2u =

ig
1 + E/E0

u +
iτ

1 + E/E0
utt − il

1 + P/P0
u (11.2)

with d0 representing the constant dispersion, n(z) = 1, and remaining
parameters defined above.

In what follows we keep all terms constant and only change the gain
parameter g. More precisely, we take typical values: E0 = P0 = 1, τ= l= 0.1,
assume anomalous dispersion: d0 = 1 (d0 > 0), and in the evolution studies
we take a unit Gaussian initial condition. For stable soliton solutions to exist
the gain parameter g needs only to be sufficiently large to counter the two loss
terms. It is also noted that we employ a fourth-order Runge–Kutta method to
evolve (11.2) in z.

The evolution of the pulse peak for different values of the gain parameter g
is shown in Figure 11.3. When g = 0.1 the pulse vanishes quickly due to
excessive loss with no noticeable oscillatory behavior; the pulse simply decays,
yielding damped evolution. When g = 0.2, 0.3, due to the loss in the system,
the pulse initially undergoes a sharp decrease relative to its amplitude. How-
ever, it rapidly recovers and evolves into a stable solution. Much like the
damped evolution, the amplitude is initially decreased but the resulting evo-
lution is stable. Interestingly, e.g., when g = 0.7, 1, and the perturbations
can no longer be considered small, a stable evolution is nevertheless again
obtained, although somewhat different from the case above. Now with con-
siderable gain in the system, the pulse amplitude increases rapidly and then a
steady state is reached typically after some oscillations. The only major dif-
ference between the resulting modes is the resulting amplitude and the width
of the pulse: i.e., for larger g the pulse is larger and narrower (Ablowitz and
Horikis, 2008).

The above suggests that in the PES model, the mode-locking effect is gener-
ally present for g ≥ g∗, a critical gain value. Without enough gain i.e., g < g∗,
pulses dissipate to the trivial zero state. Furthermore, for this class of initial
data and parameters studied, there are no complex radiation states or states
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Figure 11.3 Evolution of the pulse peak, |u(z, 0)|, of an arbitrary initial profile
under PES with different values of gain. The damped pulse-peak evolution is
shown with a dashed line. In the bottom figure, a typical evolution is given
for g = 0.3.

whose amplitudes grow without bound. In terms of solutions, (11.2) admits
soliton states for all values of g ≥ g∗ > l (recall, here l = 0.1). This can
also be understood and confirmed by analytical methods (soliton perturba-
tion theory) (Ablowitz et al., 2009a). Mode-locking of the solution is found
to tend to soliton states. By a soliton state we mean a solution of the form
u(t, z) = f (t) exp(−iμz), where μ is usually referred to as the propagation
constant and f (t) is the soliton shape.

As mentioned above, as the gain parameter increases so does the ampli-
tude, and the pulse becomes narrower. In fact, it is observed that the energy
changes according to E ∼ √μ. Indeed, from the soliton theory of the classi-
cal NLS equation this is exactly the way a classical soliton’s energy changes,
the key difference between the PES and pure NLS equation being that in
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Figure 11.4 Solitons of the perturbed and unperturbed equations.

the pure NLS equation a semi-infinite set of μ exists, whereas now for the
PES equation μ is unique for the given set of parameters. Once mode-locking
occurs we find the solutions of the two equations, PES and NLS, are com-
parable. In Figure 11.4 we plot the two solutions for different values of g.
In each case the same value of μ is used. The amplitudes match so closely
that they are indistinguishable in the figure, meaning the perturbing effect
is strictly the mode-locking mechanism, i.e., its effect is to mode-lock to
a soliton of the pure NLS with the appropriate propagation constant. The
solitons of the unperturbed NLS system are well known in closed analyti-
cal form, i.e., they are expressed in terms of the hyperbolic secant function,
u =

√
2μ sech

( √
2μ t
)

exp(−iμz), and therefore describe solitons of the PES to
a good approximation.

Soliton strings
As mentioned above, solitons are obtained when the gain is above a certain
critical value, g > l, otherwise pulses dissipate and eventually vanish (Ablowitz
and Horikis, 2008). As gain becomes stronger, additional soliton states are
possible and two, three, four or more coupled pulses are found to be supported;
we call these states soliton strings. As above, we set τ = l = 0, E0 = P0 = d0 =

n = 1 and vary the gain parameter g. The value of Δξ/α, where Δξ and α are
the pulse separation and pulsewidth (the full width of half-maximum (FWHM)
for pulsewidth is used) respectively, is a useful parameter. We measure Δξ,
between peak values of two neighboring pulses, and Δφ is the phase difference
between the peak amplitudes. With sufficient gain (g = 0.5) equation (11.2) is
evolved starting from unit Gaussians with initial peak separation Δξ = 10 and
Δξ/α = 8.5. The evolution and final state are depicted in Figure 11.5. For the
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Figure 11.5 Top: Mode-locking evolution for an in phase two-soliton state
of the anomalously constant dispersive PES equation; Bottom: the resulting
soliton profile at z = 300. Here g = 0.5.

final state we find Δξ/α ≈ 10. The resulting individual pulses are similar to the
single soliton mode-locking case (Ablowitz and Horikis, 2008), i.e., individual
pulses are approximately solutions of the unperturbed NLS equation, namely
hyperbolic secants. We also note that the individual pulse energy is smaller
then that observed for the single-soliton mode-locking case for the same choice
of g, while the total energy of the two-soliton state is larger. This is due to the
non-locality of energy saturation in the gain and filtering terms (Ablowitz et al.,
2009c).

To investigate the minimum distance, d∗, between the solitons in order for
no interactions to occur (in a prescribed distance) we evolve the equation start-
ing with two solitons. If the initial two pulses are sufficiently far apart then
the propagation evolves to a two-soliton state and the resulting pulses have a
constant phase difference. If the distance between them is smaller than a criti-
cal value then the two pulses interact in a way characterized by the difference
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in phase between the peaks amplitudes: Δφ. When initial conditions are sym-
metric (in phase) two pulses are found to merge into a single soliton of (11.2).
When the initial conditions are antisymmetric (out of phase by π) then they
repel each other until their separation is larger than this critical distance while
retaining the same difference in phase, resulting in an effective two-pulse high-
order soliton state. The above situation is found with numerous individual
pulses (N = 2, 3, 4, . . .). This situation does not occur in the pure NLS equation
where two out-of-phase pulses strongly repel each other. The interaction phe-
nomena can be is described by perturbation theory (Ablowitz et al., 2009a). In
the constant dispersion case this critical distance is found to be Δξ = d∗ ≈ 9α
(see Figure 11.5) where effectively no interaction occurs for z < z∗, corre-
sponding to soliton initial conditions. Interestingly, this is consistent with the
experimental observations of Tang et al. (2001). To further illustrate, we plot
the evolution of in and out of phase cases in Figure 11.6. At z = 500 for the
repelling solitons we find Δξ/α = 8.9.
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Figure 11.6 Two-pulse interaction when Δξ < d∗. Initial pulses (z = 0) in
phase: Δφ = 0, Δξ/α ≈ 7 (top) merge while those out of phase by Δφ = π
with Δξ/α ≈ 6 (bottom) repel. Here g = 0.5.
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11.2.2 Dispersion-managed PES equation

Next we will discuss the situation when we employ the dispersion-managed
PES equation (11.1). As in the communications application in the previous
section, d(z) is large and both d(z) and n(z) are rapidly varying. We take

d(z) = d0 +
Δ(z/za)

za
, n(z) = n(z/za), 0 < za � 1

where Δ = Δ1 < 0, n = 1 inside the crystal; elsewhere Δ = Δ2 > 0, n = 0
(linear). The analysis follows that in communications (see Chapter 10): we
introduce multiple scales ζ = z/za (short), Z = z (long), and expand the solu-
tion in powers of za: u = u(0) + zau(1) + · · · , 0 < za � 1. At O(1/za) we have a
linear equation:

iu(0)
ζ +

Δ(ζ)
2

u(0)
tt = 0,

which we solve via Fourier transforms in t and find, in the Fourier domain, that

û(0) = Û0(Z, ω) exp

[
−i
ω2

2
C(ζ)

]
, C(ζ) =

∫ ζ

0
Δ(ζ′) dζ′,

where Û0(Z, ω) is free at this stage. Proceeding to the next order we find a
forced linear equation. In order to remove unbounded growth, i.e., remove
secularities, we find an equation for Û0 that is given below:

i
∂Û0

∂Z
− d0

2
ω2Û0+∫ 1

0
exp

[
i
ω2

2
C(ζ)

] (
F
{
n(ζ)|u(0)|2u(0) − R[u(0)]

})
dζ = 0, (11.3)

where F represents the Fourier transform; i.e., Fw(ω) = ŵ =
∫

w(t)e−iωt dt.
This equation is referred to here as the DM-PES equation or simply the aver-
aged equation. The strength of the dispersion-management is usually measured
by the map length, which we take in the normal and anomalous domains to be
equal (θ = 1/2 in the notation of Chapter 10) and so s = |Δ1|/4; we take the
distance in the crystal to be the same as the distance in the prisms. The equation
is a nonlinear integro-differential equation; as in the communications applica-
tion it can be solved numerically. Similar to the constant dispersive case, for
d0 > 0 we find mode-locking. Fixing the parameters as d0 = E0 = P0 = 1,
za = τ = l = 0.1 and varying the gain, we find that with sufficient gain strength
mode-locking occurs. The mode-locking also depends on the strength of the
dispersion-management: given a map strength, s, and where g∗ = g∗(s), we
find: for g < g∗, pulses damp; for g > g∗, mode-locking. In Figure 11.7 is a
typical example of the evolution of a unit Gaussian with map strength s = 1.
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Figure 11.8 DM-PES solitons for various values of gain, g, and propagation
constant, μ, with map strength s = 1.

The final mode-locking state corresponds to a soliton that can be obtained
from spectral renormalization methods (discussed in Chapter 10). A soliton
satisfies a fixed point integral equation obtained after substituting Û0(Z, ω) →
Û0(ω)eiμZ into the DM-PES equation (11.3). In Figure 11.8 are some typical
solitons corresponding to different values of gain g and propagation constant
μ. As in the constant dispersive case, DM-PES solitons correspond to spe-
cific values of μ, which is the soliton analog of mode-locking. This is also
in contrast to the unperturbed case where solutions exist for all μ > 0. We
see that as map strength increases the solitons become smaller in amplitude
but much more broad. As μ increases the modes become sharper and taller.
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Figure 11.9 Typical comparison between the solutions of the DM-PES
equation (11.3) and the pure DMNLS equation for s = 1 and g = 0.3.

Each mode-locked state is affected by strong saturation effects. Hence the
soliton is essentially a solution of the unperturbed DM-PES equation (10.25)
(where g(ζ) is replaced by n(ζ) in the notation of this section); i.e., this is
the DMNLS equation that we obtain when we omit the gain and damping
terms. This is indicated in Figure 11.9 for typical parameters. The main effect
of the gain-damping is to isolate the parameters for which mode-locking
occurs.

11.2.3 Remarks on perturbation theory

We have studied the behavior of both single solitons and soliton strings in
ML lasers in detail via perturbation theory (Ablowitz et al., 2009a). Here we
briefly mention some of the key results in the case of constant dispersion,
taking d0 = 1. Since the pulses have been found to be well approximated by
solutions of classical NLS equation, we assume a soliton solution of the NLS
form written as

u = ueiφ, u = η sech(ηθ), ξ =

∫ z

0
V dz + t0 (11.4a)

θ = t − ξ, σ =

∫ z

0

[
μ +

V2

2

]
dz + σ0, φ = Vθ + σ, (11.4b)

with parameters for the height (η, μ = η2/2), velocity (V), temporal shift (t0)
and phase shift (σ0) assumed to vary adiabatically, i.e., slowly, in z.

We consider the effects of gain, filtering and loss as perturbations of the NLS
equation, taking d0 = n = 1 in the PES equation,

iuz +
1
2

utt + |u|2 u = R[u] (11.5)
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where the right-hand side F contains the gain-damping terms and is assumed
small. Recall

R =
gu

1 + E/E0
+

τutt

1 + E/E0
− lu

1 + P/P0

and E =
∫ ∞
−∞ |u|2 dt, P = |u|2. While the individual contributions of terms in F

may not always be small, the combined effects are small; as discussed above
they provide the mode-locking mechanism (Ablowitz and Horikis, 2008).

We find the equations for the evolution of the parameters η, V , t0, σ0 by
requiring the leading-order solution, (11.4), to satisfy a set of integrated quan-
tities related to the (unperturbed) conservation laws suitably modified by the
terms in R[u]. These can be derived directly from (11.5) as

d
dz

∫
|u|2 = 2 Im

∫
R[u]u∗ (11.6a)

d
dz

Im
∫

uu∗t = 2 Re
∫

R[u]u∗t (11.6b)

d
dz

∫
t |u|2 = − Im

∫
uu∗t + 2 Im

∫
tR[u]u∗ (11.6c)

Im
∫

uzu
∗
μ = −

1
2

Re
∫

utu
∗
tμ + Re

∫
|u|2 uu∗μ − Re

∫
R[u]u∗μ, (11.6d)

where all integrals are taken over −∞ < t < ∞.
When (11.4) are substituted into (11.6) the modified integral equations

reduce to a system of differential equations that govern the evolution and
mode-locking of soliton pulses:

dη
dz
= g

[
2η

2η + 1

]
− τ 1

2η + 1

[
2
3
η3 + 2V2η

]
+ l

[
2η

1
a − b

log
(a
b

)]
(11.7a)

dV
dz
= −τV

[
4
3

η2

2η + 1

]
(11.7b)

dt0
dz
= 0 (11.7c)

dσ0

dz
= 0; (11.7d)

here a and b are the roots of the polynomial x2 + 2(1 + 2η2)x + 1 = 0 (we can
choose a and b to be either root). Note, the first two equations are independent
of t0 and σ0, both of which are constant. We only consider parameters in the
domain η ≥ 0 (since η < 0 can be represented as a positive η with a π phase
shift).
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Consider the case V = 0; this is the only equilibrium for V and it is stable
for η > 0. In this case we find an equation for η independent of any other
parameters

dη
dz
= g

[
2η

2η + 1

]
− τ 1

2η + 1

[
2
3
η3

]
+ l

[
2η

1
a − b

log
(a
b

)]
,

which accurately predicts the mode-locking behavior found numerically.
Clearly, η has at least one equilibrium at 0, which can be proved to be stable for
g < l and unstable for g > l. For g > l there is a second equilibrium that is stable
and corresponds to the mode-locked solution, as indicated in Figure 11.10.

Weakly interacting solitons can also be studied analytically by considering
the interaction terms as a small perturbation (Karpman and Solov’ev, 1981).
We refer the interested reader to Ablowitz et al. (2009a) for further details.
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Figure 11.10 Phase portrait of the amplitude equation for several values
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11.2.4 The normal regime

The dynamics of pulses evolving under the PES equation in the normal regime
(d0 < 0) are studied next. As above, all terms are kept constant and only the
gain parameter g is changed. Typical values are taken: d0 = −1 (i.e., the normal
regime), n = 1, E0 = P0 = 1, τ = l = 0.1. We study the evolution of an initial
unit Gaussian pulse peak for different values of the gain parameter g; see Fig-
ure 11.11. When g = 0.1 the pulse decays quickly due to excessive loss with
no noticeable oscillatory or chaotic behavior; the pulse exhibits damped evolu-
tion. When g = 0.5, due to the loss in the system the pulse undergoes an initial
decrease and then very slowly dissipates. When g= 1.5 a localized evolution
is obtained. With sufficient gain in the system, the pulse amplitude initially
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Figure 11.11 Evolution of the pulse peak of an initial profile under the PES
equation, in the normal regime (d0 = −1) with different values of gain. Top:
the damped pulse-peak evolution is shown with a dashed line. Middle: the
complete evolution is given for g = 1.5. Bottom: the resulting soliton and the
corresponding phase in the inset.
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decreases but then a steady state is reached. The sharp and narrow initial Gaus-
sian rapidly evolves into a wide but finite-energy pulse. Three regimes are
observed: (a) when the loss is much greater than the gain the pulse decays
to zero; (b) when the loss is again a prominent effect but sufficient gain exists
in the system to sustain a very slowly decaying evolution resulting in a “quasi-
soliton” state; and (c) the soliton regime above a certain value of gain. When
a localized state results in the normal regime, there is a strong phase effect,
as indicated in Figure 11.11. This is unlike the anomalous regime where
the pulse’s temporal phase is constant and the pulses have relatively much
narrower width.

As indicated above, the values for the gain, loss and filtering parameters
provide operating regions of the laser system that depend critically on the gain
parameter. The parameters d0, E0, P0, g, τ, l were chosen to have typical values.
Changing these values to more closely correspond to experimental data shows
that the above observations are quite general (see Ablowitz and Horikis, 2008,
2009b).

Bi-solitons
As mentioned above, individual pulses of (11.2) in the normal regime exhibit
strong chirp and cannot be identified as the solutions of the “unperturbed”
NLS equation. Indeed, the classical NLS equation does not exhibit decaying
“bright” soliton solutions in the normal regime. If we begin with an initial
Gaussian, u(0, t) = exp(−t2), the evolution of the PES equation mode-locks
into a fundamental soliton state. On the other hand, we can obtain a higher-
order antisymmetric soliton, i.e., an antisymmetric bi-soliton, one that has its
peak amplitudes differing in phase by π. Such a state can be obtained if we start
with an initial state of the form u(0, t) = t exp(−t2) (i.e., a Gauss–Hermite poly-
nomial). The evolution results in an antisymmetric bi-soliton and is shown in
Figure 11.12 along with a comparison to the profile of the single soliton. This
is a true bound state. Furthermore, the results of our study finding antisymmet-
ric solitons in the normal regime are consistent with experimental observations
(Chong et al., 2008a).

It is interesting that the normal regime also exhibits higher soliton states
when two general initial pulses (e.g., unit Gaussians) are taken sufficiently far
apart. The resulting pulses, shown in Figure 11.13, individually have a similar
shape to the single soliton of the normal regime with lower individual energies.
These pulses if initially far enough apart can have independent chirps that may
be out of phase by an arbitrary constant. We again find that the minimum dis-
tance required for the two solitons to remain apart is d∗ ≈ 9α which is a good
estimate for the required pulse separation just as in the constant anomalous
dispersive case! These pulses are “effective bound states” in that after a long
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distance they separate very slowly. Additional higher-order 3-, 4-, . . . soliton
states can also be found. We refer the reader to Ablowitz et al. (2009c) for
further details.

Asymptotic approximations of normal solitons
Using the spectral renormalization method, we have found localized pulses in
the normal dispersive regime for a broad range of parameters, provided that
sufficient gain is present in the system. These pulses are slowly varying in t,
with a large phase. This suggests that by assuming a slow time-scale in the
equation and using perturbation theory (i.e., a WKB-type expansion) the soli-
ton system can be reduced to simpler ordinary differential equations for the
amplitude and the phase of the pulse. The first step before performing perturba-
tion theory is to write the solution of (11.2) in the form u(z, t) = R exp(iμz+ iθ),
where R = R(t) and θ = θ(t) are the pulse amplitude and phase, respectively.
Substituting into the equation and equating real and imaginary parts and calling
ε = 1/E0, δ = 1/P0, we get

−μR − d0

2

(
Rtt − Rθ2

t

)
+ R3 = − τ

1 + εE
(2Rtθt + Rθtt) (11.8a)

−d0

2
(2Rtθt + Rθtt) =

g
1 + εE

R +
τ

1 + εE
− l

1 + δR2
R. (11.8b)

We then take the characteristic time length of the pulse to be such that we can
define a scaling in the independent variable of the form ν = T/t or T = νt
so that R = R(νt), θt = O(1) (i.e., θ is large) and θtt = O(ν) where ν � 1.
Then (11.8a) becomes

−μR +
d0

2
Rθ2

t + R3 =
d0

2
ν2RTT − τ

1 + εE
(2νRT θt + Rθtt).

The leading-order equation is

θ2
t =

2
d0

(μ − R2). (11.9)

Using the same argument and this newly derived equation (11.9) we then find
that (11.8b) to leading order reads

Rt = − sgn(t)

√
2(μ − R2)/d0

3R2 − 2μ

(
g

1 + εE
− 4τ(μ − R2)/d0

1 + εE
− l

1 + δR2

)
. (11.10)

This is now a non-local first-order differential equation for R = R(t), since
E =

∫ ∞
−∞ R2 dt. From the above equation (11.9), imposing θt(t = 0) = 0, it

follows that μ ≈ R2(0).
To remove the non-locality another condition is needed and it is based on the

singular points of (11.10). Recall that R(t) is a decaying function in t ∈ [0,+∞)
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and μ ≈ R2(0) ≥ R(t)2. Thus there exists a point in t such that the denominator
in the equation becomes zero. To remove the singularity we require that the
numerator of the equation is also zero at the same point; that leads to

1 + εE =
1
l

(
g − 2τ

3d0
μ

) (
1 +

2δ
3
μ

)
.

Thus (11.10) is now a first-order equation that can be solved by standard
numerical methods and analyzed by phase plane methods. The resulting solu-
tions from the PES equation and the reduced equations are compared in
Figure 11.14. Notice that here μ = 0.1216 while R2(0) = 0.1218.
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Abel integral equation, 72
adiabatic invariant, 87, 89
admissibility conditions, 29
Airy function, 55, 59, 60
Airy’s equation, 59
AKNS method, 201
anomalous dispersion, 314, 319
associated flux, 194
asymptotic expansion, 49
asymptotic sequence, 49
averaged equation, 324

Benney–Luke equation, 127
KP equation, 128
with surface tension, 127

Benney–Roskes equations, see BR equations
Bernoulli equation, 101
bi-soliton, 330
blow-up, 163, 317
bound state, 245
Boussinesq equation, 5, 15, 109, 167, 210

linearized, 109
Boussinesq model

coupled, 110
BR equations, 158, 165, 182
breaking time, 26
Burgers’ equation, 30, 199

generalized, 32
inviscid, 6, 21, 26, 32, 71
linearized, 73
semi-infinite interval, 71
viscous, 27, 31, 68

Camassa–Holm equation, 212
centro-symmetric material, 171
CFL condition, 68

channel, wavelength, 303
characteristics, 36, 37
characteristics, method of, 25, 26
chirp, 289, 314, 330
cnoidal function, 13, 120
cnoidal wave, 8
Cole–Hopf transformation, 68, 197
collison-induced time shift, 262
conservation law, 23, 194
conservation of wave equation, 52
conserved density, 194
convective derivative, 100
convolution theorem, 42
CW, 266
CW wave, 179

D’Alembert’s solution to wave equation, 36,
43

Davey–Stewartson (DS) equation, 159
generalized, (GDS), 159

deep-water dispersion relationship, 104
deep-water limit, 148
density of a conserved quantity, 23
direct scattering problem, 198, 214
Dirichlet–Neumann map methods, 124
Dirichlet–Neumann relationship, 71
discrete eigenvalue, see eigenvalue, proper
discrete wave equation, 4
dispersion

anomalous, 178
normal, 178

dispersion following the loss profile, 276
dispersion parameter, 106
dispersion relation, 18

discrete, 62
dispersive equation, 20

345



346 Index

linear
multidimensional, 24

nonlinear wave, 24
DM, 275
DM map strength, 279
DM system, 262, 313
DM-PES equation, 324
DN map, see Dirichlet–Neumann relationship
dromion, 160, 161
DS equation, see Davey–Stewartson equation
DSI system, 159
DSII system, 161

EDFA, 261, 266
eigenvalue

proper, 245
energy integral, 91
entropy-satisfying conditions, see

admissibility conditions
Euler equations, 99

fan, 31
fast variable, 81
ferromagnetic, 171
flux of a conserved quantity, 23
four-wave mixing, 273
four-wave mixing instability, 262
Fourier transform, 18, 63

discrete, 64
inverse discrete, 64

FPU (Fermi–Pasta–Ulam) model, 3
FPU equation, 4
FPU model, 123, 192
FPU problem, 14, 107, 124
Fredholm alternative, 92
frequency, 19
frequency-shift method, 78

failure of, 81
FWHM, 262, 263
FWM, 271

Gel’fand–Levitan–Marchenko (GLM)
equation, 258

Gel’fand–Levitan–Marchenko (GLM) integral
equations, 224, 225, 250

Gel’fand–Levitan–Marchenko normalization
constants, 230

Ginzburg–Landau equation, 318
group velocity, 20, 48, 51, 53

bounded, 65
group-velocity frame, 132
guiding center, 270

half-derivative, 71
hard spring, 86
Harry–Dym equation, 212
Hilbert transform, 157
hodograph transformation, 213

integrable equation, 123
inverse Z transform, 63
inverse scattering problem, 198, 214
inverse scattering transform (IST), 10, 194,

200
irrotational flow, 100
isospectral equation, 212
isospectral flow, 201, 225
isotropic material, 172

Jost solutions, 241

Kadomtsev–Petviashvili equation, see KP
equation

KdV equation, 6, 13, 15, 56, 112, 189, 193,
203, 214

1 + 1 dimension, 99
concentric, 211
generalized, 14, 15

blow-up, 167
integrable, 123
linear, 54, 73, 139
linearized, 20, 58

conservation law, 23
modified, 14, 15, 167, 195, 200, 203, 253
NLS equation, 133, 137
solved by IST, 227

Kerr effect, 315
Kerr material, 172
kinematic condition, 102
kink solutions, 15
Klein–Gordon equation, 16, 40, 42, 66, 137

nonlinear, 130
KP equation, 99, 116, 118, 137, 167, 211

Benney–Luke equation, 128
linear, 117
linearized, 122
unidirectional, 128

KPI equation, 118, 162
KPII equation, 118, 162

L2-norm, 22
Laplace transform, 71
Lax pair, 199, 239
Lax’s equation, 199
leading-order equation, 76
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leading-order solution, 76
Legendre equation, associated, 257
Lenard hierarchy, 208
linear index of refraction, 176
linear susceptibility, 172
long-wave expansion, 110
lump soliton, 121
lump solution, 161
lumped model, 266

magnetization, 170
Marchenko equation, 257
master equation, 317

normalized, 317
material derivative, 100
maximal balance, 107
Maxwell’s equations, 169
method of multiple scales

linear case, 81
nonlinear case, 84

method of stationary phase, 46, 55
method of steepest descent, 56
Miura transformation, 195
mode-locking, 315

Navier–Stokes equations
incompressible, 99

NLS equaiton
deep-water waves, 152

NLS equation, 130, 132, 136, 138, 141, 156,
169, 174, 177, 200, 203, 206, 212, 240,
253, 261, 269

damped, 168
deep water, 148
defocusing, 132, 136, 178
dispersion-managed, 278, 285, 316

convolution form, 279
focusing, 132, 151, 178
Galilean invariance, 153
lossless, 270
normalized, 263
PES equation, relation to, 314
vs PES equation, 321

NLS equation with mean (NLMS), 182
NLS systems, 127
nonlinear optics, 169, 261
nonlinear Schrödinger equation, see NLS

equation
non-local equation, 124
norming constant, 246
numerical ill-posedness, 68

O(ε) correction, 77
optics variant, 140

Painlevé equation
second, 15
third, 16

Parseval’s theorem, 22
pendulum

linear, 87
nonlinear, 90

period, 19
perturbing contribution, 317
PES

dispersion-managed, 324
PES equation, 314, 317

constant dispersion, 319
vs NLS equation, 321

phase, 19
phase contours, 24
phase speed

multidimensional, 24
phase velocity, 20
polarization, 170
power-energy-saturation equation, see PES

equation
propagation constant, 320
pulse

quasilinear, 298

quasilinear mode, 299
quasilinear pulse, 298
quasimonochromatic assumption, 137

Rankine–Hugoniot relations, 29
rarefaction wave, 31
reduced map strength, 297
reflection coefficients, 217, 245
reflectionless potential, 228
regular perturbation analysis, 76
residual timing shift, 306
resonant term, see secular term
retarded frame, 133
Riemann–Hilbert boundary value problem,

217
Riemann–Hilbert problem, 248

satury power terms, 313
scattering data, 198, 214
scattering problem, 240
Schrödinger equation, 48

differential–difference, 73
doubly-discrete, 66
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linear, 48, 50, 51, 53
linear, semi-discrete, 61
semi-discrete, 65
time-independent, 197, 215

Schrödinger scattering problem, 207
second harmonic resonance, 181
secular term, 78, 85
self-phase-modulation, 180
self-similar, 16, 49
shallow-water dispersion relationship, 104
shallow-water wave, 107
shock conditions, see Rankine–Hugoniot

equations
shocks, 28
sideband frequency, 139
sideband wavenumber, 139
similarity solution, 58

slowly varying, 51
simple harmonic oscillator, 74
sine-Gordon (SG) equation, 14, 16, 167, 200,

204, 254
singular perturbation, 78
sinh–Gordon equation, 204, 254
slow variable, 81
slowly varying envelope, 131
soft spring, 86
solitary, 6
solitary wave, 14

elastic collision, 9
train of, 7

soliton, 10, 11, 14, 119, 193
bi-, 330
black, 153
bright, 132, 152, 178, 246
dark, 132, 153, 178, 246
dispersion-managed, 285
gray, 153
return-to-zero, 305

soliton collision, 307
DM, 309

soliton instability, 156
soliton shape, 320
soliton state, 320
soliton string, 321
solvability condition, 92, 93
spectral renormalization, 286, see SPRZ

method
SPM, 271
SPRZ method, 314
stationary point, 46
steepest descent contour, 56
Stokes’ water wave

instability, 156
Stokes–Poincaré frequency-shift method, 148
Stokes–Poincaré method, 78
surface tension, 116
susceptibility

linear, 172
third-order, 172

third-order susceptibility, 172
time equation, 240
Toda lattice, 124
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