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Preface

The aim of this book is to discuss new qualitative methods in the study of integrable
Hamiltonian systems.

It is well known that many systems of di�erential equations that appear
in physics, geometry, and mechanics and describe quite di�erent phenomena,
turn out nevertheless to be closely connected (in some sense, similar). Studying
such links (in other words, di�eomorphisms of various kinds between di�erent
systems) has been a subject of many papers since Maupertuis, Euler, Jacobi, and
Minkowski. Nowadays this question (in connection with integrability problems) has
been discussed in papers of S. Smale, J. Marsden, J. Moser, M. Adler, H. Kn�orrer,
L. Gavrilov, V. V. Kozlov, S. P. Novikov, A. P. Veselov, A. I. Bobenko, and
others.

What kind of isomorphisms do we mean? Depending on the statement of
a problem they can be quite di�erent. In the present book we shall mainly
discuss the following three types of equivalence relations among dynamical systems:
conjugacy, orbital equivalence (topological and smooth), and Liouville equivalence
(in the case of integrable systems). We recall that two smooth dynamical
systems �t and �0t are called topologically (smoothly) conjugate if there exists
a homeomorphism (di�eomorphism) � between the manifolds on which the systems
are given transforming the systems to each other, i.e., �0t = ��t��1 . In other
words, the conjugacy means that the systems under consideration are actually
identical. Using another terminology, one can simply say that the systems are
transformed into each other by means of a certain change of variables (without
changing the time).

The second equivalence relation, namely orbital equivalence, is somewhat
weaker. It is supposed that the homeomorphism (di�eomorphism) � maps
the trajectories of the �rst system to those of the second one (in general, without
preserving the parameter t (time) on these trajectories). It is clear that conjugate
systems are orbitally equivalent, but not vice versa. Nevertheless, the orbital
equivalence relation is rather strong. In particular, all qualitative properties of
dynamical systems (such as stability, the structure of limit sets, types of closed
trajectories, etc.) are preserved under orbital isomorphisms.
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The third equivalence relation, the so-called Liouville equivalence, appears
in the case of Hamiltonian dynamical systems that are integrable in Liouville sense.
Two such systems are said to be Liouville equivalent if their phase spaces are foliated
in the same way into Liouville tori.

The question on the classi�cation of dynamical systems with respect to these
equivalence relations is classical. Among many well-known results in this direction
(i.e., in the classi�cation theory for dynamical systems), it is worth mentioning:

a) local theory in a neighborhood of an equilibrium point or a closed trajectory
(H. Poincar�e, H. Dulac, G. D. Birkho�, K. T. Chen, and others; for the present
state of this theory, see reviews [9], [16]);

b) global classi�cation of Morse{Smale ows (E. A. Leontovich, A. G. Maier
[210], [211], M. M. Peixoto [286], Y. A. Umanski�� [350]) and ows of a special type
on two-dimensional surfaces (S. Kh. Aranson, V. Z. Grines [14]).

c) study of the topology of integral manifolds and Liouville foliations of
integrable systems (S. Smale [316], A. A. Oshemkov [277], M. P. Kharla-
mov [178], [179], T. I. Pogosyan [293], [294], [295], Ya. V. Tatarinov [334],
Nguyen Tien Zung [260], [261], R. Cushman and L. Bates [89], R. Cushman and
H. Kn�orrer [90], M. Audin [22], [23], L. Gavrilov [141], [142], [143]).

It is clear that the solution of the classi�cation problem for smooth dynamical
systems of general type is hardly possible. That is why it would be natural to con�ne
oneself to consideration of some special class of systems with similar properties.

In this book we present the solution to the Liouville and orbital classi�cation
problems for one of the most important classes of dynamical systems, namely, non-
degenerate integrable Hamiltonian systems with two degrees of freedom.

The basis of this classi�cation is a new approach in the qualitative theory
of integrable Hamiltonian systems proposed by A. T. Fomenko [117], [118], [123],
and the theory of topological classi�cation for such systems developed then jointly
with H. Zieschang, S. V. Matveev, A. V. Bolsinov, and A. V. Brailov in a series of
papers [46], [47], [50], [53], [65], [73], [134], [135].

A. T. Fomenko proposed to assign to each integrable Hamiltonian system
a certain graph W as a topological invariant of the system, the so-called molecule.
By means of this invariant, it is possible to describe completely the structure of
the foliation of the isoenergy surface into invariant Liouville tori and to classify,
as a result, such systems up to Liouville equivalence. As a �nal invariant,
A. T. Fomenko and H. Zieschang introduced the so-called marked molecule W � .

This molecule W � can be naturally considered as a portrait of the integrable
Hamiltonian system, which contains much very useful information on it. However,
in the case of orbital classi�cation we have to solve a more delicate problem.
Namely, we need to describe the foliation of an isoenergy surface into integral
trajectories (but not only into Liouville tori) and to classify the systems up to orbital
equivalence. It is clear that for this we must make the portrait of the system
more detailed by completing it (i.e., the marked molecule) with new information
(i.e., orbital invariants). In other words, the problem is to �nd and to describe
a complete set of additional orbital invariants (both in the topological and smooth
cases). This problem has been solved by the authors, and its solution is presented
as part of this book.
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At present, many interesting results have been obtained in the study on
the topology of integrable systems. In particular, the topological portraits have
been described and the Liouville classi�cation has been given for many speci�c
physical and mechanical systems with two degrees of freedom. We mention here
papers by E. V. Anoshkina, V. V. Kalashnikov (Jr.), B. S. Kruglikov, V. S. Matveev,
Nguyen Tien Zung, O. E. Orel, A. A. Oshemkov, L. S. Polyakova, E. N. Selivanova,
P. Topalov, V. V. Tro�mov, P. Richter, H. Dullin, A. Wittek, L. Gavrilov, M. Audin,
R. Cushman, L. Bates, and H. Kn�orrer.

The present book is an introduction to the problem of the classi�cation of
integrable systems. One of its features is a systematic character of the presentation
of a large material which was previously available only in journal papers. We aimed
to talk about all of these studies in a simple and understandable way, counting also
upon students in physics, mathematics, and mechanics.

In the �rst part of our book (Chapters 1{9), we present the foundation of
the classi�cation theory and related topics in the topology of integrable systems.

The second part (Chapters 10{16) presents various applications of the clas-
si�cation theory in physics, mechanics, and geometry. We discuss here general
topological methods for the analysis of speci�c dynamical systems, without touching
upon the algebro-geometric approach which is also a powerful tool in studying
the qualitative properties of algebraically integrable systems, their Liouville foli-
ations, bifurcation of tori, etc. This is a very interesting and branched subject,
which is presented, in particular, in the book [22] by M. Audin. We concentrate
our attention on more general methods which work both in the cases of algebraic
integrability and when there is no algebraic background.

Two classes of integrable systems are considered in detail. These are integrable
cases in rigid body dynamics and integrable geodesic ows of Riemannian metrics
on two-dimensional surfaces.

Of course, many applications of the theory of topological invariants of integrable
systems have remained out of this book. Moreover, this direction is still
actively developing. For example, just recently new interesting results have been
obtained by Yu. A. Brailov, N. V. Korovina, E. A. Kudryavtseva, V. V. Korneev,
V. O. Manturov, and E. Ya. Tatarinova.

In conclusion we would like to express our deep gratitude to V. V. Kozlov,
S. V. Matveev, H. Zieschang, V. V. Sharko, I. K. Babenko, Ya. V. Tatarinov,
I. A. Taimanov, A. M. Stepin, Yu. N. Fedorov, N. N. Nekhorochev, J. Marsden,
L. Gavrilov, P. Richter, H. Dullin, and A. Wittek for extremely useful discussions,
as well as to our students; permanent contacts with them have been very important
for us. Special thanks are due to Andrey Oshemkov for preparing the manuscript
for publication, his remarks and comments.

The work on this book was supported by the Russian Foundation for Basic
Research (grants 02-01-00998 and 01-01-00583).

Copyright 2004 by CRC Press LL



Chapter 1

Basic Notions

1.1. LINEAR SYMPLECTIC GEOMETRY

De�nition 1.1. A symplectic space is de�ned as a vector (real or complex) space V
endowed with a non-degenerate bilinear skew-symmetric form

!(a; b) =
X

!ija
ibj :

This form is called a symplectic structure on V .

If we �x a basis e1; : : : ; em in V , then ! is uniquely de�ned by its matrix

 = (!ij), where !ij = !(ei; ej). This matrix is skew-symmetric and non-
degenerate. This implies immediately that the dimension of the symplectic space V
is even, since

det
 = det
>= det(�
) = (�1)m det
 ;

where m = dimV .
Two symplectic spaces V and V 0 of the same dimension are isomorphic, that is,

there exists a linear isomorphism h:V ! V 0 such that !(a; b) = !0(ha; hb) for any
vectors a and b. This follows from the so-called linear Darboux theorem:

Proposition 1.1. In a symplectic space V of dimension 2n, there exists a basis

e1; : : : ; en; f1; : : : ; fn in which the matrix 
 has the form

J =

�
0 E

�E 0

�
;

where E = En is the identity (n� n)-matrix.

Such a basis is called canonical or symplectic.

De�nition 1.2. A linear subspace L in V is called isotropic if the form !

vanishes on L, that is, !(a; b) = 0 for any a; b 2 L. A maximal isotropic subspace
is called a Lagrangian subspace.
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It is easy to verify that an isotropic subspace L is Lagrangian if and only if
its dimension is equal to n. As an example of Lagrangian subspaces, one can
consider n-dimensional planes spanned on the vectors e1; : : : ; en or on the vectors
f1; : : : ; fn of the canonical basis.

De�nition 1.3. A linear transformation g:V ! V is called symplectic if it
preserves the symplectic structure, i.e., !(a; b) = !(ga; gb) for any vectors a; b 2 V .

De�nition 1.4. The set of all symplectic transformations g:V ! V forms
a group, which is called the symplectic group and is denoted by Sp(2n;R)
(or Sp(2n; C ) in the complex case), where 2n = dim V .

Proposition 1.2.

a) Symplectic transformations are unimodular, i.e., det g = 1 for any g 2
Sp(2n;R) (or g 2 Sp(2n; C )).

b) The characteristic polynomial P (�) = det(g � �E) of a symplectic transfor-

mation g satis�es the property

P (�) = �2nP

�
1

�

�
:

In particular, if � is an eigenvalue of g , then ��1 is an eigenvalue of the same

multiplicity.

Proof. a) To prove the �rst statement, it su�ces to consider the 2n-form
� = ! ^ ! ^ : : : ^ !| {z }

n times

. Since ! is non-degenerate, � is a non-zero form of the maximal

degree on V . Therefore � can be interpreted as an oriented volume form.
A symplectic transformation g preserves any power of ! and, in particular,
the volume form � = !(n) . Hence, det g = 1.

b) It follows from the de�nition of a symplectic transformation that g>
g = 
 .

Let us rewrite this relation as g = 
�1g�1
>

 . Hence

P (�) = det(g � �E) = det(
�1g�1
>

 � �E)

= det
�1(g�1 � �E)>
 = det(g�1 � �E) = det g�1 det(E � �g):

Since det g = det g>= 1, we �nally have

P (�) = det(E � �g) = det�

�
1

�
E � g

�
= �2n det

�
g �

1

�
E

�
= �2nP

�
1

�

�
: �

The following statement describes the properties of the real symplectic group.

Proposition 1.3.

a) Sp(2n;R) is a non-compact real Lie group of dimension n(2n+ 1).
b) The Lie algebra sp(2n;R) of this group consists of the matrices A satisfying

the relation A>
 +
A = 0. If the basis is canonical, i.e., 
 = J , then

A =

�
A1 A2

A3 �A>1

�
;

where A1 is an arbitrary (n�n)-matrix, and the matrices A2 and A3 are symmetric.
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c) From the topological point of view the symplectic group Sp(2n;R) is di�eo-

morphic to the direct product of the unitary group U(n) and the Euclidean vector

space Rn(n+1) .

d) Sp(2n;R) is (arcwise) connected.
e) Sp(2n;R) is not simply connected and its fundamental group is Z.

Proof. a) and b) Without loss of generality we shall assume 
 = J (by using
a canonical basis). Then Sp(2n;R) can be presented as a subgroup in the group
GL(2n;R) given by the matrix equation g>Jg = J , which can be considered
as a system of polynomial (namely, quadratic) equations. In other words,
Sp(2n;R) is a linear algebraic group and, consequently, as all such groups, is
a Lie group [156]. Its non-compactness follows, for example, from the fact that
the matrices diag(�; : : : ; �; ��1; : : : ; ��1) are symplectic for any � 2 R.

To compute the dimension of the symplectic group, let us �nd its tangent space
at the unit e 2 Sp(2n;R). In other words, let us describe the corresponding
Lie algebra sp(2n;R). Suppose A is an arbitrary element from the tangent space
Te Sp(2n;R) = sp(2n;R). Then there exists a smooth curve g(t) � Sp(2n;R)

such that g(0) = E and
dg

dt
(0) = A. By di�erentiating the relation g>(t)Jg(t) = J

for t = 0, we obtain
dg>

dt
(0)J + J

dg

dt
(0) = 0, or A>J + JA = 0.

Conversely, let a matrix A satisfy the relation A>J + JA = 0. Consider
the smooth curve g(t) = exp(tA) and show that it entirely belongs to the group
Sp(2n;R). Indeed, let us di�erentiate the expression g>Jg(t), taking into account

that
d

dt
exp(tA) = A exp(tA). We get

d

dt
(g>Jg(t)) =

�
d

dt
exp(tA)

�>
J exp(tA) + (exp(tA))>J

d

dt
exp(tA)

= (exp(tA))>(A>J + JA) exp(tA) = 0 :

Thus, g>Jg(t) is a constant matrix. But for t = 0, we have g(0) = E ; that is
why, in fact, g>Jg(t) � J for any t. Hence g(t) entirely belongs to Sp(2n;R), and

its tangent vector
dg

dt
(0) = A belongs to the Lie algebra sp(2n;R).

Note that the relation A>J + JA = 0 means exactly that the matrix JA is
symmetric, and the mapping A! JA de�nes a linear isomorphism of the symplectic
Lie algebra sp(2n;R) to the space of symmetric matrices. Therefore, the dimension
of Sp(2n;R) is equal to that of the space of symmetric (2n � 2n)-matrices,
i.e., dimSp(2n;R) = n(2n+ 1). This proves (a) and (b).

c) Let us identify the symplectic space R
2n with the n-dimensional complex

space C n . Consider the Hermitian form (a; b) = a1b1 + : : : + anbn in C n and
suppose that the symplectic structure in R

2n = C
n coincides with the imaginary

part of the Hermitian form: !(a; b) = Im(a; b).
On the other hand, in the same space one has the Euclidean structure ha; bi =

Re(a; b). The complex structure operator I (i.e., multiplication by the imaginary
unit i) is uniquely de�ned by the relation hIa; bi = !(a; b). In particular,
in the canonical basis e1; : : : ; en; ie1; : : : ; ien , the matrices of the symplectic and
complex structures coincide.
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Recall that the transformations that preserve the Hermitian structure are called
unitary. It is clear that the group of unitary transformations U(n) is a subgroup
of the symplectic group Sp(2n;R) (after identi�cation of R2n with C n ). Moreover,

U(n) = Sp(2n;R) \O(2n;R) ;

where O(2n;R) is the group of transformations preserving the Euclidean struc-
ture h � ; � i.

Let L � sp(2n;R) be the subspace consisting of symmetric matrices. We now
show that every symplectic matrix g 2 Sp(2n;R) can uniquely be presented
in the form g = U expS , where U is a unitary matrix, S 2 L. And vice versa, each
matrix U expS , where U 2 U(n) and S 2 L, is symplectic.

To this end, consider the matrix g>g . It is symmetric and positively de�ned.
Therefore, there exists a single positively de�ned symmetric matrix R such that
R2 = g>g . Next, for this matrix R there exists a single symmetric matrix S

such that R = expS . Now we set U = gR�1 and show that g = UR = U expS is
the desired decomposition.

First, let us check that U and R are symplectic. Since g , g> are symplectic
matrices and R2 = g>g , we conclude that R2 = exp 2S is symplectic. This implies
immediately that all matrices of the form exp tS are symplectic.

Next, since U = gR�1 = g exp(�S), the matrix U is symplectic too. Besides,
this matrix is orthogonal. Indeed, U>U = (R>)�1g>gR�1 = R�1R2R�1 = E . This
means that the corresponding linear transformation preserves both the symplectic
structure Im( � ; � ) and the Euclidean structure Re( � ; � ). In other words, this means
that U 2 Sp(2n;R) \O(n;R) = U(n).

Finally, being the tangent vector of the smooth curve exp(tS) � Sp(2n;R),
the symmetric matrix S belongs to the Lie algebra sp(2n;R).

The (polar) decomposition g = U expS de�nes a di�eomorphism between
the symplectic group Sp(2n;R) and the direct product U(n) � L, where L is
the subspace in the Lie algebra sp(2n;R) that consists of symmetric matrices.
A straightforward calculation shows that dimL = n(n+ 1).

d) and e). The connectedness of the symplectic group follows the connectedness
of U(n) and L. Besides, �1(Sp(2n;R)) = �1(U(n)) = Z. This completes
the proof. �

1.2. SYMPLECTIC AND POISSON MANIFOLDS

De�nition 1.5. A symplectic structure on a smooth manifold M is a di�erential
2-form ! satisfying the following two properties:

1) ! is closed, i.e., d! = 0;
2) ! is non-degenerate at each point of the manifold, i.e., in local coordinates,

det
(x) 6= 0, where 
(x) = (!ij(x)) is the matrix of this form.

The manifold endowed with a symplectic structure is called symplectic.

Is it possible to endow an arbitrary manifold with a symplectic structure?
The answer is negative. The manifold should satisfy at least several natural
restrictions.
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Proposition 1.4. A symplectic manifold is even-dimensional.

Proof. This follows immediately from the fact that ! de�nes the structure
of a symplectic space on each tangent space of the manifold. Since the form ! is
non-degenerate, the tangent space has to be even-dimensional. �

Proposition 1.5. A symplectic manifold is orientable.

Proof. A manifold is orientable if on each tangent space one can naturally de�ne
an orientation which depends continuously on the point. In the case of a symplectic
manifold M it can be done in the following way. Consider a di�erential form
� = ! ^ ! ^ : : : ^ !| {z }

n times

. It is clear that � nowhere vanishes. Consider an arbitrary

basis e1; e2; : : : ; e2n in an arbitrary tangent space TxM and assume its orientation
to be positive by de�nition if �(e1; e2; : : : ; e2n) > 0, and negative otherwise. In other
words, a manifold is orientable if there exists a di�erential form of the maximal
rank on it which nowhere vanishes. In our case, such a form exists; this is � = !(n) .
Sometimes, � is called a symplectic volume form. �

Proposition 1.6. If a symplectic manifold is compact, then its form ! repre-

sents a non-zero two-dimensional cohomology class. In particular, H2(M;R) 6= 0.

Proof. Assume the contrary. Let the symplectic structure ! be exact and
! = d�. Consider then the (2n� 1)-form

{ = � ^ ! ^ : : : ^ !| {z }
n�1 times

:

It is easy to see that d{ = ! ^ : : : ^ ! is the symplectic volume form. But then,
taking into account the Stokes formula, we come to a contradiction:

vol(M) =

Z
M

! ^ : : : ^ ! =

Z
@M=?

{ = 0 :
�

The simplest example of a symplectic manifold is a two-dimensional orientable
surface (the sphere with handles). The symplectic structure on it is simply
the area form.

Another example is the symplectic space R2n with the standard symplectic
structure ! = dp1 ^ dq1 + : : :+ dpn ^ dqn .

Besides these simplest examples, consider three more classes of symplectic
manifolds: cotangent bundles, K�ahler manifolds, and orbits of the coadjoint
representation.

1.2.1. Cotangent Bundles

Let M be a smooth manifold (not necessary symplectic), and let T �M be its
cotangent bundle. First, consider the so-called action 1-form � on T �M . Recall
that a 1-form on a manifold is a function that assigns a number to every tangent
vector. Let � be a tangent vector to the cotangent bundle at a point (x; p) 2 T �M .
By de�nition, we set

�(�) = p(��(�)) ;
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where ��:T (T
�M) ! TM is the natural projection generated by the projection

�:T �M !M . It is easy to see that, in local coordinates, � has the form

� = p1dq1 + : : :+ pndqn ;

where q1; : : : ; qn are local coordinates on the manifold M and p1; : : : ; pn are
the corresponding coordinates on the cotangent space. As the symplectic structure
on T �M , we take the form ! = da. Obviously, it satis�es all necessary conditions.

1.2.2. The Complex Space C
n and Its Complex Submanifolds.

K�ahler Manifolds

Consider the standard Hermitian form (z; w) =
P

ziwi in C
n . It is easy to see

that its imaginary part is a symplectic structure on C n . Consider an arbitrary
complex submanifold in C n , for example, given by a system of polynomial equations.
By restricting the imaginary part of the Hermitian structure to this submanifold,
we obtain a closed di�erential 2-form. It is automatically non-degenerate, since
the restriction of the Hermitian structure to a complex submanifold is evidently
an Hermitian structure again, and its imaginary part is always non-degenerate.

Recall that a K�ahler structure on a complex manifold is de�ned to be
an Hermitian structure whose imaginary part is a closed 2-form.

It is easy to see that a K�ahler manifold and each of its complex submanifold are
symplectic (with respect to the imaginary part of the Hermitian structure).

Examples of K�ahler manifolds are the complex projective space CP n and
any of its complex projective submanifolds.

Let us describe the symplectic structure ! on CP n .
Let (z0 : z1 : : : : : zn) be homogeneous coordinates in CPn . Consider one of

the corresponding charts U0 and de�ne the complex coordinates in the usual way:

w1 =
z1
z0
; : : : ; wn =

zn
z0

; (z0 6= 0) :

In this chart, ! is de�ned by the following explicit formula:

! =
i

2�

�P
dwk ^ dwk

1 +
P

jwkj
2
�

�P
wkdwk

�
^
�P

wkdwk

�
�
1 +

P
jwkj

2
�2

�
:

It is easy to verify that in another chart Uj this formula takes a similar form.
Thus, we obtain a well-de�ned non-degenerate closed form on the whole projective
space CP n .

1.2.3. Orbits of Coadjoint Representation

Consider the Lie algebra G of an arbitrary Lie group G. Consider the dual space G�

and de�ne the coadjoint action of this group on it. For simplicity, it is assumed
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that we deal with matrix Lie groups, so that the adjoint representation is the usual
conjugation of matrices. Recall the main notation. Let

x; y; a 2 G ; A 2 G ; � 2 G� :

Recall that Ad and ad are linear operators on the Lie algebra, and Ad� and ad�

are linear operators on the coalgebra. By de�nition,

AdA x = A�1xA ; ada x = [a; x] = ax� xa :

The operator Ad�A �:G
� ! G� is de�ned by the equation (for every y)

Ad�A �(y) = �(Ad�1A y) ;

and similarly

ad�a �(y) = �(� ada y) = �([y; a]) :

Consider now a covector � 2 G� and its orbit under the coadjoint action of G

O(�) = f� = Ad�A � j A runs over Gg :

This is a smooth manifold. De�ne a symplectic structure ! on it. Recall that
a di�erential 2-form is uniquely de�ned if we de�ne a skew-symmetric bilinear form
on every tangent space. Consider the tangent space T�O(�) to the orbit at a point �
(this point does not di�er from other ones). It is easy to verify that

T�O(�) = f� = ad�a � j a runs over the Lie algebra Gg :

Now take two arbitrary tangent vectors of the form

�1 = ad�a
1

� and �2 = ad�a
2

�

and by de�nition set

!(�1; �2) = �([a1; a2]) :

Of course, one has, �rst of all, to check the correctness of the above de�nition.
The point is that �i can be written as ad

�

a
i

� in di�erent ways. Suppose, for instance,
that

�1 = ad�a
1

� = ad�a
1
+b � :

Then we have ad�b � = ad�a
1
+b � � ad�a

1

� = 0 and, consequently,

�([a1 + b; a2]) = �([b; a2]) + �([a1; a2]) = � ad�b �(a2) + �([a1; a2]) = �([a1; a2]) ;

which means the correctness of the de�nition.
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It remains to check that ! is non-degenerate and closed. The non-degeneracy is
easily checked. Indeed, suppose that there exists a vector �1 such that !(�1; �2) = 0
for any tangent vector �2 . This is equivalent to the fact that for any a2 2 G we have

!(�1; �2) = �([a1; a2]) = � ad�a
1

�(a2) = ��1(a2) = 0 :

Since a2 is arbitrary, �1 = 0. This means exactly that ! is non-degenerate.
The closedness of ! in fact follows from Jacobi's identity in the Lie algebra G,
but the standard proof requires some additional facts about Poisson brackets which
we shall discuss below.

We now study some basic local properties of symplectic manifolds.
Let H be a smooth function on a symplectic manifold M . We de�ne the vector

of skew-symmetric gradient sgradH for this function by using the following identity:

!(v; sgradH) = v(H) ;

where v is an arbitrary tangent vector v .
In local coordinates x1; : : : ; x2n , we obtain the following expression:

(sgradH)i =
X

!ij
@H

@xj
;

where !ij are components of the inverse matrix to the matrix 
 .

De�nition 1.6. The vector �eld sgradH is called a Hamiltonian vector �eld.
The function H is called the Hamiltonian of the vector �eld sgradH .

One of the main properties of Hamiltonian vector �elds is that they preserve
the symplectic structure ! .

Proposition 1.7. Let gt be the one-parameter group of di�eomorphisms

(the Hamiltonian ow) corresponding to the Hamiltonian �eld v = sgradf . Then

g�t (!) = ! for any t 2 R.

Proof. It is su�cient to show that the Lie derivative of ! with respect to v

is identically zero. Since ! is closed, we have

Lv! = d(vy !) ;

where vy! denotes a 1-form obtained by substituting v into the 2-form ! , that is,
vy !(�) = !(v; �) = !(sgradf; �) = �df(�) for any tangent vector � . Thus,

Lv(!) = d(df) = 0 ;

which was to be proved. �

The above argument also implies the converse statement. If a vector �eld v

preserves the symplectic structure ! , then the form vy ! is closed and, therefore,
at least locally there exists a function f such that v y ! = df or, equivalently,
v = sgrad f . The vector �elds satisfying this property are called locally Hamiltonian.

De�nition 1.7. Let f and g be two smooth functions on a symplectic
manifold M . By de�nition, we set ff; gg = !(sgradf; sgrad g) = (sgradf)(g).

This operation f � ; � g:C1�C1 ! C1 on the space of smooth functions on M

is called the Poisson bracket.
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Proposition 1.8 (Properties of the Poisson bracket). The Poisson bracket

satis�es the following conditions :
1) bilinearity on R;
2) skew-symmetry

ff; gg = �fg; fg ;

3) Jacobi's identity

fg; ff; hgg+ fh; fg; fgg+ ff; fh; ggg = 0 ;

4) the Leibniz rule

ffg; hg = ffg; hg+ gff; hg ;

5) the operator sgrad de�nes a homeomorphism between the Lie algebra

of smooth functions on the manifold M and that of smooth vector �elds,

in other words, the identity

sgradff; gg = [sgrad f; sgradg]

holds (in particular, Hamiltonian vector �elds form a subalgebra);
6) a function f is a �rst integral of the Hamiltonian vector �eld v = sgradH

if and only if ff;Hg = 0 (in particular, the Hamiltonian H is always a �rst integral

of the �eld sgradH ).

Proof. The bilinearity and skew-symmetry of the Poisson bracket are evident.
Let us prove Jacobi's identity. Recall the following well-known Cartan formula:

d!(�; �; �) = �!(�; �)� !([�; �]; �) + (cyclic permutation) ;

where ! is an arbitrary 2-form, and � , � and � are vector �elds. We apply it
in the case when ! is a symplectic structure and � = sgradf , � = sgradg , and
� = sgradh. Since ! is closed, we have

sgrad f(!(sgradg; sgradh))� !([sgrad f; sgradg]; sgradh)

+ (cyclic permutation) = 0 :

Rewrite this expression in a slightly di�erent way:

sgradf(fg; hg)� [sgrad f; sgradg](h) + (cyclic permutation) = 0 :

By rewriting once more, we obtain Jacobi's identity:

ff; fg; hgg� sgradf(sgrad g(h)) + sgrad g(sgradf(h)) + (cyclic permutation)

= fg; ff; hgg+ (cyclic permutation) = 0 :

This proof implies the following useful observation: Jacobi's identity for
the Poisson bracket is in fact equivalent to the closedness of the symplectic
structure ! .
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The Leibniz rule easily follows from the similar rule for the skew-symmetric
gradient:

sgrad(fg) = f sgrad g + g sgradf :

Let us prove (5). By di�erentiating a function h along the vector �eld
sgradff; gg, we have

sgradff; gg(h) = fff; gg; hg = (by virtue of Jacobi's identity)

= ff; fg; hgg� fg; ff; hgg

= sgrad f(sgradg(h))� sgradg(sgradf(h))

= [sgrad f; sgradg](h) ;

which was to be proved.
Property (6) evidently follows from the de�nition of a Poisson bracket. �

Sometimes, when constructing Hamiltonian mechanics, instead of a symplectic
structure on a manifold, one takes a Poisson bracket as the initial structure.
In this case, the Poisson bracket is not necessary assumed to be non-degenerate.

De�nition 1.8. A Poisson manifold is a smooth manifold endowed with
a Poisson bracket, that is, a bilinear skew-symmetric operation f � ; � g on the space
of smooth functions satisfying Jacobi's identity and the Leibniz rule.

It is easily veri�ed that a Poisson structure on a manifold can be equivalently
de�ned as a skew-symmetric tensor �eld Aij(x) satisfying the relation

Aj� @A
ki

@x�
+Ai� @A

jk

@x�
+Ak� @A

ij

@x�
= 0 :

The relationship between the Poisson bracket and the tensor �eld Aij is very
simple and natural:

ff; gg = Aij @f

@xi
@g

@xj
;

and the above restriction to the components of Aij is exactly equivalent to Jacobi's
identity.

If a Poisson bracket is non-degenerate, then the Poisson manifold is symplectic
with respect to the symplectic form ! = A�1 , which is uniquely de�ned by
the identity !ijA

jk = �ki .
As an example of a degenerate Poisson bracket, we indicate the Lie{Poisson

bracket on the Lie coalgebra G� :

ff; gg =
X

cijkxi
@f

@xj

@g

@xk
;

where cijk are structural constants of the Lie algebra G in some basis, and x1; : : : xs
are coordinates in the dual space G� with respect to the dual basis.

This bracket becomes non-degenerate on the orbits of the coadjoint repre-
sentation. The symplectic structure de�ned by it on the orbits coincides with
the structure, which was described above.
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1.3. THE DARBOUX THEOREM

Theorem 1.1 (G. Darboux). For any point of a symplectic manifold M2n ,

there exists an open neighborhood with local regular coordinates p1; : : : ; pn; q1; : : : ; qn
in which the symplectic structure ! has the canonical form ! =

P
dpi ^ dqi .

The canonicity condition for the symplectic structure ! =
P
dpi ^ dqi can

equivalently be rewritten in terms of the Poisson bracket, i.e.,

fpi; pjg = 0; fpi; qjg = �ij ; fqi; qjg = 0 1 � i; j � n :

Proof. We �rst prove the following lemma.

Lemma 1.1. Let p1; : : : ; pn be n independent commuting functions on a sym-

plectic manifold M2n given in some neighborhood of a point x 2 M2n . Then

there exist n independent functions q1; : : : ; qn which complete the set p1; : : : ; pn
up to a canonical coordinate system, i.e., such that fpi; pjg = 0, fpi; qjg = �ij ,
fqi; qjg = 0 for all 1 � i; j � n.

Proof. 1) Let us consider the linearly independent vector �elds vi = sgradpi ,
corresponding to the functions p1; : : : ; pn . Since

[sgrad pi; sgradpj ] = sgradfpi; pjg = 0 ;

it follows that v1; : : : ; vn commute.
2) According to the Frobenius theorem [328], for the commuting vector �elds vi

there exists a local regular coordinate system x1; : : : ; xn; y1; : : : ; yn such that
vi = sgradpi = @=@xi , 1 � i � n.

3) Let us write pi as functions of the new coordinate x1; : : : ; xn; y1; : : : ; yn ,
that is, pi = pi(x; y). We state that, in fact, pi = pi(y), i.e., they do not depend
on x. Indeed,

@

@xj
(pi) = sgradpj(pi) = fpj ; pig = 0 :

4) Now, instead of (x; y), we consider (x; p) as local coordinates. It can be done
because the functions pi = pi(y) are, by assumption, independent.

5) Let us prove that the Poisson brackets of the functions x and p have the form:
fxi; xjg = �ij(p), fpi; xjg = �ij , fpi; pjg = 0. Indeed,

fpi; xjg = sgradpi(xj) =
@

@xi
(xj) = �ij :

Further, the brackets fxi; xjg are represented as some functions �ij(x; p). Let us
prove that they do not depend on x. Indeed,

@

@xk
fxi; xjg = sgradpkfxi; xjg = fpk; fxi; xjgg

= fxj ; fxi; pkgg+ fxi; fpk; xjgg = 0 ;

since fxs; ptg = �st = const. Thus, fxi; xjg = �ij(p).
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6) We now \improve" the functions x to obtain a canonical coordinate system.
To this end, we shall try to �nd the coordinates q in the form qj = xj � fj(p).
The functions fj must satisfy the following conditions: fpi; qjg = �ij , fqi; qjg = 0.
Therefore, we have

fpi; qjg = fpi; xj � fj(p)g = fpi; xjg � fpi; fj(p)g = �ij + 0 = �ij :

Thus, the �rst condition fpi; qjg = �ij is automatically ful�lled.
7) Next:

fqi; qjg = fxi � fi(p); xj � fj(p)g

= fxi; xjg � fxi; fj(p)g+ fxj ; fi(p)g = �ij �
@fi
@pj

+
@fj
@pi

:

Here we use the fact that

fxi; fj(p)g =
X
k

@fj
@pk

fxi; pkg = �
X
k

�ik
@fj
@pk

= �
@fj
@pi

:

This follows from the general identity

ff; g(s1; : : : ; sm)g =
mX
k=1

@g

@sk
ff; skg :

Thus, in order for the condition fqi; qjg = 0 to be ful�lled, it is necessary and

su�cient that �ij �
@fi
@pj

+
@fj
@pi

= 0. For such a system of equations to be solvable

with respect to unknown functions fi , it is necessary and su�cient that the following
compatibility condition holds:

@���
@p

+
@��
@p�

+
@��
@p�

= 0 :

The latter identity is actually ful�lled. Indeed, ffx�; x�g; xg = f��� ; xg =
@���
@p

,

and, therefore, the compatibility condition is equivalent to Jacobi's identity:

ffx�; x�g; xg+ ffx ; x�g; x�g+ ffx�; xg; x�g = 0 :

Thus, the functions qi constructed above satisfy all necessary conditions. �

We now turn to the proof of the Darboux theorem. By virtue of lemma 1.1,
it remains to show that in a neighborhood of any point x 2 M2n there always
exist independent functions p1; : : : ; pn in involution. In fact, a stronger inductive
statement holds.

Lemma 1.2. Given k independent functions p1; : : : ; pk in involution, where

k < n, there always exists a function pk+1 independent of them and such that

fpk+1; pig = 0 for 1 � i � k .
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Proof. Following the proof of lemma 1.1, we obtain that for p1; : : : ; pk
there exists a local regular coordinate system x1; : : : ; xk; y1; : : : ; y2n�k such that
sgrad pi = @=@xi , 1 � i � k . As above, it follows from this that

@pi
@xj

= sgradpi(pj) = fpi; pjg = 0 ;

i.e., pi = pi(y1; : : : ; y2n�k) for 1 � i � k .
Since k < 2n� k , the number of functions y 's is greater than that of the func-

tions p's depending on y 's. Consequently, there exists a new function pk+1(y),

independent of p1(y); : : : ; pk(y). Next we have: fpk+1; pig = �
@pk+1
@xi

= 0, i.e.,
the function pk+1 is in involution with all of p1; : : : ; pk . �

This completes the proof of the Darboux theorem. �

We also give another, more formal, proof of the Darboux theorem [150].
Consider the symplectic form ! in some �xed point P 2M2n . By a linear coor-

dinate change, we can always reduce the matrix 
 (at the point P ) to the canonical
form


0 =

�
0 E

�E 0

�
:

Such a reduction is possible, in general, at the single point P only. Now consider
a new form !0 with the constant matrix 
0 (in the same neighborhood of P ).
Our aim is to �nd a di�eomorphism of the neighborhood U(P ) into itself which
sends the form ! into !0 . It is clear that the new coordinates de�ned by such
a di�eomorphism will be canonical Darboux coordinates.

Let us �nd the family of di�eomorphisms 't such that

'�t! = !t = (1� t)! + t!0 :

For t = 1 we get the desired di�eomorphism '1 sending ! into !0 . To �nd
the family 't , we di�erentiate the above expression with respect to t and consider
the obtained di�erential equation

L�t!t = !0 � ! ;

where L�t denotes the Lie derivative along the vector �eld �t =
d't
dt

. Since !t is

closed, the left-hand side of the equation can be written in the form

L�t!t = d(�ty !t) ;

where �t y !t denotes the result of substitution of the �eld �t into !t , i.e.,
the di�erential 1-form de�ned by the identity �t y !t(v) = !t(�t; v), where v is
an arbitrary tangent vector. On the other hand, !0 � ! is a closed form and,
therefore, it is locally exact (in some neighborhood of P ) and can be represented
as !0 � ! = d�. Moreover, without loss of generality, we can assume the 1-form �
to be zero at P . We now �nd the vector �eld �t from the relation �t y !t = �.
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Since !t is non-degenerate, it can be done and, besides, uniquely. As a result, we
obtain a family of smooth vector �elds �t , t 2 [0; 1]. Moreover, �t(P ) = 0 for all t.
Consider now the family of di�eomorphisms 't which satisfy the di�erential

equation �t =
d't
dt

with the initial condition '0 = id. Then, by construction,

'�1! = !0 , as required. The Darboux theorem is proved. �

De�nition 1.9. Let (M2n; !) be a symplectic manifold. A smooth submanifold
N �M is called

1) symplectic if the restriction of ! onto N is non-degenerate;
2) Lagrangian if dimN = n and the restriction of ! onto N vanishes identically.

Example. Consider a canonical coordinate system p1; : : : ; pn; q1; : : : ; qn and
an arbitrary smooth function S = S(q1; : : : ; qn). Then the submanifold N given
as a graph

p1 =
@S

@q1
; : : : ; pn =

@S

@qn

is Lagrangian. The converse statement is also true: if a Lagrangian submanifold N
can be presented in canonical coordinates as a graph pi = Pi(q1; : : : ; qn), then

(at least locally) there exists a function S = S(q1; : : : ; qn) such that Pi =
@S

@qi
.

Another example of Lagrangian submanifolds are Liouville tori of integrable
Hamiltonian systems, which we shall discuss in the next section.

1.4. LIOUVILLE INTEGRABLE HAMILTONIAN

SYSTEMS. THE LIOUVILLE THEOREM

Let M2n be a smooth symplectic manifold, and let v = sgradH be a Hamiltonian
dynamical system with a smooth Hamiltonian H .

De�nition 1.10. The Hamiltonian system is called Liouville integrable if there
exists a set of smooth functions f1; : : : ; fn such that

1) f1; : : : ; fn are integrals of v ,
2) they are functionally independent on M , i.e., their gradients are linearly

independent on M almost everywhere,
3) ffi; fjg = 0 for any i and j ,
4) the vector �elds sgradfi are complete, i.e., the natural parameter on their

integral trajectories is de�ned on the whole real axis.

De�nition 1.11. The decomposition of the manifold M2n into connected com-
ponents of common level surfaces of the integrals f1; : : : ; fn is called the Liouville

foliation corresponding to the integrable system v = sgradH .

Since f1; : : : ; fn are preserved by the ow v , every leaf of the Liouville foliation
is an invariant surface.

The Liouville foliation consists of regular leaves (�lling M almost in the whole)
and singular ones (�lling a set of zero measure). The Liouville theorem formulated
below describes the structure of the Liouville foliation near regular leaves.

Copyright 2004 by CRC Press LL



Consider a common regular level T� for the functions f1; : : : ; fn , that is,
T� = fx 2M j fi(x) = �i; i = 1; : : : ; ng. The regularity means that all 1-forms dfi
are linearly independent on T� .

Theorem 1.2 (J. Liouville). Let v = sgradH be a Liouville integrable

Hamiltonian system on M2n , and let T� be a regular level surface of the integrals

f1; : : : ; fn . Then
1) T� is a smooth Lagrangian submanifold that is invariant with respect

to the ow v = sgradH and sgradf1; : : : ; sgradfn ;
2) if T� is connected and compact, then T� is di�eomorphic to the n-dimensional

torus Tn (this torus is called the Liouville torus);
3) the Liouville foliation is trivial in some neighborhood of the Liouville torus,

that is, a neighborhood U of the torus T� is the direct product of the torus Tn and

the disc Dn ;
4) in the neighborhood U = Tn � Dn there exists a coordinate system

s1; : : : ; sn; '1; : : : ; 'n (which is called the action-angle variables), where s1; : : : ; sn
are coordinates on the disc Dn and '1; : : : ; 'n are standard angle coordinates

on the torus, such that

a) ! =
P
d'i ^ dsi ,

b) the action variables si are functions of the integrals f1; : : : ; fn ,
c) in the action-angle variables s1; : : : ; sn; '1; : : : ; 'n , the Hamiltonian

ow v is straightened on each of the Liouville tori in the neighborhood U , that is,

_si = 0, _'i = qi(s1; : : : ; sn) for i = 1; 2; : : : ; n (this means that the ow v determines

the conditionally periodic motion that generates a rational or irrational rectilinear

winding on each of the tori).

Proof.

1) Since the functions f1; : : : ; fn commute with each other, they are �rst integrals
not only for v = sgradH , but also for each of the ows sgrad fi . Therefore,
their common level surface T� is invariant under these ows, and moreover, being
linearly independent, the vector �elds sgradf1; : : : ; sgradfn form a basis in every
tangent plane of T� . The fact that T� is a Lagrangian submanifold is now implied
by the formula !(sgrad fi; sgradfj) = ffi; fjg = 0.

2) The ows sgradf1; : : : ; sgradfn pairwise commute and are complete. This
allows us to de�ne the action � of the Abelian group R

n on the manifold M2n

generated by shifts along the ows sgrad f1; : : : ; sgradfn . This action can be de�ned
by an explicit formula. Let gti be the di�eomorphism shifting all the points of M2n

along the integral trajectories of the �eld sgradfi by time t. Let (t1; : : : ; tn) be
an element of Rn . Then

�(t1; : : : ; tn) = g
t
1

1 g
t
2

2 : : : g
tn
n :

Lemma 1.3. If the submanifold T� is connected, then it is an orbit of

the Rn -action.

Proof. Consider the image of the group Rn in M under the following mapping

Ax: (t1; : : : ; tn)! �(t1; : : : ; tn)(x) ;

where x is a certain point in T� . Since the �elds sgradfi are independent, this
mapping is an immersion, i.e., is a local di�eomorphism onto the image. Thus,
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the image of Rn (that is, the orbit of x) is open in T� . If we assume that
the submanifold T� is not a single orbit of the group R

n , then it is the union
of at least two orbits. Since each of them is open, T� turns out to be disconnected.
But this contradicts our assumption. �

Lemma 1.4. An orbit O(x) of maximal dimension of the action of the group Rn

is the quotient space of Rn with respect to some lattice Zk. If O(x) is compact,

then k = n, and O(x) is di�eomorphic to the n-dimensional torus.

Proof. Every orbit O(x) of a smooth action of Rn is a quotient space (homo-
geneous space) of Rn with respect to the stationary subgroup Hx of the point x.
It is clear that the subgroup Hx is discrete, since the mapping Ax is a local
di�eomorphism. Recall that a discrete subgroup has no accumulation points.
In particular, inside any bounded set, there is only a �nite number of elements
of this subgroup.

Let us prove by induction that Hx is a lattice Zk.
Suppose n = 1. Take a non-zero e1 of Hx on the line R1 which is nearest

to zero. Then all the other elements of Hx have to be multiples of e1 . Indeed, if
an element e is not multiple to e1 , then for some k we have

ke1 < e < (k + 1)e1 :

But then the element e� ke1 is closer to zero than e1 . We come to a contradiction
and, consequently, H(x) is the lattice generated by e1 .

Figure 1.1 Figure 1.2

Suppose n = 2. As e1 we choose a non-zero element nearest to zero
on the plane R2 and consider the straight line l(e1) generated by it (Fig. 1.1).
All the elements of Hx lying on l(e1) are multiple to e1 . Then two possibilities
appear. It may happen that all elements of Hx lie on l(e1). Then the proof
is complete. The other possibility is that there exist elements of Hx which
do not belong to l(e1). Then, as e2 , we take a non-zero element nearest
to the line l(e1). It is easy to see that such an element exists. We now wish
to prove that all elements of Hx are linear combinations of e1 and e2 with integer
coe�cients. Assume the contrary, and take an element h 2 Hx which cannot be
decomposed into e1 and e2 with integer coe�cients. Then, we divide the plane into
parallelograms generated by e1 and e2 (Fig. 1.2). The element h turns out to be
in one of them and, moreover, does not coincide with any vertex of parallelograms.
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It is clear that, moving h by an appropriate integer-valued combination of e1 and e2 ,
we shall �nd an element h0 closer to l(e1) than e2 . This contradiction shows that
H(x) is generated by e1 and e2 .

Continuing this argument by induction, we obtain that there exists a basis
e1; : : : ; ek in the subgroup Hx such that each of its elements is a unique linear
combination of the basis vectors with integer coe�cients. In other words, H(x) is
the lattice generated by e1; : : : ; ek .

If k < n, then the quotient space Rn=Zk is a cylinder, i.e., the direct product
T k �Rn�k , where T k is a k-dimensional torus. In particular, the orbit is compact
for n = k only, and, in this case, O(x) is di�eomorphic to the torus Tn . �

This proves item (2).
3) We now prove that a neighborhood U of the torus T� is a direct product

of Tn by a disc Dn .
This fact follows from the following more general and well-known theorem.

Suppose f :M ! N is a smooth mapping of smooth manifolds, and y 2 N is
a regular value of f , that is, at each point of the preimage f�1(y), the rank
of df is equal to the dimension of N . In particular, dimM � dimN . Suppose,
in addition, that f�1(y) is compact. Then there exists a neighborhood D
of a point y in N such that its preimage f�1(D) is di�eomorphic to the direct
product D � f�1(y). Moreover, the direct product structure is compatible
with the mapping f in the sense that f :D � f�1(y) ! D is just the natural
projection. It follows from this, in particular, that each set f�1(z), where z 2 D ,
is di�eomorphic to f�1(y).

4) The construction of the action-angle variables. Consider a neighborhood
U(T�) = T� � Dn of the Liouville torus T� . Choose a certain point x on each
of the tori T depending smoothly on the torus. Consider T as the quotient
space Rn=Hx and �x a basis e1; : : : ; en in the lattice Hx . Notice that the basis
will smoothly depend on x. Indeed, the coordinates of the basis vector ei =
(t1; : : : ; tn) are the solutions of the equation �(t1; : : : ; tn)x = x, where x is regarded
as a parameter. According to the implicit function theorem, the solutions of this
equation depend on x smoothly. Note that the assumptions of this theorem

holds, since
@

@tj
�(t)x = sgradfj(�(t)x), and the vector �elds sgrad fj are linearly

independent.
Let us now de�ne certain angle coordinates ( 1; : : : ;  n) on the torus T�

in the following way. If y = �(a)x, where a = a1e1 + : : : + anen 2 R
n , then

 1(y) = 2�a1(mod 2�); : : : ;  n(y) = 2�an(mod 2�).
Such a coordinate system satis�es the following evident property: the vector

�elds @=@ 1; : : : ; @=@ n and sgradf1; : : : ; sgrad fn are connected by a linear change
with constant coe�cients, i.e., @=@ i =

P
cik sgrad fk .

Let us write again the form ! in coordinates (f1; : : : ; fn;  1; : : : ;  n):

! =
X
i;j

ecij dfi ^ d j +X
i;j

bij dfi ^ dfj :

In this decomposition, the terms of the form aij d i ^ d j are absent, since
the Liouville tori are Lagrangian. We state that the coe�cients ecij of the symplectic
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form exactly coincide with the coe�cients cij and, in particular, do not depend
on  1; : : : ;  n . Indeed,

ecij = !

�
@

@fi
;
@

@ j

�
= !

�
@

@fi
;
X

ckj sgradfk

�

=
X

ckj!

�
@

@fj
; sgradfk

�
=
X

ckj
@fk
@fj

= cij = cij(f1; : : : ; fn) :

We now show that the functions bij do not depend on ( 1; : : : ;  n) either.
Since ! is closed, we get

@bij
@ k

=
@ckj
@fi

�
@cki
@fj

:

The function bij is 2�-periodic on  k (as a function on the torus), but, as we see,

its derivative
@bij
@ k

does not depend on  k . It follows from this that the function bij

itself does not depend on  k .
This observation implies another important corollary. Let us write the form !

in the following way: ! =
�P

cijdfj
�
^ d i +

P
bijdfi ^ dfj =

P
!i ^ d i + � ;

where !i =
P
cijdfj and � =

P
bijdfi ^ dfj are forms on the disc Dn (which

do not depend on ( 1; : : : ;  n)). As ! is closed, so are !i and � .

Lemma 1.5. In the neighborhood U(T�), the form ! is exact, i.e., there exists

a 1-form � such that d� = ! .

Proof. This claim is a particular case of the following general statement. Let
Y be a submanifold in X , and there exists a mapping f :X ! Y � X homotopic
to the identity mapping id:X ! X . Then a closed di�erential form { is exact
on X if and only if its restriction {jY onto Y is exact. In our case, when X is
a neighborhood of a Liouville torus, and Y is this Liouville torus itself, we even
have the stronger condition !jT� = 0, because T� is Lagrangian. Therefore, ! is

exact.
The same, however, can be proved by a straightforward calculation. Since

!i and � are closed on the disk, they are exact and, therefore, there exist
functions si and a 1-form { on the disk Dn such that dsi = !i and d{ = � .
Let � =

P
si d i + { . Then d� =

P
dsi ^ d i + d{ = !i ^ d i + � = ! . �

Consider the functions s1 = s1(f1; : : : ; fn); : : : ; sn = sn(f1; : : : ; fn) and show
that they are independent. Indeed, from the formula ! =

P
dsi^d i+� , it follows

that the matrix 
 of the symplectic structure ! has the form


 =

0
BBBB@

0 cij

�cij bij

1
CCCCA ;

where cij =
@si
@fj

. Therefore, det
 = (detC)2 and detC 6= 0, where C is the Jacobi

matrix of the transformation s1 = s1(f1; : : : ; fn); : : : ; sn = sn(f1; : : : ; fn), and we
can consider a new system of independent coordinates (s1; : : : ; sn;  1; : : : ;  n).
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Next, we represent { in the form { = gidsi and make one more change
'i =  i�gi(s1; : : : ; sn). Geometrically, this means that we change the initial points
of reference for the angle coordinates on the Liouville tori. The level lines and even
basis vector �elds are not changed.

Finally, let us show that the constructed system of action-angle variables
(s1; : : : ; sn; '1; : : : ; 'n) is canonical. We haveX

dsi ^ d'i =
X

dsi ^ d( i � gi(s1; : : : ; sn))

=
X

dsi ^ d i +
X

dgi(s1; : : : ; sn) ^ dsi

=
X

dsi ^ d i + d{ =
X

dsi ^ d i + � = ! :

Thus, the action-angle variables have been constructed.
It remains to prove that the ow v = sgradH straightens on Liouville tori

in coordinates (s1; : : : ; sn; '1; : : : ; 'n).

Indeed, sgrad si = @=@'i ; hence
@H

@'i
= sgrad si(H) = fsi(f1; : : : ; fn); Hg = 0,

i.e., H is a function of s1; : : : ; sn only. Consequently,

v = sgradH =
X
i

@H

@si
sgrad si =

X
i

@H

@si
@=@'i ;

moreover, the coe�cients
@H

@si
depend only on the action variables s1; : : : ; sn ,

i.e., are constant on Liouville tori.
This completes the proof of the Liouville theorem. �

Comment. Note that the action variables s1; : : : ; sn can be de�ned by
an explicit formula. Let U(T�) = Dn � Tn be the neighborhood of the Liouville
torus. By �xing a certain basis e1; : : : ; en in the lattice related to the torus T� ,
we uniquely de�ne the set of basis cycles 1; : : : ; n in the fundamental group
�1(T

n) = Z
n. By continuity, these cycles can be extended to all Liouville tori from

the neighborhood U(T�).
To every Liouville torus, we now assign the set of real numbers s1; : : : ; sn

by the following formula:

si =
1

2�

I
i

� ;

where � is a di�erential 1-form in U(T�) such that d� = ! (� is usually called
the action form). As a result, there appears the set of smooth functions on U(T�)

s1 = s1(f1; : : : ; fn); : : : ; sn = sn(f1; : : : ; fn) ;

which coincide (up to a constant) with the action variables. To verify this, it su�ces
to consider the form

P
si d'i as �.

Let us make some general remarks on the action variables, related to a more
general situation, when we consider an arbitrary smooth family of Lagrangian
submanifolds.
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Let fLfg be a smooth family of compact Lagrangian submanifolds in a sym-

plectic manifold M2n , where f is a parameter of the family taking values in some
simply connected region C � R

k (or, for simplicity, in a disc C = Dk).
In particular, in the case of an integrable Hamiltonian system, these are Liouville
tori parameterized by the values of the �rst integrals f1; : : : ; fn .

Let [] be an element of the fundamental group �1(Lf ). Since the parameter
of this family varies in a simply connected region, we may assume that [] is
naturally �xed in the fundamental group of each of the Lagrangian submanifold Lf ,
where f 2 C .

Suppose �rst that ! is exact and choose � such that d� = ! . Then, to each
submanifold Lf we can assign a real number s(f) (the so-called action related
to the �xed element [] 2 �1(Lf )) by the formula

s(f) =
1

2�

I
f

� ;

where the integration is taken over a smooth cycle f which lies on Lf and
represents []. As a result, on the space of parameters (that is, on the set
of Lagrangian submanifolds under consideration) there appears a function s:C ! R

called the action (related to []).
If the symplectic structure is not exact, then the analogous construction can

be carried out as follows. Consider a family of submanifolds fLfg as a family

of embedding, i.e., as a mapping F :L�C !M2n , where F jL�ffg:L�ffg !M2n

is an embedding whose image is Lf . Then, in spite of the fact that ! is not exact

on M2n , its pull-back F �! is exact on L � C , and we can send the construction
onto L� C by setting again

s(f) =
1

2�

I
f

� ;

where � is a 1-form on L� C such that d� = F �! , and f is a cycle on L� ffg.
Finally, we list some general properties of the actions si(f).
First, the value of the action on the Liouville torus does not depend on the choice

of i in its homotopy class. This immediately follows from the fact that the form �,
being restricted to the Lagrangian submanifold, is exact, since d(�jT� ) = !jT� = 0.

Second, the action si is de�ned up to an additive constant. This is related
to the ambiguity of the choice of �. Indeed, let d� = d�0 = ! . This means that
�0 = �+ � , where � is a certain closed form. Then

s0(f) =
1

2�

I
f

�0 =
1

2�

I
f

�+
1

2�

I
f

� = s(f) +
1

2�

I
f

� :

If Lf
1

and Lf
2

are two di�erent Lagrangian submanifolds from our family, thenI
f1

� =

I
f2

� = const ;
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since the cycles f
1

and f
2

are homologous in M2n . Thus, the actions s and s0
di�er by a constant which depends on the closed form � , but does not depend
on the Lagrangian submanifold from the family.

Third, let us observe one important property of the action in the case
of the Liouville foliation of an integrable Hamiltonian system.

Proposition 1.9. Let U(T�) = Dn � Tn be the neighborhood of the Liouville

torus ; we �x a certain non-trivial cycle  on each of the Liouville tori which depends

continuously on the torus. Consider the corresponding action function

s(f1; : : : ; fn) =
1

2�

I


� ;

where the integral is taken over the cycle  lying on the torus that corresponds

to given values f1; : : : ; fn of the �rst integrals. Then all the trajectories of

the Hamiltonian vector �eld sgrad s are closed with the same period 2� and are

homologous to the cycle  .

Proof. Without loss of generality, we may assume that  coincides with
the cycle 1 corresponding to the �rst angle coordinate '1 in action-angle variables
(s1; : : : ; sn; '1; : : : ; 'n). In particular, s = s1 . So, we see that sgrad s = @=@'1 ,
and our statement becomes evident. �

1.5. NON-RESONANT AND RESONANT SYSTEMS

Consider a Liouville torus T of an integrable system v . According to the Liouville
theorem, in the action-angle variables, the vector �eld v on T has the form
_'1 = c1; : : : ; _'n = cn , where ci are some constants, which are called frequencies.
When T varies, these frequencies also vary in general.

De�nition 1.12. A Liouville torus T is called resonant if there exists a non-
trivial vanishing linear combination of frequencies with integer coe�cients, i.e.,X

kici = 0 ;

where ki 2 Z and
P
k2i 6= 0. Otherwise, the torus is called non-resonant.

A Liouville torus is non-resonant if and only if the closure of every integral
trajectory lying on it coincide with the whole torus. Conversely, in the resonant
case, the closure of any trajectory is a torus of a strictly less dimension.

De�nition 1.13. An integrable system is called non-resonant on M2n

(or on some invariant subset) if almost all its Liouville tori are non-resonant.
A system is called resonant if all its Liouville tori are resonant.

Remark. In the smooth case, an integrable system need not to belong to one
of these classes (i.e., to be either resonant or non-resonant). We do not consider
such systems, since the systems that appear in practice are analytic and always
of a certain type: they are either resonant or non-resonant.
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1.6. ROTATION NUMBER

Consider an integrable Hamiltonian system v = sgradH with two degrees
of freedom on a symplectic manifold M4 ; let T be an arbitrary Liouville torus.
Consider the angle variables '1 and '2 on this torus (constructed in the Liouville
theorem). Then v is written as follows:

_'1 = c1 ; _'2 = c2 :

De�nition 1.14. The rotation number � of the integrable system v on the given
Liouville torus T is the ratio

� =
c1
c2
:

The value of � depends on the Liouville torus T and, therefore, is a function
of the action variables s1 and s2 (or of the �rst independent integrals f1 and f2 ,
since the action variables and these integrals can be expressed through each other).

Proposition 1.10. Consider the Hamiltonian H as a function of s1; s2 . Then

� =
@H=@s1
@H=@s2

:

Proof. Since the form ! takes the canonical form in action-angle variables,
we get

sgradH =
@H

@s1
@=@'1 +

@H

@s2
@=@'2 :

Now the desired formula follows directly from the de�nition of �. �

In fact, the notion of a rotation number is topological. It can be seen,
for example, from the following proposition.

If T is resonant, then all integral trajectories of v are closed and homologous
to each other (and even isotopic on the torus). Let � and � be a basis
in the fundamental group of the torus, i.e., two independent cycles that are
homologous to the coordinate lines of the angle variables '1 and '2 . Then the closed
trajectory  of the �eld v can be decomposed with respect to this basis as follows:

 = p�+ q� :

Proposition 1.11. The rotation number on a resonant torus is equal to p=q .

In other words, in this case, the rotation number � de�nes (and is itself
de�ned by) the topological type of  uniquely up to its orientation.

Proof. Since the torus is resonant, � =
c1
c2

is rational and, therefore,
c1
c2

=
p

q
for some integers p and q . Clearly, two vector �elds

v = c1 @=@'1 + c2 @=@'2 and p @=@'1 + q @=@'2

have the same integral trajectories. But the trajectories of the second �eld are
evidently closed and of the type p�+ q�. �
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Remark. In some cases, for these reasons, the resonant tori are called rational,
and non-resonant tori are called irrational.

To compute the rotation number �, it is not necessary to use action-angle
variables. Usually, it is quite a non-trivial problem to �nd them. Instead of
action-angle variables, one can use an arbitrary system of periodic coordinates

(xmod 2�; ymod 2�)

on the torus whose coordinate lines are homotopic to level lines of the canonical
angle variables '1 and '2 . It is convenient to consider x and y as coordinates
on the 2-plane that covers the torus T . Let x(t) and y(t) be the coordinates
of a point of an arbitrary integral trajectory of v (after its lifting to the covering
plane).

Proposition 1.12. The following formula holds :

� = lim
t!1

x(t)

y(t)
:

Proof. By choosing new periodic coordinates on the torus, we only change
the shape of the fundamental domain (Fig. 1.3). Moreover, we may suppose that
the vertices of the lattice remain the same.

Figure 1.3

Hence, for some constant C we have:

jx(t)� '1(t)j � C ; jy(t)� '2(t)j � C :

But, since '1(t) = c1t+ const and '2(t) = c2t+ const, we obtain

lim
t!1

x(t)

y(t)
=
c1
c2
;

as was to be proved. �

Copyright 2004 by CRC Press LL



The above formula can be taken as the de�nition of the rotation number. Note
that here we do not use the fact that the system in question is Hamiltonian.
That is why the rotation number is de�ned for a larger class of dynamical systems
on the torus. See, for example, [9], [14], and [16].

Note that the rotation number depends on the choice of a basis on the torus.
Choosing the action-angle variables, we indicate, as a result, a certain basis
of cycles on the corresponding Liouville torus. These cycles are just level lines
of the angle variables on the torus. Conversely, having chosen a basis of cycles
on the torus, we can construct those action-angle variables for which the basis cycles
are (homologous to) the level lines of the angle variables.

It is useful to understand how the rotation function transforms when the pair
of basis cycles �; � is replaced by the cycles �0; �0 . It is well known that for every
pair of bases, there exists an integer matrix such that

�
�
�

�
=

�
a1 a2
a3 a4

��
�0

�0

�
:

Proposition 1.13. Let � be the rotation number for the pair of cycles � and �,
and let �0 be that for the other pair of cycles �0 and �0 . Then � and �0 are connected
by the relation

�0 =
�a1 + a3
�a2 + a4

:

Proof. This relation easily follows from the standard formulas for the transfor-
mation of the coordinates of a vector under a change of basis. �

This formula allows us to de�ne the rotation number �0 in the case when
�0 and �0 do not form a basis on the torus but are linearly independent. In this
case, the transition matrix is, generally speaking, rational (but not integer).

An analog of the rotation number can also be de�ned in the case of integrable
systems with many degrees of freedom. Let us �x a basis on a Liouville torus;
we choose the corresponding angle coordinates '1; : : : ; 'n in which a Hamiltonian
vector �eld v is straightened and takes the form

_'1 = c1 ; : : : ; _'n = cn :

As an analog of the rotation number, it is natural to consider the set
of frequencies up to proportionality, i.e.,

(c1 : c2 : : : : : cn) :
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1.7. THE MOMENTUM MAPPING OF AN INTEGRABLE

SYSTEM AND ITS BIFURCATION DIAGRAM

Let M2n be a symplectic manifold with an integrable Hamiltonian system v =
sgradH , and f1; : : : ; fn be its independent integrals in involution. Let us de�ne
the smooth mapping

F :M2n ! R
n ; where F(x) = (f1(x); : : : ; fn(x)) :

De�nition 1.15. The mapping F is called the momentum mapping.

De�nition 1.16. A point x 2 M is called a critical (or singular) point
of the momentum mapping F if rank dF(x) < n. Its image F(x) in Rn is called
a critical value.

Let K �M be the set of all critical points of the momentum mapping.

De�nition 1.17. The image of K under the momentum mapping, i.e., the set
� = F(K) � R

n , is called the bifurcation diagram.

Thus, the bifurcation diagram is the set of all critical values of F . According
to the Sard theorem, the set � has zero measure in R

n . In most examples
of integrable systems appearing in physics and mechanics, the bifurcation diagram �
is a manifold with singularities. In other words, it consists of several strata
(pieces) �i each of which is a smooth i-dimensional surface in Rn . We can write this

Figure 1.4

as � = �0+�1+ : : :+�n�1 , where di�erent strata do not intersect with each other
and the union of them gives the whole of � . The boundary of each strata �i is
contained in the union of strata of strictly less dimension (Fig. 1.4). In this case
� is called a strati�ed manifold. Some of �i 's can be empty.
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In the generic case, the complement of � , i.e., Rn n� is open and everywhere
dense in Rn . The set Rn n� can consist of several connected components. In some
cases, they will be called chambers.

The momentum mapping and its bifurcation diagrams are closely connected with
the Liouville foliation on M2n .

First, a leaf of the Liouville foliation is a connected component of the inverse
image of a point under the momentum mapping. In what follows, we shall
always assume that all the leaves of the Liouville foliation are compact. This
condition certainly holds if either the manifold M2n itself or the level surface
of the Hamiltonian H is compact.

Second, � is the image of the singular leaves of the Liouville foliation.

Third, the Liouville foliation is locally trivial over each chamber. In particular,
the inverse images of any two points of a certain chamber are di�eomorphic
to the disjoint union of k Liouville tori, where k is the same for both these
points.

The bifurcation diagram allows us to trace the bifurcations of Liouville tori when
changing the values of �rst integrals f1; : : : ; fn . For example, let points a and b
be connected by a smooth segment  that intersects the bifurcation diagram �
at a point c. A certain number of Liouville tori hang over the point a, and a certain
(possibly di�erent) number of Liouville tori hang over b. Since (t) goes along
the segment, the Liouville tori move smoothly in M2n , and over the point c they
can undergo a topological bifurcation (see Fig. 1.5). For example, one torus can
split into two new tori.

Figure 1.5

If n = 2 (i.e., if we consider a system with two degrees of freedom), then �
usually consists of some segments of smooth curves on the 2-plane and, perhaps,
individual isolated points. Here the chambers are two-dimensional open domains
on the plane.
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1.8. NON-DEGENERATE CRITICAL POINTS

OF THE MOMENTUM MAPPING

We wish to emphasize here one important idea. Below we shall deal with typical
singularities of the momentum mapping of integrable systems. It turns out
that, despite their complexity, they admit, in principle, a reasonable and quite
visual description. At the same time, from the viewpoint of the general theory
of singularities of smooth mappings, those of the momentum mapping are neither
typical nor stable. The point is that in the generic case the dimension of the set
of critical points for a smooth mapping from M2n into Rn is equal to n�1, whereas
the typical singularities of the momentum mapping have doubled dimension, namely
2n � 2. It is explained by the fact that on M2n there is the Poisson action of Rn

which spreads singular points of the momentum mapping (if a point turns out
to be singular, then all points obtained from it by the action of Rn are also
critical). That is why the generic character of singularities of the momentum
mapping should be considered not in the abstract, broad sense, but only in the class
of mapping generated by the action of the Abelian group R

n . Note that after
this the problem of the classi�cation of such singularities does not become simpler
or more complicated. It becomes just di�erent.

1.8.1. The Case of Two Degrees of Freedom

Consider a Hamiltonian system v = sgradH on a four-dimensional symplectic
manifold M4 .

De�nition 1.18. The set of points given by the equation H(x) = const is called
an isoenergy surface.

If H(x) = h, then we denote the corresponding isoenergy surface by Qh . As we
already know, it is always invariant with respect to the Hamiltonian �eld v .

Consider an isoenergy three-dimensional surface Q = Q3 . In what follows,
we shall assume it to be a smooth compact submanifold in M4 . In particular,
we shall consider only those 3-surfaces on which dH 6= 0.

In the case of two degrees of freedom, for integrability of the system v
it is su�cient to have just one additional integral f functionally independent
of the energy integral H . This integral f , being restricted to Q, is a smooth function
which always has some critical points (by virtue of the compactness of Q). Clearly,
these critical points of f on Q coincide with those of the momentum mapping
F = (H; f) which belong to Q. That is why it is natural to study the singularities
of the momentum mapping in terms of the restriction of f onto Q. We shall denote
this restriction by the same letter f as before.

Lemma 1.6. The integral f cannot have isolated critical points on Q.

Proof. According to our assumption, dH jQ 6= 0. Hence, the vector �eld
v = sgradH di�ers from zero at each point of Q. Consider the integral curve 
of the �eld v passing through a critical point x of the integral f . The Hamiltonian
ow v preserves the function f and, in particular, sends critical points to critical
ones. Therefore,  entirely consists of critical points. �
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Thus, f cannot ever be a Morse function on a non-singular isoenergy surface.
To what class of functions does it actually belong? It turns out that in real problems
of physics and mechanics, the situation described in the following de�nition is
typical.

De�nition 1.19. We shall say that f is a Bott function on Q if all of its critical
points are organized into non-degenerate critical submanifolds. This means that
the set of critical points is the disjoint union of some smooth submanifolds each
of which is non-degenerate in the following sense. The second di�erential d2f is
non-degenerate on the subspace transversal to the submanifold (at each point).
In other words, the restriction of f on the transversal to the submanifolds is a Morse
function.

The appearance of such functions in the theory of integrable systems is quite
natural. Roughly speaking, they play here the same role as Morse functions
in the usual theory of functions on smooth manifolds, i.e., they are the most non-
degenerate from the point of view of Poisson actions.

Consider the integrable system v , and suppose that f is a Bott function
on a certain regular compact isoenergy surface Q.

Proposition 1.14. Connected critical submanifolds of the integral f on Q are

di�eomorphic either to a circle, or to the torus, or to the Klein bottle.

Proof. Since Q is three-dimensional, the critical submanifolds of f can be either
one-dimensional or two-dimensional. In the one-dimensional case, each connected
component of such a manifold is a circle (because of the compactness argument).
In the two-dimensional case, on such a manifold there is a smooth nowhere vanishing
vector �eld v = sgradH (since we assume that dH 6= 0 on Q). Such a vector �eld
can exist only on the torus and Klein bottle. �

Thus, the critical submanifolds have a rather simple structure. In our book
(for two degrees of freedom) we shall mainly consider those integrable systems which
have neither critical tori nor Klein bottles on the three-dimensional isoenergy surface
in question. In other words, we shall study the systems whose critical submanifolds
can be only circles.

This assumption is motivated by the following two reasons.
1. Just such systems usually occur in real problems in mechanics and physics.
2. It is possible to show (see [170], [171]) that, by a small perturbation, one can

turn an integrable Hamiltonian system with a Bott integral into an integrable
Hamiltonian system of the above type (i.e., turn critical tori and Klein bottles into
a collection of non-degenerate critical circles).

Below we shall need an analog of the Morse lemma for the case of Bott functions.
We now formulate and prove this Morse{Bott lemma in the case of arbitrary
dimension.

Let M be an orientable smooth manifold, and f be a smooth function on it.
Let Nn�k be a connected smooth compact submanifold in Mn whose normal
bundle is trivial. Suppose N is a non-degenerate critical submanifold of f ,
that is, df(x) = 0 for any point x 2 N , and the Hessian d2f is non-degenerate
on the transversal subspace to N (at each point x 2 N ). Let the index of d2f be
equal to �. It is easy to see that, under these assumptions, � does not depend
on the choice of a point x on N .
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Further, consider two subbundles E� and E+ in the normal bundle E(N)
which are orthogonal with respect to the form d2f and such that d2f is negative
de�nite on E� and positive de�nite on E+ . These submanifolds can be constructed
in the following way. Suppose we are given a Riemannian metric on M . Then,
at each point x 2 N , the Hessian d2f (regarded as a form on E(N)) can
be reduced to the diagonal form in some orthonormal basis. Although such
a basis is not uniquely de�ned, the two subspaces E+(x) and E�(x) spanned
on the vectors corresponding to positive and negative eigenvalues of the Hessian d2f ,
are well-de�ned. It is clear that the topological type of the subbundles E+ and E�
does not depend on the choice of the Riemannian metric. Note that the dimension
of E�(x) is �.

Lemma 1.7 (Generalized Morse{Bott lemma). Suppose both the subbundles

E+ and E� are trivial. Then in some neighborhood U(N) of the submanifold N
there exist smooth independent functions x1; : : : ; xk such that xijN = 0 for all

i = 1; 2; : : : ; k and

f = c� x21 � : : :� x2� + x2�+1 + : : :+ x2k ;
where c = f jN .

Proof. Consider orthonormal (with respect to d2f ) bases e1(x); : : : ; e�(x)
and e�+1(x); : : : ; ek(x) in �bers E+(x) and E�(x) of the bundles E+ and E� .
Suppose that these bases smoothly depend on x 2 N . Such bases evidently exist
because E+ and E� are trivial. Clearly, the coordinates y1; : : : ; y�; y�+1; : : : ; yk
(relative to the chosen basis) can be considered as smooth independent functions
in some neighborhood of N . This neighborhood can locally be identi�ed with
a neighborhood of the zero section in the normal bundle.

This collection of functions (coordinates) y1; : : : ; y�; y�+1; : : : ; yk can be com-
pleted by functions yk+1; : : : ; yn up to a coordinate system de�ned in a neigh-
borhood of a given point x 2 N . Here the functions y1; : : : ; y�; y�+1; : : : ; yk are
de�ned on the whole neighborhood of U(N), whereas the functions yk+1; : : : ; yn
are de�ned only in some neighborhood of the point x. Without loss of generality,
we can consider yk+1; : : : ; yn as local coordinates on N , which are constant
on the �bers of E(N). It will be convenient to de�ne the position of a point y
in the following way: (y1; : : : ; yk; �), where � denote the point on the base N that is
the projection of y . Then the quadratic form d2f takes the following form at points
of the critical submanifold:

d2f = �dy21 � : : :� dy2� + dy2�+1 + : : :+ dy2k :

After this, we can in fact literally repeat the proof of the classical Morse lemma
for the function f(y1; : : : ; yk; �) thinking of � as a multidimensional parameter.
Following the standard proof of the Morse lemma [241], we represent f(y)
in the form

f(y1; : : : ; yk; �) =
X

1�i;j�k

yiyjhij(y1; : : : ; yk; �+ c) :

Here

hij(y1; : : : ; yk; �) =

1Z
0

1Z
0

t
@2f

@yi@yj
(tuy1; : : : ; tuyk; �) dt du :
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Besides,

hij(0) =
1

2
�

@2f

@yi@yj
(0) :

Consider then the expression
P

1�i;j�k

yiyjhij(y1; : : : ; yk; �) as a quadratic form

with coe�cients hij(y1; : : : ; yk; �), and reduce it to the normal form by standard
changes of coordinates.

It is important that this procedure can be carried out simultaneously for all �.
As a result, the quadratic form

P
1�i;j�k

yiyjhij(y1; : : : ; yk; �) can be reduced

to the diagonal form �x21 � : : : � x2� + x2�+1 + : : : + x2k , where the new functions
x1; : : : ; xk are related to the previous variables y1; : : : ; yk; � by the \linear formu-
las":

xi =
X

1�j�k

aij(y; �)yj :

Moreover, the matrix (aij(y; �)) is upper triangular with positive entries
on the diagonal. Such a matrix exists, is uniquely de�ned, and smoothly depends
on y and �. In fact, the proof is completed. However, in conclusion we explain
where the triviality of the foliations E�(N) and E+(N) has been used. Note that
not every quadratic form in y with coe�cients depending on a parameter � can be
reduced to the diagonal form simultaneously for all � by means of a transformation
which smoothly depends on �. But in our case, if y = 0, then the required
transformation exists for all �, because for y = 0 the form

P
hijyiyj is already

written in the canonical way. In other words, aij(0; �) = �ij . But in such a case,
in a small neighborhood of zero (with respect to variables y1; : : : ; yk ), the desired
matrix (aij(y; �)) also exists and, therefore, it is uniquely de�ned and depends
smoothly on y and �. �

1.8.2. Bott Integrals from the Viewpoint of the Four-Dimensional
Symplectic Manifold

We now consider the critical points of the momentum mapping F not on Q,
but from the viewpoint of the ambient 4-manifold M . The closed set K of all
critical points can be strati�ed by the rank of the momentum mapping, i.e., can be
represented as the union

K = K1 +K0 ;

where K1 = fx j rank dF(x) = 1g and K0 = fx j rank dF(x) = 0g.

Proposition 1.15. The set K1 is the union of all one-dimensional orbits

of the Poisson action of the group R2 on M4 . The set K0 consists of all �xed

points of this action.

Proof. This statement holds for an arbitrary number of degrees of freedom.
Indeed, the dimension of any orbit of the group Rn is equal to the rank
of the system of vectors fsgradfig. This rank, in turn, is equal to the rank
of the system fdfig. �

Copyright 2004 by CRC Press LL



Let us ask ourselves which points of K1 and K0 can naturally be called non-
degenerate. We begin with K1 .

Consider a point x 2 M4 such that rank dF(x) = 1. The orbit of this point is
one-dimensional and di�eomorphic to either the real line or the circle.

Suppose, for de�niteness, that dH(x) 6= 0. Then, according to the Darboux
theorem, there exists a canonical coordinate system (p1; q1; p2; q2) in a neighborhood
of x such that H = p1 . As f and H commute, the function f does not depend
on q1 , i.e., f = f(p1; p2; q2).

Since x 2 K1 is a critical point of F , we have

@f

@p2
(x) =

@f

@q2
(x) = 0 :

De�nition 1.20. The point x 2 K1 is called non-degenerate for the momentum
mapping F if the matrix 0

BBB@
@2f

@p22

@2f

@p2@q2

@2f

@p2@q2

@2f

@q22

1
CCCA

is non-degenerate at x. We denote the set of all such points by K�
1 .

The de�nition is correct, that is, does not depend on the choice of a canonical
coordinate system. This follows from the fact that the above matrix exactly
coincides with the Hessian of the function f restricted to the two-dimensional
transversal to the one-dimensional orbit Q = fp1 = constg, which entirely consists
of critical points of f .

In other words, f is a Bott function on the three-dimensional level fH = constg
(locally in a neighborhood of x). In particular, the above non-degeneracy condition
forbids the existence of critical tori and Klein bottles on the level fH = constg.

The previous de�nition of non-degeneracy has been formulated in terms of local
coordinates. It is possible to give another equivalent de�nition which does not use
any coordinates. It will be useful to verify the non-degeneracy condition, because
usually it is not so easy to �nd the canonical coordinate system used above.

Let the rank of dF(x) be equal to 1. Then the di�erentials df and dH are
dependent at this point, i.e., there exist � and � such that

� df(x) + � dH(x) = 0 :

Here � and � are de�ned uniquely up to proportionality. Let L be a tangent
line to the one-dimensional orbit of the action of R2 . It is a one-dimensional
subspace (in the tangent space to M4) generated by the linearly dependent vectors
sgrad f and sgradH . Let L0 be the three-dimensional subspace orthogonal to L
in the sense of the symplectic form.

De�nition 1.21. The critical point x is called non-degenerate if the rank
of the symmetric 2-form � d2f(x) + � d2H(x) on the subspace L0 is equal to 2.

This 2-form is well-de�ned, because � df(x) + � dH(x) = 0.

Copyright 2004 by CRC Press LL



Note that the rank of � d2f(x) + � d2H(x) cannot be equal to 3 on L0 , since
the one-dimensional subspace L � L0 belongs to the kernel of this form. Let us prove
this. Let, for de�niteness, L be generated by v = sgradf (recall that sgradf(x)
and sgradH(x) are linearly dependent). Compute the value of the form on the pair
of vectors v and � , where � is arbitrary. Since f and H commute, we get

(� d2f + � d2H)(v; �) = �(sgrad f(�f + �H)) = �(ff; �f + �Hg) = 0 :

De�nitions 1.20 and 1.21 are equivalent. Indeed, let us rewrite De�nition 1.21
in the special system of Darboux coordinates (p1; q1; p2; q2) from De�nition 1.20.
Then L is generated by the vector @=@q1 , and L0 is generated by the vectors
@=@q1; @=@p2; @=@q2 . Since the function f does not depend on the variable q1 , and
H = p1 , it follows that the matrix of the form � d2f(x) + � d2H(x) has the form

�

0
BBBBBB@

0 0 0

0
@2f

@p22

@2f

@p2@q2

0
@2f

@p2@q2

@2f

@q22

1
CCCCCCA
:

Thus, in local coordinates De�nitions 1.20 and 1.21 coincide.
What is the topological structure of the subset K�

1 of non-degenerate critical
points of the momentum mapping?

Proposition 1.16.

a) K�
1 is a two-dimensional smooth symplectic submanifold in M4 .

b) For each point x of K�
1 there exists a neighborhood U in K�

1 which is

di�eomorphic to a 2-disc and such that its image F(U) in R2 is a regular curve �
without self-intersections.

c) Let _� = (a; b) be a tangent vector to the curve � at the point F(x); then

b sgradH(x) � a sgradf(x) = 0 :

Proof. Let us use De�nition 1.20 of the non-degeneracy of critical points. Choose
a canonical coordinate system (p1; q1; p2; q2) in which H = p1 and f = f(p1; p2; q2).
Then, in a neighborhood of x, the set of critical points of the momentum mapping F

is given by the two equations:
@f

@p2
= 0 and

@f

@q2
= 0. By virtue of non-degeneracy

of the matrix 0
BBB@

@2f

@p22

@2f

@p2@q2

@2f

@p2@q2

@2f

@q22

1
CCCA ;

these two equations de�ne (locally) a smooth two-dimensional submanifold in M .
Since the above matrix remains non-degenerate in some neighborhood of x, all
critical points from this neighborhood also turn out to be non-degenerate. Note
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that this matrix is a part of the Jacobi matrix for the system of two equations
@f

@p2
= 0,

@f

@q2
= 0; therefore, according to the implicit function theorem, we obtain

that the variables p2 and q2 can locally be expressed as single-valued functions
of p1 and q1 , i.e., the set K

�
1 is locally represented as a smooth graph.

Let us show that K�
1 is symplectic. To this end, we need to verify that

the restriction of ! on it is non-degenerate.
Indeed, by substituting the functions p2 = p2(p1; q1) and q2 = q2(p1; q1) into

the form ! = dp1 ^ dq1 + dp2 ^ dq2 and recalling that they do not actually depend
on q1 (i.e., p2 = p2(p1) and q2 = q2(p1)), we see that the restriction of ! onto K�

1

coincides with dp1 ^ dq1 and, consequently, is non-degenerate.
We now prove the second statement of Proposition 1.16.
Write the momentum mapping in coordinates (p1; q1; p2; q2) and restrict it

to K�
1 . Since one can take p1 and q1 as local coordinates on K�

1 , and since
p2 = p2(p1) and q2 = q2(p1), the momentum mapping takes the form:

H = p1 ; f = f(p1; p2(p1); q2(p1)) =
ef(p1) :

Thus, the image of a small neighborhood of x 2 K�
1 under the momentum mapping

is a smooth curve given as the graph f = ef(p1) = ef(H).
It remains to prove (c).
In the chosen coordinate system we have

sgradf(x) =
@ ef
@p1

sgradH(x) :

On the other hand, taking p1 as a local parameter on the curve � , we get

_� =

�
1;

@ ef
@p1

�
:

This completes the proof of Proposition 1.16. �

Corollary. Suppose x 2 K�
1 and the straight line H = H(x) intersects

the bifurcation diagram � transversally at the point F(x). Then x is a regular

point for the function H restricted to K�
1 .

Proof. Under above assumptions, as we have seen before, one can suppose
that H has the form p1 , whereas p1 and q1 are regular local coordinates
on the submanifold K�

1 in a neighborhood of x. Therefore, the function H jK�

1

has no singularity at x. �

The submanifold K�
1 consists of one-dimensional orbits of the Poisson action

of the group R
2 . Let us remove all non-compact (i.e., homeomorphic to R) orbits

of this group from K�
1 . The remaining part K��

1 of K�
1 is foliated into circles.

Divide K��
1 into connected components.

Corollary. The image (under F ) of each connected component of K��
1 in R2

is either an immersed line, or an immersed circle.

Consider the set K n K��
1 . It consists of one-dimensional non-compact orbits

of the action of R2 , one-dimensional degenerated orbits, and zero-dimensional orbits
(�xed points of the action). Then consider its image F(K n K��

1 ) as the subset
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of the bifurcation diagram � and call it the set of singular points of � . Thus, �
consists of regular (perhaps, intersecting) curves and singular points, among which
there may be single isolated points of � , cusp points, tangent points, etc. (Fig. 1.6).

Figure 1.6

We now can give a visual explanation of the condition that the integral f is
a Bott function on the isoenergy surface Q = fH = constg. Take the line H = const
in the two-dimensional plane R2 (H; f). Suppose that this line does not pass through
singular points of � and intersects the smooth pieces of � transversally. Then f
will be a Bott function on Q (notice that Q is the preimage of this line in M4).
Moreover, all its critical submanifolds will be circles, i.e., among them there will be
neither tori nor Klein bottles.

Now let x 2 K0 and dH(x) = df(x) = 0, i.e., x is a �xed point of the Poisson
action of R2 . Then the group Rn acts naturally on the tangent space TxM
to the manifold M at the point x. Since the group preserves the form ! , it induces
linear symplectic transformations on TxM . Therefore, we obtain some Abelian
subgroup G(H; f) in the group Sp(4;R) of symplectic transformations of TxM .
Denote its Lie algebra by K(H; f). Clearly, K(H; f) is a commutative subalgebra
in the Lie algebra sp(4;R) of the group Sp(4;R). It is easy to see that K(H; f) is
generated by the linear parts of the vector �elds sgradH and sgrad f .

De�nition 1.22. We say that x 2 K0 is a non-degenerate singular point

of the momentum mapping F if K(H; f) is a Cartan subalgebra in sp(4;R).
In particular, this requirement implies that the commutative subalgebra K(H; f)
must be two-dimensional.

How to check the condition that K(H; f) is a Cartan subalgebra? To answer this
question, �rst of all we describe this subalgebra in terms of the functions H and f .
To this end, consider their quadratic parts, i.e., the Hessians d2H and d2f . They
generate the linear symplectic operators AH = 
�1d2H and Af = 
�1d2f which
coincide with the linearizations of the Hamiltonian vector �elds sgradH and sgradf
at the singular point x 2 K0 . Indeed, the linearization of the �eld w = sgradf
has the form

@wi

@xj
=

@

@xj

�
!ik

@f

@xk

�
= !ik

@2f

@xj@xk
= (
�1d2f)ij :

Thus, we see that the subalgebra K(H; f) is generated by the linear operators
AH = 
�1d2H and Af = 
�1d2f .
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A commutative subalgebra in sp(4;R) is a Cartan subalgebra if and only if it is
two-dimensional and contains an element (a linear operator) whose eigenvalues are
all di�erent.

Thus, �rst we need to make sure that the forms d2f and d2H are independent.
Then it should be checked that some linear combination �Af + �AH has di�erent
eigenvalues.

The real symplectic Lie algebra sp(4;R) contains precisely four types of dif-
ferent, i.e., pairwise non-conjugate, Cartan subalgebras. Let us list them. Let
the symplectic structure ! be given (at the point x) by the canonical matrix


 =

�
0 �E
E 0

�
:

Then the Lie algebra sp(4;R) is represented (in the standard matrix representation)
by the following 4� 4-matrices (see Proposition 1.3):�

P Q
R �P>

�
;

where P , Q, and R are 2�2-matrices, Q and R are symmetric, and P is arbitrary.

Theorem 1.3. Let K be a Cartan subalgebra in the Lie algebra sp(4;R). Then

it is conjugate to one of the four Cartan subalgebras listed below :0
BBB@

0 0 �A 0

0 0 0 �B

A 0 0 0

0 B 0 0

1
CCCA

Type 1

;

0
BBB@
�A 0 0 0

0 0 0 �B

0 0 A 0

0 B 0 0

1
CCCA

Type 2

;

0
BBB@
�A 0 0 0

0 �B 0 0

0 0 A 0

0 0 0 B

1
CCCA

Type 3

;

0
BBB@
�A�B 0 0

B �A 0 0

0 0 A �B

0 0 B A

1
CCCA

Type 4

;

where A and B are arbitrary real numbers.

The listed subalgebras are not pairwise conjugate.

Comment. Cartan subalgebras of the four above types are not conjugate. This
follows from the fact that their elements have eigenvalues of di�erent types.

Type 1: four imaginary eigenvalues iA; �iA; iB; �iB .
Type 2: two real and two imaginary eigenvalues �A; A; iB; �iB .
Type 3: four real eigenvalues �A; A; �B; B .
Type 4: four complex eigenvalues A� iB; A+ iB; �A+ iB; �A� iB .

Consider a Cartan subalgebra in sp(4;R) and choose an element in it whose
eigenvalues are all di�erent (such an element is called regular). Proposition 1.2
implies that the eigenvalues of an operator from sp(4;R) separate into pairs �;��.
Hence, the spectrum of the regular element has one of the four above types
and, therefore, the element itself is conjugate to one of the matrices indicated
in Theorem 1.3. Moreover, the conjugation can be carried out by a symplectic
transformation (this is equivalent to the fact that an operator with simple spectrum
from the Lie algebra sp(4;R) can be reduced to the canonical form in a symplectic
basis). Since two regular elements turn out to be conjugate, the Cartan subalgebras
that contain them are also conjugate (by means of a symplectic transformation).

It follows easily from the fact that Cartan subalgebras are centralizers of their
regular elements.
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Note that over C , i.e., in the complex Lie algebra sp(4; C ), any two Cartan
subalgebras are conjugate.

Theorem 1.3 can be reformulated as an answer to the question about the canon-
ical form of the Hessians of two commuting functions H and f at a non-degenerate
singular point.

Theorem 1.4. In a neighborhood of a non-degenerate singular point x 2 K0 ,

there exist canonical coordinates (p1; q1; p2; q2) in which the Hessians of H and f
are simultaneously reduced to one of the following forms.

1) Center{center case:

d2H = A1(dp
2
1 + dq21) +B1(dp

2
2 + dq22) ;

d2f = A2(dp
2
1 + dq21) +B2(dp

2
2 + dq22) :

2) Center{saddle case:

d2H = A1dp1dq1 +B1(dp
2
2 + dq22) ;

d2f = A2dp1dq1 +B2(dp
2
2 + dq22) :

3) Saddle{saddle case:

d2H = A1dp1dq1 +B1dp2dq2 ;

d2f = A2dp1dq1 +B2dp2dq2 :

4) Focus{focus case:

d2H = A1(dp1dq1 + dp2dq2) +B1(dp1dq2 � dp2dq1) ;

d2f = A2(dp1dq1 + dp2dq2) +B2(dp1dq2 � dp2dq1) :

Proof. The proof is implied by the above algebraic classi�cation of Cartan
subalgebras in sp(4;R). �

In fact, in a neighborhood of a non-degenerate singular point, a stronger
theorem holds: not only the Hessian, but also the functions H and f themselves
can simultaneously be reduced to some canonical form in appropriate symplectic
coordinates. More precisely, the following important statement takes place.

Theorem 1.5. Let the manifold M4 , the symplectic structure ! , and

the functions H and f be real analytic. Then in a neighborhood of a non-degenerate

singular point x 2 K0 , there exist canonical coordinates (p1; q1; p2; q2) in which

H and f are simultaneously reduced to one of the following forms.

1) Center{center case:

H = H(p21 + q21 ; p
2
2 + q22) ;

f = f(p21 + q21 ; p
2
2 + q22) :

2) Center{saddle case:

H = H(p1q1; p
2
2 + q22) ;

f = f(p1q1; p
2
2 + q22) :

3) Saddle{saddle case:

H = H(p1q1; p2q2) ;
f = f(p1q1; p2q2) :

4) Focus{focus case:

H = H(p1q1 + p2q2; p1q2 � p2q1) ;

f = f(p1q1 + p2q2; p1q2 � p2q1) :
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Remark. Theorems 1.3, 1.4, and 1.5 have natural multidimensional general-
izations (see Theorems 1.6 and 1.7 below). Theorem 1.3 and its multidimensional
version (Theorem 1.6) is due to Williamson [362], [363]. Theorem 1.5 was �rst
proved by Russmann [306], and was then generalized to the multidimensional case
by Vey [355] and Ito [166].

1.8.3. Non-degenerate Singularities in the Case of Many Degrees of Freedom

We now give the de�nition of a non-degenerate singular point of rank i for
the momentum mapping F in the multidimensional case.

Let f1; : : : ; fn be smooth commuting functions on M2n and

F :M2n ! R
n ; where F(x) = (f1(x); : : : ; fn(x)) ;

be the corresponding momentum mapping.
Let K = K0+K1+ : : :Kn�1 be the set of its critical points. Here Ki is the set

of points x 2 K , where the rank of dF(x) is equal to i (such points are called
singular points of rank i).

For any x 2 Ki , it is always possible to �nd a regular linear change of functions
f1; : : : ; fn so that the new functions, which we denote by g1; : : : ; gn , satisfy
the following properties:

1) the �rst n � i functions g1; : : : ; gn�i have singularity at the point x, i.e.,
dg1(x) = : : : = dgn�i(x) = 0;

2) the gradients of the functions gn�i+1; : : : ; gn are linearly independent at x.
Since dg1(x) = : : : = dgn�i(x) = 0, the corresponding Hamiltonian vector

�elds sgradg1; : : : ; sgradgn�i vanish at the point x. Therefore, their linear
parts A1; : : : ; An�i can be considered as linear operators from the Lie algebra
of the symplectic group Sp(2n;R) which acts on the tangent space TxM . Since
the vector �elds sgradg1; : : : ; sgradgn�i commute pairwise, so do the corresponding
operators A1; : : : ; An�i .

Now consider the i-dimensional subspace L in TxM generated by the vectors
sgrad gn�i+1; : : : ; sgradgn . Note that L is the tangent space to the orbit of
the Poisson action passing through the point x.

Let L0 be the skew-orthogonal complement (in the sense of the symplectic
form 
) to the subspace L in TxM . It contains L, since the functions
gn�i+1; : : : ; gn are in involution and the subspace L is, therefore, isotropic.

Lemma 1.8. The subspace L belongs to the kernel of every operator

A1; : : : ; An�i . The images of operators A1; : : : ; An�i are contained in L0 .

Proof. Recall that if Av is the linearization of the �eld v at its singular point x,
and � is an arbitrary vector �eld, then

Av(�) = [�; v] :

In our case, we have: Aj(sgradgk) = [sgrad gk; sgradgj ] = 0, because all
the functions gs are pairwise in involution (i.e., the corresponding �elds sgradgs
commute).
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Therefore, L belongs to the kernel of Aj , 1 � j � n� i.
Let us prove the second statement. The properties of the symplectic form 


and an operator A 2 sp(2n;R) imply that for any two vectors �; � the following
identity holds (Proposition 1.3):


(A�; �) = �
(�; A�) :

Hence, imA belongs to the skew-orthogonal complement to kerA. In particular,
since L � kerAj , it follows that imAj � L0 , as was to be proved. �

Therefore, we can de�ne a natural action of the operators A1; : : : ; An�i

on the quotient space L0=L. We use the same notation for the induced operators.

Lemma 1.9. There is a natural symplectic structure e
 on the quotient

space L0=L such that the operators A1; : : : ; An�i acting on L0=L are elements

of the Lie algebra of the symplectic group Sp( e
;L0=L) ' Sp(2(n� i);R).

Proof. It is clear that L is the kernel of the restriction of 
 to L0 . That is why

we can de�ne a non-degenerate skew-symmetric form e
 on L0=L:

e
(�L; �L) = 
(�; �) :

Then, for each operator As we need to verify the identity

e
(As(�L); �L) = � e
(�L;As(�L)) ;

which is equivalent, by Proposition 1.3, to the condition As 2 sp(2(n� i);R).
We have

e
(As(�L); �L) = e
(As(�)L; �L) = 
(As(�); �)

= �
(�; As(�)) = � e
(�L;As(�)L) = � e
(�L;As(�L)) ;

as required. �

We can now consider the commutative subalgebra K(x;F) in a real symplectic
Lie algebra sp(2(n� i);R), generated by the operators A1; : : : ; An�i .

De�nition 1.23. A critical point x 2 Ki of the momentum mapping F is called
non-degenerate if K(x;F) is a Cartan subalgebra in sp(2(n� i);R).

Note that the subalgebra K(x;F) does not depend on the linear change
of the initial functions f1; : : : ; fn to the new function g1; : : : ; gn , which we
made above. In fact, K(x;F) is completely determined by the Poisson action
of the group Rn in a neighborhood of x.

Note that the above described procedure is equivalent to the local reduction
with respect to the Poisson action of the group Ri generated by the functions
gn�i+1; : : : ; gn independent at the point x: we �rst make such a reduction that x
becomes �xed, and then, for a �xed point of rank zero, we repeat the de�nition
given above for two degrees of freedom.
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How to verify that K(x;F) is a Cartan subalgebra in sp(2(n � i);R)?
The criterion is quite simple. The subalgebra K(x;F) must have dimension n� i
and contain an element with di�erent eigenvalues. This allows us to reformulate
the de�nition of a non-degenerate point in the following way.

De�nition 1.24. A critical point x of rank i is said to be non-degenerate if
the Hessians d2g1(x); : : : ; d

2gn�i(x) are linearly independent on L0 and, for some
�1; : : : ; �n�i , the characteristic polynomial

P (�) = det
�
�1 d

2g1(x) + : : :+ �n�i d
2gn�i(x) � �


���
L0

has 2(n� i) di�erent non-zero roots.

This de�nition can be also reformulated as follows.
Let us consider the subspace linearly generated by the functions f1; : : : ; fn

as a Lie algebra. Let Kx be the stationary subalgebra of the point x, i.e.,
the subalgebra consisting of the functions f such that df(x) = 0. As before,
let L denote the tangent space to the orbit of x, i.e., the subspace in TxM
generated by the vectors sgradf1; : : : ; sgradfn , and L0 denote the skew-orthogonal
complement to L.

De�nition 1.25. The critical point x of rank i is called non-degenerate if
the two conditions are ful�lled:

1) for each function f 2 Kx , di�erent from zero, the quadratic form d2f(x) is
not identically zero on the subspace L0 ;

2) there exists a function f 2 Kx such that the polynomial

P (�) = det
�
d2f(x)� �


���
L0

has 2(n� i) di�erent non-zero roots.

Let us clarify the connection between the latter de�nition and the two previ-
ous ones. It is easy to see that the subalgebra K(x;F) is the image of the stationary
subalgebra Kx of the point x under the natural mapping f ! d2f(x). The �rst
condition in De�nition 1.25 means that this mapping is an isomorphism and,
consequently, is equivalent to the fact that dimK(x;F) = n � i. The second
condition means that K(x;F) contains a regular element (i.e., an operator whose
eigenvalues are all di�erent). Also note that the subspace L0 , to which we
restrict all the Hessians, has dimension 2n� i. That is why the polynomial P (�)
has 2n � i roots. However, i of these roots are always equal to zero, since
the i-dimensional subspace L � L0 lies in the kernel of all Hessians. The second
requirement is that all the other roots are di�erent.

Denote by K�
i the set of non-degenerate critical points of rank i. It is possible

to prove that this set is a smooth symplectic submanifold in M2n of dimension 2i.
Besides, it is smoothly foliated into i-dimensional orbits of the Poisson action
of the group Rn .

It is worth distinguishing the class of integrable systems all of whose critical
points (of all ranks) are non-degenerate. Such systems actually exist and we give
some examples below.
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1.8.4. Types of Non-degenerate Singularities in the Multidimensional Case

According to De�nition 1.24, a critical point of the momentum mapping F of rank i
is non-degenerate if and only if the subalgebra K(x;F) is a Cartan subalgebra
in the real symplectic Lie algebra sp(2(n � i);R). Recall that, unlike the complex
symplectic Lie algebra sp(n�i; C ), in the real Lie algebra sp(2(n�i);R) there exist
Cartan subalgebras that are not conjugate. They have di�erent types and these
types in fact classify non-degenerate critical points of the momentum mapping
in the real case. Such a classi�cation was obtained by J. Williamson [362].
To formulate his theorem, it is convenient to consider the real Lie algebra sp(2m;R)
as the space of homogeneous quadratic polynomials on the symplectic space R2m

with the canonical 2-form ! (we denote its matrix by 
). The commutator
in this algebra is the usual Poisson bracket of polynomials (regarded as usual
functions).

Comment. The connection between this model and the construction from
the previous section is explained as follows. Consider a homogeneous quadratic
polynomial f and the corresponding vector �eld sgradf . This �eld has a singular
point at zero, and we can, therefore, consider its linearization Af as a linear
operator. It is easily veri�ed that the mapping f ! Af is an isomorphism
of the algebra of quadratic polynomials onto the algebra sp(2m;R).

Theorem 1.6 (J. Williamson). Let K � sp(2m;R) be a Cartan subalgebra.

Then there exist a symplectic coordinate system x1; : : : ; xm; y1; : : : ; ym in R
2m and

a basis e1; : : : ; em in K such that each of the quadratic polynomials ei takes one

of the following forms :
1) ei = x2i + y2i (elliptic type),
2) ei = xiyi (hyperbolic type),
3) ei = xiyi+1 � xi+1yi , ei+1 = xiyi + xi+1yi+1 (focus{focus type).

It is seen from this theorem that the type of the Cartan subalgebra K is
completely determined by the collection of three integers (m1;m2;m3), where
m1 + m2 + 2m3 = m, and m1 is the number of basic elements of elliptic type,
m2 is that of hyperbolic type, m3 is the number of pairs of basic elements ei; ei+1
of the focus{focus type.

Comment. The type (m1;m2;m3) of the Cartan subalgebra K in sp(2m;R)
can be described in a slightly di�erent way. Consider a regular element in K .
It can be represented as a quadratic polynomial f given by some symmetric matrix
which we denote again by f . Consider the characteristic equation with respect
to the symplectic form ! :

det(f � �
) = 0 :

The roots of this equation can be divided into three groups:
1) pairs of imaginary roots i�; �i�;
2) pairs of real roots �; �� ;
3) quadruples of complex conjugate roots �+i�; ��i�; ��+i�; ���i� .

Denote the number of elements in each group by m1;m2;m3 respectively. These
are just the same numbers as m1;m2;m3 , which we used for the classi�cation of
Cartan subalgebras.
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Therefore, every non-degenerate singularity of the momentum mapping F
is associated with a certain Cartan subalgebra which is classi�ed by a triple
of integers (m1;m2;m3). That is why it is natural to call this triple (m1;m2;m3)
the type of the given singularity.

Finally we obtain that a non-degenerate singularity of the momentum map-
ping F is characterized by four integer numbers:�

i = rank of the singularity; (m1;m2;m3) = its type
�
:

Here m1+m2+2m3+i = n, where n is the number of degrees of freedom of the given
integrable system.

Our next aim is to describe the structure of the Liouville foliation in a neighbor-
hood of a non-degenerate singularity in M2n . First, we de�ne some model Liouville
foliation in R2n . Consider a collection of n functions of the following form:

Fj = p2j + q2j ;

Fk = pkqk ;

Fl = plql+1 � qlpl+1 ; Fl+1 = plql + pl+1ql+1 ;

Fs = ps ;

where
j = 1; : : : ; m1 ; k = m1+1; : : : ; m1+m2 ;

l = m1+m2+1; m1+m2+3; : : : ; m1+m2+2m3�1 ;

s = m1+m2+2m3+1; : : : ; n :

It is clear that all these functions (Fj ; Fk; Fl; Fs) commute pairwise with respect
to the Poisson bracket and are functionally independent. Therefore, they de�ne
some model (canonical) Liouville foliation Lcan in a neighborhood of the point 0,
which is evidently a non-degenerate singular point of the momentum mapping
Fcan:R

2n ! Rn , where Fcan(x) = (F1(x); : : : ; Fn(x)). It is easy to see that the rank
of this singularity is equal to i, and its type is (m1;m2;m3).

The statement formulated below is a direct corollary of Russmann{Vey theorem
on the reduction of commuting functions to the canonical (normal) form in a neigh-
borhood of a non-degenerate singular point.

Theorem 1.7 (Local linearization theorem). Given a real-analytic integrable

Hamiltonian system with n degrees of freedom on a real-analytic symplectic

manifold M2n , the Liouville foliation in a neighborhood of a non-degenerate

singular point of rank i and of type (m1;m2;m3) is locally symplectomorphic

to the model Liouville foliation Lcan with the same parameters. In particular,

any two Liouville foliations with the same parameters (i;m1;m2;m3) are locally

symplectomorphic.

Theorem 1.7 can be reformulated in a di�erent way. Let f1; : : : ; fn be arbitrary
commuting functions. Consider their Taylor expansions at the non-degenerate
singular point of the mapping F in a canonical coordinate system. Let us remove
all terms of these expansions except for linear and quadratic. It is easy to see
that the functions obtained remain commuting and will de�ne some Liouville
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foliation L0 , which can be naturally considered as the linearization of the initial
foliation L given by the functions f1; : : : ; fn . Theorem 1.7 states that locally
the foliation L is symplectomorphic to its linearization L0 .

Another important corollary of Theorem 1.7 is that locally a non-degenerate
singularity has the type of the direct product whose components represent
elementary singularities and the number of components is m = i+m1 +m2 +m3 .
More precisely, we mean the following. The symplectic manifold M2n can
be represented as the direct product M2n = M1 � : : : � Mm of symplectic
manifolds each of which carries the momentum mapping with an elementary
singularity. This mapping is given by one of model functions Fj ; Fk; Fs or
by the pair Fl; Fl+1 .

This decomposition allows us to understand how the bifurcation diagram looks
like in a neighborhood of a non-degenerate critical point. It will be di�eomorphic
to the bifurcation diagram of the model momentum mapping Fcan . In what follows,
we shall call it the canonical bifurcation diagram and denote it by �can . Let us
describe its structure in greater detail.

First, let us see how the image of the momentum mapping and its bifur-
cation diagram look like in the case of elementary non-degenerate singularity.
As we know, there are three such singularities: center, saddle, and focus. Besides,
the decomposition can have components without singularities (given by the fourth
group of functions of the form Fs = ps). These four possibilities are listed
in Fig. 1.7:

Figure 1.7

(a) M = R2 , F = p2 + q2 (center), the image of the momentum mapping is
a ray, and the bifurcation diagram � is its origin;

(b) M = R2 , F = pq (saddle), the image of the momentum mapping is a straight
line, and � is a point on it;

(c) M = R
4 , F1 = p1q2 � q1p2 , F2 = p1q1 + p2q2 (focus{focus), the image

of the momentum mapping is a plane, and � is an isolated point on it;

(d) M = R2 , F = p (regular case), the image of the momentum mapping is
a straight line, and � is empty.
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Since the model singularity has the type of the direct product with components
of the four types listed above, it follows that the image Ucan of the momentum
mapping Fcan and its bifurcation diagram �can are also decomposed into direct
product in the following natural sense. Consider the images Ui of the momentum
mapping for each of components Mi together with the corresponding bifurcation
diagram �i � Ui . Then

Ucan = U1 � : : :� Um ;

�can = Ucan n ((U1 n�1)� (U2 n�2)� : : :� (Us n�s)) :

Since all possible components, i.e., pairs (Ui; �i), are known and listed
in Fig. 1.7, it is not di�cult to describe explicitly the local bifurcation diagram �
for each type of a non-degenerate singularity. Of course, we mean the description
up to a di�eomorphism.

Let us emphasize that each type of singularity (i;m1;m2;m3) de�nes its
bifurcation diagram uniquely. Moreover, bifurcation diagrams corresponding
to singularities of di�erent types are all di�erent themselves, i.e., there exists
a one-to-one correspondence between types of singularities and their (local)
bifurcation diagrams.

As an example, we list all bifurcation diagrams for non-degenerate singularities
in the case of three degrees of freedom. Here the quadruples (i;m1;m2;m3) are
as follows:

1) (3; 0; 0; 0) (regular point),

2) (2; 1; 0; 0) (elliptic singular point of rank 2; center),

3) (2; 0; 1; 0) (hyperbolic singular point of rank 2; saddle),

4) (1; 0; 0; 1) (focus{focus of rank 1),

5) (1; 2; 0; 0) (center{center of rank 1),

6) (1; 1; 1; 0) (center{saddle of rank 1),

7) (1; 0; 2; 0) (saddle{saddle of rank 1),

8) (0; 3; 0; 0) (center{center{center of rank 0),

9) (0; 2; 1; 0) (center{center{saddle of rank 0),

10) (0; 1; 2; 0) (center{saddle{saddle of rank 0),

11) (0; 0; 3; 0) (saddle{saddle{saddle of rank 0),

12) (0; 1; 0; 1) (center{focus{focus of rank 0),

13) (0; 0; 1; 1) (saddle{focus{focus of rank 0).

The corresponding images of the momentum mapping and the bifurcation
diagrams �can in R3 are illustrated in Fig. 1.8. The shaded regions show
the three-dimensional domains �lled by the image of the momentum mapping Fcan .
The bifurcation diagrams �can shown in Fig. 1.8 correspond to the canonical
models. These diagrams are composed of pieces of two-dimensional planes and
straight lines. If, instead of this, we consider an arbitrary analytic integrable system,
then the indicated pictures undergo some di�eomorphism.
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Figure 1.8
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If an integrable system is not analytic, but only smooth, then the bifurcation
diagram may split as shown in Fig. 1.9. Some curve (or surface) of � may
split at the singular point into two tangent curves (or two tangent surfaces).
Let us note that the tangency that appears at the moment of splitting has to have
in�nite order. In the analytic case, such splitting, of course, cannot appear.
The smooth splitting is connected to the fact that, in the saddle case, the level
line fpq = "g is not connected, but consists of two components. Each of these
components can be mapped independently without \knowing anything" about
the other one.

Figure 1.9 Figure 1.10

As an example, we consider the following pair of commuting functions:

f1 = p1q1 ;

f2 = p2q2 + �(p1; q1) ;

where � is a C1 -function (but not analytic) given by the formula

�(p1; q1) =

�
h(p1q1) for p1 > 0, q1 > 0 ;

0 in the other cases ;

where the function h(x) has zero of in�nite order at x = 0. Here the singular points
�ll two surfaces

fp1 = 0 ; q1 = 0g and fp2 = 0 ; q2 = 0g :

The bifurcation diagram on the plane with coordinates f1; f2 consists of two straight
lines f1 = 0, f2 = 0 and the curve f2 = h(f1) (see Fig. 1.10). It is seen that
the smooth splitting of the axis f1 occurs at zero.
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1.9. MAIN TYPES OF EQUIVALENCE

OF DYNAMICAL SYSTEMS

We shall consider smooth dynamical systems and the following six types of
equivalence relations:

1) the topological conjugacy of dynamical systems;
2) the smooth conjugacy of dynamical systems;
3) the orbital topological equivalence of dynamical systems;
4) the orbital smooth equivalence of dynamical systems;
5) the Liouville equivalence of integrable Hamiltonian systems;
6) the rough Liouville equivalence of integrable Hamiltonian systems.

De�nition 1.26. Two smooth dynamical systems v1 and v2 on manifolds
Q1 and Q2 are called topologically (resp. smoothly) conjugate if there exists
a homeomorphism (resp. di�eomorphism) � :Q1 ! Q2 mapping the ow �t1
(corresponding to v1) into the ow �t2 (corresponding to v2 ), i.e., � � �

t
1 = �t2 � � .

In the case of smooth systems, the smooth conjugacy means that there exists
a di�eomorphism � that transforms v1 into v2 , i.e., v2 = d�(v1). In other
words, smoothly conjugate systems can be obtained from each other by a \change
of coordinates". In fact, they represent the same system but are written in di�erent
coordinates. The conjugacy is the strongest equivalence relation for dynamical
systems, which means, in essence, an isomorphism.

De�nition 1.27. Let v1 and v2 be two smooth dynamical systems on manifolds
Q1 and Q2 . They are called topologically (resp. smoothly) orbitally equivalent

if there exists a homeomorphism (resp. di�eomorphism) �:Q1 ! Q2 mapping
the oriented trajectories of the �rst system into those of the second one. Here we
do not require that the parameter (time) on the trajectories is preserved. In other
words, a trajectory is considered here as a curve without parameterization but with
the orientation given by the ow.

Let us comment on this de�nition. Consider two systems of di�erential equations
dx

dt
= f(x) and

dy

d�
= g(y). What does their (smooth) orbital equivalence mean?

It means that it is possible to �nd a regular change of variables and time

x = x(y) ; dt = �(y)d� (here �(y) > 0)

that transforms the �rst system into the second one.
Let (M4; !) be a smooth symplectic manifold with an integrable Hamiltonian

system v = sgradH . Consider the Liouville foliation on (M4; !) generated by v .
As above, we assume that its leaves are compact. Having �xed an energy level,
we obtain the Liouville foliation on the isoenergy surface Q3

h = fH = hg.

De�nition 1.28. Two integrable Hamiltonian systems v1 and v2 on symplectic
manifolds M4

1 and M4
2 (resp. on isoenergy surfaces Q3

1 and Q3
2) are called

Liouville equivalent if there exists a di�eomorphism M4
1 ! M4

2 (resp. Q3
1 ! Q3

2)
transforming the Liouville foliation of the �rst system to that of the second one.

In other words, two systems are Liouville equivalent if they have equal Liouville
foliations.
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De�nition 1.29. Let v be a Liouville integrable Hamiltonian system on M4 .
Consider the corresponding Liouville foliation on M4 . The topological space
of its leaves (with the standard quotient topology) is called the base of the Liouville

foliation. In other words, it is a topological space whose elements are, by de�nition,
the leaves of the Liouville foliation (each leaf is replaced by a point). The base
of the Liouville foliation on Q3 is de�ned analogously.

In typical cases, the base of a Liouville foliation is not only a Hausdor� space,
but also a CW-complex. For example, the base of the Liouville foliation on Q3

h is
a one-dimensional graph Wh .

De�nition 1.30. Two integrable Hamiltonian systems v1 and v2 on symplectic
manifolds M4

1 and M4
2 are called roughly Liouville equivalent if there exists

a homeomorphism between the bases of the corresponding Liouville foliations that
can locally be lifted up to a �ber homeomorphism of the Liouville foliations
(i.e., in a neighborhood of each point of the base). The rough Liouville equivalence
for integrable systems restricted to their isoenergy 3-surfaces Q3

1 and Q3
2 is de�ned

analogously.

In the case of three-dimensional isoenergy surfaces, one can de�ne the rough
Liouville equivalence in another way. Let us introduce the operation of twisting
of a Liouville foliation on Q. First, cut Q along some regular Liouville torus T .
As a result, we obtain a 3-manifold whose boundary consists of two tori. Let us
glue them together by applying an arbitrary orientation preserving di�eomorphism.
We obtain, generally speaking, a new 3-manifold with the structure of a Liouville
foliation. We say that it is obtained from Q by twisting along the Liouville
torus T . Then two integrable systems are roughly Liouville equivalent (on isoenergy
surfaces) if and only if their Liouville foliations can be obtained one from the other
as the result of several twisting operations. It is clear that Liouville equivalent
systems are roughly Liouville equivalent (but not vice versa).

De�nitions 1.28 and 1.30, of course, have a sense also for higher-dimensional
integrable systems. The de�nitions of Liouville and rough Liouville equivalencies
were introduced in [135], [65], and [123].

The Liouville equivalence of integrable systems can also be considered for any
invariant (with respect to the Poisson Rn -action) subsets in M2n . For example, for
saturated neighborhoods of singular leaves of Liouville foliations, which is studied
in the theory of Liouville foliation singularities.

Note that two integrable Hamiltonian systems of the same dimension are,
of course, Liouville equivalent in neighborhoods of their compact non-singular leaves
(i.e., Liouville tori). This follows immediately from the Liouville theorem.
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Chapter 2

The Topology of Foliations

on Two-Dimensional Surfaces

Generated by Morse Functions

2.1. SIMPLE MORSE FUNCTIONS

Consider the space of smooth functions on a smooth manifold. What is the structure
of typical smooth functions that are in some sense generic? How do they
di�er from \exotic" functions? It is clear that the properties of a function
are determined mostly by the character of its singularities, i.e., those points where
the di�erential of the function vanishes. That is why we can reduce the above
question to the question about functions with typical singularities.

Consider a smooth function f(x) on a smooth manifold Xn , and let x1; : : : ; xn
be smooth regular coordinates in a neighborhood of a point p 2 Xn . The point p
is called critical (for the function f ) if the di�erential

df =
X @f

@xi
dxi

vanishes at the point p. The critical point is called non-degenerate if the second
di�erential

d2f =
X @2f

@xi@xj
dxi dxj

is non-degenerate at this point. This is equivalent to the fact that the determinant
of the second derivative matrix is not zero.

By the well-known Morse lemma, in a neighborhood of a non-degenerate critical
point, one can choose local coordinates in which f is written as a quadratic form:

f(x) = �x21 � x22 � : : :� x2� + x2�+1 + : : :+ x2n :

The number � is uniquely de�ned for any critical point and called its index.
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There are three possible types of non-degenerate critical points for functions
on two-dimensional surfaces: minimum, maximum, and saddle (see Fig. 2.1).

Figure 2.1

In appropriate coordinates, the function can be written as follows (if f(p) = 0):
1) f = x2 + y2 (minimum, � = 0),
2) f = �x2 � y2 (maximum, � = 2),
3) f = �x2 + y2 (saddle, � = 1).

De�nition 2.1. A smooth function is called a Morse function if all its critical
points are non-degenerate.

The following important statement holds [242]: the Morse functions are
everywhere dense in the space of all smooth functions on a smooth manifold.
In other words, any smooth function can be turned into a Morse function
by arbitrarily small perturbation. Degenerate critical points split, as a result,
into several Morse-type (i.e., non-degenerate) singularities.

It is also known that, if Xn is a closed manifold, then the Morse functions
form an open everywhere dense subset in C2 -topology in the space of smooth
functions on Xn .

In what follows, by f�1(r) we shall denote the preimage of a value r of f ;
besides, a will denote regular values of the function, i.e., those whose preimage
contains no critical points. In this case, f�1(a) is a smooth submanifold in Xn

according to the implicit function theorem.
By c we shall denote critical values of f , i.e., those in whose preimage there is

at least one critical point. By arbitrarily small perturbation, one can do so that,
on every critical level c (i.e., on the set of x's for which f(x) = c), there is exactly

Figure 2.2

one critical point. In other words, the critical points which occur in the same level
can be moved to close but di�erent levels (Fig. 2.2). If each critical level f�1(c)
contains exactly one critical point, then f is called a simple Morse function.

Copyright 2004 by CRC Press LL



2.2. REEB GRAPH OF A MORSE FUNCTION

Let f be a Morse function on a compact smooth manifold Xn . For any a 2 R

consider the level surface f�1(a) and its connected components, which will be called
�bers. As a result, on the manifold there appears the structure of a foliation with
singularities. By declaring each �ber to be a point and introducing the natural
quotient topology in the space � of �bers, we obtain some quotient space. It can
be considered as the base of the foliation. For a Morse function, the space � is
a �nite graph.

De�nition 2.2 [304], [152]. The graph � is called the Reeb graph of the Morse
function f on the manifold Xn . A vertex of the Reeb graph is the point
corresponding to a singular �ber of the function f , i.e., a connected component
of the level that contains a critical point of f . A vertex of the Reeb graph is called
an end-vertex, if it is the end of one edge only. Otherwise, the vertex is called
interior.

Consider, for instance, the two-dimensional torus in R
3 embedded as shown

in Fig. 2.3, and take the natural height function to be a Morse function on the torus.

Figure 2.3

Then its Reeb graph has the form shown in Fig. 2.3. In Fig. 2.3 one can see
another example of a Morse function on the sphere with two handles (again a height
function). Here the Reeb graph is little more complicated.

Lemma 2.1. The end-vertices of the Reeb graph correspond in a one-to-one

manner to local minima and maxima of the function. The interior vertices

of the Reeb graph correspond in a one-to-one manner to the singular �bers that

contain saddle critical points.

The proof is evident. �

If it is known in advance whether the surface X is orientable or not, then
the Reeb graph of a simple Morse function allows one to reconstruct the topology
of the surface.

Theorem 2.1. Let f be a simple Morse function on a closed two-dimensional

orientable (or, respectively, non-orientable) surface X . Then its Reeb graph

determines this surface uniquely up to a di�eomorphism.
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Proof. For a simple Morse function f , there is a natural one-to-one correspon-
dence between its critical points and vertices of the Reeb graph. Indeed, each
vertex of the Reeb graph corresponds to a certain critical �ber. Since f is simple,
this critical �ber contains exactly one critical point. According to Lemma 2.1, we
can uniquely divide the vertices of the Reeb graph into two classes: end-vertices
(which denote local minima and maxima) and interior ones (which denote saddle
critical points). It is well known that the Euler characteristic of a two-dimensional
closed manifold is equal to the di�erence between the number of local minima
and local maxima (i.e., the number of end-vertices) and the number of saddles
(i.e., the number of interior vertices). Thus, using the Reeb graph only, we
can compute the Euler characteristic of the surface. Since we know in advance
whether the surface is orientable or not, this completes the proof, because the Euler
characteristic is the complete topological invariant of a surface both in the orientable
and non-orientable cases. �

If the function is complicated (not simple), then the analog of Theorem 2.1
does not hold. The point is that, in this case, there can be several critical points
on a singular �ber. That is why, unlike the case of a simple Morse function,
the information about the number and types of vertices of the Reeb graph does not
allow one to compute the Euler characteristic of the surface.

2.3. NOTION OF AN ATOM

Let f be a Morse function on a surface X2 (orientable or non-orientable). Let g be
another Morse function on another surface Y 2 . A natural question appears: when
can these functions be regarded as equivalent ones?

Consider the two pairs (X2; f) and (Y 2; g).
Every Morse function determines a foliation on the surface. By de�nition, its

�bers are the connected components of levels of the function. In the neighborhood
of each regular �ber, this foliation is trivial, being just the direct product of a circle
by an interval. On the contrary, in the neighborhood of a singular �ber the foliation
may have a rather complicated structure.

De�nition 2.3. The Morse functions f and g on surfaces X2 and Y 2 are called
�berwise equivalent if there exists a di�eomorphism

�:X2 ! Y 2 ;

which transforms the connected components of level lines of the function f into
those of the function g . Sometimes we shall say that the pair (X2; f) is �berwise
equivalent to the pair (Y 2; g).

Remark. Under the above �ber equivalence, two connected components of some
level line of the function f may be mapped into connected components lying
on di�erent levels of the function g . In other words, connected components, which
initially belong to the same level of one function, can move onto di�erent levels
of the other function.
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It is a natural problem to give the classi�cation of Morse functions on
two-dimensional surfaces up to the �ber equivalence. To solve it, at �rst we need
to study the local question, namely, to describe the local topological structure
of singular �bers.

We begin with an informal de�nition. An atom is de�ned to be the topological
type of a two-dimensional Morse singularity. In other words, this is the topological
type of a singular �ber of the foliation de�ned on a two-dimensional surface
by a Morse function. More precisely, we can reformulate this as follows.

De�nition 2.4. An atom is a neighborhood P 2 of a critical �ber (which is
de�ned by the inequality c�" � f � c+" for su�ciently small "), foliated into level
lines of f and considered up to the �ber equivalence. In other words, an atom is
the germ of the foliation on a singular �ber.

The atom P 2 is called simple, if the Morse function f in the pair (P 2; f) is
simple. The other atoms are called complicated. The atom is called orientable

(oriented) or non-orientable depending on whether the surface P 2 is orientable
(oriented) or non-orientable.

Remark. We are not interested yet in the orientation of the surface and
the direction of increasing the function f .

Remark. In some of our early papers on this subject, the notion of orientability
and non-orientability of an atom had another sense and was related to the ori-
entability or non-orientability of separatrix diagrams for hyperbolic periodic orbits
of a Hamiltonian vector �eld.

For our purposes, it will be useful to introduce an important notion of an f -atom,
or framed atom, which takes into account the direction of increasing the function f .

Let c be a critical value of f on X2 and c0 be a critical value of g on Y 2 .
Consider their singular �bers

f�1(c) and g�1(c0)

and suppose that they are connected.

De�nition 2.5. Morse functions f and g are called �berwise frame equivalent

in the neighborhoods of singular �bers f�1(c) and g�1(c0) if there exist two positive
numbers " and "0 and a di�eomorphism

�: f�1(c� "; c+ ")! g�1(c0 � "0; c0 + "0)

that maps level lines of f into those of g and preserves the direction of the growth
of functions, i.e., � maps ff > cg into fg > c0g.

Denote the surface with boundary f�1(c� "; c+ ") by P 2
c . Sometimes we shall

omit the index c in this notation.

De�nition 2.6. Consider a pair (P 2; f), where P 2 is a connected compact
surface with boundary @P 2 , and f is a Morse function on it with a single critical
value c such that f�1(c� ")[ f�1(c+ ") = @P 2 . The �ber frame equivalence class
of this pair (P 2; f) is called an f -atom (or framed atom).

Remark. Each atom corresponds to two f -atoms. They are obtained one from
the other by changing the sign of the function given on the atom. Sometimes, these
two atoms turn out to be equivalent (i.e., simply coincide).
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2.4. SIMPLE ATOMS

What do level lines of a Morse function on a two-dimensional surface look like?
If a is a regular value of the function, then the corresponding level line

consists of several non-intersecting smooth circles. Let us now look what happens
to them when they cross a singular level. We begin with the case of an orientable
surface.

2.4.1. The Case of Minimum and Maximum. The Atom A

First consider a non-singular level line which is close to a local maximum point.
This line is a circle. As the regular value tends to the local maximum, the circle
shrinks into a point (Fig. 2.4). Let us represent this evolution and the bifurcation
in the following conventional, but quite visual manner. Every regular level line
(a circle) we represent as one point which is located on the level a (Fig. 2.4).
As a changes, this point moves running through a segment. At the moment,
when the value of the function becomes critical (equal to c), a circle has shrunk
into a point. Denote this event by the letter A with a segment going out of it. This
segment is directed downwards.

Figure 2.4

In the case of a local minimum, we proceed in the similar way (Fig. 2.4). Here
the segment descends from above and ends with the letter A.

We shall also suppose that the letter A denotes a disc with the marked center
foliated into concentric circles. We have obtained the example of the simple atom A.

There are two di�erent f -atoms corresponding to the atom A. One of them
corresponds to the maximum of a function, the other corresponds to its minimum.
By convention, we shall distinguish them by putting the arrow on the edge showing
the direction of increasing the function (Fig. 2.4).
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2.4.2. The Case of an Orientable Saddle. The Atom B

If c is a critical saddle value, then the singular level line looks like a �gure eight
curve. As a tends to c, two circles are getting closer and, �nally, touch at a point.

Figure 2.5

After this, the level line bifurcation happens and, instead of two, we obtain
just one circle. This process is also shown in Fig. 2.5. By changing the direction,
one can speak, conversely, about the splitting of one circle into two circles.
The initial circle constricts in the middle; then two points of the circle glue together;
and after that, the �gure eight curve obtained divides into two circles. Proceeding
in the same way as in the previous case, i.e., representing each regular circle
by a point and looking after their evolution, we obtain the graph shown in Fig. 2.6.
We denote this atom by B .

Figure 2.6

As in the previous case, there are two di�erent f -atoms corresponding to B .
We distinguish them by putting arrows on the three edges incident to the letter B
(see Fig. 2.6). The corresponding graph with oriented edges describes either
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the splitting of one circle into two circles or the inverse bifurcation of two circles
into one.

The atom B can be imaged in a slightly di�erent way (Fig. 2.5), namely, as a at
disc with two holes foliated into level lines of the Morse function.

2.4.3. The Case of a Non-orientable Saddle. The Atom eB
Now let us give up the orientability assumption on X2 . The bifurcations of type A
are similar in both orientable and non-orientable cases. A di�erence appears
in the case of a saddle. First, let us see how a saddle bifurcation happens

Figure 2.7

in the orientable case (Fig. 2.7). To a boundary circle (presenting the boundary
of the manifold ff(x) � c� "g, where " is small enough) one glues a narrow strip
(a rectangle). Moreover, we do this gluing operation in such a way that the surface
obtained remains orientable. As a result, the boundary becomes homeomorphic
to two circles. After replacing f by �f , the direction of the bifurcation changes:
two boundary circles transform into one.

Consider now the case, when bifurcations happen inside a non-orientable surface.
Some of them can be similar to those in the orientable case. However, there is

Figure 2.8

at least one bifurcation, which is in essence arranged in a di�erent way. It is shown
in Fig. 2.8. Here a twisted (by 180�) strip is glued to the same boundary circle
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of the surface ff � c � "g. As a result, a new M�obius strip appears inside
the surface ff � c+"g. It is clear that, in this case, after crossing the critical level c
one circle ff = c � "g turns again into one circle ff = c + "g. Using the above
symbolics, i.e., presenting each regular level line (= circle) by a point, we have

to draw the above described evolution as shown in Fig. 2.8: the letter eB which
is put in the middle of a segment. This letter conventionally denotes the simplest
non-orientable bifurcation.

Figure 2.9

The surface P 2 = f�1(c � "; c+ ") for the non-orientable atom eB is presented
in Fig. 2.9. It is obtained by gluing two M�obius strips together.

2.4.4. The Classi�cation of Simple Atoms

It is easy to see that any simple atom coincides with one of the atoms A;B; eB
described above.

Theorem 2.2. A simple atom has either the type A, or B , or eB . These

three atoms correspond to �ve f -atoms : two for the atom A, two for the atom B ,

and one for the atom eB .

Proof. It follows from the Morse lemma that any bifurcation of the surface
ff � c�"g, where f is a simple Morse function, under transition through the critical
level c is reduced to gluing either a 2-disc or a rectangle to the boundary of the set
ff � c�"g. Gluing a 2-disc gives the atom A. Gluing a rectangle leads either to B

or to eB . �

It is possible to give another proof of Theorem 2.2, which is useful for under-
standing the topology of atoms.

Consider a small disc around a critical saddle point of a Morse function f and
take the region fc � " � f � c + "g inside this disc. Then mark the subregions
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where f � c is positive and negative. We obtain an object which will be called
a cross (Fig. 2.10). The four oriented segments �; �; ; � shown in Fig. 2.10

Figure 2.10

will be called its ends. The orientation on each of them indicates the direction
of increasing f , i.e., that of its gradient.

Figure 2.11

The whole surface P 2 = fc � " � f � c + "g is obtained from this cross
by means of a simple procedure. One needs to glue pairwise the ends of the cross,
taking into account their orientation. It is clear that there are three possibilities
for gluing. They are shown in Fig. 2.11. As a result, we obtain two di�erent
orientable f -atoms corresponding to the atom B , and one non-orientable f -atom

corresponding to the atom eB . Thus, in the case of a saddle atom, there are no
other possibilities. The theorem is proved. �
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2.5. SIMPLE MOLECULES

2.5.1. Notion of a Simple Molecule

Let f be a simple Morse function on a compact closed surface X2 (orientable or
non-orientable). Consider its Reeb graph � . The vertices of � correspond to critical
�bers of f . Let us replace these vertices by corresponding atoms (either A,

or B , or eB). We assume here that, for each atom, we have �xed its canonical
model described above. Each edge of the Reeb graph incident to a certain vertex
is assigned to one of the boundary circles of this model, and this correspondence
is assumed to be �xed. This remark is important only for the atom B (in the case
of simple atoms), because its boundary circles (corresponding to the edges incident
to a vertex of � of degree 3) are not equivalent.

De�nition 2.7. The graph obtained is called a simple molecule W .

In fact, the notion of the simple molecule does not di�er yet from that
of the Reeb graph. However, for complicated Morse functions the molecule W will
carry more information than the Reeb graph � .

Endow the edges of W with the orientation corresponding to the direction
of increasing f .

De�nition 2.8. The directed graph obtained is called a simple f -molecule.

2.5.2. Realization Theorem

Consider a connected �nite graph with vertices of degree 1, 2 or 3. At each vertex

of degree 1 we put the atom A. At each vertex of degree 2 we put the atom eB ,
and at each vertex of degree 3 we put the atom B . Then we endow each edge
of the graph with an orientation so that every saddle atom obtains at least one
incoming edge and at least one outgoing edge.

Assume now that this graph admits an immersion into the 2-plane under which
the edges will be all oriented upwards.

Theorem 2.3. Any such graph is a simple molecule, i.e., there exists a two-

dimensional surface and a simple Morse function on it such that its molecule

coincides with this graph.

The proof is evident. �

Note that, if the 2-surface X2 is orientable, the molecule W has no atoms

of type eB .

Theorem 2.4. Let W (X2; f) and W (Y 2; g) be simple molecules corresponding

to Morse functions f :X2 ! R and g:Y 2 ! R on orientable surfaces X and Y .

If the molecules coincide, then X and Y are di�eomorphic, and the functions

f and g are �berwise equivalent.

Proof. The molecule tells us from what pieces we should glue the surface and
which of their boundary components should be glued together. Besides, we must
glue the pieces taking into account their orientations. To do this, we need �rst
to de�ne some orientation on each atom. It can be done in two di�erent ways.

Copyright 2004 by CRC Press LL



But for the simple atoms A and B there always exists a homeomorphism of the atom
into itself which changes the orientation but preserves the foliation. Therefore,
the result of gluing does not depend on the choice of orientation on each atom. This
proves the theorem. �

2.5.3. Examples of Simple Morse Functions and Simple Molecules

Example 1. Consider the standard height function on the torus embedded in R3 ,
as shown in Fig. 2.12. It is clear that this function is a simple Morse function and
its molecule has the form illustrated in Fig. 2.12. It is easy to see that this Morse
function on the torus is minimal, i.e., has the minimal possible number of non-
degenerate critical points.

Figure 2.12 Figure 2.13

Example 2. A minimal simple Morse function on the pretzel, i.e., on the sphere
with two handles, is realized as the height function on the embedding of the pretzel
presented in Fig. 2.13. The corresponding simple molecule is also shown here.

Example 3. A minimal simple Morse function on the projective plane RP 2

can be constructed in the following way. Recall that the projective plane can be
presented as the result of gluing a square, as shown in Fig. 2.14. The foliation
on RP 2 into level lines of such a function and the corresponding molecule are
presented in Fig. 2.15.

Figure 2.14
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Figure 2.15

This function can be also written as follows. Consider the homogeneous
coordinates (x : y : z) on RP 2 . Then the desired function has the form

f(x : y : z) =
x2 + 2y2 + 3z2

x2 + y2 + z2
:

Example 4. A minimal simple Morse function on the Klein bottle can be
constructed in the following way. De�ne the Klein bottle as the result of gluing

Figure 2.16

a square shown in Fig. 2.16. Then the level lines of the desired function and
the corresponding simple molecule have the form shown in Fig. 2.17.

Figure 2.17
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It is an interesting fact that this function can be realized as the height function
on an appropriate immersion of the Klein bottle into R3 . To this end, we should
consider its standard immersion and then lay it down to the horizontal plane.
We should also blow up the Klein bottle in order for the height function to have
only one minimum and one maximum.

By the way, there exists another simple Morse function on the Klein bottle,
whose molecule coincides with the simple molecule on the torus (Fig. 2.12). This
function can be realized as the height function on the immersion of the Klein bottle

Figure 2.18

into R3 as shown in Fig. 2.18. We also presented the evolution of its level lines.

Note that there are no atoms eB in this molecule although the Klein bottle is non-
orientable.

Example 5. Let us return once more to the simple Morse function on the pro-

jective plane that was constructed in Example 3. Its molecule is A�� eB��A .
It turns out that it also can be realized as the height function on an appropriate

immersion of RP 2 into R
3 . Moreover, such an immersion is the well-known

Boy surface. Recall its construction. Consider the standard immersion of the Klein
bottle lying on the horizontal plane and cut it in halves as shown in Fig. 2.19.
We obtain two immersed M�obius strips. Take only one of them, namely, the lower
half (Fig. 2.19), and glue a disc along its boundary circle. The result is RP 2 .
It is convenient to make such gluing in the following way. Lifting the horizontal
plane up, we shall smoothly deform the boundary of the M�obius strip immersed
into the plane, as illustrated in Fig. 2.20. When the curve is unfolded and
transformed into the embedded circle, we glue it up by a disc. After this gluing,
the M�obius strip turns into the projective plane.
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Figure 2.19 Figure 2.20

Figure 2.21
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Thus, we have described the immersion of RP 2 into R3 , which is the Boy surface.
Consider the height function on it (the projection to the vertical line). The evolution
of its level lines is shown in Fig. 2.21(a). It is seen that this function has the only
saddle point. Since RP 2 is non-orientable, this point must correspond to the non-

oriented saddle atom eB . As a result, we obtain the desired molecule A�� eB��A .
It is possible to imagine this height function on RP 2 in another, more visual

way. Consider the well-known image of RP 2 in R3 , shown in Fig. 2.21(b). This is
an algebraic surface K � R

3 with singularities, which can be given by the following
polynomial equation:

(k1x
2 + k2y

2)(x2 + y2 + z2)� 2z(x2 + y2) = 0 :

Now consider the height function h:K ! R on it. It is clear that it is
possible to choose a smooth mapping g:RP 2 ! K such that the superposition
h � g:RP 2 ! R is a Morse function. It is seen then that h � g has exactly three

critical points, and its molecule has the form A�� eB��A.
A model of the atom eB with singularity in R3 is separately shown in Fig. 2.21(b).

Here one of its boundary circles is \at", the other is immersed into a plane.
Note that any simple Morse function on a two-dimensional surface (both

orientable and non-orientable) can be realized as a height function on an appropriate
immersion of the surface into R3 .

2.5.4. The Classi�cation of Minimal Simple Morse Functions
on Surfaces of Low Genus

Using simple molecules, it is possible to give the classi�cation of simple Morse
functions on oriented surfaces of low genus up to �ber equivalence. In the class
of simple Morse functions one can distinguish a subclass of simple minimal Morse
functions. In this context, minimality means that the number of critical points
of a function is minimal (for a given surface). As is well known, if f is a minimal
Morse function on X2 , then it has exactly one minimum and one maximum, and
the number of saddles is 2g , where g is the genus of X2 (number of handles).
For example, on the sphere there is just one minimal Morse function (up to �ber
equivalence). This is the height function on the standard embedding S2 � R

3 .
To obtain this classi�cation on the surface of genus g , it is su�cient to list

all simple molecules that contain exactly two atoms A (one of which corresponds
to a minimum, and the other corresponds to a maximum) and 2g atoms B

(corresponding to 2g saddles).

Theorem 2.5. The number of �ber equivalence classes of simple minimal Morse

functions on a closed oriented surface of genus g is equal to

1 for the sphere (i.e., g = 0),
1 for the torus (i.e., g = 1),
3 for the pretzel (i.e., g = 2),
16 for the sphere with three handles (i.e., g = 3).

The simple molecules corresponding to these classes are illustrated in Fig. 2.22.

The proof is a simple enumeration of simple molecules. �
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Figure 2.22
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The �ber equivalence relation can be made a little stronger in the following way.
Two Morse functions f and g on a surface M are called topologically equivalent if
there exist di�eomorphisms �:M !M and �:R ! R such that f(�(x)) = �(g(x)).
In addition, we assume that the di�eomorphism � of the real line into itself preserves
orientation.

The di�erence between the �ber equivalence and topological equivalence can
be explained as follows. Let a certain level line of a Morse function consist
of several connected components. Under �ber equivalence, these components are
allowed to move to di�erent levels of a Morse function, whereas under topological
equivalence they have to remain on the same level (although the corresponding
value of the function can change). In particular, when studying the topological
equivalence, we can assume that the critical levels of a Morse function are naturally
ordered (in ascending order). It is important that this order is not changed under
topological equivalence of Morse functions. That is why the number of topological
equivalence classes of Morse functions is greater than that for �ber equivalence.
We formulate the theorem proved by E.V. Kulinich.

Theorem 2.6. The number of topological equivalence classes of simple minimal

Morse functions on a closed oriented surface of genus g is equal to

1 for the sphere (i.e., g = 0),
1 for the torus (i.e., g = 1),
3 for the pretzel (i.e., g = 2),
31 for the sphere with three handles (i.e., g = 3),
778 for the sphere with four handles (i.e., g = 4),

37998 for the sphere with �ve handles (i.e., g = 5),
3171619 for the sphere with six handles (i.e., g = 6).

All the Reeb graphs corresponding to the Morse functions of the above type
on the torus, pretzel, and sphere with three handles are presented in Fig. 2.23(a,b).
In this �gure, we take into account the mutual disposition of saddle critical levels
of a Morse function. A critical point related to a greater value of the function is
located higher than the critical points with smaller critical values. Those Reeb
graphs which belong to the same �ber equivalence class are surrounded by the dotted
line in Fig. 2.23. If we eliminate all duplicates from Fig. 2.23, we obtain Fig. 2.22.

Figure 2.23(a)
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Figure 2.23(b)
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2.6. COMPLICATED ATOMS

An atom is called complicated if on the critical connected level of the function f

there are several (more than one) critical points. Such objects naturally arise
in many problems in geometry and physics. We give now a simple example. Suppose
that a �nite group G acts smoothly on a surface X2 , and let f be a G-invariant
Morse function. Then, as a rule, such a function will be complicated. Indeed, if,
for instance, the orbit of a critical point x belongs entirely to a connected component
of the level line ff(x) = constg, then this level contains several critical points.

Figure 2.24

An example is shown in Fig. 2.24. Here the height function is invariant
with respect to the group Z5. The connected critical level, containing �ve critical
points, is also shown in Fig. 2.24. Of course, a small perturbation can make
the function into a simple one by moving critical points into di�erent levels.

Figure 2.25

However, this destroys the Z5-symmetry, as is seen from Fig. 2.25. Thus,
in the problems that require studying symmetries of di�erent kinds, one has
to investigate complicated Morse functions as an independent object.

As we show below, complicated Morse functions also appear naturally in
the classi�cation theory for Morse{Smale ows on two-dimensional manifolds.
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The main representation of a complicated atom is its representation as a tubular
neighborhood of the critical level of a Morse function.

Figure 2.26

The atom is realized as a two-dimensional surface, which consists of several
crosses and strips that connect them as shown in Fig. 2.26. Therefore, we can give
another equivalent geometrical de�nition of an atom.

De�nition 2.9. An atom is de�ned to be a pair (P 2;K), where P 2 is
a connected compact two-dimensional surface with boundary (orientable or non-
orientable), and K � P 2 is a connected graph satisfying the following conditions:

1) either K consists of a single point (i.e., isolated vertex of degree 0) or all
the vertices of K have degree 4;

2) each connected component of the set P 2 n K is homeomorphic to an an-
nulus S1 � (0; 1], and the set of these annuli can be divided into two classes
(positive annuli and negative ones) in such a way that, for each edge of K ,
there is exactly one positive annulus and exactly one negative annulus incident
to the edge.

As before, every atom can be retracted (shrunk) onto its graph K .

We illustrate several pairs (P 2;K) that are not atoms in Fig. 2.27.

Figure 2.27
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We shall consider atoms up to a natural equivalence: two atoms (P 2;K) and

(P 02;K 0) are equivalent if there exists a homeomorphism mapping P 02 onto P 2 ,
and K 0 onto K .

The partition of annuli into positive and negative ones described in De�nition 2.9
can be done in two di�erent ways (we can just replace negative annuli with positive
ones). If this partition is �xed, then we come to the notion of an f -atom.

De�nition 2.10. An f -atom is an atom from De�nition 2.9 with a �xed
partition of its annuli into positive and negative ones.

It is clear that one can de�ne a Morse function f on an f -atom (P 2;K)
in such a way that the graph K will be its critical level (for de�niteness,
K = f�1(0)), and f will be positive on the positive annuli, and negative on
the negative ones.

De�nition 2.11. The vertices of the graph K , i.e., the critical points of f ,
are called the vertices of the atom. The number of vertices is called the complexity

of the atom.

We usually denote the atom by some letter with several incoming and outgoing
edges. Each edge represents a certain annulus of the atom (see above). Since every
annulus has exactly one boundary circle, it is natural to say that the corresponding
edge has the end-point which represents this boundary circle.

De�nition 2.12. The ends of these edges are called the ends of the atom, and
the number of the ends is called its valency. If we take into account the direction
of increasing f , then we can naturally introduce the notion of positive and negative

edges, corresponding to positive and negative annuli respectively. We shall assume
the positive edges to be outgoing, and the negative edges to be incoming.

For convenience we endow the edges of the atom with the arrows indicating
their orientation (Fig. 2.28).

Figure 2.28

As before, the arrows on the edges of atoms show the direction of increas-
ing the function f .

Consider boundary circles of the atom and glue up each of them by a 2-disc.

We obtain a closed surface eP 2 without boundary.

De�nition 2.13. Genus g of the atom (P;K) is de�ned to be the genus

of the surface eP 2 . If eP 2 is orientable, then g is the number of handles, if eP 2

is non-orientable, then g is the number of M�obius strips. The atom is called planar

if the surface eP 2 obtained is the sphere.
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Figure 2.29

Some examples are presented in Fig. 2.29.

a) The orientable atoms A and B have genus zero, since eP 2 is the sphere.

b) The orientable atom C1 has genus one, since eP 2 is the torus.

c) The non-orientable atom eB has genus one, since eP 2 is the projective plane,
i.e., the sphere with one M�obius strip.

d) The non-orientable atom M has genus two, since eP 2 is the Klein bottle,
i.e., the sphere with two M�obius strips.

Given the atom, it is easy to �nd its genus. To this end, it su�ces to compute

the Euler characteristic of eP 2 .

Proposition 2.1. The Euler characteristic � of the surface eP 2 is computed

as follows

� = V �E +R ;

where V is the number of vertices, E is the number of edges of the graph K , and

R is the number of annuli of the atom (P;K). Or, equivalently,

� = R� V

(since the number of vertices V is twice less than the number of edges E ).

Proof. The graph K gives a cell decomposition of the surface eP 2 . Therefore,
the number V � E + R coincides with the alternated sum of zero-dimensional,
one-dimensional, and two-dimensional cells, which is evidently equal to the Euler
characteristic. �
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2.7. CLASSIFICATION OF ATOMS

2.7.1. Classi�cation Problem

There are two kinds of atoms: atoms of type A and saddle atoms. The atoms
of type A are all isomorphic. If we consider an atom as an equivalence class, then
it is better to say that there is just one atom A. That is why the classi�cation
problem in fact relates to saddle atoms.

In this section we shall speak about saddle atoms only, referring to them
as simply atoms (unless otherwise speci�ed).

As we show below, the atoms admit a rather natural classi�cation. We shall
present an algorithm of enumerating all atoms. Then we shall indicate an algorithm
which compares two given atoms and answers the question of whether they are
equivalent or not. Let us note that the classi�cation of atoms is not a trivial
problem. Indeed, an atom is a pair: a surface with a graph embedded
into it. Consider �rst a more general problem when there are no restrictions

to the embedded graph. Let (P 2;K) and (P 02;K 0) be two such pairs. Does
there exist a homeomorphism that maps P onto P 0 and K onto K 0? This
more general problem is algorithmically solvable. But the answer for certain
pairs can be a rather unwieldy procedure, since the problem is related to deep
properties of fundamental groups of two-dimensional surfaces. In our case, there is
a facilitating circumstance that the graph K imbedded into P possesses some
additional properties. In particular, we know that the complement of K in P is
a disjoint union of annuli. This makes it possible not only to construct abstract
algorithms for enumerating and recognition, but also to realize this algorithm
on a computer.

2.7.2. Algorithm of Enumeration of Atoms

It is clear that we may restrict ourselves with atoms of �xed complexity. Thus,
consider the set of all atoms with a �xed number of vertices m.

Take m colored crosses. A colored cross is shown in Fig. 2.10. The arrows
on its edges are directed from \white" to \black". Mark the ends of all crosses
by letters in such a way that each letter occurs exactly twice. In other words, we
divide the collection of ends into pairs and mark each pair by a common letter. Then
we glue the ends marked by the same letter taking into account their orientation
(i.e., adjusting the arrows).

It is easily seen that, as a result of this operation, we obtain a certain atom.
The black regions of crosses give positive annuli, and the white regions give negative
annuli. By exhausting all possibilities for gluing, we construct a certain set
of surfaces. We then select only connected surfaces among them. As a result, we
evidently obtain the set of all atoms of �xed complexity m, but, perhaps, with
duplicates. In other words, this list is excessive, because two di�erent procedures
of gluing can generate the same surface with a graph. Nevertheless, we obtain
the complete list of atoms.
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2.7.3. Algorithm of Recognition of Identical Atoms

It remains to solve the recognition problem for the �nite list of atoms of com-
plexity m, i.e., to answer the question whether two atoms from the list obtained
are equivalent or not.

Consider two atoms that were obtained as a result of gluing crosses. It is con-
venient to reformulate the problem as follows. Consider a collection of crosses:
(cross 1), (cross 2), : : :, (cross m), and two codes giving the rules for gluing
their ends (Fig. 2.30). One needs to �nd out whether the atoms obtained
are homeomorphic as surfaces with embedded graphs.

Figure 2.30

Determining a certain rule of gluing is equivalent to �xing an element �

in the �nite group of permutations S4m . Recall that each cross has four ends, so
the set of all ends consists of 4m elements. To determine the gluing operation,
for each end x one has to indicate the other end �(x) which is glued with x. This
correspondence x ! �(x) can be considered as a permutation of 4m elements.
However this permutation � is not arbitrary, but satis�es some natural conditions:

1) since the ends are glued pairwise, the permutation � is an involution.
2) since each x cannot be glued with itself, then �(x) 6= x.
In other words, � is an involution without �xed points. Conversely, any such

involution is realized as a certain gluing of crosses whose result is an atom.
Let us denote the subset of such involutions in S4m by Gm . Now the question

is what elements � 2 Gm give the same atom?
Assume that two gluing operations give the same result. This means that

there exists a homeomorphism from one atom onto the other. But each atom
consists of crosses (with indicated gluing of their ends). The homeomorphism gives,
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consequently, some homeomorphism of the disjoint union of m crosses onto itself.
This homeomorphism can be considered as a composition of two transformations.
The �rst one is a permutation of crosses. The second is some symmetry of a cross
onto itself (which takes into account the coloring, i.e., maps \white to white"
and \black to black"). There are exactly four such symmetries corresponding
to the elements of the group Z2�Z2.

We can reformulate this by saying that we have described the action of some
subgroup H � S4m on Gm .

To clarify if two gluing operations are equivalent, it is su�cient to check whether
the corresponding permutations belong to the same orbit of the H -action on Gm .
Since H is �nite, as well as Gm , the answer is given, for example, just by exhaustion.

Since, from the very beginning, we have �xed the coloring of the crosses,
the above algorithm in fact recognizes equivalent f -atoms, but not just atoms.
To solve the classi�cation problem for atoms, one needs to consider one more
transformation, namely the permutation of white and black colours on all the crosses
simultaneously, i.e., on the whole atom. This extends H by means of the group Z2.
The generator of this additional group Z2 acts as follows: on each cross we apply
the symmetry with respect to the vertical line passing through its center (Fig. 2.30).

The above algorithm is, of course, rather simple and natural, but not su�ciently
e�ective because it requires considering too many possible cases. That is why
an interesting problem is to �nd another, more e�ective algorithm. We discuss it
in the next section.

2.7.4. Atoms and f-Graphs

The useful reformulation of the notion of an atom, which we discuss below, was
proposed by A. A. Oshemkov [279].

We begin with the de�nition of an abstract f -graph � , and then shall explain
how f -graphs are connected with atoms.

De�nition 2.14. A �nite connected graph � is said to be an f -graph if
the following conditions hold:

1) all vertices of � have degree 3;
2) some of the edges of � are oriented in such a way that each vertex of �

is adjacent to two oriented edges, one of which enters this vertex and the other
goes out of it (a vertex can be the beginning and the end of the same oriented edge
if this edge is a loop);

3) each non-oriented edge of � is endowed with a number �1.

Remark. Note that an f -graph � is not assumed to be embedded into any
surface. This is a discrete object which can be completely de�ned as a list of oriented
edges (i; j) and non-oriented edges (k; l; "), where i; j; k; l are the numbers
of the vertices of � , and " = �1 is the mark associated with a non-oriented edge.

It follows from condition (2) in the above de�nition of an f -graph that its
oriented edges form non-intersecting oriented cycles. Besides, each vertex of such
a cycle is incident to exactly one non-oriented edge. Using this observation, we can
also describe an f -graph in the following way.
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Consider a collection of non-intersecting oriented circles. Choose an even number
of points on them in an arbitrary way. Then divide this set of points into pairs and
connect the corresponding pairs by non-oriented segments (Fig. 2.31). The result is
just an f -graph. This construction is similar to the so-called chord diagrams used
in the knot theory (see [27]).

Figure 2.31

De�nition 2.15. We call two f -graphs equivalent if one of them can be
obtained from the other by a sequence of the following operations. It is allowed
to change orientation on all the edges of a certain cycle and, at the same
time, to change all marks on the non-oriented edges incident to this cycle
(i.e., �1 ! �1). If both of the ends of a non-oriented edge belong to the same
cycle, then the mark is not changed. The equivalence classes of f -graphs
are called f -invariants.

It turns out that there exists a natural one-to-one correspondence between
f -invariants and f -atoms introduced in Section 2.3. We now describe this
correspondence explicitly.

Consider an arbitrary f -atom. It can be represented as a surface P 2 with
boundary and a Morse function g on it with a single critical value equal
to zero. Consider the separatrices of g going from the boundary of negative
annuli into the critical points of g , i.e., vertices of the graph K = g�1(0)
(Fig. 2.32). Each pair of separatrices coming into a vertex gives a non-oriented edge
of an f -graph � . The vertices of � are the end-points of the separatrices lying
on the boundaries of negative annuli. Fixing an orientation on each boundary circle
of negative annuli of the f -atom, we obtain the oriented edges of the f -graph � .
These oriented edges are simply the arcs of oriented boundary circles between
the end-points of the separatrices.

To complete the construction of the f -graph, it remains to put marks
on non-oriented edges. It can be done using the following rule. Consider a small
neighborhood of a non-oriented edge in P 2 . This is a rectangle two of whose opposite
edges lie on the boundary circles of negative annuli and, consequently, are oriented.
If these edges induce the same orientation on the boundary of the rectangle, then
we put " = +1. If these orientations are opposite, we put " = �1.
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Let us note that the above rectangle can be considered as a handle which is
glued to negative circles of the atom after passing through the critical value of f ,
as it is usually done in the classical Morse theory.

Figure 2.32

Let us give some comments to Fig. 2.32.
The initial f -atom is presented in Fig. 2.32(a) as a surface P 2 with an embedded

graph K . The positive annuli of the f -atom are shaded.
In Fig. 2.32(b), we indicate the boundaries of negative annuli with the �xed

orientation on them. We also show the separatrices coming into critical points.
Figure 2.32(c) shows the boundaries of negative annuli (= oriented edges

of the f -graph), the separatrices (= non-oriented edges of the f -graph), and
the neighborhoods of separatrices, which allow us to determine marks " on
non-oriented edges.

In Fig. 2.32(d), we show the result of our construction, i.e., the �nal f -graph.
It is a representative of an f -invariant.

Thus, starting from the f -atom, we have constructed a certain f -graph. In this
process we �xed orientations on the boundary circles of negative annuli. However,
it is easy to see that, after changing the orientation, we obtain an equivalent f -
graph. Therefore, there is a well-de�ned mapping � from the set of f -atoms
into the set of f -invariants.

Theorem 2.7 (A. A. Oshemkov). The mapping � establishes a natural

one-to-one correspondence between the set of f -atoms and the set of f -invariants.

Proof. To show that � is a one-to-one correspondence we shall explicitly
construct the inverse mapping ��1 from the set of f -invariants to the set
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of f -atoms. First consider an f -atom represented by a pair (P 2; g). If we remove all
incoming and outgoing separatrices out of the surface P 2 , this surface will be divided
into several hexagons of the following form: two opposite sides of the hexagon
are segments of boundary circles of two annuli, one of which is negative and the other
is positive; the diagonal parallel to them is an edge of the graph K = g�1(0);
each of two remaining pairs of sides of the hexagon consists of two separatrices |
incoming and outgoing (see Fig. 2.33).

It turns out that the f -graph contains complete information about how
one should glue the hexagons obtained to obtain the initial f -atom. The recon-
struction of the f -atom according to the rule of gluing given by the f -graph is
just the desired mapping ��1 . An example of this procedure is shown in Fig. 2.34.
An f -graph with numbered edges is shown on the left, the process of gluing
the corresponding f -atom is presented on the right. We now give a formal
description of this construction.

Consider an arbitrary f -graph and enumerate its oriented edges by integers
from 1 to n. Take n hexagons of the above type. Then de�ne an orientation
on the boundary of each hexagon and denote its sides by a�i ; p

�

i ; q
�

i , where i is
a number of an oriented edge of the f -graph (see Fig. 2.33(b)). The process of gluing
the f -atom has two steps.

First, for each vertex of the f -graph, we glue the segment p�i with the seg-

ment q�j if the i-th edge comes into this vertex and the j -th edge leaves it.

The orientation of p�i and q�j must be opposite. After this, we obtain a collection

of annuli, one of whose boundary circles consists of segments a�i and the other
has the form

: : : a+i q
+

i p
+

j a
+

j q
+

j p
+

k a
+

k : : : ;

where the boundary segments are oriented in the consistent way.
In the next step we glue these annuli along segments q+i p

+

j . The rule of gluing
is as follows.

1) The segment q+i p
+

j must be glued with the segment q+k p
+
m , provided there

exists a non-oriented edge of the f -graph connecting the vertex, which is the end
of the j -th edge and the beginning of the i-th edge, with the vertex, which is the end
of the m-th edge and the beginning of the k-th edge.

2) If the mark on this non-oriented edge is +1, then the orientation of the glued
segments q+i p

+

j and q+k p
+
m must be opposite. If the mark is �1, then the orientation

of q+i p
+

j and q+k p
+
m are consistent.

Thus, we have described the algorithm for reconstructing the f -atom from
a given f -graph. It is easy to verify that, taking equivalent f -graphs, we obtain
equivalent f -atoms. This gives a mapping from the set of f -invariants into the set
of f -atoms. It is seen from our construction that this mapping is indeed inverse
to � . This proves the theorem. �

Thus, f -atoms can be coded by special graphs, which can be algorithmically
enumerated (provided their complexity is bounded). Therefore, in the theory
of atoms, a pair (P;K)=(surface, graph) can be replaced by one graph of
special kind.
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Figure 2.33

Figure 2.34

Copyright 2004 by CRC Press LL



2.7.5. Oriented Atoms and Subgroups in the Group Z �Z2

In this section, we consider only oriented atoms.

De�nition 2.16. We call an f -atom oriented if the corresponding surface P

is orientable, and the orientation on it is �xed.

Comment. Each f -atom is a frame equivalence class of pairs (P; f). For
an oriented f -atom it is required that di�eomorphisms connecting equivalent pairs
with each other preserve the �xed orientation of P .

In terms of f -invariants it means that the corresponding f -invariant can be
represented by an f -graph all of whose marks are equal to +1. Thus, ignoring
the marks (which are all +1), we see that the set of oriented f -atoms is exactly
the set of f -graphs without marks.

We now assign to each f -graph (without marks) a certain subgroup of �nite
index in the free product Z�Z2.

Consider an arbitrary f -graph � without marks and �x one of its vertices x.
Consider all continuous paths on � beginning at the vertex x and ending
at any other vertex of � . A path on the graph is considered in combinatorial sense
as a sequence of edges.

Each path is uniquely divided into segments of three kinds.
1) Motion along a non-oriented edge. We denote such a segment by a.
2) Motion along an oriented edge in the direction given by the orientation

on the edge. We denote such a segment by b.
3) Motion along an oriented edge in the direction which is opposite to the ori-

entation on the edge. Such a segment is denoted by b�1 .
As a result, each path  de�nes uniquely a word composed by the letters a; b; b�1 .
And conversely, every such word uniquely de�nes a path  on the f -graph.
We assume two words to be equivalent if one of them can be obtained from

the other by removing the following pairs of neighboring letters aa; bb�1; b�1b from
the word, or by inserting such pairs. The set of such equivalence classes of words
with the standard multiplication forms a group. Its unity is the equivalence class
of the empty word. It is clear that this group is isomorphic to the free product Z�Z2,
since it is determined by two generators a; b and one relation a2 = e.

Under this correspondence between words and paths on the f -graph with
the beginning at x, equivalent words correspond to homotopic paths with �xed ends
and vice versa. Thus, by �xing a vertex x 2 � , we establish a bijection between
homotopy classes of paths beginning at x and elements of the group Z�Z2. Under
this bijection, the set of closed paths on � corresponds to some subgroup Hx

�

of Z�Z2.
Having chosen another vertex y 2 � , we obtain another subgroup H

y
� . It can

be easily shown that the two subgroups Hx
� and H

y
� are conjugate. Indeed,

as a conjugating element g 2 Z � Z2, i.e., such that Hx
� = gH

y
� g

�1 , one can
take an arbitrary element corresponding to the homotopy class of any path in �

connecting x with y .
Let us denote by H� the conjugacy class of the subgroups in Z�Z2 corresponding

to the set of closed paths in � . We consider here di�erent sets of closed paths
related to di�erent points of the f -graph � . As a result, we have constructed
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a mapping � from the set of f -graphs without marks into the set of conjugacy
classes of the group Z�Z2.

Theorem 2.8 (A. A. Oshemkov). The mapping � establishes a one-to-one

correspondence between the set of f -graphs without marks and the set of conjugacy

classes of subgroups in Z � Z2 that have �nite index and contain no elements

of �nite order.

Proof. We �rst prove that any subgroup which is the image under the mapping �
has �nite index and contains no elements of �nite order. Consider right cosets
by the subgroup Hx

� . Take the elements hg 2 Z � Z2, where h 2 Hx
� , and g

is a �xed element. Evidently, such elements correspond one-to-one to the paths
in � that begin at the vertex x and end at some �xed vertex y (uniquely de�ned
by the element g). Therefore, the index of Hx

� is equal to the number of vertices
of the f -graph � and, consequently, is �nite.

Next, any element of �nite order in the group Z�Z2 de�ned by two generators a; b
and one relation a2 = e is conjugate to a and has order 2. This follows, for example,
from Kurosh's theorem on subgroups in free products. Assume that a subgroup Hx

�

contains such an element gag�1 . Then this element is associated with a closed
path in � . Therefore, the path corresponding to ga ends at the same vertex y

as the path corresponding to g does. But this means that the edge a is a loop (with
the beginning and end at y), which is impossible by the de�nition of an f -graph.

Thus, we have shown that the images of f -graphs under the mapping � are
subgroups of �nite index and without elements of �nite order. To complete
the proof, let us construct explicitly the mapping ��1 .

Let H be a subgroup in Z � Z2. Let us construct the graph of cosets by this
subgroup. The vertices of this graph correspond to right cosets by H . Two of such
vertices x and y are connected by a non-oriented edge if the corresponding
conjugacy classes X and Y are connected by the relation Xa = Y , where a is
the generator of Z2. Analogously, two vertices x and y are connected by an oriented
edge if the corresponding conjugacy classes X and Y are connected by Xb = Y ,
where b is the generator of Z. In this case, the edge is directed from x to y .

We now prove that, in the case when H is a subgroup of �nite index without
elements of �nite order, the graph of cosets by H is an f -graph. Indeed, that
graph is �nite and does not contain non-oriented loops. It is also clear that every
vertex x of this graph has degree 3. Moreover, x is incident to one non-oriented
and two oriented edges (incoming and outgoing). These three edges connect x with
the vertices that correspond to the conjugacy classes Xa;Xb�1; Xb (we do not
consider Xa�1 , because a�1 = a). The oriented edges can, however, coincide
by forming a loop. It happens if X = Xb. It remains to show that the f -graph
obtained does not depend on the choice of H in its conjugacy class. Indeed, if
we replace the initial subgroup H with a conjugate subgroup H 0 = gHg�1 , then
the above relations Xa = Y and Xb = Y will hold for right cosets X 0 = gX and
Y 0 = gY with respect to H 0 , since H 0g = gH . This completes the proof. �

Comment. We give another explanation of this construction in Section 2.8.

Corollary. The mapping � establishes a one-to-one correspondence between

the set of f -graphs (without marks) and the set of conjugacy classes of free subgroups

of �nite index in Z�Z2.
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2.7.6. Representation of Atoms as Immersions of Graphs into the Plane

Recall a classical theorem in two-dimensional topology.

Theorem 2.9.

a) Every oriented atom (P;K) (considered as a surface P with a graph K in it,

see above) admits a smooth orientation preserving immersion into the sphere (and,
therefore, into the plane).

b) Two such immersions of the same atom can be transformed one to the other

by means of a smooth isotopy and the loop-untying operation shown in Fig. 2.35.

Figure 2.35

Proof. a) Every atom V = (P 2;K) can be represented as a collection of crosses
whose ends are connected by narrow strips. Each cross can be embedded into
the 2-sphere separately (with preserving the orientation). After this, it remains
to embed the strips connecting the crosses. Since P 2 is assumed to be orientable,
it is evidently also possible.

b) Consider now two di�erent immersions of the same atom V = (P 2;K).
To transform one of them into the other, consider �rst the crosses of the atom.
It is clear that two embeddings of the collection of crosses can be matched
by a smooth isotopy. Moreover, it can be done without self-intersections, since
we can make the crosses su�ciently small. It remains to match the embeddings
of the narrow strips connecting the crosses. Since the ends of these strips, being
glued to the crosses, have been already matched, we can evidently transform these
embeddings one to the other (separately for each strip), using the loop-untying
operation (Fig. 2.35) if necessary. This proves the theorem. �

This theorem gives the possibility for a visual representation of the atom. Every
immersion of the atom into the sphere is uniquely reconstructed from the immersion
of the graph K . The point is that the immersion of the atom is the tubular
neighborhood of the immersion of K (Fig. 2.36).

Figure 2.36
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However, we can con�ne ourselves to immersions of the graph into the plane.
The point is that pulling an edge through in�nity is equivalent to the appearance
of two loops on the edge. But these loops, by de�nition, may be avoided (untied).

2.7.7. Atoms as Cell Decompositions of Two-Dimensional Closed Surfaces

It turns out that the classi�cation of atoms is exactly equivalent to the classi�cation
of cell decompositions of closed surfaces. Recall that a cell decomposition of
a surface is de�ned to be its representation as a union of some number of two-
dimensional, one-dimensional, and zero-dimensional cells. Equivalently, we can
assume that a cell decomposition is determined (uniquely up to a homeomorphism)
by an embedding of a certain �nite graph into the surface, which separates it
into regions homeomorphic to open discs. Under this approach, the embedded graph
is simply the one-dimensional skeleton of the cell decomposition, i.e., the union
of zero- and one-dimensional cells.

How does an atom appear in this construction? The following statement holds:
there exists a one-to-one correspondence between f -atoms and cell decompositions

of two-dimensional closed surfaces (or, equivalently, between f -atoms and embed-

dings of �nite graphs into two-dimensional closed surfaces). All the objects are
considered here up to a homeomorphism.

Figure 2.37

This statement is easy to prove. Indeed, take a cell decomposition of a sur-
face and construct an atom from it. To this end, we connect the midpoints
of a pair of neighboring edges of the given decomposition that meet at the same
vertex. Doing this for each vertex (see Fig. 2.37), we obtain some graph K .
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Evidently, all of its vertices (denoted by white points in Fig. 2.37) have degree 4.
That is just the skeleton K of the atom we are constructing. It remains
now to take a small tubular neighborhood of K in the surface. We obtain
an atom. To make this operation well-de�ned, we need one additional remark.
Two-dimensional annuli of the constructed atom can be naturally separated
into two classes. The �rst class includes the annuli that are entirely contained
inside the two-dimensional cells of the initial cell decomposition. For de�niteness,
we shall refer to them as positive annuli of the atom. The second class
consists of the annuli surrounding the vertices of the initial decomposition.
They should be called negative. As a result we get not just an atom, but
an f -atom. Thus, every cell decomposition allows us to construct a certain
f -atom.

Conversely, consider the f -atom corresponding to an atom (P;K) and the closed

surface eP obtained from P by gluing 2-discs to all of its boundary circles.

The graph K � eP determines some cell decomposition of eP . To guarantee
the above one-to-one correspondence, we have to construct another cell decom-
position. To this end, we mark the centers of negative two-dimensional discs
and connect them by edges going through the vertices of the f -atom, as shown
in Fig. 2.37. Note that each vertex of the f -atom gives exactly one such
an edge. As a result, we obtain another embedded graph which determines

a new cell decomposition of eP . Clearly, this operation will be inverse to that
described above.

The statement is proved. �

Every atom, as we know, is associated with two f -atoms. Each of them

correspond to a cell decomposition of the surface eP . It is easy to see that these
two decompositions are dual to each other.

In some sense, an f -atom can be considered as \semidual" object for a given
cell decomposition of a closed surface. Starting with a cell decomposition,
we construct the f -atom, and then, after \changing a sign" of the f -atom,
we obtain the dual decomposition by using the inverse operation. Roughly
speaking, the f -atom is located in the middle of the way from the initial cell
decomposition to the dual one. That is why it is natural to consider an f -atom
as a semidual object.

There are many problems in geometry and topology that can be reduced
to the classi�cation of cell decompositions of some surfaces. The above statement
in fact shows that those problems are reduced to the description of f -atoms.
As a good example, in Section 2.11 we discuss a new approach to the classi�-
cation of Morse and Morse{Smale ows on two-dimensional surfaces in terms of
f -atoms.

2.7.8. Table of Atoms of Low Complexity

It is convenient to denote every atom (P 2;K) by some letter with a number
of incoming and outgoing edges. The end of each edge corresponds to a certain
boundary circle of the surface P .
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It is important to emphasize that, generally speaking, the ends of an atom
(P;K) are not equivalent, because the boundary circles of the surface P are
not equivalent in the sense that not every two of them can be matched by
a homeomorphism of the pair (P;K) onto itself. We shall talk about the possible
non-equivalence of the ends in greater detail later, when we discuss the notion of
a molecule.

All atoms of low complexity (both orientable and non-orientable) are listed
in Table 2.1 (see also [65], [123]). In the same table one can see the corresponding

pairs of f -graphs, as well as the surfaces eP obtained from P by gluing discs to all
of its boundary circles.

As we already remarked, each atom is associated with two f -atoms. Sometimes
they coincide, sometimes they don't. They coincide if and only if the atom has an ad-
ditional symmetry, that is a homeomorphism which interchanges positive annuli
with negative ones. Such a homeomorphism exists, for example, for the following
atoms from Table 2.1:

C1 ; C2 ; D2 :

The list of non-orientable atoms (of complexity � 3) in Table 2.1 is completed
by V. V. Korneev.

In Table 2.2 (see also, [65], [123]) we list all the graphs (spines) K for orientable
atoms of complexity � 5. For every such graph K we indicate the number
of di�erent orientable atoms for which K can be used as a spine. In other words,
we indicate the number of admissible non-equivalent immersions of the graph K

into the sphere.

The total number of oriented atoms of a given complexity (up to 5) is also shown
in Table 2.2.

2.7.9. Mirror-like Atoms

De�nition 2.17. An atom is called mirror-like if there exists a di�eomorphism
of this atom onto itself that changes its orientation.

The mirror-likeness of an atom actually means that the atom possesses a special
non-trivial symmetry. Let us consider some examples.

Proposition 2.2. The atoms of complexity 1, 2, and 3 (see Table 2:1) are all

mirror-like.

Proof. It is seen from Table 2.1 that each of the listed atoms has a symmetry
axis, i.e., admits a reection changing the orientation. �

Not all atoms are mirror-like. An example of a non-mirror-like atom is presented
in Fig. 2.36(b).

Two atoms obtained from each other by changing orientation are called mirror

symmetric. If an atom is mirror-like, then it coincides with its mirror symmetric
reection.
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.1. Atoms of complexity 1; 2; 31; 2; 31; 2; 3 and their fff -graphs (continued)
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Table 2.2. Spines of orientable atoms of complexity � 5� 5� 5
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2.8. SYMMETRY GROUPS OF ORIENTED ATOMS

AND THE UNIVERSAL COVERING TREE

2.8.1. Symmetries of f-Graphs

Studying symmetries of atoms we suppose that the orientation on the surface P 2

is not �xed, but the partition of the annuli into positive and negative ones is.
Under this assumption, studying symmetries of an atom is equivalent to studying
symmetries of any of two f -atoms corresponding to it.

Let us �rst consider orientable atoms only.
If we represent an atom V as a pair (P 2;K), then it is natural to de�ne

a symmetry of V as a homeomorphism of the pair (P 2;K) onto itself. How-
ever, the group of such homeomorphisms is too large. It is more interesting
to consider the discrete group of symmetries of the atom which is obtained after
factorization of the total group of homeomorphisms with respect to the subgroup
of homeomorphisms isotopic to the identity mapping. That is why, speaking
of symmetries of atoms, in what follows we mean that homeomorphisms of
a pair (P 2;K) are considered up to isotopy, i.e., by de�nition, a symmetry of
an atom is an equivalence class of isotopic homeomorphisms of the pair (P 2;K)
onto itself.

By Sym(V ) we denote the group of proper symmetries of an atom V = (P 2;K),
that is, the group of symmetries that preserve the orientation of the surface P 2

(and also preserve the partition of P 2 into positive and negative annuli). Note
that this de�nition does not depend on the fact how exactly the orientation
on the surface P 2 is chosen, and how P 2 is divided into positive and negative
annuli.

By dSym(V ) we denote the total symmetry group of an atom V = (P 2;K)
that includes both orientation preserving and orientation reversing symmetries.
However, the decomposition of the surface P 2 into positive and negative annuli is
still preserved.

Proposition 2.3. If an oriented atom V is mirror-like, then the group of proper

symmetries Sym(V ) has index 2 in the total symmetry group dSym(V ). Otherwise,

these groups coincide: Sym(V ) = dSym(V ). In particular, the order of dSym(V ) is

either equal to the order of Sym(V ) or twice larger.

The proof follows immediately from the de�nitions of the groups and mirror-like
atoms. �

We �rst concentrate on studying the group of proper symmetries Sym(V ).
Consider now symmetries of f -graphs.

De�nition 2.18. We shall say that an f -graph �1 is mapped to an f -graph �2
if there is a mapping between �1 and �2 as abstract graphs, i.e., vertices are mapped
into vertices, and edges into edges. And, in addition, this mapping sends non-
oriented edges to non-oriented, and oriented edges to oriented ones, but perhaps
with simultaneous inversion of orientation on them (i.e., on all the oriented edges
at the same time).
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De�nition 2.19. A proper symmetry of an f -graph � is an isomorphism of �
onto itself that maps the oriented edges into oriented ones with preserving their
orientation. We denote the group of proper symmetries of � by Sym(� ).

An improper symmetry of � is an isomorphism of � onto itself that maps
the oriented edges into oriented ones with simultaneous inversion of the orientation
on all of them.

The set of all symmetries (both proper and improper) is called the total symmetry

group of � . We denote it by dSym(� ).

Proposition 2.4. Let V be an oriented atom, and � the corresponding f -graph.

Then the group Sym(V ) is isomorphic to Sym(� ), and the group dSym(V ) is

isomorphic to dSym(� ).

Proof. The proof immediately follows from the procedure of constructing
the f -graph corresponding to the atom V (see Section 2.7.4). The point is that
in the case of oriented atoms this procedure leads to an f -graph without marks �1
(see above). �

Thus, we can study the symmetries of atoms V in terms of f -graphs. In other
words, by computing the symmetry groups for f -graphs, we describe those
for atoms V . The symmetry groups for atoms of low complexity are listed
in Table 3.2 (Chapter 3).

2.8.2. The Universal Covering Tree over f-Graphs.
An f-Graph as a Quotient Space of the Universal Tree

Consider an arbitrary f -graph � . If we think of it as a topological space, then we
can consider various coverings over it. Moreover, it is easy to see that any covering

space e� has a natural structure of an f -graph. Indeed, one can uniquely put arrows

on the covering space e� in such a way that the projection eG ! G is a mapping
of f -graphs in the sense of De�nition 2.18.

Theorem 2.10.

a) For every f -graph � there exists a universal covering space D, which has

a natural structure of an in�nite f -graph. This universal f -graph is the same for

all f -graphs. In other words, the universal covering spaces over any two f -graphs
are isomorphic as in�nite f -graphs.

b) The universal f -graph D is an in�nite tree with vertices of degree 3
(Fig. 2.38). Each vertex is incident to one non-oriented edge, one incoming edge

and one outgoing edge.

c) The group of proper symmetries Sym(D) of the universal f -graph D is

isomorphic to the free product Z �Z2. Its action on D is described as follows. Let

x0 be a �xed vertex of D. Then the generator b of in�nite order in Z � Z2 sends

x0 to the end of the oriented edge incident to x0 . The generator a of order 2
in Z � Z2 sends x0 to the other end of the non-oriented edge incident to x0 .
After this, the action of the generators a and b on the other vertices of D is

uniquely de�ned.
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Figure 2.38

Proof. Let us prove (a) and (b) �rst. If we forget about the orientation on some
edges of the f -graph � , then the universal covering D over � is clearly a tree, all
of whose vertices have degree 3. This follows from the standard theory of covering
spaces. Evidently, there is the only way to introduce orientation on some edges
of this tree such that D becomes an in�nite f -graph and the projection D ! �
is a mapping of f -graphs. It is clear that the structure of the space D is uniquely
de�ned by the above properties. This proves items (a) and (b).

Let us prove (c). The structure of every f -graph, in particular, of the in�nite
f -graph D , is such that each of its proper symmetries is well-de�ned if the image
of at least one vertex under this symmetry is given. Thus, if we �x some vertex
of a given f -graph � , then the set of its proper symmetries is in one-to-one
correspondence with the set of possible images of this vertex. Note that, for
an arbitrary f -graph, the group of its proper symmetries, generally speaking,
does not act transitively on the set of vertices.

Let us �x a vertex x0 of the f -graph D . Evidently, x0 can be moved to any
other vertex x by an appropriate proper symmetry. Since D is a tree, there exists
the only path on the f -graph D connecting x0 with x. This path can be uniquely
written as a word composed of letters a, b, and b�1 , where the letter a means
the pass along a non-oriented edge of the tree, the letter b denotes the pass along
the arrow on an oriented edge, and b�1 denotes the pass along an oriented edge,
but in the direction opposite to the arrow on the edge (see Fig. 2.39). So, each
vertex is associated with the word representing the path from the �xed vertex x0
to it.

On the other hand, as was already shown, each vertex x 2 D is associated
with the proper symmetry of D under which the �xed point x0 is mapped into x.
By comparing these two facts, we obtain a one-to-one correspondence between
the proper symmetries of the universal tree D and the words composed from three
letters a, b, b�1 . The letter a corresponds here to the generator of order 2 in Z�Z2,
and b corresponds to the generator of in�nite order in Z� Z2. It remains to check
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Figure 2.39 Figure 2.40

that the superposition of two proper symmetries corresponds to the standard
multiplication of words. This fact easily follows from Fig. 2.40.

The statement (c) is proved. This completes the proof of Theorem 2.10. �

Thus, there appears an action of Z � Z2 on the universal tree D . Note that
the quotient space of D with respect to this action, i.e., its orbit space, is the union
of a circle and a segment (Fig. 2.41). Note that D is not a covering space over
this union, because the action of Z � Z2 on D is not free. The point is that,
the transformations gag�1 (i.e., those conjugated to the generator a or, in other
words, all the elements of order 2 in Z � Z2) always have exactly one �xed point
on the tree. This is the midpoint of a non-oriented edge. In general, it is easy
to see that any involution on a tree has a �xed point. Note that the projection of D
onto D=Z�Z2, i.e., onto the union of a circle and a segment, is an in�nite-sheeted
covering everywhere except for the only point, namely the free end of the segment
(Fig. 2.41).

Figure 2.41

Thus, all f -graphs are located between the \maximal" f -graph, that is,
the universal covering tree D , and the \minimal" graph D=Z�Z2, that is, the union
of a circle and a segment. We now want to describe all f -graphs in terms of quotient
spaces of D .

Consider an arbitrary f -graph � . Since the universal covering space over �
is D , we see that � = D=G, where G is a subgroup of Z � Z2 which acts on D
freely. This means that � is obtained from the tree D by factorization with respect
to the free action of G.
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Proposition 2.5.

a) Let � = D=G be an f -graph. Then the group G is naturally isomorphic

to the fundamental group of the graph � .

b) The group G is naturally isomorphic to the fundamental group of the atom

V = (P;K) corresponding to � , i. e., G = �1(P ).
c) The atom V and f -graph � are homotopically equivalent.

The proof evidently follows from the de�nition of an f -graph. �

Proposition 2.6. The subgroup G � Z�Z2 = Sym(D) acts freely on the tree D
if and only if it contains no elements of order 2, i.e., elements that are conjugate

to the generator a.

Proof. In one direction this statement has been proved: if the action of G is
free, then G contains no elements of order 2.

Conversely, we need to verify that, if G has no elements of order 2, then
the action is free. Assume, by contradiction, that some non-trivial symmetry has
a �xed point. Then this point can only be the midpoint of a non-oriented edge.
Indeed, if any other point is �xed, then the symmetry is the identity mapping,
because we can easily �nd a �xed vertex.

Now consider the midpoint of a non-oriented edge e which is a �xed point
of some symmetry h. Then h must have the following form: gag�1 , where g is
the element of Z�Z2 that sends x0 into one of the ends of e. Indeed, the mapping
gag�1 leaves the midpoint of e �xed. Then it must coincide with h on the ends
of the edge e, and, consequently, it coincides with h everywhere. Hence h = gag�1 ,
and Proposition 2.6 is proved. �

2.8.3. The Correspondence between f-Graphs and Subgroups in Z �Z2

Recall that we still consider only oriented atoms.

Theorem 2.11.

a) Every free subgroup G of �nite index k in Z � Z2 corresponds to a �nite

f -graph � = � (G) with k vertices which has the form � = D=G. Two such

graphs � (G1) and � (G2) coincide if and only if the subgroups G1 and G2 are

conjugate in Z�Z2. In other words, there exists a natural one-to-one correspondence

between f -graphs without marks and conjugacy classes of free subgroups of �nite

index in Z�Z2.

b) The group Sym(� (G)) of proper symmetries of � (G) is isomorphic to

the quotient group N(G)=G, where N(G) is the normalizer of G in Z � Z2

(i.e., N(G) = fh 2 Z�Z2 : hGh�1 = Gg).
c) The order of Sym(� (G)) is not greater than the number k of vertices of �

(that is, the index of G in Z � Z2). The order of the total symmetry groupdSym(� (G)) is not greater than 2k .

Proof. a) The �rst part of this statement is evident. It remains to prove that
if � (G1) = � (G2), then the subgroups G1 and G2 are conjugate. This follows
from the fact that any homeomorphism of the base of the universal covering can
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always be lifted up to a homeomorphism of the universal covering onto itself.
Therefore, under the mapping of the base into itself, the �ber over a point is mapped
into the �ber over its image. Connecting the point with its image by some path
on the base, we move the �ber along this path and obtain the required conjugation
of the subgroups.

b) Each symmetry of an f -graph � , which is the base of the universal covering
D ! � = D=G, can be lifted up to a mapping from D onto itself. Each such lifted
mapping h 2 Z� Z2 must be consistent with the initial covering. This means that
h satis�es the condition hGh�1 � G. Thus, the set of lifted mappings is exactly
the normalizer N(G) of the group G in Z�Z2. It is easy to check that two elements
of N(G) correspond to the same symmetry of the f -graph � = D=G if and only if
they belong to the same coset by G in N(G).

c) This statement in fact follows from (a) and (b). Indeed, (b) implies
that the order of the symmetry group Sym(� (G)) is the index of G in its
normalizer N(G). Since N(G) is contained in Z � Z2, the order of Sym(� (G)) is
not greater than the number of vertices of � , which is equal to the index of G
in Z�Z2. This completes the proof. �

Let us summarize the results. If G is an arbitrary subgroup in Z �Z2 which has
�nite index and contains no elements of �nite order, then we can consider its action
on the graph D . The quotient space is just that f -graph � which was constructed
above as the f -graph corresponding to the conjugacy class of the given subgroup G
(see Section 2.7.5).

Note that the corresponding projection D ! � = D=G is the universal covering
for the graph � , because G contains no elements of �nite order. This fact
guarantees that the action of G on D is free. In particular, this implies that G is
the fundamental group of the graph � (and of the atom V ). This group is obviously
free as the fundamental group of a graph.

2.8.4. The Graph J of the Symmetry Group of an f-Graph.
Totally Symmetric f-Graphs

Recall the de�nition of the Cayley graph of an abstract �nitely generated group S .
Let us choose and �x a system of generators s1; s2; : : : ; sn in S . This system is
not assumed to be minimal. Some of its elements, for instance, can be expressed
from the others.

We take all the elements of S as vertices of the graph J = JS . Then we
connect by an edge with mark si those pairs of elements g; h 2 S for which
g = hsi . The arrow on the edge is directed from h to g . Note that the graph J
depends, of course, on the choice of generators. Di�erent systems of generators lead,
in general, to di�erent graphs. Some examples of di�erent graphs J for the cyclic
group S = Z6 are shown in Fig. 2.42. In the �rst case, we take only one generator x
(of order 6); in the second, we take two generators x2 and x3 .

If a generator si is of order 2, then formally for each pair of elements transferring
one to another under multiplication by si we should draw two edges connecting
these elements, which are oriented in opposite directions. Instead of this, we shall
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Figure 2.42

draw a single edge, but without any orientation. In particular, non-oriented edges
of J in Fig. 2.42, related to the element x3 of order 2, are shown by a dotted line.

Analogously, if we are given a subgroup H � S , then we can construct
the graph J(S;H) of cosets with respect to this subgroup. The construction is,
of course, the same as above. The only di�erence is that the vertices of J(S;H)
correspond now to the cosets by H in G. The graph J = J(S) of the whole group
is obtained if H = feg.

Proposition 2.7. An f -graph � (G) is isomorphic to the graph J of cosets

of Z � Z2 with respect to the subgroup G. The oriented edges of J correspond

to the generator b of in�nite order in Z�Z2, and non-oriented edges of J correspond

to the generator a of order 2.

Proof. The graph J of the group Z(b)�Z2(a) was in fact illustrated in Fig. 2.39.
As the unity of this group we can take the point denoted x0 in Fig. 2.39.
On the other hand, this graph coincides with the universal tree D . If we consider
the tree as the group Z�Z2, then symmetries of D are obtained by means of the free
action of Z(b)�Z2(a) on itself under right multiplication. Then it becomes clear that
the orbits of the action of the subgroup G on D (that is, vertices of the graph � (G))
correspond to cosets in Z(b)�Z2(a) with respect to G. Two such vertices x and y
are connected by the arrow if and only if we have Y = Xb for the corresponding
cosets; and they are connected by a non-oriented edge if Y = Xa. The proposition
is proved. �

We now introduce the useful notion of a totally symmetric f -graph. For sim-
plicity, we con�ne ourselves with proper symmetries of f -graphs only.

De�nition 2.20. An f -graph � is called totally symmetric, if the group of its
proper symmetries acts transitively on the set of its vertices.

Let us clarify why we are speaking about the total symmetry. As was already
explained, each proper symmetry of an f -graph is uniquely de�ned by the image
of any single vertex of the f -graph. Consequently, the order of the group
of proper symmetries is not greater than the number of vertices of the f -graph.
Hence, it is natural to say that the f -graph is totally symmetric if and only if
the number of its vertices is exactly equal to the order of the group of its proper
symmetries.
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Theorem 2.12.

a) If an f -graph � is totally symmetric, then it is possible to choose the genera-

tors in the group Sym(� ) of proper symmetries in such a way that the corresponding

Cayley graph J of the group Sym(� ) coincides with � .

b) If the order of Sym(� ) for an f -graph � is equal to the number of its vertices,

then � is totally symmetric.

c) Totally symmetric f -graphs correspond in one-to-one manner to normal free

subgroups of �nite index in Z�Z2 (up to conjugation).

Proof. a) Take an arbitrary vertex x0 of the f -graph � and consider two

symmetries eb and ea that move x0 along oriented and non-oriented edges of G
adjacent to the chosen vertex x0 .

The existence of such transformations follows from the assumption that the ac-
tion of Sym(� ) on � is transitive. It is easily veri�ed that one can move the chosen

vertex x0 to any other vertex of � by means of the superpositions of eb, eb�1 , and ea.
It is also clear that eb and ea generate the group Sym(� ) of proper symmetries.

Let us �x eb and ea to be generators of Sym(� ). Since the action of the symmetry
group is transitive and free, there exists a one-to-one correspondence between
vertices of the f -graph � and the elements of the group of proper symmetries
Sym(� ). Namely, the vertex g(x0) corresponds to the element g 2 Sym(� ).
Moreover, the vertices g1(x0) and g2(x0) are connected by an oriented edge

if and only if g1 = g2
eb. They are connected by a non-oriented edge if and only if

g1 = g2ea. This means exactly that � can be considered as the graph J of G.
The �rst part is proved.

b) In fact, this follows from the de�nition of a totally symmetric f -graph.
c) This statement follows immediately from item (b) in Theorem 2.11. Indeed,

the class of subgroups conjugated to a normal subgroup consists just of this
subgroup itself. The order of the symmetry group is equal to the number
of elements in the quotient group (Z � Z2)=G, and this number, in turn, is equal
to the number of vertices of � (G). Conversely, if an atom is totally symmetric,
then the order of the group N(G)=G and that of (Z � Z2)=G coincide. Therefore,
N(G) coincides with the whole group Z � Z2, i.e., G is a normal subgroup which
was to be proved. �

Let us now discuss the following natural question: for what �nite groups is it
possible to choose the generators in such a way that the corresponding graph J has
the structure of an f -graph, i.e., describes a certain atom? The answer follows from
Theorem 2.12.

Corollary.

a) Let S be a �nite group generated by two elements, one of which has order 2.
Then the corresponding graph J is a totally symmetric f -graph.

b) Conversely, if � is a totally symmetric f -graph, then � is the graph J
for some �nite group S generated by two elements one of which has order 2.
The group S is the group of proper symmetries of the f -graph � .

Remark. The system of two generators of S is not assumed here to be minimal.
For example, the generator b can be the unit element of the group.

Recall that the description of all �nite groups up to some �xed order is a very
complicated problem. Nevertheless, for the groups of low order such a description
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exists. For example, in the book [87] this description is given for all non-
commutative �nite groups whose order does not exceed 32. These groups are listed
in the form of tables of their generators and relations. Since the order of a group
is the number of vertices of the F -graph, this list allows us, in principle, to obtain
the list of all totally symmetric f -graphs with at most 32 vertices.

To this end, we need to select from the list only those groups which admit
a presentation with two generators one of which has order 2.

Note that there may exist several di�erent presentations of this kind for the same
group S . Therefore, we shall obtain not one, but several corresponding f -graphs.
These f -graphs can be di�erent, but all of them have the same symmetry group S .

Thus, we have described a natural relationship between totally symmetric
f -atoms and the class of �nite groups S given by the following presentation:

S = ha; b j a2 = e; : : :i ;

where \dots" denote other additional relations. They can be arbitrary, provided
the generator a remains an element of order 2 (for example, relations a = e or
a3 = e are forbidden). The above corollary can be reformulated as follows.

Corollary. There exists a one-to-one correspondence between the presentations

of the form S = ha; b j a2 = e; : : :i that determine �nite groups and totally

symmetric oriented f -atoms. Moreover, S is the group of proper symmetries

of the corresponding f -atom.

It is an interesting question how to compute the genus of the totally symmetric
atom given by a representation S = ha; b j a2 = e; : : :i of a �nite group S .
The answer is as follows.

Theorem 2.13 (Yu. A. Brailov). Let S = ha; b j a2 = e; : : :i be a �xed

presentation of a �nite group S . Consider the atom V = (P;K) corresponding

to this presentation and the surface eP obtained from P by gluing discs to all of its

boundary circles. Then the Euler characteristic of eP can be calculated as follows :

�( eP ) = jSj

�
1

order of b
+

1

order of ab
�

1

2

�
:

In particular, the genus g(V ) of the atom V is
2� �

2
.

In Table 2.3 we collect the complete list of all totally symmetric f -atoms with
� 6 vertices. Note that the number of vertices of an f -graph is always even. We see
that, among the atoms of complexity � 3, there are only 5 totally symmetric atoms:
B;C1; C2; E1; E3 .

Let us give some comments to Table 2.3. The standard notation for atoms
is given in the �rst column. The second column includes their f -graphs.
The symmetry group S of an f -graph and its presentation are shown in the third
column. Finally, the two generators of S are described in the fourth column.
The �rst of them is the element a of order 2.

It is seen from Table 2.3 that, to obtain the complete list of totally symmetric
f -atoms, we can choose a pair of generating elements a; b 2 S in di�erent ways.
For example, we do so for the groups Z2;Z6; D3 . As a result, we obtain di�erent
totally symmetric f -graphs. In our case, each of these groups gives two f -graphs.
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Table 2.3. Totally symmetric fff -atoms with � 6� 6� 6 vertices
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2.8.5. The List of Totally Symmetric Planar Atoms.
Examples of Totally Symmetric Atoms of Genus g > 0

Recall that the genus of an atom V = (P 2;K) is the genus of the two-dimensional

closed surface eP which is obtained from P 2 by gluing 2-discs to all of its boundary
circles. We now discuss the question how many totally symmetric atoms of a �xed
genus exist. In particular, the complete classi�cation is obtained for planar atoms.

Theorem 2.14 (N. V. Korovina).
a) For every integer g > 1, there exists only a �nite number of totally symmetric

atoms of genus g (see examples below).
b) The complete list of totally symmetric atoms of genus g = 1 consists of two

in�nite series described below.

c) The complete list of totally symmetric atoms of genus g = 0 (i.e., planar

atoms) consists of one in�nite series and three exceptional totally symmetric atoms

described below.

Proof. As we showed above (see Section 2.7.7 and Fig. 2.37), each atom (P;K)

canonically corresponds to a certain cell decomposition of eP , i.e., its decomposition
into polygons. It is easy to see that, if the atom is totally symmetric, then this
decomposition is totally symmetric too. This means that, for each pair of edges
of the decomposition, there exists a homeomorphism of this decomposition onto
itself which maps the �rst edge to the second, and moreover, for each edge there
exists a homeomorphism of this decomposition into itself which leaves this edge
�xed, but interchanges its endpoints. We also assume that the homeomorphisms
preserve orientation. It follows from this, in particular, that all polygons
of the decomposition have the same number of edges, and all vertices have the same
degree. Therefore, the problem is reduced to the description of totally symmetric
decompositions of a closed oriented surface.

Thus, consider an arbitrary totally symmetric cell decomposition of a closed

surface eP . Let n be the number of its edges, p the number of polygons, and
q the number of vertices. Note that n coincides with the number of vertices
of the corresponding atom (P;K). Denote the number of edges of a polygon by l ,
and the degree of a vertex by m. Since each edge connects two vertices and belongs
to the boundary of two polygons (with multiplicity), the following relation holds:

pl = qm = 2n :

On the other hand, the Euler characteristic of eP is expressed from n, p, q
as follows:

� = p� n+ q :

Hence we obtain a system of equations:

�n+ 2n

�
1

l
+

1

m

�
= � ; pl = 2n ; qm = 2n :
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We are interested in all integer positive solutions of it. Consider cases (a), (b), (c)
step by step.

a) Case of the sphere with g handles, where g > 1. Here � < 0. The system
of equations takes the following form:

n = � �
lm

2(m+ l)� lm
; pl = 2n ; qm = 2n :

The solutions we are interested in (i.e., integer pairs (l;m)) are located in the re-
gion D between two hyperbolas (see Fig. 2.43). Indeed, the condition that

n = n(l;m) = � �
lm

2(m+ l)� lm
is positive implies 2(m + l) � lm < 0, because

�lm < 0. It is clear that the equation 2(m + l) � lm = 0 de�nes a hyperbola
on the plane (l;m) with asymptotes l = 2, m = 2; this is the lower hyperbola
in Fig. 2.43.

Figure 2.43

The other hyperbola is de�ned as follows. The inequality p; q > 1 implies that
� = �n+ (p+ q) � �n+ 2, i.e., n � 2� �. Hence

� �
lm

2(m+ l)� lm
� 2� � ;

and, consequently, lm � (2� �)(l+m). The equation lm = (2� �)(l+m) de�nes
the upper hyperbola.

Consider the level lines of the function n(l;m). It is easy to see that all of them
are hyperbolas. Moreover, for n(l;m) = 2 � � we obtain the upper boundary
of the region D , and then, as n increases, these hyperbolas move down tending
to the lower hyperbola that corresponds to n =1.

We now prove that the number of the solutions we are interested in is �nite.
All integer pairs (l;m), being solutions, belong to the region D . Note that, if N
is su�ciently large, then the hyperbola n(l;m) = N becomes so close to the lower
boundary n(l;m) = +1 that between these two hyperbolas there are no integer
points at all. This means that possible values of n are bounded from above.
On the other hand, n is the complexity of the corresponding atom, and, as is well
known, there exists only a �nite number of atoms of complexity n � N . This
completes the proof of (a).
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Let us consider some examples of totally symmetric atoms of genus g > 1.
We shall describe two series of such examples. It is convenient to do this in terms
of f -atoms. Two series of totally symmetric f -atoms Xn , Yn , where n � 4,
are presented in Fig. 2.44. The corresponding atoms are shown in Fig. 2.45.
Their type evidently depends on whether the number of vertices n is even or odd.
The genus of Xn is calculated as follows:

g =

8><
>:

n� 1

2
if n is odd;

n� 2

2
if n is even:

The genus of Yn is calculated in a similar way:

g =

8><
>:

n� 1

2
if n is odd;

n

2
if n is even:

The series of atoms are both totally symmetric. The symmetry group
of the atoms of type Xn is isomorphic to Zn�Z2, whereas that of Yn is isomorphic
to Z2n. In both cases, the order of the group is 2n. It is worth, however,
mentioning that, for odd n, the atoms Xn and Yn are isomorphic. If n is even,
X2p and Y2p are di�erent (they have di�erent genus and di�erent symmetry groups).
The isomorphism between X2p+1 and Y2p+1 can be obtained just by changing
the sign of the function f on the f -atom X2p+1 .

Figure 2.44 Figure 2.45

It is useful to imagine both series of atoms on the standard fundamental polygon
that represents the sphere with g handles. For the series Xn , one needs to take
the fundamental 2n-gon in the form

(a1a
�1
n )(a2a

�1

1 )(a3a
�1

2 ) : : : (aia
�1

i�1) : : : (ana
�1

n�1)

and to draw the skeleton K of the atom Xn on it as shown in Fig. 2.46.
As usual, to reconstruct the sphere with g handles, one needs to glue the edges
of the fundamental polygon marked by the same letters, taking into account their
orientation.
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For the series Yn one needs to take the fundamental 2n-gon in the form

(a1a2 : : : an)(a
�1

1 a�12 : : : a�1n )

and to draw the skeleton K of the atom Yn as shown in Fig. 2.47.

Figure 2.46 Figure 2.47

b) Case of the torus (g = 1). The system of equations takes the form

lm = 2(l +m) ; pl = 2n ; qm = 2n :

The complete list of all integer positive solutions of the system is:
1) m = l = 4, n is even;
2) m = 3, l = 6 (or, conversely, m = 6, l = 3), n = 3k , where k 2 N .

Let us construct two corresponding series of totally symmetric atoms.

Atoms of the �rst series (m = l = 4 and n is even).
Consider the standard partition of the Euclidean space R2 into equal squares (see
Fig. 2.48). Let (k1; k2) and (k2;�k1) be a pair of orthogonal integer-valued vectors,
where k1; k2 2 Z. Consider the lattice on the plane, generated by these vectors.
This is a square lattice in the sense that its fundamental region is the square spanned
on the vectors (k1; k2) and (k2;�k1). By taking the quotient space of R2 with
respect to this lattice, we obtain a two-dimensional torus. This torus is divided into
small squares coming from the initial partition of the plane. It is clear that this
partition of the torus is totally symmetric in the above sense.

Now, in the same way as it was done in Section 2.7.7, we can reconstruct an atom
from this partition. Let us mark the midpoints of the edges of all small squares
and connect them pairwise, as shown in Fig. 2.49. We obtain a graph with vertices
of degree 4. This is the graph K of the atom we are constructing. The atom itself
appears as a tubular neighborhood of K (Fig. 2.49). The group of symmetries
of this atom coincides with that of the partition of the torus into squares. The fact
that the constructed atom is totally symmetric follows immediately from the same
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property for the initial partition. It is important that the lattice we used is invariant
under the rotation through �=2.

Figure 2.48 Figure 2.49

Atoms of the second series : m = 3, l = 6 (or, conversely, m = 6, l = 3), n = 3k .
Now, instead of tiling by squares, we consider the partition of R2 into equilateral
triangles (Fig. 2.50). Take an arbitrary vector of this triangle lattice and rotate it
through �=3. Consider the new lattice generated by these two vectors. This
lattice is, clearly, invariant under �=3-rotations. Now consider the torus that
is the quotient space of R2 with respect to the chosen lattice. As a result,
we obtain a symmetric partition of this torus into (initial) triangles. Then we
repeat the above procedure of constructing an atom from the partition. Namely, we
take the midpoints of the edges of triangles and connect them pairwise, as shown
in Fig. 2.51. We obtain a totally symmetric atom all of whose positive cycles have
the same length l = 6, and all negative ones have length m = 3. Or, conversely,
l = 3, m = 6. It depends on the choice of the direction of increasing f on the atom.

Figure 2.50 Figure 2.51

Let us prove now that these two series exhaust the set of totally symmetric
atoms of genus g = 1, i.e., located on the torus.

As was remarked above, instead of totally symmetric atoms V = (P;K), we may

classify totally symmetric partitions of the closed surface eP (in our case, the torus).
Since we are interested just in the torus, we can consider the standard universal

covering of the torus by a plane. As a result, the atom V will be covered

by an in�nite atom eV imbedded into the plane. Analogously, the totally symmetric
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partition of the torus will be covered by a totally symmetric partition of the plane.
This follows easily from the fact that each symmetry can be lifted from the torus
up to a symmetry on the covering plane.

We already know that the partition obtained must satisfy one of the following
properties: either m = l = 4, or m = 6, l = 3, or, conversely, m = 3, l = 6.
Hence, a symmetric decomposition can be either a partition into squares or triangles
(we omit the case of hexagons, because this case is dual to that of triangles).
It is easy to see that this decomposition coincides (up to a homeomorphism) with
one of the standard partitions: either into squares or into triangles (see above).

The lattice we use to obtain the torus must be invariant under the symmetries
of the atom. This means, in particular, that, in the case of the partition into squares,
this lattice must be preserved under the rotation through �=2. Therefore, it has
just that structure which we described above: one vector of its basis is arbitrary,
the other is obtained from that by rotation through �=2. Thus, in the �rst case, we
exhaust all possibility. The second case is very similar. The lattice must be invariant
under rotations through �=3 and, consequently, the �rst basis vector of the lattice
can be taken arbitrary, while the second one is obtained from the �rst by rotation
through �=3. This completes the proof of (b).

c) Case of the sphere (g = 0). The totally symmetric partitions of the sphere
are well-known. We recall their description and construct the corresponding atoms.

If g = 0, then we have

n =
2lm

2(l +m)� lm
:

It is easily seen that all possible pairs of solutions (m; l) are as follows
(see Fig. 2.52):

a) m = l = 3, n = 6;
b) m = 3, l = 4 (or m = 4, l = 3), n = 12;
c) m = 3, l = 5 (or m = 5, l = 3), n = 30;
d) m = 2, l is positive integer (or l = 2, m is positive integer), n = l .
The totally symmetric partitions related to these solutions are well known.

These are the so-called Platonic solids and two more special partitions (see,
for example, [157]). Recall that the Platonic solids are �ve classical polytopes
illustrated in Fig. 2.53, namely, tetrahedron, cube, octahedron, dodecahedron
and icosahedron. Two more special symmetric partitions are shown in Fig. 2.54.
No other totally symmetric partitions on the two-dimensional sphere exist.

It remains to construct explicitly the atoms related to the Platonic solids and two
special partitions. The skeletons K of the \Platonic" atoms are shown in Fig. 2.53
by a dotted line (see also the general rule for reconstructing an atom from a partition
in Fig. 2.37). As is seen from Fig. 2.53, we in fact obtain not �ve, but only three
di�erent atoms.

Two special partitions of the two-dimensional sphere generate the same atom.
Its skeleton K is shown in Fig. 2.54 by a dotted line.

In Fig. 2.55(a, b, c, d) the skeletons K of the totally symmetric atoms are shown
as graphs on the plane. The totally symmetric atoms themselves are presented
in Fig. 2.56(a, b, c, d). �
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Figure 2.52

Figure 2.54 Figure 2.53

Figure 2.55 Figure 2.56
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2.8.6. Atoms as Surfaces of Constant Negative Curvature

It turns out that there exists an inclusion of the group Z � Z2 into the isometry
group Iso(L2) of the two-dimensional Lobachevskii plane L2 . Therefore, Z �Z2 is
represented by isometries of the Lobachevskii plane. To show this, we realize L2

as the upper half-plane of the complex plane C 2 . Consider two isometries �; � on it
given by the following linear-fractional transformations:

�: z ! �
1

z
; �: z ! z + 2 :

If we consider the (orientation preserving) isometries of L2 as the quotient group
SL(2;R)=Z2 , where Z2 = f�Eg, then � and � can be de�ned by the matrices

�0 =

�
0 1

�1 0

�
; �0 =

�
1 2
0 1

�
:

Geometrically, the transformation � is the shift along the real axis and has
in�nite order, because its k-th degree has the form

(�0)k =

�
1 2k
0 1

�
:

The transformation � is the \rotation" through � around the point i 2 L2 � C .
This is, clearly, an involution. The square of �0 is equal to �E , but it is the identity
mapping in Iso0(L

2) = SL(2;R)=Z2 .

Lemma 2.2. The subgroup in Iso0(L
2) generated by the transformations

� and � is isomorphic to the free product Z�Z2.

The proof follows from the form of the matrices �0 and �0 . �

Figure 2.57 Figure 2.58

The fundamental domain F (D) of the subgroup Z�Z2 is presented in Fig. 2.57.
It is a triangle all of whose vertices lie at in�nity, i.e., on the absolute. Under
the transformations � and �, this domain is reproduced as shown in Fig. 2.58.
The transformation � shifts it to the right, and � \rotates" it around i through
the angle � . It is easy to see that, applying the superpositions of � and �,
we can, step by step, �ll the whole upper half-plane by images of F (D), as shown
in Fig. 2.58.
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We now can embed the tree D into the Lobachevskii plane in such a way that
it will be mapped into itself under the above action of Z � Z2. The simplest
way to construct such an embedding is as follows. Let us take the \tripod"
inside the fundamental domain F (D), which consists of three geodesic segments
starting from the center of F (D) (Fig. 2.59). These geodesics, by construction, are
orthogonal to the sides of the triangle F (D).

Under the action of superpositions of � and �, the tripod generates the tree D
(Fig. 2.59). To make this picture more visual, the same is shown on the Poincar�e
model, i.e., inside the unit circle (Fig. 2.60).

Figure 2.59

Figure 2.61 Figure 2.60

Consider now the quotient space L2=Z�Z2. From the topological point of view,
we obtain an annulus with one marked point inside (Fig. 2.61) that is a �xed point
of �. At this point, the smoothness is broken and we obtain a conic singularity.
Such an annulus with a �xed point will soon appear as the atom A� .

Now we \embed" the theory of f -atoms into hyperbolic geometry. It turns out
that each f -atom can be presented as the quotient space of the Lobachevskii plane
with respect to an appropriate subgroup of the isometry group.

More precisely, we can do this as follows. Take any subgroup G � Z � Z2

of �nite index and with no elements of �nite order. The fundamental domain F (G)
of the group G is obtained as the union of several fundamental domains F (D).
Moreover, the number of such domains F (D) is exactly equal to the index of G
in Z�Z2. In particular, the area of F (G) is �k , where k is an index of G in Z�Z2.
The quotient space L2=G is a complete (in the sense of the constant negative
curvature metric on L2=G) non-compact surface with parabolic ends.

Now let us consider a Morse function ef which is invariant with respect to

the action of Z � Z2 (and, consequently, with respect to its subgroup G). Then ef
can be lowered down to the quotient space L2=G. As a result, we obtain a Morse
function f :L2=G! R, which de�nes the structure of an atom on L2=G.
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Let us describe the \universal" function ef on L2 . The level lines of the desired

function ef in the fundamental domain and its image under � are shown in Fig. 2.62.
As a result, we obtain a quadrangle with the vertices at in�nity. Its center is a saddle
Morse point, and the geodesics connecting the midpoints of the opposite edges are

critical level lines of ef . Moreover, the level lines meet the boundary of the funda-

mental domain orthogonally. This guarantees the smoothness of the function ef after
reproducing F (D) by elements of Z�Z2. As a result, we obtain the picture of level

lines of ef on the whole Lobachevskii plane. By comparing Fig. 2.62 and Fig. 2.63,

one can easily see all the other (regular) level lines of ef .

Figure 2.62 Figure 2.63

Lemma 2.3. The function ef :L2 ! R is invariant with respect to the action

of Z�Z2. All of its critical points are non-degenerate saddles.

The proof is evident and follows directly from the above construction. �

Let G � Z � Z2 be an arbitrary subgroup of �nite index and without elements
of �nite order.

Theorem 2.15. The quotient space L2=G of the Lobachevskii plane L2

with respect to the group G is a non-compact two-dimensional surface P 2 with

the complete constant negative curvature metric. The surface P 2 is naturally

endowed with a Morse function f such that ef = ��f , where �:L2 ! P 2 is a natural

projection. The pair (P 2; f) represents a certain f -atom. And conversely, every

f -atom can be obtained in this way.

The proof follows easily from the construction of ef . �

Comment. The surface P 2 has ends going to in�nity. It is convenient

to assume ef to be equal zero on the critical level line. Then, by cutting the ends
of P 2 , i.e., considering the set fjf j � "g, we obtain a compact two-dimensional
surface with a Morse function on it, which de�nes a certain f -atom.
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In Fig. 2.64, we illustrated the atom B as a complete constant negative curvature
surface with three parabolic ends. The critical level of the Morse function, i.e.,
the �gure eight curve, is realized as a closed minimal geodesic with one self-
intersection point. The constant curvature model for the atom C2 is presented
in the same �gure. In this case, the critical level consists of two closed geodesics
intersecting each other at two points.

Figure 2.64

In Section 2.8.2, we described the covering of an f -graph by the universal
tree D . Now we have realized this tree in the Lobachevskii plane (Fig. 2.60)
as a graph composed from geodesic segments. Three such segments meet at each
point of the graph. The angles between them are all equal to 2�=3. Consequently,
the tree D turns out to be a local minimal net (or, Steiner net). This object
naturally occurs in several geometrical problems (see, for example, the book
by A. O. Ivanov and A. A. Tuzhilin [165]). In our case, by taking the quotient
space L2=G, we obtain closed minimal nets on complete constant negative curvature
surfaces. It is curious that all the edges of the constructed nets have equal length.

2.9. NOTION OF A MOLECULE

Let f be a Morse function on a surface X2 (orientable or non-orientable). Its level
lines de�ne the structure of a foliation with singularities on X2 . We now wish
to construct the invariant of this foliation. To that end, consider all critical values ci
of the function f and the corresponding critical levels ff = cig. Every such level is
associated with a certain atom. The boundary circles of these atoms are connected
by cylinders (tubes) which are one-parameter families of connected level lines of f
(i.e., of circles). To the whole foliation we assign now a graph whose vertices are just
the atoms (denoted by certain letters). More precisely, this means that each of its
vertices is associated with a certain atom and, moreover, we indicate a one-to-one
correspondence between the boundary circles of the atom and the edges of the graph
that are incident to the vertex. Then we connect the ends of the vertices-atoms
by the edges which correspond to the above one-parameter families of regular circles
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(i.e., by the tubes). An example is shown in Fig. 2.65. This construction is quite
similar to the Reeb graph. The only di�erence is that now we distinguish the types
of graph's vertices by assigning a certain atom to each of them.

Figure 2.65

If the surface X2 is orientable, then the vertices of the graph (more precisely,
the corresponding atoms) are naturally assumed to be oriented. In other words,
we should distinguish mirror symmetric atoms from each other (two atoms are
called mirror symmetric if they are homeomorphic, but have opposite orientations).
If the surface X2 is non-orientable, then we consider atoms without taking into
account their orientation.

De�nition 2.21. The described graph is called the molecule W corresponding
to the pair (X2; f).

For convenience, each vertex of the graph W is replaced by the standard letter
notation for the corresponding atom.

Which molecules are supposed to be identical (or equivalent)? The answer
to this question is important if we want to compare di�erent functions by means
of molecules.

De�nition 2.22. Two molecules W and W 0 are supposed to be identical,
if there exists a homeomorphism �:W ! W 0 which transforms edges to edges,
atoms to atoms, and, moreover, this homeomorphism can be extended to the atoms
themselves. This means the following. Let V and V 0 = �(V ) be two atoms
considered as vertices of the molecules. Recall that these atoms correspond
to some pairs (P;K) and (P 0;K 0), where P and P 0 are two-dimensional surfaces
with the embedded graphs K and K 0 . Since the edges of the molecules related
to the atoms-vertices V and V 0 are in one-to-one correspondence with the boundary
circles of P and P 0 respectively, � induces a natural mapping ��: @P ! @P 0 .
This mapping must be extendable up to a homeomorphism between the pairs
(P;K) and (P 0;K 0).

Comment. For each atom, it is useful to consider its standard model
as a surface Pst with a graph Kst (here \st" means \standard"). When de�ning
a molecule W , we �x, in particular, some homeomorphism between the atom
associated with a vertex and its standard model. We act similarly when the same
atom occurs in some other molecule W 0 . Given a homeomorphism between
the molecules W and W 0 , it naturally induces a permutation of boundary circles
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of the standard model (for each pair of the corresponding vertices). In order for
the molecules to be identical, one has to require this permutation to be generated
by some homeomorphism of the standard model (Pst;Kst) onto itself. It should be
emphasized that not every permutation of boundary circles of a surface Pst can be
extended up to a homeomorphism of the atom (Pst;Kst) onto itself. This just means
that, generally speaking, the ends of an atom are not equivalent. For example,
for the atom D1 the ends 1 and 3 are equivalent, but the ends 1 and 2 (as well
as 2 and 3) are not (Fig. 2.66). In Fig. 2.66 one can see three molecules W1;W2;W3 ,
among which the molecules W1 and W2 are identical, and the molecules W2 and W3

di�er.

Figure 2.66

This problem cannot be avoided by assigning the same numbers to those
boundary circles of the atom which can be transformed into each other by a home-
omorphism of the atom onto itself. It can be seen, for example, from the atom V
shown in Fig. 2.67. The molecules W1 and W2 are di�erent in spite of the fact that
all the ends 1; 2; 3; 4 of the atom V are equivalent in the sense that each of them
can be transformed into any other by an appropriate homomorphism V ! V .

Figure 2.67

From the formal point of view, we would need to enumerate the ends
of standard models of atoms, and then, when constructing molecules, to assign
the corresponding number to each edge incident to the vertex associated to an atom.
We shall not do this, since the atoms occurring in applications are, as a rule, quite

simple: A;B; eB;C1; C2; D1 . For these atoms, the correspondence between the edges

Copyright 2004 by CRC Press LL



associated with the letter notation of an atom and the boundary circles of this
atom can be easily established. For example, the atom D1 , shown in Fig. 2.68,
will be denoted by letter D1 with one lower end and three upper ends. The lower
end is related to the exterior boundary circle, and the three upper ones are
related to the three other boundary circles. The middle upper edge corresponds
to the central interior boundary circle.

Figure 2.68

Theorem 2.16. Let (X2; f) and (X 02; f 0) be two oriented surfaces with

Morse functions, and W;W 0 the corresponding molecules. Then the pairs

(X2; f) and (X 02; f 0) are �berwise equivalent with preserving their orientation

if and only if their molecules W and W 0 are identical.

Proof. In one direction the statement is evident: if the pairs (X2; f) and (X 02; f 0)
are �berwise equivalent, then their molecules, of course, coincide.

Conversely, let W and W 0 be identical. Let us take a homeomorphism from W
onto W 0 . It establishes a one-to-one correspondence between one-parameter families
of regular level lines of the functions f and f 0 , as well as between their critical �bers.
A neighborhood of each critical level is an atom. It follows from the coincidence
of the molecule that the corresponding atoms are equivalent. By de�nition, this
means that f and f 0 are �berwise equivalent in some neighborhoods of their critical
levels. Then this equivalence must be extended to the remaining tubes foliated into
regular level lines of f and f 0 . It can also be done, because the homeomorphism is
already de�ned on the ends of the tubes. This proves Theorem 2.16. �

What happens to a molecule, if we change orientation on X2 without changing
the function f on it?

Proposition 2.8. If we change orientation on X2 , then the atoms of the cor-

responding molecule are replaced with mirror symmetric ones.

The proof is evident. �

One should not think that the molecule W is not changed under changing
orientation on X if all the atoms are mirror-like. The point is that the ends
of the atoms are not equivalent. That is why, changing orientation may lead
to renumbering ends of atoms which is induced by the mirror symmetry of the atom
onto itself.

We call an atom strongly mirror-like if it admits a mirror symmetry that does not
permute its ends. Such are, for example, all the atoms of complexity 1 and 2, as
is seen from Table 2.1.
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Corollary. Suppose all the vertices of the molecule W associated with a Morse

function f :X2 ! R are strongly mirror-like atoms. Then there exists an orientation

reversing di�eomorphism �:X2 ! X2 such that f(x) = f(�(x)).

Proof. It immediately follows from the fact that W is not changed if we change
orientation on X2 . �

Thus, the molecule W is a quite powerful invariant, which allows one to answer
many questions.

We now give the list of all simplest molecules, i.e., those composed of low
complexity atoms.

Theorem 2.17. The �ber equivalence classes for the Morse functions

on the sphere and torus with at most 6 critical points are described by the molecules

shown in Fig. 2.69. The listed molecules are all di�erent. There are 8 such classes

on the sphere and 14 classes on the torus.

The proof is obtained by exhausting all possibilities. �

Figure 2.69
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Remark. In Theorem 2.6 the orientation is not important in the sense that
the number of �ber equivalence classes with regard to orientation and that without
regard to orientation are the same. In other words, each of the listed molecules
does not change under the change of orientation on the surface. This follows from
the properties of the atoms that occur in these molecules.

Consider an oriented surface X2 as a symplectic manifold. Then every Morse
function on it can be thought as the Hamiltonian of an integrable system with
one degree of freedom. (Every Hamiltonian system with one degree of freedom
is obviously integrable.) Its integral trajectories are determined by the level lines

of the function. Therefore, the �ber equivalence of the pairs (X2; f) and (X 02; f 0)
can in fact be considered as the orbital equivalence of the corresponding Hamiltonian
systems sgrad f and sgradf 0 . A little di�erence is that on every integral trajectory
of the Hamiltonian �eld there is a natural orientation, namely, the direction
of the ow. For the orbital equivalence of ows we have agreed to take into account
this orientation (see above). To achieve this, we need to add additional information
to the molecule by pointing out, for example, the direction of increasing f on each
edge. It is natural to call such a molecule directed. Knowing the direction
of increasing the function and the orientation on every atom, we can uniquely �nd
the direction of the ow on each trajectory.

Corollary. Let f and f 0 be Morse functions on oriented surfaces X2 and X 02 .

Then two Hamiltonian vector �elds sgradf and sgradf 0 are orbitally equivalent

(smoothly or topologically) if and only if the corresponding directed molecules

W and W 0 are identical.

Thus, the directed molecule is a complete orbital invariant for Hamiltonian
systems with one degree of freedom.

2.10. APPROXIMATION OF COMPLICATED

MOLECULES BY SIMPLE ONES

It is well known [242] that every Morse function (on a smooth manifold) can be
approximated by a Morse function which has just one critical point on each of its
critical levels. In other words, by an arbitrary small perturbation the critical points
of the function can be moved into di�erent levels. It is clear that such a perturbation
of a Morse function makes its molecule into a simple one, i.e., into a molecule whose

atoms are just A, B , and eB . The atom eB may occur only in the case, when
the surface X2 is non-orientable.

In this sense, every complicated molecule is approximated by a simple one.
It should be noted that this approximation, generally speaking, is not uniquely

de�ned. In other words, a complicated molecule may turn into di�erent simple
molecules under di�erent perturbations. Moreover, a complicated atom may split
in several di�erent ways into a sum of simple atoms. Let us give an example.
In Fig. 2.70 we show the complicated atom G1 with three vertices, and two di�erent
ways of its splitting into a sum of simple atoms.
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Figure 2.70

Note once more that the perturbation of a Morse function, making a complicated
molecule into a simple one, may destroy an initial symmetry of the Morse function
(symmetry usually makes a function complicated). By perturbing the function,
we lose the information about this symmetry. Therefore, intending to study
the symmetries of functions, one has to treat just complicated atoms and molecules,
but not their perturbations.

We now want to discuss the following question. Take two Morse functions
f and g on the same two-dimensional closed surface and try to deform them
smoothly one into the other in the class of Morse functions. When is it
possible? What conditions should be imposed to the functions in order for them
to be connected by the above deformation?

One of the obvious conditions is that f and g must have the same number
of local minima and local maxima. Then, the number of saddle critical points for f
and that for g also coincide. The necessity of this condition follows from the fact
that, during the deformation, critical points do not disappear and do not arise,
because any such bifurcation means a transition through a degenerate singularity.

Therefore, we may reformulate this question as follows: is the space of Morse
functions with a �xed number of local minima and maxima arcwise connected?
For the sake of simplicity, in this section we consider only oriented surfaces.
A natural idea is to study the deformations of Morse functions by using molecules.
If we represent the Morse functions f and g by the corresponding molecules
W (f) and W (g), then it is possible to construct a transformation of one molecule
into the other by using some elementary bifurcations. On the �rst step, these
molecules can be transformed into simple ones (that is, with atoms A and B
only). Then we should consider the elementary bifurcations which interchange
two neighboring saddle atoms in the molecule. These four bifurcations are shown
in Fig. 2.71(a, b, c, d) and Fig. 2.72. Each of them is described by one of the atoms
C1; C2; D1; D2 . The corresponding evolution of level lines of the Morse function is
illustrated in Fig. 2.71.

Theorem 2.18 (E. A. Kudryavtseva). Let f be a simple Morse function

on a two-dimensional closed surface, and W (f) be its molecule. Then W (f) can be

reduced to the canonical form shown in Fig. 2.73 by means of the four elementary

bifurcations listed above.
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Figure 2.71

Figure 2.72

Figure 2.73
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Since the molecule W determines the Morse function up to a �ber homeomor-
phism, this theorem implies the following result.

Corollary. Given two Morse functions f and g on a closed two-dimensional

surface X2 , they can be smoothly deformed one to the other up to a di�eomorphism

of X2 onto itself. In other words, there exist a di�eomorphism �:X2 ! X2 and

a smooth deformation 't:X
2 ! R such that '0 = f and g = '1 � � .

In fact, a stronger statement is true. Namely: the space of Morse functions with
a �xed number of local minima and maxima on a closed two-dimensional surface is
arcwise connected. We could not �nd this result in the literature. The only proof
we know has been recently obtained by S. V. Matveev. Note that this proof is
rather non-trivial and uses deep low-dimensional topology techniques.

Consider a closed two-dimensional surface M , and let F (M;p; q) denote the set
of all Morse functions on M that have p local minima and q local maxima.

Theorem 2.19 (S. V. Matveev). The space of Morse functions F (M;p; q) is

arcwise connected.

It is useful to reformulate this theorem in terms of surfaces with boundary. Let
P be a surface with boundary whose boundary components are divided into two
classes @+P and @

�
P (positive and negative circles). Let p be the number of

negative circles and q be the number of positive ones. By F (P ) we denote the space
of the Morse functions f :P ! R that satisfy the following properties:

a) f has only saddle critical points on P ;
b) f has no critical points on the boundary @P ;
c) f

��
@+P

= +1 and f
��
@
�

P
= �1.

Theorem 2.20 (S. V. Matveev). The space F (P ) is arcwise connected.

Comment. Thus, the homotopy connecting two Morse functions f; g 2
F (M;p; q) can be chosen in such a way that the points of local minima and maxima
remain �xed under this homotopy.

Developing the ideas of S. V. Matveev, E. A. Kudryavtseva proved several
generalizations of this result.

Sometimes, when deforming a Morse function, it is useful to look after each of its
critical points. It is also useful to take into account the behavior of separatrices.
Namely, at each saddle critical point of a Morse function there are two incoming
separatrices which form a smooth segment called a separatrix arc. During
the deformation process, this arc is changed and undergoes some bifurcations
by interacting with other analogous arcs. Let us endow each separatrix arc with
some orientation. One more natural question is whether it is possible to deform
one Morse function into the other in such a way that the orientations of separatrix
arcs also coincide after the deformation. To answer these questions we introduce
the following spaces of Morse functions \with framing".

Consider the space eF (M;p; q) of Morse functions f on a closed two-dimensional
surface M with the following properties:

1) f has p points of local minimum and q points of local maximum;
2) all local minima and maxima of f are assumed to be �xed on M ;
3) the saddle critical points of f are enumerated, and this numeration is �xed.

Such a function f is said to be a Morse function with enumerated saddles.
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It is clear that eF (M;p; q) can be considered as a covering space for F (M;p; q).

On eF (M;p; q) we can de�ne a natural action of the group Sr of permutations. Here

r is the number of saddle critical points of f . By taking a quotient of eF (M;p; q)
with respect to this action, we obtain the space F (M;p; q). The �ber of this covering
is isomorphic to Sr .

Every homotopy ft , 0 � t � 1, in F (M;p; q) de�nes (uniquely) some homotopy

in eF (M;p; q) (i.e., a homotopy preserving the numeration of saddle critical points).
Consider another space F+(M;p; q) of Morse functions f with properties

(1), (2), and (4) on a closed two-dimensional surface M , where property (4) is
de�ned as follows:

4) for each saddle critical point of a Morse function f 2 F (M;p; q), the orienta-
tion on the separatrix arc is chosen and �xed.

We shall say that the space F+(M;p; q) obtained is the space ofMorse functions

with framed saddles.
It is clear that F+(M;p; q) is a covering space for F (M;p; q) with a �ber (Z2)

r .

Consider one more space eF+(M;p; q) of Morse functions with enumerated and

framed saddles. An element f 2 eF (M;p; q) is a Morse function with enumerated
saddles for each of which the orientation on the separatrix arc is �xed.

It is clear that eF+(M;p; q) is a covering space over F (M;p; q) with a �ber
isomorphic to the group Sr � (Z2)

r .

Theorem 2.21 (E. A. Kudryavtseva [206]). Let M be a closed connected

two-dimensional surface. Then

a) the space eF (M;p; q) of Morse functions with enumerated saddles is arcwise

connected ;
b) the space F+(M;p; q) of Morse functions with framed saddles is arcwise

connected ;
c) the space eF+(M;p; q) of Morse functions with framed and numbered saddles

splits into two arcwise connected components.

Remark. According to Matveev's Theorem 2.20, we can choose a homotopy
between two functions f; g 2 F (M;p; q) so that the points of local minima and
maxima remain �xed. It is an interesting question whether we can do the same if
we require, in addition, that the saddle points are also �xed.

2.11. CLASSIFICATION OF MORSE{SMALE FLOWS

ON TWO-DIMENSIONAL SURFACES

BY MEANS OF ATOMS AND MOLECULES

In this section, we show how the idea of atoms and molecules can be applied
to the problem of orbital classi�cation of Morse{Smale ows on closed two-
dimensional surfaces. This construction appeared to be a result of the discussion
on di�erent applications of atoms and molecules by V. V. Sharko and the authors.
Then A. A. Oshemkov developed this approach (see [67], [281] for details). Note that
one can �nd in [281] a survey of di�erent approaches to the classi�cation of Morse{
Smale ows suggested by M. M. Peixoto [286], G. Fleitas [115], and X. Wang [358].
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Recall that vector �elds v1 and v2 given on closed surfaces M1 and M2 are called
topologically orbitally equivalent if there exists a homeomorphism h:M1 !M2 that
sends the trajectories of v1 to those of v2 while preserving their natural orientation.

De�nition 2.23. A vector �eld v on a manifold M is called structurally stable if
the topological behavior of its trajectories is not changed under small perturbations;
i.e., after any su�ciently small perturbation v ! ev , the �eld ev remains orbitally
topologically equivalent to v .

According to Peixoto's theorem [286], [287], [288], structurally stable vector
�elds on two-dimensional surfaces are exactly Morse{Smale �elds. In the case of
two-dimensional surfaces, they can be de�ned in the following way.

De�nition 2.24. A vector �eld v on a closed two-dimensional surface X2 is
called a Morse{Smale �eld if

1) v has a �nite number of singular points and closed trajectories, and all of them
are hyperbolic,

2) there are no trajectories going from a saddle to a saddle,
3) for each trajectory of v , its �- and !-limit sets are either a singular point or

a closed trajectory, i.e., a limit cycle.

For simplicity, we describe here the classi�cation of Morse{Smale ows with
no closed trajectories. Such ows are called Morse ows. In the case of general
Morse{Smale ows on X2 , the approach we discuss below is realized in [281].

Morse ows have another natural description. They are exactly gradient-like
ows without separatrices going from one saddle to another. A ow is called
gradient-like if it is topologically orbitally equivalent to the ow grad f for some
Morse function f and some Riemannian metric gij on the manifold.

It turns out that each Morse ow on a two-dimensional surface X2 can be
associated with some f -atom in such a way that the correspondence between
f -atoms and topological orbital equivalence classes of Morse ows will be bijective.
Let us describe this construction explicitly.

The singular points of a Morse ow can be divided into three types: sources,
sinks, and saddles. Besides, the ow has separatrices that connect sources and sinks
with saddles. Each saddle has two incoming and two outgoing separatrices.

Consider a small circle around each source which is transversal to the ow
(Fig. 2.74(a)). Choose some orientation on it and mark the points of intersection
with the separatrices. The marked points can be divided into pairs. Indeed, for
each saddle there are two incoming separatrices. Then the curve consisting of these
separatrices connects a pair of marked points (Fig. 2.74(a)).

Consider a graph whose vertices are the marked points and whose edges are
of two types. The edges of the �rst type are the arcs of the circles around sources,
the edges of the second type are the curves consisting of two separatrices connecting
the pair of vertices. As a result, each vertex is incident to three edges, two of which
(edges of the �rst type) are oriented, but the third (an edge of the second type)
is not (see Fig. 2.74(b)). To obtain an f -graph, it remains to endow each non-
oriented edge with mark +1 or �1. It can be done just in the same way as above
(see Section 2.7.4). The rule is shown in Fig. 2.75. As a result, we obtain an f -
graph, which was introduced for the classi�cation of atoms.
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Figure 2.74 Figure 2.75

As we already know, the f -graphs corresponding to singularities of Morse
functions are de�ned up to a natural equivalence relation (see Section 2.7.4).
In the case of Morse ows, the situation is just the same. Namely, the marks
on non-oriented edges depend on the choice of orientation on the circles around
sources. If we change the orientation on one of them, then the marks are changed
simultaneously on all non-oriented edges incident to this circle. This evidently
leads to that equivalence relation between f -graphs which was already introduced
in Section 2.7.4.

If the surface M is oriented, then all circles can be endowed with the canonical
orientation so that the marks will be equal to +1, and as a result we can forget
about them.

Thus, each Morse ow can be associated with some f -atom represented
as an f -graph. This observation is the key point for the classi�cation of Morse ows
by means of atoms.

Note that in the above construction, one assumes the existence of at least one
saddle singular point. But there is the simplest Morse ow which has no such
point. This is the gradient ow of the height function on the two-dimensional sphere
(Fig. 2.76). It ows from the south pole to the north one along the meridians. This
ow does not have any natural f -graph. But we do not need this, because the
ow with such a property is unique, i.e., uniquely de�ned up to orbital topological
equivalence. In what follows, we shall assume that our ows are di�erent from
the simplest one.

Figure 2.76
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It is easy to see that the f -graph of a Morse ow (considered up to natural
equivalence) is an orbital topological invariant of the ow. Moreover, this invariant
is classifying, i.e., the following statement holds.

Theorem 2.22 (Classi�cation of Morse ows on surfaces).
a) There exists a natural one-to-one correspondence between f -invariants

(or, equivalently, f -atoms) and Morse ows on closed surfaces (considered up to

orbital topological equivalence).
b) Two Morse ows v1 and v2 on two-dimensional surfaces M1 and M2

are orbitally topologically equivalent if and only if the corresponding f -graphs
are equivalent.

In this form, the classi�cation theorem has been obtained by V. V. Sharko and
A. A. Oshemkov.

At the same time, it should be noted that the described relationship be-
tween Morse ows and f -atoms is in fact contained in the paper [240] written
by K. R. Meyer in 1968, although he did not consider the classi�cation problem for
f -atoms. Let us describe this relationship explicitly. Consider a Morse ow v . Since
v is gradient-like, this ow is orbitally equivalent to the gradient ow of some Morse
function f . Can this function f be taken as an invariant of the ow? The answer is
obviously negative. The point is that f is not well-de�ned. In particular, f depends
on the choice of a Riemannian metric on the surface.

It turns out that this problem can be avoided in the following way. It su�ces
to choose a function f in such a way that all of its critical points are located
on the same level. The fact that such a function exists can be seen from
Theorem 2.22 about the correspondence between Morse ows and f -graphs. Indeed,
we can take the f -graph corresponding to the Morse ow v , which is already
embedded into the surface M . Then we construct the function on M corresponding
to this f -graph. Evidently, all of its critical points are located on the same level.
It is easy to see that the gradient ow of f is orbitally equivalent to v .

Theorem 2.23 (K. R. Meyer [240]). Let M be a closed two-dimensional surface

with a Riemannian metric on it.

a) Consider a Morse function f :M ! R all of whose critical points are located

on the same level f�1(c), and consider its gradient ow with respect to the given

Riemannian metric. The mapping f ! grad f establishes a natural one-to-

one correspondence between �ber equivalence classes of such functions and orbital

topological equivalence classes of Morse ows on M .

b) This one-to-one correspondence does not depend on the choice of a Riemann-

ian metric on M .

The above construction deals with Morse ows only. As we have just seen,
their classi�cation is equivalent to the classi�cation of f -atoms. It turns out that
Morse{Smale ows can be classi�ed in a similar way, but instead of atoms we should
consider the molecules similar to those which have been de�ned above (see [281]
for details).
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Chapter 3

Rough Liouville Equivalence

of Integrable Systems with

Two Degrees of Freedom

3.1. CLASSIFICATION OF NON-DEGENERATE

CRITICAL SUBMANIFOLDS ON ISOENERGY

3-SURFACES

Consider a symplectic manifold M4 with an integrable Hamiltonian system
v = sgradH ; let Q3

h be a non-singular compact connected isoenergy 3-surface
in M4 . Let f be an additional integral of the system v that is independent
of H . We denote its restriction to Q3

h by the same letter f . Recall that f is
assumed to be a Bott function on Q3

h . Our aim is to investigate the topology
of the Liouville foliation on Q3

h de�ned by the given integrable system. Its non-
singular leaves are Liouville tori, and the singular ones correspond to critical levels
of the integral f on Q3

h .

Proposition 3.1. Let the system v be non-resonant on Q3
h , and let the addi-

tional integral f be a Bott function. Consider the corresponding Liouville foliation
on Q3

h . Then this foliation is completely determined just by the Hamiltonian H and
does not depend on the speci�c choice of the additional integral f .

Proof. Since the system v = sgradH is non-resonant, it follows that almost all
Liouville tori are the closures of trajectories of v . Thus, almost all non-singular
level surfaces of the integral f are uniquely de�ned by the Hamiltonian H itself.
Clearly, if f and f 0 are two Bott integrals of the system v , then the coincidence
of almost all non-singular level surfaces implies that the remaining level surfaces
(both regular and singular) will coincide too. But this means that f and f 0 de�ne
the same Liouville foliation. �

Nevertheless, it is convenient to use some �xed integral f in order to distinguish
leaves of the Liouville foliation in Q3

h .
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Recall that, if gradH 6= 0 on Q3
h , then f does not have any isolated critical

points on Q3
h . Therefore, the critical points of the Bott integral f always form either

one-dimensional or two-dimensional non-degenerate submanifolds in Q3
h . Moreover,

the connected critical submanifolds of f in Q3
h can be of three types only: circles,

tori, and Klein bottles.

Proposition 3.2.

a) Non-degenerate critical circles of the Bott integral f can be both manifolds

of local minimum or maximum and saddle ones.

b) Non-degenerate critical tori and Klein bottles are submanifolds of local

minimum or maximum.

Proof. If S is a critical submanifold, and D is a normal disc to S , then
the restriction of f onto D is a Morse function. If S is a circle, then the disc D is
two-dimensional, and the Morse function can have either a local minimum, or a local

Figure 3.1

maximum, or a saddle at the center of the disc (Fig. 3.1). If the submanifold S is
two-dimensional, then the normal disc D is one-dimensional and, therefore, f must
have either a local maximum or a local minimum at the center of D . �

In fact, by taking a two-sheeted covering over the 3-surface Q3
h , it is always

possible to avoid the critical Klein bottles, namely, to unfold them into tori.

Proposition 3.3. Let f be a Bott integral on Q = Q3
h having critical Klein

bottles K1; : : : ;Kr , and let U(Q) be a su�ciently small open neighborhood of Q
in M4 . Then there exists a two-sheeted covering

�: (eU ( eQ); eH; ef)! (U(Q); H; f) ;

where eU( eQ) is a symplectic manifold with an integrable Hamiltonian systemev = sgrad eH , and ef is its additional integral. Here eH = ��H , ef = ��f , ev = ��v
are the natural pull-backs of H , f , and v from U(Q) onto eU( eQ). Under this

covering, all the critical Klein bottles K1; : : : ;Kr unfold into two-dimensional

critical tori T1; : : : ; Tr of the function ef on eQ.

Proof. Let K1; : : : ;Kr be the critical Klein bottles. Consider their su�ciently
small tubular neighborhoods V (Ki) � Q invariant with respect to the ow v .
Let us �rst show that the boundary of each neighborhood V (Ki) is a torus. Indeed,
without loss of generality, we can assume that the integral f has a local minimum
on the critical Klein bottle Ki . Then, as an invariant tubular neighborhood, we can
take the domain V (Ki) = f�1(c; c + "), where c = f(Ki). Its neighborhood
@V (Ki) = f�1(c + ") is a regular level surface of f and, therefore, consists of
one or several Liouville tori. On the other hand, the boundary of each normal
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to the Klein bottle Ki segment consists of two points (Fig. 3.2). By projecting them
down to Ki , we obtain a two-sheeted covering of the Klein bottle by the boundary
of its normal tubular neighborhood. Hence, @V (Ki) consists just of one torus.
Otherwise, we would have come to the contradiction with the existence of the two-
sheeted covering @V (Ki)! Ki .

Figure 3.2

Now we cut the manifold Q along all Klein bottles K1; : : : ;Kr . We obtain
a 3-manifold W whose boundary consists of several tori T1; : : : ; Tr . Take another

copy W 0 of this 3-manifold and construct a new 3-manifold eQ = W +W 0 called
the double of Q (Fig. 3.3) and obtained by the natural identi�cation of the boundary
tori: each boundary torus Ti � @W is glued with its duplicate T 0

i �W 0 .

Figure 3.3

Then we de�ne a natural projection of eQ =W +W 0 onto Q. To this end, we use
the fact that W and W 0 are di�eomorphic to the manifold Q n (K1 + : : : +Kr ).
That is why the projection of W and W 0 onto Qn(K1+ : : :+Kr) is already de�ned
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in the natural way. Now, we map Q n (K1 + : : : +Kr ) onto Q by projecting each
torus Ti onto the Klein bottle Ki using the corresponding two-sheeted covering,
i.e., by doing the gluing operation that is inverse to cutting along the Klein bottle.

Remark. It is useful to illustrate the above cutting procedure and, then,
the inverse gluing by the two-dimensional example of the M�obius strip (Fig. 3.4).
By cutting the M�obius strip along its axis, we obtain an annulus. By doing
the inverse operation, we map the annulus onto the M�obius strip. As a result, one
of the boundary circles of the annulus covers twice the axis of the M�obius strip.

Figure 3.4

Thus, we have de�ned the projection �: eQ! Q such that the preimage of each
Klein bottle Ki is the torus Ti . This projection can be viewed as a smooth mapping
between smooth 3-manifolds. Since a neighborhood U(Q) in M4 is di�eomorphic
to the direct product Q� I , the projection � is naturally extended on the tubular
neighborhood U( eQ) = eQ � I of eQ, where I is an interval. Finally, we lift all

the necessary objects from the 4-manifold U(Q) onto U( eQ): the form ! , the vector
�eld v , the Hamiltonian H , the integral f . As a result, we have constructed

the covering �: eU( eQ) ! U(Q), which unfolds the critical Klein bottles Ki into
the critical tori Ti , as required. �

In what follows, we shall mostly consider integrable systems that have no critical
tori and Klein bottles on an isoenergy 3-surface. The following three reasons are
an argument for this.

Reason 1. As the analysis of speci�c systems in mathematical physics,
mechanics, and geometry shows, in most cases, the critical tori and Klein bottles
do not really appear. Those comparatively rare cases, where the critical tori and
Klein bottle occur, will be discussed separately later on.

Reason 2. From the topological point of view, the foliation into Liouville
tori in a neighborhood of a critical torus is trivial. In other words, there are
no singularities here. Moreover, by an appropriate changing of the integral f
in a neighborhood of the critical torus (namely, by taking its square root), we can
make this torus regular. Here we use the assumption that f is a Bott function, and,
consequently, on a one-dimensional transversal, f is a quadratic function in one
variable.

Reason 3. Finally, it is possible to prove that any integrable system with
a Bott integral can be turned into a system without critical tori and Klein bottles
by an arbitrarily small perturbation in the class of integrable systems (that is,
by a small perturbation of H and f ).
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Now let us describe the topological structure of a neighborhood of a critical circle
of the integral f on Q3 .

Let S be a critical circle of the Bott integral, and let D be a transversal two-
dimensional disc. Then, by de�nition, in appropriate coordinates, the function f
on D can be written as follows:

f = �x2 � y2 :

The cases f = x2+y2 and f = �x2�y2 correspond to the minimum and maximum
of f respectively (see Fig. 3.1(a)). The case f = x2 � y2 corresponds to a saddle
(see Fig. 3.1(b)). On the disc D , there appears a foliation into level lines of f with
one singular point at the center of D . Under the action of the ow v , the center of D
moves along S , so does the disc itself (always being transversal to S ). Since f is
an integral, the foliation into level lines of f is preserved by this ow. Having made
the complete revolution, the disc D returns to the initial position; this generates
some di�eomorphism of the disc onto itself preserving the foliation on it. Thus,
there appears a foliation of a tubular neighborhood of the critical circle S into
two-dimensional leaves with a singularity along S .

As a result, the structure of the neighborhood of S is determined by a foliation
preserving di�eomorphism of the disc onto itself. It is easy to see that only
the following cases are possible.

a) If the critical circle S is minimal or maximal, then the foliation is trivial,
being the direct product of the initial foliation on D by the circle S (Fig. 3.5).

Figure 3.5 Figure 3.6

If the critical circle S is saddle, then the following two cases appear.
b-1) A di�eomorphism of D onto itself that preserves the function f = x2 � y2

is isotopic to the identity mapping. In this case, the foliation that appears
on the neighborhood of S is trivial (Fig. 3.6(a)). It can be considered as the direct
product of the cross shown in Fig. 3.6 and the circle S . In this case, we say that S
has an orientable separatrix diagram.

b-2) A di�eomorphism of D onto itself that preserves the function f = x2 � y2

is isotopic to the central symmetry, i.e., the rotation through � (Fig. 3.6(b)).
Here the foliation that appears on the neighborhood of S is no longer trivial.
It is a skew product of the two-dimensional cross and the circle S . In particular,
the skew product of the one-dimensional coordinate cross and the circle S is
obtained as the union of two M�obius bands intersecting along their common axis S .
In this case, we say that S has a non-orientable separatrix diagram.
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Comment. Speaking of a separatrix diagram, we mean here the intersection
of the set ff = 0g with a tubular neighborhood of S . In the case when S is
a hyperbolic trajectory of the Hamiltonian vector �eld v , this separatrix diagram
coincides with the union of the stable and unstable submanifolds of the trajectory S .
Notice that an orientable separatrix diagram represents the union of two annuli
intersecting transversally along their common axis; and a non-orientable separatrix
diagram is the analogous union of two M�obius strips (see Fig. 3.7).

Figure 3.7

In fact, one can prove the following analog of the Morse lemma.

Lemma 3.1. In a su�ciently small tubular neighborhood of the critical circle S ,
one can choose coordinates x; y; ' (where x; y are coordinates on the disc D, and '
is a coordinate along S ) such that the integral f will be written in these coordinates

(in the whole neighborhood) as follows :
a) f = x2+ y2 (resp. f = �x2� y2) in the case of the minimal (resp. maximal)

circle (f does not depend on ');
b-1) f = x2 � y2 in the case of a saddle circle with an orientable separatrix

diagram (f does not depend on ');
b-2) f = x2 cos'� 2xy sin'� y2 cos' in the case of a saddle circle with a non-

orientable separatrix diagram.

Proof. The proof easily follows from the generalized Morse{Bott lemma
(Proposition 1.15). �

Lemma 3.1 implies the following statement, which yields a classi�cation
of the Liouville foliations near non-degenerate critical circles.

Proposition 3.4. Up to a di�eomorphism, there exist only three above types

of Liouville foliations in a neighborhood of a critical circle. All of them are pairwise

di�erent.
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3.2. THE TOPOLOGICAL STRUCTURE

OF A NEIGHBORHOOD OF A SINGULAR LEAF

To formulate the main result of this section, we introduce the notion of a Seifert
�bration, which is of independent importance.

A Seifert �bration is a three-dimensional manifold represented as a union
of disjoint simple closed curves, which are called �bers. See, for example,
[237], [309], and [338]. In addition, these �bers should adjoin to each other
in a good way. To explain what this means, we introduce the notion of a �bered
solid torus.

A solid torus D2�S1 divided into �bers f�g�S1 is called a trivially �bered solid
torus. To de�ne a non-trivially �bered solid torus, we choose a pair of relatively
prime numbers �; � , where � > 1. Consider the cylinder D2 � I and glue its
feet by rotation through the angle 2��=�. As a result, we obtain a solid torus.
The separation of the cylinder into the segments f�g � I determines a foliation
of the solid torus into circles called �bers. The �ber obtained by gluing the ends
of the segment f0g � I goes along the torus only once. It is called singular.
Every other �ber goes along the torus exactly � times. The number � is called
the multiplicity of the singular �ber. Two numbers (�; �) are called the parameters
of the �bered solid torus (or those of its singular �ber).

Figure 3.8 Figure 3.9

The �bered solid torus of type (3; 2) is shown in Fig. 3.8, and the �bers of a solid
torus of a general type are shown in Fig. 3.9.

De�nition 3.1. A compact orientable three-dimensional manifold (with or
without boundary) foliated into non-intersecting simple closed curves (�bers) is
called a Seifert manifold if each of its �bers has a neighborhood consisting of
the whole �bers and is homeomorphic to the �bered solid torus. A Seifert manifold
with the given �ber structure is called a Seifert �bration.
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It is easy to see that the �bered solid tori with parameters (�; �) and (�; �+k�)
are �berwise homeomorphic. Therefore, one can always assume that 0 < � < �.
Moreover, it can easily be shown (see, for example, [237]) that the pair (�; �), where
0 < � < �, is an invariant of a �bered solid torus.

Let Q be a Seifert manifold (with or without boundary). Introduce an equiv-
alence relation on it by assuming two points to be equivalent if and only if they
belong to the same �ber.

De�nition 3.2. The quotient space of the manifold Q by this equivalence
relation is denoted by P and is called the base of the Seifert �bration.

In other words, the space P is obtained from Q by shrinking its every �ber
into a point. The images of the singular �bers are called the singular points
of the base P .

Proposition 3.5. The base P of every Seifert �bration is a compact two-

dimensional surface (with or without boundary).

Proof. See, for example, the book by A.T. Fomenko and S. V.Matveev [237]. �

In what follows, we shall consider only connected Seifert manifolds with
boundary. The bases of the corresponding Seifert �brations are two-dimensional
connected surfaces with boundary. Let us point out all singular points on the base
of a Seifert �bration and assign the type (�; �) of the corresponding singular �ber
to each of them.

Theorem 3.1. Two Seifert �brations Q and Q0 with boundary are �berwise

homeomorphic with preservation of their orientation if and only if their bases are

homeomorphic and the number and types of their singular points on the bases

coincide.

The proof can be found, for example, in [237] and [309]. �

We now return to an integrable system on an isoenergy 3-manifold Q3 .
As before, we assume that the additional integral f :Q3 ! R is a Bott function.

Consider a su�ciently small tubular three-dimensional neighborhood U(L)
of an arbitrary singular leaf L of the Liouville foliation on Q3 .

Theorem 3.2.

a) In some four-dimensional neighborhood V (L) of the 3-manifold U(L) in M4 ,

there exists a smooth function F such that all its integral trajectories on V (L)
are closed. Moreover, one can assume that, for any such trajectory (t),
the relation (0) = (2�) holds.

b) The function F commutes (i.e., is in involution) with the functions

H (Hamiltonian) and f (integral). Their skew gradients are connected by

the relation

sgradF = � sgradH + � sgrad f

for some smooth functions � and � that are constant on each leaf of the Liouville

foliation.

Such an integral F will be called periodic.
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Proof.

1) Let us begin with the case when the integral f has a local minimum
(or local maximum) on the critical circle S . Here S coincides with the singular
leaf L. The topological structure of the three-dimensional neighborhood U(L) has
been already described in Lemma 3.1 and Fig. 3.5. This is a solid torus foliated into
concentric tori, i.e., the direct product of a �bered disc D2 by a circle S1 . Clearly,
the four-dimensional neighborhood V (L), in turn, can be considered as the direct
product of U(L) by a segment I . Thus, V (L) = D2 � S1 � I is naturally foliated
into circles of the form fag � S1 � fbg, where a 2 D2 , b 2 I . Moreover, each
circle belongs to a certain Liouville torus. We now de�ne the desired function F
by the formula

F (x) =
1

2�

Z
(x)

� ;

where � is the di�erential 1-form such that d� = ! , and (x) is the circle from
the above foliation that passes through the point x 2 V (L). As we see, the de�nition
of F is analogous to the construction of action variables (see the Liouville theorem
above). Note that the function F is not changed under isotopy of  . We have
proved before that the integral trajectories of the vector �eld sgradF lie on Liouville
tori, are closed with period 2� , and are homologous to  . Since F plays here
the role of an action variable, it follows that, according to the Liouville theorem,
F is a function of H and f . Therefore, sgradF is a linear combination of the vector
�elds sgradH and sgrad f . This completes the proof of (b) in the case of a local
minimum or maximum.

Note that the structure of the direct product D2�S1 on the U(L) is not uniquely
de�ned. This leads to the ambiguity of the function F .

2) Now consider the saddle case. The scheme of the proof is the same, but
one needs to make more precise what cycles  should be used for the integration.
As in the previous case, we take all the critical saddle circles S1; : : : ; Sk of the leaf L
and their three-dimensional neighborhoods U(S1); : : : ; U(Sk) in Q. The structure
of these neighborhoods is already known from Lemma 3.1. Namely, if a saddle
circle Si has the orientable separatrix diagram, then its neighborhood is the direct
product of a two-dimensional cross by a circle. This neighborhood is foliated into
circles each of which lies on a certain Liouville torus. In the non-orientable case, such
a foliation into circles  can also be de�ned. But, in this case, each circle  di�erent
from Si will turn twice along the axis Si . This means that the neighborhood U(Si)
has the structure of the �bered solid torus with parameters (2; 1). In both
cases, these foliations into circles are naturally extended onto a four-dimensional
neighborhood V (Si).

Next, consider an arbitrary Liouville torus which is su�ciently close to the sin-
gular leaf L. This torus necessarily intersects one or several four-dimensional
neighborhoods V (Si) (Fig. 3.10). Each of them allows us to choose and �x
a circle on the torus (since each of the neighborhoods V (Si) is already foliated
into circles). The circles obtained on the torus are mutually homologous non-trivial
cycles (Fig. 3.10). This follows from the following lemma.
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Figure 3.10

Lemma 3.2. Let Ts be a smooth family of Liouville tori on each of which

we choose a cycle (circle) s which smoothly depends on s and, in addition,

tends to a closed trajectory 0 of the Hamiltonian vector �eld sgradH as s! 0
(in C1-metric). Then each cycle s is non-trivial (i.e., not contractible) on

the torus Ts .

Proof. The continuity argument implies that all the cycles s are simultaneously
either trivial on the tori Ts or non-trivial. Assume the contrary, i.e., all of them
are trivial. Then the smooth curve s bounds a two-dimensional disc on the torus.

Figure 3.11

Clearly, there exists a point xs on it at which the vectors sgradH and ds=dt have
opposite directions (see Fig. 3.11). The point is that, according to the Liouville
theorem, the �eld sgradH straightens after a suitable choice of coordinates
on the torus. Now let s ! 0. Then the vector ds=dt tends to the vector
v = sgradH at each point. Clearly, these two facts contradict each other. �
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We now turn to the proof of Theorem 3.2. On each Liouville torus close
to L, we obtained a non-trivial circle  (which is close to the periodic integral
trajectory Si of v = sgradH ). If the Liouville torus passes by several periodic
trajectories Si , then we obtain several such circles on it. Since they do not intersect
with each other, they are homologous. Note that this argument shows that they are
homologous only up to orientation. Is it possible to orient them in such a way that
they become homologous as oriented cycles? (We, of course, want these cycles 
to have the same orientation near each critical circle  .) Generally speaking, it is
not evident. Of course, on each single Liouville torus, all cycles  located on it
can be consistently oriented. But the problem is that the singular leaf L may
be adjacent to several di�erent families of Liouville tori. Consequently, we have
to make consistent the orientations of cycles  on di�erent Liouville tori. Is this
always possible? The answer is positive.

The question can be reformulated in the following way. Consider an arbitrary
Liouville torus T lying in the neighborhood V (L). There are several cycles  on it
which are homologous with each other up to orientation. Consider the \two-valued"
function de�ned by the already known formula:

F (T ) = �
1

2�

Z


� :

Here, as before, � is the action form, i.e., d� = ! (it is not di�cult to show
that such a form always exists in the neighborhood V (L)). Evidently, this function
can be smoothly extended on the whole neighborhood V (L). We need actually
to show that this \two-valued" function splits into two single-valued functions each
of which can be considered as the desired periodic integral.

To this end, it su�ces to observe that F has the meaning of an action variable
(see the Liouville theorem), since the cycles  are non-trivial on the Liouville tori.
Hence, the integral trajectories of (\two-valued") vector �eld sgradF are all closed
with period 2� . Besides, the following relation holds:

sgradF = �� sgradH � � sgrad f ;

where � and � are constant on each leaf of the Liouville foliation. Consider this
relation on the singular leaf L. Note that � and � cannot vanish simultaneously,
(otherwise we would have obtained the contradiction with the 2�-periodicity
of the trajectories). We now choose the signs of � and � in a certain way and �x
our choice. As a result, we obtain a single-valued vector �eld on the singular leaf
which vanishes nowhere. We can now extend it to the neighborhood V (L), choosing
its direction by continuity.

As a result, we obtain a smooth vector �eld in V (L) all of whose trajectories are
closed with period 2� and lie on leaves of the Liouville foliation. It remains to take
its Hamiltonian as the desired periodic integral. �

Corollary. On V (L), there exists a naturally de�ned Poisson S1-action

(namely, shifting along integral trajectories of the �eld sgradF by the angle ').
The trajectories of sgradF are just the orbits of this action.
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This result can be interpreted as follows. According to the Liouville theorem,
one can de�ne the action variables s1; s2 in a neighborhood of each non-singular
leaf of the Liouville foliation. How do they behave in a neighborhood of a singular
leaf L? Theorem 3.2 asserts that one of these action variables survives (provided
the corresponding cycle is chosen in the right way), i.e., it is a smooth function
in a neighborhood of L without singularities. Note that a similar result holds for
non-degenerate systems in the multidimensional case (see [258], [259], [261]).

Theorem 3.2 implies the following statement which gives the description
of the Liouville foliation in a three-dimensional invariant neighborhood U(L) � Q3

of the singular leaf L. Namely, the periodic integral F allows us to de�ne
the structure of a Seifert �bration in a neighborhood of the singular leaf.

Theorem 3.3.

a) The three-dimensional manifold U(L) is a Seifert manifold whose singular

�bers (if they exist) have the same type (2; 1).
b) These singular �bers coincide exactly with the critical circles of the integral f

possessing non-orientable separatrix diagrams.

c) If this Seifert �bration has no singular �bers, then the manifold U(L) is

the direct product of a two-dimensional surface P (L) and a circle-�ber S1 .

d) The structure of the Seifert �bration on the manifold U(L) and the structure

of the Liouville foliation on U(L) are consistent in the sense that each �ber

of the Seifert �bration (a circle) lies on some leaf of the Liouville foliation.

In particular, the integral f is constant on the �bers of the Seifert �bration.

Proof. This statement is in fact a reformulation of the Corollary to Theorem 3.2.
As oriented �bers of the Seifert �bration on U(L), we simply take the oriented
orbits of the S1 -action generated by the periodic integral F . Only part (b) needs
a small comment. Due to orientability of �bers of the Seifert �bration and that
of the neighborhood U(L), the base P = P (L) is an oriented two-dimensional
surface with boundary. If there are no singular �bers in the Seifert �bration, then
the �bration is locally trivial. Moreover, since the base P (L) has a boundary, then
no additional invariants (like an Euler number) exist, and, consequently, the Seifert
�bration on U(L) has the direct product type. �

In the case of a singular leaf L that contains critical circles with non-
orientable separatrix diagrams, one can give another visual topological description
of the neighborhood U(L). It is easy to verify that, in this case, there exists

a section bP of the Seifert �bration such that
1) bP is transversal to the �bers of the Seifert �bration,

2) every non-singular �ber intersects the surface bP twice, whereas the singular
�bers (i.e., critical circles with a non-orientable separatrix diagram) intersect it
only once.

Let us explain how this surface can be constructed. Since the leaf L
is a deformation retract of its neighborhood U(L), it su�ces to construct
a transversal section on the singular leaf only (and to extend it then to some
neighborhood). We �rst construct such a section in small neighborhood of critical
circles: in the case of the non-orientable separatrix diagram, we take an arbitrary
transversal to the critical circle; and, in the orientable case, we take two
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non-intersecting transversals (which are obtained from each other by shifting
by half-period �). It is easy to see that the singular leaf L is a union of two-
dimensional orbits di�eomorphic to the annulus S1 � D1 , and critical circles.

For each critical circle (and even for its neighborhood), the desired section bP has
been constructed and we must extend it to each of the annuli (Fig. 3.12). This can
evidently be done by connecting the initial pairs of points located on the opposite
boundary circles of each annulus.

Figure 3.12 Figure 3.13

As a result, we obtain a section of the Seifert �bration on the singular
leaf L which satis�es all required conditions. By extending it to the three-

dimensional U(L), we construct the desired surface bP . It is easily seen that bP is
connected provided the singular leaf L is connected.

On bP , there exists a natural involution � . Indeed, to every point x 2 bP , one

can assign a point �(x) 2 bP that is the second point of intersection of the �ber

through x with bP (Fig. 3.13). The second point always exists and is di�erent
from x, unless x belongs to a singular �ber of the Seifert �bration. If x belongs
to the singular �ber, then, obviously, �(x) = x.

Lemma 3.3.

a) The mapping � is an involution on bP whose �xed points are exactly the points

of the intersection of bP with the singular �bers of the Seifert �bration.

b) The base P of the Seifert �bration on U(L) is the quotient space of bP
by the action of � .

The proof follows from the de�nition of � . �

Note that the restriction of the integral F to bP can be regarded as a natural

Morse function f : bP ! R. Clearly, the involution � preserves the function f .

This construction allows us to represent U(L) in the following form. Consider

the cylinder bP � [0; �] and glue its feet bP �f0g and bP �f�g by the action of � , i.e.,
by identifying (x; 0) with (�(x); �) (Fig. 3.14). As a result, we obtain the desired

3-manifold U(L), which is the skew product of bP by the circle.
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Figure 3.14

It would be useful to imagine how the 3-manifold U(L) is foliated into

two-dimensional Liouville tori. On bP , there is a foliation into level lines

of the function bf . Therefore, the direct product bP�[0; �] is foliated into 2-cylinders
that are direct products of the level lines of bf by the segment [0; �]. Gluing the feet

of the 3-cylinder bP � [0; �] by involution � , we see that these 2-cylinders are glued
into two-dimensional Liouville tori foliating U(L).

Thus, we see that the structure of the Liouville foliation on U(L) is uniquely
de�ned by a two-dimensional object, namely, a surface with a Morse function
on it. Moreover, it is easy to see that such a pair (surface, function) de�nes
a certain atom in the sense of Chapter 2. In fact, this observation means that
there is a natural one-to-one correspondence between topological types of Liouville
foliation singularities and two-dimensional atoms. In Sections 3.5 and 3.6, we discuss
this relation in more detail and give the classi�cation of generic three-dimensional
singularities.

3.3. TOPOLOGICALLY STABLE

HAMILTONIAN SYSTEMS

De�nition 3.3 (see [65]). An integrable Hamiltonian system is called topologically

stable on the isoenergy surface Q3
h
0

= fH = h0g if, for su�ciently small

variations of the energy level, the structure of the Liouville foliation of the system
does not change. In other words, for a su�ciently small ", the systems
(v;Q3

h
0

) and (v;Q3
h
0
+") are Liouville equivalent.

Remark. What does the topological stability of a system mean? It is easy
to see that the set of Liouville equivalence classes for integrable Hamiltonian
systems (with Bott integrals) is discrete in a natural sense. Therefore, it is natural
to expect that there exists just a �nite number of bifurcation energy levels when
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the topology of the Liouville foliation is changed. Such energy levels can easily
be recognized with the help of the bifurcation diagram of the momentum mapping
(H; f):M4 ! R

2 . If the straight line fH = h0g on the plane R
2 intersects

the bifurcation diagram transversely (Fig. 3.15) and does not pass through its
singular points, then the system is topologically stable on Q3 = fH = h0g.
Otherwise, the values h0 are, as a rule, bifurcational.

Figure 3.15

In the previous section, we have shown that the neighborhood of a singular
leaf of the Liouville foliation has the structure of an orientable Seifert �bration.
Is it possible to de�ne the orientation on the �bers of this �bration in a canonical
way? One of the possible ways is as follows. The critical circles of the integral f
are, at the same time, the �bers of the Seifert �bration and closed trajectories
of the Hamiltonian system. Therefore, on each of these circles, there exists
the canonical orientation given by the ow. This orientation could be taken to be
the canonical orientation on the �bers of the Seifert �bration. However, beforehand,
one has to make sure that the orientations of all these critical circles are compatible
among themselves, i.e., just coincide (we can compare them, since all the circles
are �bers of the same connected orientable Seifert �bration). It turns out that
the su�cient condition for the orientation compatibility is the topological stability
of the system.

Let Q3 = Q3
h
0

= fH = h0g be an isoenergy surface of an integrable Hamiltonian

system v = sgradH on a symplectic 4-manifold M4 . Let f :Q3 ! R be a Bott
integral of the system v , and let L be a singular leaf of the Liouville foliation
on Q3 given by the function f . Suppose S1; : : : ; Sk are critical circles of f lying
on the singular leaf L and oriented by the ow v .

Proposition 3.6. If the system v is topologically stable on Q3 , then all

the circles S1; : : : ; Sk have the same orientation.

Proof. Let us consider each of the critical circles S1; : : : ; Sk separately.
Since Si is non-degenerate, it follows that, from the viewpoint of the ambient
manifold M4 , the circle Si is contained in a one-parameter family Si(") of non-
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degenerate closed one-dimensional orbits of the Poisson action of R2 (generated
by sgradH and sgradf ). Consider the image of this family under the momentum
mapping F :M4 ! R

2 . This will be a smooth curve �i , a piece of the bifurcation
diagram (see Proposition 1.18).

Let us clarify what happens to the singular leaf L under small variation
of the value h of the Hamiltonian H . By virtue of the topological stability of v ,
the structure of the singular leaf L is not changed. In particular, the critical circles
S1("); : : : ; Sk(") remain on the same singular leaf L(") � Q3

h
0
+" for all su�ciently

small " (i.e., they do not move to di�erent leaves). Hence all curves �1; : : : ; �k
coincide. Denote them simply by � . According to Proposition 1.18, on the critical
circles S1; : : : ; Sk the following relation holds:

b sgradH � a sgradf = 0 ;

where a and b are the coordinates of the tangent vector to � .
It is important that, in the case of a topologically stable system, the coe�cients

a and b are the same for all critical circles S1; : : : ; Sk lying on the singular leaf
of the Liouville foliation.

To prove the consistency of orientations on S1; : : : ; Sk , it is su�cient to compare
the directions of the vector �elds sgradH and sgradF , where F is the periodic
integral (see Theorem 3.2), which de�nes the structure of an oriented Seifert
�bration on U(L). According to Theorem 3.2, there exist constants � and �
such that the relation

sgradF = � sgradH + � sgradf

holds on the whole singular leaf L.
Using the additional relation

b sgradH � a sgradf = 0 ;

we obtain the identity

sgradF =

�
�+ �

b

a

�
sgradH

on each critical circle S1; : : : ; Sk , where the coe�cient �+�
b

a
does not depend on Si .

Hence, the vectors sgradF and sgradH have either the same or opposite
orientations simultaneously on all the critical circles. In any case, the orientations
on S1; : : : ; Sk given by the ow sgradH coincide. �

Corollary. If the integrable system is topologically stable, then all �bers

of the Seifert �bration can be canonically oriented in such a way that this

orientation on the critical circles S1; : : : ; Sk coincides with the orientation given by

the Hamiltonian ow v = sgradH .

How do the integral trajectories of sgradH behave on the singular leaf L?
Consider L and remove all the critical circles S1; : : : ; Sk (i.e., all the critical

periodic solutions) from it. The leaf L will be divided into a disjoint union of several
annuli. Consider the ow v on one of them.
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Proposition 3.7 (see [53]). Only the following three cases are possible

(up to a di�eomorphism).
a) All the integral curves of v are closed on the annulus (Fig. 3.16(a)). This

case is called resonant.

b) All the integral curves are open, and each of them winds (as a spiral)
from one boundary of the annulus onto the other, while preserving the orientation

(Fig. 3.16(b)).
c) All the integral curves are open, and each of them winds from one boundary

of the annulus onto the other, while reversing the orientation (Fig. 3.16(c)).

Figure 3.16

Proof. Consider the vector �eld v = sgradH and the periodic integral F
on the given annulus. Then, in the interior of this annulus, we have u = sgradF =
� sgradH + � sgradf , where �; � 2 R. Since the trajectories of u are all closed
with period 2� , we can introduce natural coordinates (t; ') on the annulus,
where t 2 [0; 1], ' 2 Rmod 2� , such that u = @=@'. Two cases are possible:
� = 0 and � 6= 0. In the �rst case, the trajectories of v = sgradH are all closed
and we get the situation shown in Fig. 3.16(a). In the second case, we have

v = sgradH = a(t)
@

@t
+ b(t)

@

@'
;

where a(t) and b(t) are some smooth functions on the segment [0; 1]. These
functions do not depend on ', because v and u = @=@' commute. Note that,
in this case, a(t) nowhere vanishes on (0; 1), since sgradH and sgradF = @=@'
are linearly independent. The trajectories of v = sgradH can now be presented
by the explicit formula:

'(t) =

tZ
t
0

b(t)

a(t)
dt+ const :

Let us analyze it. The function a(t) vanishes at the endpoints of the seg-
ment [0; 1], i.e., on the boundary circles of the annulus, since these circles
are trajectories of sgradH . In other words, sgradH is proportional to @=@'
on the boundary. The same argument shows that b(t) takes �nite non-zero
values at the endpoints of [0; 1]. Thus, the function '(t) is de�ned on the whole
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interval (0; 1) and tends to in�nity as t ! 0 or t ! 1. If the \signs of these
in�nities" coincide, then we have the case (b) (Fig. 3.16(b)); if they are opposite,
then we have the case (c) (Fig. 3.16(c)). �

Proposition 3.8 (see [53]). If the system v is topologically stable, then L has

no annuli of type (c).

Proof. The boundary circles of the annulus are evidently closed trajectories
of v = sgradH . Clearly, in the case (c), the orientations of the boundary
circles given by the �eld v are opposite (Fig. 3.16(c)). However, according
to Proposition 3.8, the orientations of all critical circles lying on L must coincide
in the case of topologically stable systems. This contradiction proves our
statement. �

Comment. Let L be a singular leaf of an integrable topologically stable system.
We assert that all the annuli lying on L have simultaneously either type (a) or
type (b).

Indeed, it su�ces to use the relation

u = sgradF = � sgradH + � sgradf ;

which holds simultaneously for all the annuli. If � = 0, then the trajectories
of sgradH coincide with those of sgradF and, therefore, are closed on all the annuli
of L. On the contrary, if � 6= 0, then the trajectories of sgradH are not closed
simultaneously on all the annuli.

3.4. EXAMPLE OF A TOPOLOGICALLY

UNSTABLE INTEGRABLE SYSTEM

Here we give an example of an unstable integrable Hamiltonian system whose
singular leaf has an annulus of type (c) (see Fig. 3.16(c)).

Figure 3.17

Consider the surface P in R3 (x; y; z) illustrated in Fig. 3.17. The height function
f = z on P has the only critical value z = 0 and two critical points A and B lying
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on this level. Let H(x; y; z) be a smooth function for which P is a regular level
surface, i.e., P = fH = 0g and dH jP 6= 0.

As a symplectic manifold, we now consider the direct product R3 � S1 with
the symplectic form ! = dx ^ dy + dz ^ d'. It is easy to see that the functions
H and f commute and, consequently, the Hamiltonian system v = sgradH is
integrable.

Consider the singular leaf L of the Liouville foliation given by two equations
H = 0 and f = 0. The leaf L contains two critical circles fAg � S1 and
fBg � S1 . Let us compare the orientations on the circles given by the ow
v = sgradH . To this end, note that the trajectories of the ow sgradf are closed
and de�ne the structure of an oriented Seifert �bration in the neighborhood U(L)
(in other words, f is a periodic integral of the system). That is why, to compare
the orientations on the circles, one needs to compare the directions of the ows
sgrad f and sgradH . Suppose, for de�niteness, that the gradient of H at the point
A 2 P � R

3 is directed upward, i.e., has the same direction as the gradient of f = z .
Then, as is seen from Fig. 3.17, at the point B , the gradient of H will be directed
downward so that the directions of gradH(B) and gradf(B) will be opposite.
Thus, on the circle fAg�S1 , the ows sgradH and sgradf have the same direction,
but their directions are opposite on fBg�S1 . Consequently, the orientations given
on the critical circles fAg�S1 and fBg�S1 by the ow v = sgradH are di�erent.

Besides two critical circles, the singular leaf L contains four two-dimensional
orbits, each of which is homeomorphic to the annulus. Let us look at the behavior
of the trajectories of v on these annuli. Among these four annuli, there are two
adjacent to both critical circles fAg � S1 and fBg � S1 . Since the ow v runs
on these circles in opposite directions, the behavior of trajectories on these annuli is
as shown in Fig. 3.16(c). On the two remaining annuli, the behavior of trajectories
corresponds to Fig. 3.16(b).

Finally, observe that the constructed Hamiltonian system is not topologically
stable on the isoenergy level fH = 0g. Indeed, the singular points of the height
function f = z on the surface fH = "g � R

3 turn out to be on di�erent levels
for " 6= 0. From the point of view of the Hamiltonian system, this means that,
under small variation of the energy level, the critical circles pass to di�erent singular
leaves of the Liouville foliation. As a result, the singular leaf L splits into two
simpler leaves and the structure of the foliations changes.

3.5. 2-ATOMS AND 3-ATOMS

Consider a topologically stable integrable system with a Bott integral f on an isoen-
ergy 3-surface Q and take some singular leaf L of the corresponding Liouville
foliation on Q.

Consider a neighborhood of this leaf, i.e., a three-dimensional manifold U(L)
with the Liouville foliation structure and �xed orientation. By analogy with
the two-dimensional case, as the neighborhood U(L), we take the connected
component of the set f�1(c � "; c + ") that contains the singular leaf L (here
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c = f(L) is the critical value of f ). Such an object is naturally called a 3-atom.
However, from the formal viewpoint, we have to be more careful. We shall assume
two such 3-manifolds U(L) and U 0(L0) with the structure of the Liouville foliation
to be �berwise equivalent if

1) there exists a di�eomorphism between them that maps the leaves of the �rst
Liouville foliation into those of the second one,

2) this di�eomorphism preserves both the orientation on 3-manifolds and
the orientation on the critical circles de�ned by the Hamiltonian ows.

De�nition 3.4. The equivalence class of the three-dimensional manifold U(L)
is called a 3-atom. The number of critical circles in the 3-atom is called its atomic
weight (or complexity).

Note that a 3-atom (i.e., its representative U(L)) is always oriented and
the orientation is assumed to be �xed. By changing the orientation, we may obtain,
generally speaking, a di�erent atom.

There appears a natural problem to classify all 3-atoms. It turns out that this
classi�cation can be obtained in terms of 2-atoms. To do this, we need �rst some
additional construction.

Consider a Morse function f on an oriented surface; let c be its critical value.
Recall that by an atom we mean a neighborhood P 2 of the critical level K = f�1(c)
(given by the inequality c� " � f � c+ " for su�ciently small ") foliated into level
lines of the function f and considered up to �ber equivalence.

It is convenient to de�ne the atom to be the pair (P 2;K) so that two atoms

(P 2;K) and (P 02;K 0) are considered as identical if there exists an orientation

preserving homeomorphism which sends P 02 onto P 2 and K 0 onto K .

We emphasize that from now on we shall consider only oriented atoms, i.e.,
such that the surface P 2 is orientable and the orientation on it is �xed.

Side by side with the previous atoms, we consider one more simple atom, which
is obtained as follows. Take an annulus P and assume some of its axial circles
to be the graph K (Fig. 3.18). It is clear that this atom can be considered
as a neighborhood of a non-singular level of f .

Figure 3.18 Figure 3.19

We want now to extend the store of atoms by adding new objects, namely,
the so-called atoms with stars. Take an arbitrary atom (P 2;K) and consider its
graph K = ff = cg. Fix some interior points on edges of the graph K , declare
them to be new vertices of K and denote by stars (see examples in Fig. 3.19).
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De�nition 3.5. An atom (P 2;K) which contains at least one star-vertex
is called an atom with stars. If there are no such vertices, then we shall speak of
an atom without stars.

De�nition 3.6. Now a 2-atom is de�ned to be an oriented atom (P 2;K) with
or without stars. Note that the previous atoms (see De�nition 2.6) are identi�ed
with 2-atoms without stars. In what follows, to simplify the terminology, when
speaking of atoms, we shall mean that atoms can be both with and without stars.

Consider a 3-atom U(L) with the structure of a Seifert �bration on it. Let

�:U(L)! P 2

denote its projection onto a two-dimensional base P 2 with the embedded graph
K = �(L). Let us mark those points on the base P 2 , into which the singular �bers
of the Seifert �bration (i.e., the �bers of type (2; 1)) are projected. Recall that
the base P 2 has a canonical orientation. The point is that an orientation is already
�xed on U(L), as well as on the �bers of the Seifert �bration. It is clear that,
as a result, we obtain some oriented 2-atom (P 2;K).

Theorem 3.4 [65].
a) Under the projection �:U(L)! P 2 , the 3-atom U(L) turns into the 2-atom

(P 2;K), and moreover, the singular �bers of the Seifert �bration on the 3-atom are

in one-to-one correspondence with the star-vertices of the 2-atom.

b) This correspondence between 3-atoms and 2-atoms is a bijection.

Proof. The �rst statement is evident. To prove the second one, we shall
construct the inverse mapping which assigns a certain 3-atom to every 2-atom.
Take a 2-atom (P 2;K) and construct a Morse function f on P 2 such that
its single critical level coincides with K . Such a function is de�ned uniquely
up to �ber equivalence. Then P 2 is naturally foliated into level lines of f .
Theorem 3.1 implies that it is possible to reconstruct (uniquely up to �ber
equivalence) the 3-manifold U(L) with the structure of a Seifert �bration over
the base P 2 (with �xed star-vertices that correspond to singular �bers). To obtain
a 3-atom, we need to de�ne the structure of a Liouville foliation on U(L). Let us
use the function f which is already de�ned on the base P 2 . Taking the pull-

back of f under the projection �:U(L) ! P 2 , we obtain the function ef = f � �

on U(L), whose regular level surfaces are di�eomorphic to the torus. Clearly, ef is
a Bott function on U(L). Its critical circles are exactly the preimages of the vertices
of K including the star-vertices. This reconstruction process is unambiguous, since
changing the function f on the base P 2 leads to a Liouville foliation on U(L) which
is �ber equivalent to the initial one.

Having constructed the foliation of U(L) into 2-tori, we now have to represent it
as the Liouville foliation related to some integrable Hamiltonian system on a suitable
symplectic manifold. To this end, we need to introduce the symplectic structure
on the direct product V (L) = U(L) � I for which our foliation on U(L) is
Lagrangian. It can actually be done, as we shall see below when proving the general
realization theorem (Theorem 4.2).

Thus, we have constructed the correspondence (P 2;K) ! (U(L); L) between
2-atoms and 3-atoms which, as is easy to see, is inverse to the correspondence
established by the projection � . This completes the proof. �
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We now summarize the results obtained.

1. 3-atom A. Topologically, this 3-atom is presented as a solid torus foliated
into concentric tori, shrinking into the axis of the solid torus. In other words,
the 3-atom A is the direct product of a circle and a disc foliated into concentric
circles (see Fig. 3.20). From the viewpoint of the corresponding dynamical system,
A is a neighborhood of a stable periodic orbit.

Figure 3.20 Figure 3.21 Figure 3.22

2. Saddle 3-atoms without stars. Consider an arbitrary 2-atom without stars,
i.e., a two-dimensional oriented compact surface P with a Morse function f :P ! R

having just one critical value. The corresponding 3-atom is the direct product
U = P �S1 . The Liouville foliation on it is determined by the function f extended
onto Q in the natural way:

f(x; ') = f(x) ; x 2 P ; ' 2 S1 :

An example is shown in Fig. 3.21; this is the simple 3-atom B .

3. Saddle 3-atoms with stars. As in the previous case, �rst we consider

a 2-surface bP with a Morse function bf on it. Assume that, on the surface,

there is an involution, i.e., a smooth mapping � : bP ! bP with the following
properties:

1) �2 = id;

2) � preserves the function bf , i.e., bf(�(x)) = bf(x) for any x 2 bP ;

3) � preserves the orientation;

4) the �xed points of � are some of the critical points of bf .
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To construct a 3-atom, consider the cylinder P � [0; 2�] and glue its feet
by the involution � identifying the points (x; 2�) and (�(x); 0). As a result,

we obtain an orientable 3-manifold U with boundary. The function bf is naturally

extended to U , since bf(�(x)) = bf(x) and its level surfaces determine the structure
of the Liouville foliation on U with only one critical leaf. Note that, from
the topological viewpoint, the manifold U is a �ber bundle over a circle with �bers

homeomorphic to bP .
An example is presented in Fig. 3.22; this is the simple 3-atom A� .
Note that the corresponding 2-atom (P;K) (where K = ff = cg) is obtained

from the pair ( bP ; bK) by factorization with respect to the involution � . HerebK = f bf = cg.

De�nition 3.7. The pair ( bP ; bK) is called the double of the 2-atom (P;K)
with stars.

It is clear that the double ( bP ; bK) is a two-sheeted branching covering over
the 2-atom (P;K). Moreover, its branching points are exactly the star-vertices
of the atom (P;K).

Remark. It should be taken into account that the same 2-atom can have several
di�erent doubles (i.e., non-homeomorphic to each other). Therefore, di�erent

doubles ( bP1; bK1) and ( bP2; bK2) can generate the same 3-atom with stars. Let us
give one of the simplest examples. Consider the 2-atoms C1 and C2 shown in
Fig. 3.23 (see Table 2.1). On each of them, there is a natural involution, which is

Figure 3.23

the symmetry with respect to the axis passing through the vertices of the atoms.
Using the above construction for each of these atoms, we obtain two isomorphic
3-atoms of type A�� (see Table 3.1 below). In particular, in this example, two atoms
C1 and C2 appear to be two di�erent doubles of the same 2-atom A�� .
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3.6. CLASSIFICATION OF 3-ATOMS

By virtue of Theorem 3.4, the classi�cation of 3-atoms is reduced to the classi�cation
of 2-atoms (with and without stars). The classi�cation of 2-atoms without stars
has been obtained above (see Table 2.1 in Chapter 2). To obtain an analogous
classi�cation table for 2-atoms with stars, we should proceed as follows. We put
one or several star-vertices on edges of the graphs K of atoms without stars and
add one more series of 2-atoms represented as an annulus with the axial circle
on which we put an arbitrary number of star-vertices (Fig. 3.19). The beginning
of the list is shown in Table 3.1 (see [65], [123]). Recall that 2-atoms are presented
here as immersions of their skeletons into the 2-sphere. Mirror symmetric atoms
are considered as di�erent ones. Note that the �rst examples of non-mirror atoms
occur in complexity 3. These are two atoms D�

22 and D�
23 . By the way, they turn

into each other under the mirror reection.

Table 3.1. 3-Atoms of complexity 1; 2; 31; 2; 31; 2; 3

Remark. In speci�c integrable systems from classical mechanics and mathe-
matical physics, the most prevalent atoms are A, B , A� , C2 , D1 (see examples
in Chapters 12{16).
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3.7. 3-ATOMS AS BIFURCATIONS OF LIOUVILLE TORI

Consider an integrable Hamiltonian system v = sgradH on M4 and the momentum
mapping F :M4 ! R2 . Let � be the bifurcation diagram, and let y 2 R2 be
an arbitrary regular point in the image of the momentum mapping. If the inverse
image of y is compact, then it consists of one or several Liouville tori. By moving
the point y on the plane, we make these tori to move somehow inside M4 .
As long as y remains regular, the Liouville tori are transformed by means of some
di�eomorphism. But at the instant when y meets the bifurcation diagram � and
intersects it, the Liouville tori undergo, generally speaking, a non-trivial bifurcation.
It is a natural question how to describe typical bifurcations of Liouville tori.
The typical situation is that the bifurcation diagram consists of piecewise-smooth
curves and the moving point y intersects one of them transversely at an interior
point y� (Fig. 3.24). Suppose the inverse image of the path  from y to y0 is
compact in M4 . Then the inverse image of every point of  (except for y�) consists
of a certain number of Liouville tori.

Figure 3.24

Assume that a curve of � that contains y� corresponds to non-degenerate only
critical points at which the rank of the momentum mapping is equal to 1. Let
such bifurcations of Liouville tori be non-degenerate. They are stable in the sense
that, under a small perturbation of the path  = yy0 , the type of the bifurcation
does not change.

All such bifurcations of Liouville tori are described by means of 3-atoms.
Namely, there exists a one-to-one correspondence between the set of 3-atoms

and that of non-degenerate bifurcations of Liouville tori.
Let us comment on this statement. Consider a connected component of the in-

verse image of the path yy0 in M4 . It is a smooth three-dimensional manifold
with boundary, which can be thought as the 3-atom U(L). As for the function f
on it, we have to take the parameter t on the path yy0 (which de�nes the motion
of a point along the path). The singular leaf L is the inverse image of y� under
the momentum mapping. Then the non-degeneracy of the bifurcation of Liouville
tori is equivalent to the fact that f is a Bott function on U(L).
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3.8. THE MOLECULE OF AN INTEGRABLE SYSTEM

Let Q3 be a compact isoenergy surface of an integrable system v = sgradH , and
let f be an additional integral independent of H .

In what follows, we shall consider integrable systems that satisfy the following
natural conditions:

1) the isoenergy surface Q is compact and regular;
2) the system v = sgradH is non-resonant on Q;
3) the system v possesses a Bott integral f on Q;
4) the system v is topologically stable on Q.
In addition to these conditions, we assume for a while that the integral f has

no critical Klein bottles and consider critical tori (if they exist) as regular leaves.
The construction that includes critical Klein bottles will be described in the next
chapter.

Now the notion of a molecule can be introduced in two di�erent ways.

The �rst way. Consider the Liouville foliation on Q. First, we construct
an analog of the Reeb graph. To this end, we take the base of the Liouville foliation,
i.e., the quotient space Q=�, where � is the natural equivalence relation which
identi�es the points that belong to the same leaf of the Liouville foliation. We obtain
some graph. Obviously, its vertices correspond to the singular leaves of the Liouville
foliation, and its edges represent one-parameter families of Liouville tori (without
bifurcations).

It is easily seen that each vertex of the graph corresponds to a certain 3-atom,
i.e., to a certain bifurcation of Liouville tori. Therefore, we can endow each vertex
with the symbol corresponding to this 3-atom. It is convenient to use the symbolic
notation from Table 3.1 (see above). We have found that there exists a natural
one-to-one correspondence between 3-atoms and 2-atoms. That is why, instead
of 3-atoms, we assign the corresponding 2-atoms to the vertices of the graph.
Recall that a 3-atom is just the type of the Liouville foliation on the oriented
3-manifold that is a neighborhood of a singular leaf. As a result, we obtain
a graph whose vertices are 2-atoms. Every such 2-atom is considered to be
a two-dimensional surface with boundary whose boundary circles are in a natural
one-to-one correspondence with the edges of the graph adjacent to the vertex.
We suppose that such a correspondence between the edges and boundary circles is
�xed for every vertex of the graph.

De�nition 3.8. The graph W obtained is called the molecule of the integrable

system on the given isoenergy 3-surface Q.

From the formal viewpoint, the notion of the molecule just introduced coincides
with that from Chapter 2. The only di�erence is that now its atoms can have
star-vertices. The notion of coincidence for two molecules is also similar to that
in De�nition 2.22.

The molecule W of an integrable system represents the structure of the Liouville
foliation on a given isoenergy 3-surface Q. The molecule W is obviously an invariant
of a system from the viewpoint of the Liouville equivalence. In other words,
the molecules of two Liouville equivalent integrable systems coincide.

Note that the molecule W does not depend on the choice of an integral f .
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The second way (to de�ne the molecule). Consider an integral f on Q and all
singular leaves Li of the Liouville foliation, i.e., connected components of singular
levels of f . By cutting Q along regular leaves, i.e., along Liouville tori, one can
divide Q into three-dimensional pieces U(Li) each of which contains exactly one
singular leaf Li (Fig. 3.25).

Figure 3.25

It is clear that every 3-manifold U(Li) is a regular neighborhood of the singular
leaf Li . Therefore, every U(Li) has the structure of a certain 3-atom. We construct
a graph whose vertices are these 3-atoms and whose edges correspond to those
Liouville tori along which we cut Q. Let us notice that each 3-atom has
ends; and we just connect those of them which correspond to the pairs of glued
Liouville tori.

Thus, the molecule W describes the decomposition of Q into a union of Seifert
components (i.e., 3-atoms). In other words, having known the molecule, we know
from which Seifert manifolds the given 3-manifold Q is glued, and in what order
the boundary tori of these Seifert pieces should be glued. Although it is impossible
in general to reconstruct the topology of Q by means of the molecule W , it carries
the most essential part of information about the Liouville foliation on Q. This
means that the molecule W describes the type of the Liouville foliation up to
the rough Liouville equivalence.

Recall that two systems v on Q and v0 on Q0 are called roughly Liouville
equivalent if one Liouville foliation can be obtained from the other by a sequence
of twisting operations (see Chapter 1). Recall that the twisting operation means
the cut of Q along a Liouville torus and gluing back by using another di�eomorphism
of boundary tori. In addition, we require that this di�eomorphism preserves
the orientation.
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Theorem 3.5 (see [65], [123], [135]). Let (v;Q) and (v0; Q0) be two integrable

system, and let W and W 0 be the corresponding molecules. Then the systems

v and v0 are roughly Liouville equivalent (with preserving orientation) if and only if

the molecules W and W 0 coincide.

Proof. This fact follows immediately from the de�nition of W . Indeed,
the coincidence of the molecules means that the Liouville foliations on Q and Q0

are glued from the same components. The only di�erence is that the boundary tori
of these components may be glued by means of di�erent di�eomorphisms. But such
a di�erence can be avoided by suitable twisting operations. �

3.9. COMPLEXITY OF INTEGRABLE SYSTEMS

Let, as before, v be an integrable Hamiltonian system on an isoenergy surface Q,
and let f :Q! R be its Bott integral. By m we denote the total number of critical
circles of f . Then we remove all singular leaves Li from Q. As a result, Q splits
into a disjoint union of one-parameter Liouville tori. Let n denote the number
of such families.

De�nition 3.9. The pair of integers (m;n) is called the complexity of
the integrable system v on Q.

The same complexity can be calculated starting from the molecule W corre-
sponding to (v;Q). It is clear that m is the molecular weight of W , i.e., the sum
of atomic weights of its atoms. And n is simply the number of the edges of W .

Clearly, the complexity (m;n) is invariant in the sense of rough Liouville
equivalence.

Theorem 3.6. The number of di�erent molecules of a �xed complexity is �nite.

Proof. This statement follows immediately from the fact that the number
of atoms with �xed atomic weight is �nite. Therefore, if the complexity of a system
is �xed, then there is only a �nite number of atoms from which its molecule can be
glued. But, for a �nite number of atoms, there is only a �nite number of possibilities
for gluing. �

Theorem 3.6 allows us to obtain the complete list of all possible molecules,
i.e., to enumerate algorithmically all the molecules according to their complexity.
To this end, it su�ces to take the complete list of atoms (obtained above)
and to start to link their ends so that no free edges remain. Of course, here
we use the realization theorem (not yet proved) which states that any abstract
molecule composed of arbitrary atoms is actually admissible, i.e., can be realized
as the molecule of a certain integrable system. We shall prove this theorem later,
and here we only refer to it without discussing the question of realizability. In other
words, we may so far consider the molecules as abstract objects composed from
atoms. From this point of view, we can list them, compare one with another, etc.

Let �(m;n) denote the number of all abstract molecules of complexity (m;n).
By virtue of Theorem 3.6, this number is always �nite. In Table 3.2 we show
the values of the function �(m;n) for m � 4. This result was obtained
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by S. V. Matveev by computer analysis. As is seen from this experimental table,
the function �(m;n) vanishes for su�ciently large n (at least if m � 4). This
reects the following general fact.

Theorem 3.7. Let �(m) = max
�(m;n)6=0

n. Then

�(m) = [3m=2] :

Proof. Suppose that a molecule of complexity (m;n) consists of k atoms (Pi;Ki)
with atomic weight mi and valency ni . Recall that the valency of an atom (Pi;Ki)
is the number of its ends, i.e., boundary circles of Pi . Let wi and vi denote
the number of vertices of the graph Ki of degree 4 and 2 respectively. Recall
that the vertices of degree 2 are star-vertices. Let �i be the Euler characteristic

of the closed surface ePi obtained from the initial surface Pi by gluing discs to each
of its boundary circles. It is easy to see that

ni = �i + wi :

Summing these equalities over i and taking into account that

�i � 2 ; mi = vi + wi ;
kX

i=1

mi = m; mi � 1 ;

we obtain

n =
1

2

kX
i=1

ni �

kX
i=1

(2 +mi) = k +
m

2
�

3m

2
:

Thus, �(m) � [3m=2].

Figure 3.26

The existence of a molecule W of complexity (m; [3m=2]) for even m is proved by
its explicit construction in Fig. 3.26. For odd m, we should only insert the atom A�

into one of the edges of this molecule. This completes the proof. �

In Table 3.3 we collect all the molecules of low complexity. It is seen from it that
the ends of atoms actually di�er. Di�erent connections between the same atoms
can lead to di�erent molecules.
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Table 3.2. The number of molecules of complexity (m;n)(m;n)(m;n) for m � 4m � 4m � 4

Table 3.3. Molecules of complexity (m;n)(m;n)(m;n) for m � 2m � 2m � 2
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Chapter 4

Liouville Equivalence of Integrable

Systems with Two Degrees of Freedom

Now we make more precise the de�nition of the Liouville equivalence for integrable
Hamiltonian systems. From now on, we shall assume that two Liouville foliations
are Liouville equivalent if and only if there exists a di�eomorphism that sends
the leaves of the �rst foliation to those of the second one and satis�es two conditions
related to the orientation. Namely, it preserves the orientation on 3-manifolds
Q and Q0 , and moreover, it also preserves the orientation on the critical circles
given by the Hamiltonian ows.

4.1. ADMISSIBLE COORDINATE SYSTEMS
ON THE BOUNDARY OF A 3-ATOM

The molecule W contains a lot of essential information on the structure of the Li-
ouville foliation on Q3 . However, this information is not quite complete. Indeed,
the molecule of the form A��A, for example, informs us that the manifold Q3 is
glued from two solid tori foliated into concentric tori in a natural way. However,
it does not tell us how this gluing is made, and what three-dimensional manifold
is obtained as a result. Therefore, we have to add some additional information
to the molecule W , namely, the rules that clarify how to glue the isoenergy
surface Q3 from individual 3-atoms.

To this end, cut every edge of the molecule in the middle. The molecule will
be divided into individual atoms. From the point of view of the manifold Q3 , this
operation means that we cut it along some Liouville tori into 3-atoms. Imagine
that we want to make the backward gluing. The molecule W tells us which
pairs of boundary atoms we have to glue together. To realize how exactly they
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should be glued, for every edge of W , we have to de�ne the gluing matrix C ,
which determines the isomorphism between the fundamental groups of the two
glued tori. To write down this matrix, we have to �x some coordinate systems
on the tori. As usual, by a coordinate system on the torus, we mean a pair
of independent oriented cycles (�; �) that are generators of the fundamental group
�1(T

2) = Z�Z (or, what is the same in this case, of the one-dimensional homology
group). Geometrically, this simply means that the cycles � and � are both non-
trivial and are intersected transversely at a single point.

Consider now an individual 3-atom and introduce a special coordinate system
on its boundary tori, which will be called admissible.

Case 1. Let U(L) be a 3-atom of type A, i.e., a solid torus. Then, as the �rst
basis circle �, we take the meridian of the solid torus, i.e., the contractible
cycle. As the second cycle �, we take an arbitrary cycle that complements �
up to a basis. Note that � can be considered as a �ber of the Seifert �bration
(Fig. 4.1). (Recall that the Seifert �bration structure on the solid torus is
not uniquely de�ned.) The �bers of the Seifert �bration have the natural
orientation given by the Hamiltonian vector �eld. More precisely, only one of these
�bers is a trajectory of the Hamiltonian vector �eld, namely, the critical circle
of the additional integral f (i.e., the axis of the solid torus). But its orientation
allows us to de�ne uniquely the orientation on the cycle �.

Figure 4.1

Moreover, we have an orientation on the whole 3-atom and, consequently, on its
boundary torus. Therefore, we can uniquely de�ne the orientation of the �rst basis
cycle � by requiring the pair (�; �) to be positively oriented on the boundary torus.
It is easy to see that these conditions determine � uniquely, whereas � is de�ned
up to the following transformations: �0 = �+ k�, where k 2 Z.

Lemma 4.1. Let (�; �) be an admissible coordinate system on the boundary

of the atom A (i.e., of the solid torus). In order for another coordinate system

(�0; �0) to be admissible it is necessary and su�cient that

�0 = � ;

�0 = �+ k� ; where k is an integer number :

Proof. The �rst basis cycle � is evidently uniquely de�ned (up to isotopy), since
� is the disappearing cycle of the solid torus, i.e., shrinks into a point (see Fig. 4.1).
The second relation follows from the de�nition of �. �
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Although admissible coordinate systems are not uniquely de�ned, all of them
are absolutely equivalent because of the following lemma.

Lemma 4.2.

a) Any two admissible coordinate systems (�; �) and (�0; �0) on the boundary

of the atom A can be transferred one to another by means of a suitable automor-

phism of the atom A.

b) Conversely, any automorphism of the atom A transfers an admissible

coordinate system (�; �) to another admissible coordinate system (�0; �0).

Proof. First we explain that, speaking about an automorphism of the atom A,
we mean a di�eomorphism � of the solid torus onto itself which preserves

1) the structure of the Liouville foliation,
2) the orientation of the solid torus,
3) the orientation of the axis of the solid torus.

It is easy to see that such an automorphism can be described in the following
way. First we cut the solid torus along a meridional disc (Fig. 4.2) and then

Figure 4.2

identify the two obtained boundary discs again after rotating one of them through
the angle 2�k . Such a di�eomorphism is called a twisting operation along a given
disc (Fig. 4.2). After this observation, our assertion immediately follows from
the description of � . �

Case 2. Let U(L) be a saddle 3-atom that has the structure of a trivial S1 -
�bration over a surface (i.e., 2-atom) P . Then, as the �rst basis cycle �i on each
of boundary tori Ti , we take a �ber of this �bration. Additional cycles �i are
chosen in the following way. Consider an arbitrary section P � U(L). On each
boundary tori Ti , it cuts out some cycle �i , which we just take as the second basis
cycle on Ti (Fig. 4.3). Note that, on every single boundary torus Ti , the cycle �i

Figure 4.3
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can be chosen in an arbitrary way. However, all together they should be connected
by the condition of the existence of a global section P � U(L) such that �i = P\Ti .
The orientation on the basis cycles is uniquely chosen in the same way as above.

Two di�erent collections of admissible coordinate systems f(�i; �i)g and
f(�0i; �

0
i)g will be connected by the following relations:(

�0i = �i ;

�0i = �i + ki�i ;

where
P

ki = 0 (see Lemma 4.3 below). The ambiguity of admissible coordinate
systems in this case is explained by the fact that the section P � U(L) can be
de�ned in several essentially di�erent ways.

Case 3. Finally, consider the last case, where the 3-atom U(L) contains
saddle critical circles with non-orientable separatrix diagrams and has, therefore,
a non-trivial Seifert �bration structure. In this case, the �rst basis cycle �i is
de�ned to be a �ber of the Seifert �bration as before. After that, we would like
to proceed similarly, but, unfortunately, this �bration does not have any global
section (such that every �ber intersects it only once). However, we can construct
such a section after removing small neighborhoods of singular �bers. We only need
to �x this section near each critical �ber in some natural way. It turns out that
it is in fact possible. Consider a tubular neighborhood of a singular �ber that is
homeomorphic to a solid torus. On its boundary torus, there are two uniquely
de�ned cycles: one of them is the �ber � of the Seifert �bration, and the other is
the meridian { of this solid torus. Let { be oriented in such a way that these cycles
together form a positively oriented pair (�;{), which is not, however, a basis, since

Figure 4.4

the cycles have two points of intersections. Now, having the pair of oriented cycles,
we can de�ne one more cycle � that complements � up to a basis by the following
relation (Fig. 4.4):

� = { � 2� :

Return to the 3-atom U(L) as a whole. Remove tubular neighborhoods
of the singular �bers from it. As a result, we obtain some new manifold with
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the structure of a trivial S1 -�bration whose boundary contains several new tori.
On each of these tori, we have a uniquely de�ned cycle �. Consider the sections
of this trivial �bration that pass through the cycles �. By this condition, we �x
the section P near each singular �ber. Such sections are called admissible. Now,
as in the case 2, the basis cycles �i on the boundary tori Ti are de�ned as
�i = P \ Ti .

In what follows, we shall need another description of admissible coordinate
systems on boundary tori of 3-atoms in the case 3. The idea is the following.
It turns out that the cycles of an admissible coordinate system can be naturally

constructed by using the double bP of the base P of the Seifert �bration
corresponding to a given atom (see De�nition 3.7). We shall use the fact that
the Seifert �bration in the third case possesses a \doubled" section, i.e., it is possible

to embed bP into U(L) in such a way that each regular �ber of the Seifert �bration

intersects bP exactly at two points, while singular �bers intersect it only once.

Such an embedding de�nes a natural involution � : bP ! bP such that the base P

of the Seifert �bration is the quotient space P = bP=� (see Fig. 4.5(a,b)). In real
examples, such a section can often be constructed explicitly.

Figure 4.5

Consider an embedded double bP � U(L) and its boundary @ bP = bP \ @U(L).
Let b�i = bP \ Ti be the part of the boundary lying on the torus Ti � @U(L).

Two cases are possible. The �rst possibility is that b�i represents a union of two
separate cycles each of which intersects with the �ber �i of the Seifert �bration
at one point and, consequently, is a section of the Seifert �bration on the boundary
torus Ti . In the second case, b�i is a connected cycle which has intersection index 2
with the �ber �.
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Let us try to construct the desired cycles �i of an admissible coordinate system
from the cycles b�i . We can proceed, for example, as follows. In the �rst case,
as the cycle �i we may take one of two connected components of b�i . In the second

case, we set �i =
1

2
(b�i + �i). Locally, the constructed cycles �i will satisfy all

required properties, i.e., will be sections of the Seifert �bration on each boundary
torus Ti . However, as a whole, this construction may di�er from the original method
for constructing an admissible coordinate system. In order for the de�nitions
of cycles �i to be equivalent, one of these cycles should be corrected by adding to it
a cycle of the form k�, k 2 Z. Here k must be chosen so that the following relation
holds: X

i

�i =
1

2

�X
i

b�i + s�
�
=
@ bP + s�

2
;

where s denotes the number of critical circles in U(L) with non-orientable separatrix
diagrams.

Comment. This relation has a natural homological meaning. To explain it,
we consider the following construction. Remove small neighborhoods of singular
�bers (i.e., critical circles with non-orientable separatrix diagrams) and consider

two embedded surfaces _P and bP in _U(L), where _P is a real section of the Seifert

�bration which was used in the �rst de�nition of �i , and bP is the embedded double.

Recall that �i =
_P \ Ti and b�i = bP \ Ti . The behavior of the surfaces _P and bP

near a singular �ber is described by the relation � = { � 2� (see above), where �

is the cycle de�ned by � = _P \ T , and analogously, { = bP \ T (here T denotes
the torus around the singular �ber, i.e., the boundary of a tubular neighborhood
of this �ber). Taking into account this equality, it is easy to see that the relation
under consideration is equivalent to the following:

@ _P =
1

2
@ bP :

From the topological point of view this relation means, in particular, that

the intersection index of @ _P and @ bP on the boundary @ _U(L) is zero. This condition
must be, of course, satis�ed (see Fig. 4.6 and the comment to it).

We now turn to the following question. How admissible coordinate systems are
connected with each other? The following lemma gives an answer for the second
and third cases.

Lemma 4.3. Let (�i; �i) be an admissible coordinate system on the boundary

tori Ti of a saddle 3-atom. In order for another coordinate system (�0i; �
0
i)

to be admissible, it is necessary and su�cient that for any i the following relations

hold :
�0i = �i ; �0i = �i + ki�i ; where

X
ki = 0 : (1)

Proof. Let us be given two admissible coordinate systems. First we prove
that they satisfy the above relations. The �rst equality is evident, since �i
is the uniquely de�ned �ber of the Seifert �bration on U(L). The relation
�0i = �i + ki�i is also evident, and we only need to prove the equality

P
i

ki = 0.
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Consider two admissible sections P and P 0 of the given 3-atom. On the boundary
of the 3-atom, these sections cut out two collections of cycles f�ig and f�

0
ig, which

complement the cycles f�ig and f�0ig respectively up to an admissible coordinate
system on the boundary tori. The integer numbers ki can now be interpreted as
the intersection indexes of the cycles �i and �0i , and their sum

P
i

ki as the total

intersection index of the boundaries of two sections P and P 0 . Recall that,
in 3-atoms related to the case 3 (atoms with stars in our terms), we removed tubular
neighborhoods of singular �bers. On the boundary tori of such neighborhoods,
the sections P and P 0 coincide up to isotopy. This means that such tori give no
contribution to the total intersection index, and we can forget about them.

Figure 4.6

Now recall the following general fact from 3-topology. Let us be given two
oriented surfaces P and P 0 lying inside an oriented 3-manifold U with boundary @U
in such a way that @P and @P 0 are embedded into @U as two smooth curves. Then
the intersection index of these curves @P and @P 0 is equal to zero (see Fig. 4.6).

Using this assertion in our case, we immediately obtain that
P
i

ki = 0,
as required.

We now prove the converse statement. Let us be given an admissible coordinate
system (�i; �i) and another system of cycles (�0i; �

0
i) de�ned by (1). We must

prove that these cycles form an admissible coordinate system. It su�ces to verify
that there exists an admissible section P 0 such that f�0ig = P 0 \ @U(L). We shall
construct the desired section P 0 from the initial section P by means of several
sequential steps using twisting operations.

Take two di�erent boundary tori Ti and Tj and connect them inside the 3-atom
by a simple curve a lying entirely on the section P (Fig. 4.7(a)). Let

�:U(L)! P

be the projection of the Seifert �bration. Consider the preimage ��1(a)
of the curve a. This is an annulus in U(L) intersecting the section P along
the curve a. Let us cut U(L) along the annulus ��1(a) and twist one of the coasts
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by the angle 2� . After this we glue this cut back as shown in Fig. 4.7(b). As a result,
we shall obtain a �ber di�eomorphism of U(L) onto itself which maps the admissible
section P to another admissible section P 0 (see Fig. 4.7(c)).

Figure 4.7

For these two sections the number ki is equal to 1, whereas kj is equal to �1,
the others ks are all zeros. It is clear that, by using such operations, we can realize
any collection of numbers fkig provided

P
ki = 0. This completes the proof. �

Let us emphasize that all admissible coordinate systems on the boundary
tori are absolutely equivalent; and conversely, all the other (i.e., not admissible)
coordinate systems are not equivalent to them. Speaking of the equivalence
of coordinate systems, we mean the existence of a di�eomorphism of the 3-atom
onto itself that maps one coordinate system into the other and, in addition,
preserves the Liouville foliation structure, the orientation of the atom itself, and
the orientation of its critical circles. Such a di�eomorphism can be naturally
regarded as an automorphism of the 3-atom.

Lemma 4.4.

a) Any two admissible coordinate systems f(�i; �i)g and f(�0i; �
0
i)g, where i =

1; 2; : : :, on the boundary of a saddle atom U(L) can be transferred one to another

by means of a suitable automorphism of the atom U(L).
b) Conversely, any automorphism of the atom U(L) maps an admissible

coordinate system f(�i; �i)g to another admissible coordinate system f(�0i; �
0
i)g.

Proof. This assertion easily follows from the fact that any automorphism of
a saddle atom is generated by twisting operations described above. In other words,
an automorphism is uniquely de�ned (up to isotopy) by the image of a certain
admissible section P . �

4.2. GLUING MATRICES AND SUPERFLUOUS FRAMES

Thus, we have de�ned admissible coordinate systems on the boundary tori
of every atom. Consider now an arbitrary edge ei of the molecule W and
�x a certain orientation on it (for example, according to the increase of f ).
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We cut this edge along a Liouville torus and de�ne admissible coordinate systems
on the two boundary tori obtained, which are denoted now by (��i ; �

�
i ) and (�+i ; �

+
i )

(the sign \�" corresponds to the beginning of the edge, and \+" corresponds
to its end). Considering these pairs of cycles as bases in the one-dimensional
homology group, we obtain a natural gluing matrix

Ci =

�
�i �i
i �i

�
such that �

�+i
�+i

�
=

�
�i �i
i �i

��
��i
��i

�
:

It is clear that Ci is an integer-valued matrix whose determinant is equal to �1.
In all other respects, this matrix can be absolutely arbitrary.

It is easy to see that, assigning all these matrices, we uniquely de�ne the topology
of the whole Liouville foliation. However, these matrices are not uniquely de�ned
themselves, since we can change admissible coordinate systems. That is why
we introduce the following important notion.

De�nition 4.1. The set of all gluing matrices fCig is called the superuous

frame of the molecule W .

Consider a transformation of admissible coordinate systems. It is easy to see
that all such transformations form a group G , which naturally acts on the set
of superuous frames of the given molecule.

De�nition 4.2. Two superuous frames fCig and fC 0
ig of the molecule W

are called equivalent if one of them can be obtained from the other by changing
admissible coordinate systems on the atoms of the molecule.

Proposition 4.1. Two integrable system v on Q and v0 on Q0 are Liouville

equivalent if and only if the following two conditions hold :
1) their molecules W and W 0 coincide, i.e., the systems are roughly Liouville

equivalent ;
2) the corresponding superuous frames of the molecule W =W 0 are equivalent.

Comment. This proposition can also be reformulated as follows. There exists
a natural one-to-one correspondence between the Liouville equivalence classes
of integrable systems and the equivalence classes of superuous frames of molecules.

Proof. In one direction, this statement is evident: if two systems are
Liouville equivalent, then their molecules coincide, and their superuous frames are
equivalent. Let us prove the converse.

Suppose two systems have equivalent superuous frames on the same molecules.
Then, by choosing suitable admissible coordinate transformations, one can achieve
the coincidence of all gluing matrices for these two systems. The coincidence
of the molecules themselves guarantees that the two Liouville foliations are glued
from the same pieces, i.e., from the same 3-atoms. The coincidence of the gluing
matrices means that these pieces are glued in the same way. This evidently yields
the same result: we obtain the same foliation on the same three-dimensional
manifold. �
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Thus, the Liouville classi�cation of integrable systems on isoenergy 3-surfaces
is reduced to the description of the invariants of the action of G on the set
of superuous frames, where G is the group of admissible coordinate system
transformations. This problem is in fact algebraic. We now describe a complete
system of invariants for this action.

4.3. INVARIANTS (NUMERICAL MARKS) r, ", AND n

Without giving the complete proof yet, we now formulate the �nal result, namely,
we describe the complete list of invariants of the action of G . The invariants
in question are some numerical marks, which are explicitly calculated from the ma-
trices Ci and have the property that, using these marks, we can uniquely reconstruct
all the gluing matrices up to an admissible coordinate system transformation
(i.e., up to equivalence).

4.3.1. Marks ri and "i

To the matrix Ci , we assign two following numerical marks.

De�nition 4.3. The mark ri on the edge ei of the molecule W is

ri =

( �i
�i

mod 1 2 Q=Z if �i 6= 0 ;

symbol 1 if �i = 0 :

De�nition 4.4. The mark "i on the edge ei of the molecule W is

"i =

�
sign�i if �i 6= 0 ;

sign�i if �i = 0 :

Lemma 4.5. The marks ri and "i do not change under admissible coordinate

system transformations, i.e., are invariants of the action of G on the set of super-

uous frames.

Proof. It is easy to see that, under admissible coordinate changes, each matrix Ci

transforms according to the following rule:

Ci =

�
�i �i
i �i

�
! C 0

i =

�
1 0

�k+i 1

��
�i �i
i �i

��
1 0
k�i 1

�
;

where k+i and k�i are some integers. Hence

C 0
i =

�
�i + k�i �i �i

i + k�i �i � k+i �i � k+i k
�
i �i �i � k+i �

i

�
:

This explicit formula immediately implies that, under admissible coordinate
transformations, the marks ri and "i are not actually changed, as required. �
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4.3.2. Marks nk and Families in a Molecule

The mark n can be introduced in several slightly di�erent ways. Such a situation is
well known in the theory of invariants. An invariant can be chosen in di�erent ways,
and a concrete choice is usually de�ned by the speci�c character of the problem
under consideration. As the basic de�nition of n, we choose that one which is more
convenient for the general theory. Later on, we shall give another de�nition of this
\invariant" and indicate the explicit formula which connects these two marks.

First, we need some preliminary construction. An edge of the molecule with
mark ri equal to 1 is said to be an in�nite edge. The other edges are called �nite.
Let us cut the molecule along all the �nite edges. As a result, the molecule splits
into several connected pieces.

De�nition 4.5. Those pieces which do not contain atoms of type A are said
to be families. For example, if all the edges of a molecule are �nite, then each of
its saddle atoms is a family by de�nition.

Consider a single family U = Uk . All its edges can be divided into three classes:
incoming, outgoing, and interior (Fig. 4.8).

Figure 4.8

To each of these edges ei , we assign an integer number �i by the following rule:

�i =

8><>:
[�i=�i] if ei is an outgoing edge;

[��i=�i] if ei is an incoming edge;

�i=�i if ei is an interior edge:

De�nition 4.6. For every family Uk , we de�ne an integer number nk by setting

nk =
X

�i ;

where the sum is taken over all edges of the given family, and k is the number
of the family. Note that nk is an integer number, since, for any interior edge, we
always have �i = �1.
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Lemma 4.6. The number nk does not change under admissible coordinate

system transformations.

Proof. Roughly speaking, the point is that the numbers �i are chosen in such
a way that each of them transforms according to the following simple rule:

�i ! �0i = �i + ki :

But the sum of ki 's over all the edges both outgoing from and incoming
to a certain atom is zero (see above the formulas for admissible coordinate
transformations on an atom). This implies that the number nk is invariant under
admissible coordinate transformations.

Let us now verify the assertion of the lemma by straightforward calculation.
Using the explicit form for the transformation of the gluing matrix Ci , we obtain

�0i =

8><>:
�i + k�i if ei is an outgoing edge;

�i + k+i if ei is an incoming edge;

�i + k�i + k+i if ei is an interior edge:

Taking the sum over all the edges of a given family, we see that the mark n
changes by adding the sum of all numbers ks , where s indexes the boundary tori
of all atoms occurring in a given family. Summing all �0i , we sum the numbers ks ,
which can be arranged into groups each of which corresponds to a certain atom
of the family. But, for each atom, the sum of ks is zero (see Lemma 4.3). Thus,P
i
�0i =

P
i
�i , as required. �

The mark n admits an interesting topological interpretation. In some sense,
n describes the obstruction to extending a section inside the family from its
boundary. The point is that each family has the natural structure of a Seifert
�bration. Indeed, the de�nition of a family means exactly that we include two
neighboring saddle atoms into a family if and only if the Seifert �brations (which
are already de�ned on each single atom) coincide on the common boundary torus
of these two atoms and, consequently, can be extended onto the whole family.

On each boundary torus of the family there is an \exterior" cycle � that comes
from the neighboring exterior (with respect to the given family) atom. Each such
cycle � intersects transversally the �bers of the Seifert �bration and, consequently,
de�nes a \multivalued" section of this �bration on the boundary of the family.
Roughly speaking, if we try to extend this \section" inside the family, we shall
discover a certain obstruction which is just de�ned by the integer number n.
We shall not discuss this representation of n in detail, since we do not need it
in what follows. We only note that, in the particular case when the whole
molecule W is a single family whose atoms contain no star-vertices, the global
Seifert �bration has the naturally de�ned Euler class which is given exactly by
the integer number n.
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4.4. THE MARKED MOLECULE IS A COMPLETE

INVARIANT OF LIOUVILLE EQUIVALENCE

De�nition 4.7. The molecule W endowed with the marks ri , "i , and nk is called
a marked molecule. We denote it by

W � = (W; ri; "i; nk) :

Proposition 4.2. The collection of marks r, ", n is a complete set of invariants

of the action of G on superuous frames (i.e., on the gluing matrices Ci ). In other

words, two superuous frames of the molecule W are equivalent if and only if

the corresponding collections of marks r, ", n coincide.

Proof. Let fCig and fC 0ig be two superuous frames with identical collections
of invariants r , ", n. Note, �rst of all, that this collection uniquely de�nes
the decompositions of the molecule W into families, since the marks r de�ne �nite
and in�nite edges of W . Consider a single family Y . Using the superuous frames
fCig and fC 0ig, we can de�ne integer numbers �i and �0i on each edge of this
family (see the explicit formula before De�nition 4.6).

Consider the di�erence �0i ��i on each edge ei . Since the mark n is the same
for the frames under consideration, it follows that

P
(�0i � �i) = 0. Consider

the boundary tori of all atoms from the given family and associate an integer number
with each of these tori by the following rule. If a torus corresponds to an exterior
edge ei (incoming or outgoing), then we assign the number �0i � �i to it. If ei
is an interior edge, then, on the two boundary tori T�i and T+

i (corresponding
to the beginning and end of the edge), we put numbers k�i and k+i in such a way that
k�i + k+i = �0i ��i . It can be done in di�erent ways. However, using the conditionP
(�0i � �i) = 0, we can always obtain the situation when, for each atom from

the family, the sum of integer numbers associated with its boundary tori is zero.
Thus, now, on the boundary tori of each atom, we have a collection of integer

numbers with the sum equal to zero. This allows us to make an admissible coor-
dinate transformation by the formula from Lemma 4.3. As a result (see the above
formulas for transformation of numbers �i ), we achieve the equality �0i = �i

on each edge of the family under consideration.
Let us note another important fact. Coordinate changes on the atoms of a given

family have no inuence on the numbers �i for other families. Therefore, we may
carry out the above procedure for each family separately.

Moreover, the same procedure can be carried out on other pieces of the mol-
ecule W obtained by cutting W along all the �nite edges. For such pieces,
the numbers �i can be de�ned just by the same rule as for families. In the case
of a family, we used the equality

P
(�0i � �i) = 0, which does not hold any more.

However, such an equality can be made in an arti�cial way. Indeed, the piece of W
under consideration, being di�erent from a family, necessarily contains an atom A.
Using the change �0 = �, �0 = � + k� on its boundary torus, we see that
the number � on the edge adjacent to this atom transforms into � + k , while
the remaining numbers �i do not change. Clearly, by choosing k in an appropriate
way, we can achieve the equality

P
(�0i � �i) = 0. After this, we just repeat

the same argument as before (i.e., in the case of a family).
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We assert that, after the above coordinate transformations, all the gluing
matrices will coincide. Indeed, we have already obtained the equalities

[�i=�i] = [�0i=�
0

i] and [��i=�i] = [��0i=�0i]
on the �nite edges of the molecule. Besides, by our assumption, (�i=�i)mod 1 =
(�0i=�

0

i)mod 1 and sign�i = sign�0i . This evidently implies that �i = �0i and
�i = �0i . Thus, the �rst rows of the matrices Ci and C 0i coincide. Since
detC 0i = detCi = �1, their second rows can di�er only by adding the �rst row
with some multiplicity. Therefore, the condition �[�i=�i] = [��0i=�0i] implies that
the rows actually coincide.

Finally, consider an in�nite edge. In view of the coincidence of the invariants
r and " on this edge, we see that all entries of the matrices Ci and C 0i coincide
except, perhaps, for i and 0i . However, we have the additional condition that
�i = �i=�i = �0i = �0i=�0i , which guarantees the equality i = 0i .

Thus, after the coordinate transformations we have made, the superuous frames
coincide. This completes the proof. �

This statement implies the main theorem of this chapter.

Theorem 4.1 [65], [123], [135]. Two integrable systems (v;Q) and (v0; Q0) are

Liouville equivalent if and only if their marked molecule W � and W �0 coincide.

Proof. The statement of the theorem is a direct consequence of Proposi-
tions 4.1 and 4.2. �

4.5. THE INFLUENCE OF THE ORIENTATION

While constructing the marked molecule W � , we use the orientation of Q3 as well
as the orientation of the critical circles of an integral f and that of the edges
of a molecule. If we change some of these orientations, the marked molecule W �

is also changed in general. In this section, we describe the formal rules that show
what happens to the marked molecule under the change of orientation.

4.5.1. Change of Orientation of an Edge of a Molecule

Under the change of orientation of an edge of a molecule we obtain the following.

a) The gluing matrix C is replaced by its inverse C�1 .

b) In the case of an in�nite edge, the marks r = 1 and " do not change
(in particular, the edge remains in�nite). In the case of a �nite edge, the mark
r = (�=�)mod 1 is replaced by r� = (�=�)mod 1, where � is uniquely de�ned
by the condition (�� � 1)mod� = 0 (here we assume, of course, that � and � are
relatively prime). The mark " does not change. Since the gluing matrix changes only
on a single edge of the molecule, it does not a�ect the marks r and " on the other
edges.

c) The invariants n on families of the molecule do not change.
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Thus, any change of the orientation on an edge of a molecule causes a change
of only one mark r (assigned to this edge). In order to avoid additional di�culties,
we assume that two marked molecules obtained from each other by changing
the orientation on some edges are equivalent (or just coincide).

4.5.2. Change of Orientation on a 3-Manifold Q

A change in the orientation of Q transforms the molecule W in the following way.

a) Each atom of W is replaced by the mirror symmetric atom. In other words,
we have to consider the same atoms but with the opposite orientation.

b) The admissible coordinate systems also change. Namely, for saddle atoms
the sign of the second basis cycle � changes, while for atoms of type A the sign
of the �rst basis cycle � changes. As a result, on the edges between two saddle

atoms and on the edges between two atoms A, the gluing matrix C =

�
� �
 �

�
becomes C 0 =

�
� ��

� �

�
. On the edges between saddle atoms and between those

of type A, the matrix C becomes C 0 =

��� �
 ��

�
.

Let us distinguish the following cases.
1) Let an edge connect two atoms of the same type, i.e., either A with A or

a saddle atom with a saddle one. Then, in the case of a �nite edge (i.e., with � 6= 0),
the marks r and " change their signs; in the case of an in�nite edge (i.e., with
� = 0), the marks r and " do not change.

2) Let an edge connect atoms of di�erent types, i.e., an atom A with a saddle.
Then, in the case of a �nite edge, the mark r changes its sign, and " does not
change; in the case of an in�nite edge, on the contrary, the mark r does not change,
but " changes sign.

By the way, it follows from this that the decomposition of a molecule into families
remains the same.

c) The mark n assigned to a family of a molecule undergoes the following
transformation. At �rst, assume that the family has no atoms with stars. Then,
under a change in the orientation of Q, the numbers �i=�i , �i=�i , and i=�i
(see the de�nition of the n-mark) change their signs. Taking into account a simple
formula

[�x] =
� �[x] if x is integer;

�[x]� 1 if x is not integer;

we obtain the transformation formula for n (under a change in the orientation
on Q3):

n0 = �n� l ;

where l denotes the number of those exterior edges of the family for which r 6= 0.
Recall now that saddle atoms can have star-vertices. In this case, the admissible

coordinate systems f(�i; �i)g de�ned on the boundary tori of the atom are
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transformed in the following way. Choose some boundary torus; let i0 be its number.
Then the transformation formulas are as follows:

�0i = �i ;
�0i = ��i for i 6= i0 ;

�0i
0

= ��i
0

� s�i
0

;

where s is the number of star-vertices in the given atom, i.e., the number of critical
circles with a non-orientable separatrix diagrams (if there are no star-vertices, then
s = 0). This is easily implied by the de�nition of admissible coordinates on atoms
with stars (see above). Thus, the gluing matrices Ci are changed, and as a result,
the mark n becomes

n0 = �n� l�
X

s ;

where the sum is taken over all the atoms from the given family.

4.5.3. Change of Orientation of a Hamiltonian Vector Field

Under such a change, the ow v = sgradH is replaced by �v = sgrad(�H). Since
the orientation of Q is assumed to be the same, all the atoms of the molecule W
should be changed by the mirror symmetric atoms. The numerical marks
of the molecule are not changed. The point is that every admissible coordinate
system (�; �) is replaced by (��;��). As a result, the gluing matrices C remain
the same.

4.6. REALIZATION THEOREM

Here we discuss the question whether an abstract molecule W � can be realized
as the molecule of an integrable system. The point is that the marked molecule W �

can be de�ned in an abstract way as a graph whose vertices are atoms, and the edges
and families are endowed with some marks r (rational numbers from 0 to 1, or 1),
marks " = �1, and n (integer numbers). The question is if there exists an integrable
system v = sgradH on an appropriate isoenergy 3-manifold Q in a symplectic
4-manifold M such that its marked molecule coincides with W � . The answer is
positive.

Theorem 4.2 [65] (Realization theorem). Any abstract marked molecule W �

is realized as a marked molecule of some integrable Hamiltonian system.

Proof.

Step 1. Consider a marked molecule W � and reconstruct the corresponding
3-manifold Q3 . To this end, take all the 3-atoms that are contained in W � .
Using the collection of marks of W � , one can reconstruct the superuous frame
of the molecule, i.e., the set of gluing matrices. This can be done uniquely up to
the natural equivalence relation introduced above (see Proposition 4.2). Using these
gluing matrices, we now glue the 3-manifold Q3 from the 3-atoms. It is easy to see
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that, as a result, the natural structure of a Liouville foliation appears on Q3 . Indeed,
each 3-atom has such a structure by de�nition and, moreover, each of its boundary
tori is a leaf of the foliation. Therefore, gluing the atoms among themselves, we
naturally extend this foliation from single atoms onto the whole of Q3 .

Now consider the 4-manifold M4 = Q3 � I , where I is an interval, and extend
the foliation from Q3 onto M4 in the natural way. Fix a certain orientation
on Q3� I . To complete the proof, we only need to introduce a symplectic structure
on M4 in such a way that the foliation obtained is Lagrangian (i.e., its leaves are
all Lagrangian submanifolds).

Step 2. First, we de�ne a symplectic structure on each \4-atom" U � I , where
U is a 3-atom from W � . We shall assume that these 3-atoms are contained in Q3

as subsets. As we know, from the topological point of view, the manifold U can be
of two types: it is either the direct product P 2 � S1 or the skew product P 2 e� S1 .
In the �rst case, the structure of the Liouville foliation on P 2 � S1 is in fact given
by a Morse function on the surface P 2 . Namely, if x and y are coordinates on P 2 ,
and ' is a periodic coordinate on the circle S1 , then the integral f(x; y; ') does not
really depend on ' (and, consequently, can be considered as a Morse function
on P ). Let t be a coordinate on the interval I . Then the symplectic structure
on the \4-atom" U � I can be de�ned by the following explicit formula:


 = !(x; y) + d' ^ dt ;

where !(x; y) is a symplectic structure on P 2 chosen in such a way that
the orientation on U � I de�ned by the form 
 coincides with the above �xed
orientation on M4 .

In the case of a skew product P 2 e� S1 , the 3-atom U is the result of gluing
the two bases of the cylinder P 2 � [0; 2�] by an involution � :P 2 ! P 2 which
preserves the function f(x; y) on P 2 . In this case, the symplectic structure on U�I
is given by the same formula


 = !(x; y) + d' ^ dt ;

where ' is a coordinate on the segment [0; 2�], and t is a coordinate on the inter-
val I . The only di�erence is that the symplectic structure !(x; y) on P 2 must be
invariant under the involution � . Such a form ! always exists. It su�ces to take
the form ! = � + ���, where � is any non-degenerate 2-form on P 2 . Since ! is
� -invariant, 
 is well-de�ned on the whole of U � I .

As a result, we have constructed a symplectic structure in a neighborhood
of each singular leaf of the Liouville foliation. It remains to extend it onto that
part of the 4-manifold M4 which corresponds to the edges of the molecule W , i.e.,
onto the families of tori of the form T 2 � E � I . Here the intervals E correspond
to the edges of W , i.e., one-parameter families of Liouville tori. Recall that these
families are obtained from Q3 by removing (the neighborhoods of) the singular
leaves of the Liouville foliation.
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Step 3. We now need to sew together the symplectic structures constructed
on individual 4-atoms U�I . It is clear that we may assume the symplectic structure
to be already given on that part of the direct product T 2�E�I which corresponds
to neighborhoods of the endpoints of E (Fig. 4.9).

Lemma 4.7 (Sewing lemma).
Consider a two-parameter family X = T 2 � [a; b] � [�"; "] of 2-tori ; and

suppose we are given two symplectic structures 
1 and 
2 on the subsets

Xa = T 2 � [a; a+ �]� [�"; "] and Xb = T 2� [b��; b]� [�"; "] respectively such that

the foliation into 2-tori is Lagrangian with respect to these symplectic forms.

Suppose the orientations on T 2 � [a; b] � [�"; "] canonically de�ned by the forms


1 and 
2 are the same. Then there exists a symplectic structure 
 on the whole

family T 2� [a; b]� [�"; "] such that 
jX
a

= 
1 , 
jX
b

= 
2 , and the foliation into

2-tori on X is Lagrangian.

Proof. Let us �x a basis on an individual torus T 2 from the family under
consideration and extend this basis (by continuity) to all tori. According
to the Liouville theorem, on the subsets Xa and Xb , there exist action-angle
variables s1; s2; '1; '2 related to the �xed basis on the tori. Since we de�ne the same
basis on all tori, we can smoothly extend the angle coordinates '1 and '2 to each
torus from the family X . We now wish to extend the action functions s1 and s2
to the whole family X . Since s1 and s2 must be constant on 2-tori, it su�ces
in fact to de�ne them as functions on the two-dimensional space of parameters,
i.e., on the rectangle [a; b] � [�"; "]. Consequently, the problem is reduced
to the following. One needs to extend the mapping given on two narrow strips
[a; a+�]� [�"; "] and [b��; b]� [�"; "] up to a mapping given on the whole rectangle
[a; b] � [�"; "] (see Fig. 4.9). The desired mapping must have no singularities and
be an immersion of the rectangle into the (s1; s2)-plane (Fig. 4.10). It can be done,
since the signs of the Jacobians of the two mappings given on the strips coincide.
This condition, as is easy to see, is exactly equivalent to the fact that the symplectic
forms 
1 and 
2 de�ne the same orientation on X .

Figure 4.9 Figure 4.10

Thus, we obtain an immersion of the rectangle [a; b] � [�"; "] into the plane.
As a result, we can consider s1 and s2 at each point as regular coordinates and
de�ne the symplectic structure 
 on X by the natural formula:


 = ds1 ^ d'1 + ds2 ^ d'2 :
This formula evidently satis�es all required conditions. �

Copyright 2004 by CRC Press LL



Step 4. Thus, using the sewing lemma, we can construct a symplectic structure
in the whole manifold M4 = Q3 � I in such a way that the foliation on M4

becomes Lagrangian. Now to construct the desired Hamiltonian system, it su�ces
to take the parameter t on the interval I as the Hamiltonian H . The marked
molecule corresponding to the isoenergy surface coincides with W � by construction,
as required.

Remark. The constructed system is in fact resonant in neighborhoods
of singular �bers. To avoid this defect, we just need to perturb the system,
for instance, in the following way:

H ! H + "f ;

where f is an arbitrary function which is constant on the leaves of the folia-
tion. It is clear that, by arbitrarily small perturbation of this kind, we can
make the system non-resonant without changing the topology of the isoenergy
surface Q3 and the corresponding Liouville foliation on it (that is, without changing
the molecule W �).

This remark completes the proof of the realization theorem. �

Thus, Theorems 4.1 and 4.2 give a complete Liouville classi�cation of all
integrable Hamiltonian system (of the above type).

Corollary.

1) There exists a one-to-one correspondence between the Liouville equivalence
classes of integrable systems and marked molecules. In particular, the set of
Liouville equivalence classes of integrable systems is discrete (countable) and has no
continuous parameters.

2) There exists an enumeration algorithm for marked molecules (i.e., classes
of integrable systems).

3) There exists an algorithm for comparison of marked molecules, i.e., the al-
gorithm that gives an answer to the question whether two integrable systems
corresponding to given molecules are Liouville equivalent or not.

4.7. SIMPLE EXAMPLES OF MOLECULES

Proposition 4.3.

1) The molecule A��A determines a 3-manifold that is glued from two solid tori
(in particular, the corresponding Heegard diagram has genus 1). Each of these solid
tori is foliated into 2-tori in a standard way; and this gives the foliation of the whole
3-manifold into Liouville tori with exactly two singular leaves (namely, the axes
of the solid tori).

2) The molecule A��A with the mark r = 0 corresponds to the three-
dimensional sphere S3 .

3) The molecule A��A with the mark r = 1=2 corresponds to the three-
dimensional projective space RP 3 .

4) The molecule A��A with the mark r =1 corresponds to the direct product
S1 � S2 .

5) The molecule A��A with the mark r = q=p, where q < p and p � 3,
corresponds to the lens space Lp;q .
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Proof.

1. Since the 3-atom A is topologically presented as a solid torus, the molecule
A��A evidently de�nes a 3-manifold which is the result of gluing two solid tori
along their boundary tori. Thus, the �rst assertion simply follows from the de�nition
of the molecule.

In view of Theorem 4.1 that establishes a one-to-one correspondence between
marked molecules and Liouville foliations, to prove the remaining assertions, we
shall construct model Liouville foliations on S3 , RP 3 , S1 � S2 , and Lp;q with
the desired marked molecules.

2. De�ne admissible bases ��; �� and �+; �+ on the boundary of two solid tori.
The equality r = 0 means that the meridian of the �rst solid torus is identi�ed
with some parallel of the second torus, and vice versa. Therefore, by an admissible
coordinate change, the gluing matrix can be reduced to the form�

0 �1
�1 0

�
:

As a result, we obtain a 3-sphere. Indeed, consider the 3-sphere S3 to be em-
bedded into two-dimensional complex space C 2 (z; w) and given by the equation
jzj2 + jwj2 = 1. Let f = jzj2 � jwj2 be a smooth function on S3 . Its zero level

surface ff = 0g is a two-dimensional torus T 2 = fjzj = p
2=2; jwj = p

2=2g. This
torus divides the sphere into two solid tori A

�
= fjzj � p2=2; jwj = 1� jzj2g and

A+ = fjzj = 1� jwj2; jwj � p2=2g.
Each of them is foliated into concentric tori presented as level surfaces

ff = const 6= �1g. The level ff = +1g is the axis of one of the solid tori, on which
f has a maximum. The level ff = �1g is the axis of the other solid torus, which
is a critical (namely, minimal) circle of f . On each torus of the foliation, there is
one disappearing cycle (the �rst basis cycle). As the torus tends to the axis circle,
the other basis cycle becomes this circle.

The disappearing cycle on each torus from A+ is given by the equation
z = const. It shrinks into a point as f tends to the maximum fmax = 1.
On the contrary, as f tends to the minimum fmin = �1, this cycle approaches
the axis of the solid torus A

�
. On the other hand, the disappearing cycle on the tori

of the second solid torus A
�
is given by w = const. It shrinks into a point as f ! �1

and becomes the axis of A+ as f ! +1.
Therefore, the gluing matrix takes the form�

0 1
1 0

�
:

It is easy to see that the sign in front of 1 in this matrix can be changed
(if necessary) by changing the orientation on basis cycles. This, of course, has no
inuence on the topology of the foliation.

3. Now consider the case A��A with r = 1=2. Here it is convenient to realize
the projective space RP 3 as the unit tangent vector bundle over the standard
2-sphere S2 � R3 . Consider the standard height function on the sphere and lift it up
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to RP 3 in the natural way, assuming it to be constant on �bers of the bundle
RP 3 ! S2 . We obtain a smooth Bott function f , whose critical submanifolds are
just the S1 -�bers over the North and South poles (that correspond to the maximum
and minimum of f respectively). The other level surfaces of f are two-dimensional
tori, since they are simply direct products of parallels of the sphere by an S1 -�ber.
Consider the foliation of RP 3 into level surfaces of f . Evidently, the molecule
related to this foliation has the desired form A��A. It remains to calculate
the value of the r-mark. Let us formulate the following useful statement.

Lemma 4.8. Consider an arbitrary edge e of a molecule W ; let (�+; �+) and

(��; ��) be two admissible coordinate systems related to the atoms connected by this

edge. Suppose that all these cycles lie on the same Liouville torus (in the middle

of the edge).
a) If the cycles �+ and �� are not intersected (i.e., are isotopic on the torus),

then r =1.

b) If the cycles �+ and �� are intersected at exactly one point, then r = 0.
c) If the cycles �+ and �� have the index of intersection 2, then r = 1=2.
In these three cases, the mark r does not depend on the choice of the orientation

on Q3 , on the edges of the molecule, and on the critical circles.

The proof of the lemma immediately follows from the de�nition of r (De�ni-
tion 4.3). �

Let us apply this lemma to compute the r-mark in the case of RP 3 . Repre-
sent RP 3 as the result of gluing two solid tori A+ and A

�
, which are direct products

of two hemi-spheres S2+ and S2
�

by an S1 -�ber of the �ber bundle RP 3 ! S2 .

In other words, by cutting the base S2 into halves, we obtain the trivial �bration
over the hemi-spheres A+ ! S2+ and A

�
! S2

�
. The common boundary torus

of A+ and A
�

is the direct product of the equator by S1 -�ber. On this torus,
we need to draw the cycles �+ and �� . Clearly, for this we need to de�ne two
smooth unit vector �elds on the equator. Recall that the cycles �+ and �� must
shrink into a point (each inside its own solid torus). Consequently, the desired
unit vector �elds must be extendable from the equator onto the corresponding
hemi-sphere (without singularities). Such two �elds are shown in Fig. 4.11. They
are translated onto a plane by means of stereographic projection. The �rst �eld
can be evidently extended inside the shaded disc that is the image of the lower
hemi-sphere. The second �eld is de�ned on the complement to the �rst disc
and can be evidently extended onto the upper hemi-sphere. The same �elds are
illustrated in Fig. 4.11 on the corresponding hemi-spheres. Comparing these two
�elds on the equator, we see that they coincide exactly at two points (Fig. 4.11).
This means that the intersection index of the corresponding cycles �+ and �� is
equal to 2. (If this index would have been equal to zero, we could have deformed
the �rst �eld to the second one on the equator, but this is impossible, since there is
no continuous vector �eld without zeros on the sphere.) Note by the way that
the occurring number 2 is nothing else than the Euler number of the tangent �ber
bundle over S2 . Thus, since the intersection index of �+ and �� is equal to 2,
it follows that r = 1=2, as was to be proved. As a result, we have constructed
the Liouville foliation on RP 3 with the desired molecule.
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Figure 4.11

4. Consider the direct product S1�S2 and the Liouville foliation on it generated
by the usual height function on the sphere S2 embedded into R3 in the standard
way. Its regular level lines on S2 are parallels, while the North and South poles
are critical points (maximum and minimum). Multiplying the level lines of f
by the S1 -�ber, we obtain leaves of the Liouville foliation. The disappearing cycle
in the �rst solid torus and that in the second one are in fact the same. Namely, this is
the equator of the sphere multiplied by a �xed point of the S1-�ber. Therefore,
in this case r =1.

5. Let us de�ne the Liouville foliation with the desired molecule W � on the lens
space Lp;q . The lens space Lp;q can be obtained as the quotient space of the sphere

S3 = fjzj2 + jwj2 = 1g with respect to the action of Zp whose generator � acts

as follows: �: (z; w) ! (ze�2�iq=p; we2�ip). Recall that the sphere S3 is presented
as the union of two solid tori whose common boundary torus is given as the zero
level of the function f(z; w) = jzj2�jwj2 . Then the solid tori A+ and A

�
are given

by the relations

A
�
= fjzj �

p
2=2; jwj = 1� jzj2g and A+ = fjzj = 1� jwj2; jwj �

p
2=2g :

Evidently, these solid tori are invariant under the action of Zp. Moreover, after
taking the quotient of the sphere, they are again transformed into solid tori into
which the lens space Lp;q splits. The function f(z; w) de�ned initially on the sphere
generates a smooth function on Lp;q . The levels of this function de�ne some
foliation on the lens space. As we shall show now, this is the desired foliation,
i.e., the corresponding molecule A��A has the mark r equal to q=p. To this end,

we examine the action of Zp on the boundary torus T
2 = fjzj = p

2=2; jwj = p
2=2g.

We need to take the quotient torus eT 2 = T 2=Zp and consider two admissible

coordinate systems on it (�+; �+) and (��; ��). Clearly, as disappearing cycles
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�+ and �� , we can take the images of the meridians of the solid tori A+ and A
�
,

i.e., the images of the cycles fz = const; w = w0e
i'g and fw = const; z = z0e

i'g
respectively.

Figure 4.12

Let us represent the torus T 2 = fjzj = p
2=2; jwj = p

2=2g as the quotient
space of the Euclidean plane R2 by the lattice Z� Z (see Fig. 4.12). In the same
�gure we represent the action of Zp by drawing its fundamental domain. This
domain is shown as the shaded parallelogram in Fig. 4.12 (we illustrate the case
when p = 3, q = 2). As a result, there appear two lattices on R2 : the initial one
that generates the torus T 2 , and the new one, more shallow, generating the quotient

torus eT 2 = T 2=Zp. We can imagine the bases (�+; �+) and (��; ��) by means
of the second lattice. The two fat orthogonal vectors shown in Fig. 4.12 present
the basis of the initial lattice, namely,

fz = const; w = w0e
i'g and fw = const; z = z0e

i'g :

These two cycles are projected from T 2 onto the quotient torus eT 2 without self-
intersections. Therefore, we can take their projections as the cycles �+ and ��

on eT 2 .
Let us describe the fundamental domain for the torus eT 2 . The action of Zp

on the plane is as follows: the generator � shifts the plane by the vector

�q

p
��+

1

p
�+ . Therefore, as the fundamental domain, we can take the parallelogram

spanned on the vectors

�� and �� = �q

p
�� +

1

p
�+ ;

which evidently form a basis on the torus eT 2 . Hence �+ = q�� + p�� .
Consequently, r = q=p, as required.

This completes the proof of Proposition 4.3. �

Copyright 2004 by CRC Press LL



Let us give some more examples of the molecules that describe important and
interesting Liouville foliations.

Proposition 4.4. Consider a molecule W shown in Fig. 4.13. All of its

edges between saddle atoms have the r-mark equal to in�nity, and those adjacent

to atoms A have the r-mark equal to 0. Assume that the molecule has no atoms

with stars. Then the corresponding 3-manifold Q is a locally trivial S1-�bration
over a closed two-dimensional surface P 2 (orientable or non-orientable):

�:Q
S1

�! P 2 :

The Liouville foliation is generated by some Morse function f on the base (to obtain

two-dimensional leaves in Q, we only need to lift this function to Q).

Figure 4.13

Comment. If the molecule W contains atoms with stars, then the manifold Q3

is a global Seifert �bration whose singular �bers correspond exactly to the critical
circles with non-orientable separatrix diagrams. If we replace, in addition,
the zero r-marks by arbitrary rational numbers p=q on the edges of the molecule W
adjacent to atoms A, then the manifold Q still remains a global Seifert �bration.
But, in this case, some new singular �bers appear that correspond to the axial
circles of those atoms A which are incident to the edges with r = p=q .

Proof. On each individual 3-atom without stars we already have the structure
of a trivial S1 -�bration (Theorem 3.3). Gluing the boundary tori of neighboring
3-atoms, we see that the �bers of these �brations are compatible on each boundary
torus. The point is that the r-mark is equal to in�nity when both atoms are
saddle, and is equal to zero when one of these atoms has type A. This exactly
means that the �bers coming to the boundary torus from the neighboring atoms
coincide (more precisely, are isotopic) and, consequently, one can sew together
the S1 -�brations given on neighboring atoms. As a result, we obtain the structure
of a locally trivial S1 -�bration de�ned globally on Q. Note that orientability or
non-orientability of the base of the constructed �bration depends on the "-marks
on edges of W . �
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Comment. In the above molecule (see Proposition 4.3), the saddle atoms
form a family. The point is that all the edges between them carry an in�nite
r-mark. As was shown above, in this case, one more invariant appears, namely,
the integer-valued mark n, which is assigned to this family. Its formal de�nition was
given above. On the other hand, according to Proposition 4.3, the corresponding
3-manifold Q is an S1 -�bration over P 2 . Suppose that its base is orientable.
Then, for this �bration, we can de�ne the well-known invariant called the Euler
number. It turns out that this number and our mark n coincide. This fact is
quite natural, since both invariants have the same topological nature: they can be
regarded as obstructions to the extendability of a certain section.

Proposition 4.5. Consider the molecule W shown in Fig. 4.14, which consists

of one saddle atom V without stars and several atoms A connected with V by edges.

Let all r-marks on these edges be equal to in�nity. Then the 3-manifold Q
corresponding to this molecule is homeomorphic to the connected sum of k+1 copies

of S1 � S2 , where k is the complexity of atom V (i.e., the number of its vertices).

Figure 4.14

Proof. By our assumption, the atom V contains no star-vertices. Therefore,
the corresponding 3-manifold is a direct product V = P 2�S1 . The boundary of this
manifold consists of several tori. Since all the edges outgoing from V end with
atoms A, each of these boundary tori must be glued by a solid torus. The r-marks
are all equal to in�nity. This means that each solid torus is glued in the following
way. Consider an arbitrary boundary torus T 2 � @V . As we know, there is
the canonical structure of a trivial S1 -�bration on it. As a result of gluing, the �ber
of this �bration is identi�ed with the disappearing cycle of the solid torus. In other
words, each �ber lying on the boundary @V shrinks into a point.

Therefore, the 3-manifold Q can be presented as follows. First, we multiply P2
by the circle S1 , and then we contract each circle S1�fxg lying on the boundary @V
into a point x 2 @P2 . Since P2 can be considered as a narrow strip, we can
cut P2 on each edge (Fig. 4.15). Each cross-cut on a strip generates a cross-
cut in Q along a 2-sphere. Reconstructing the cross-cut is equivalent to taking
the connected sum with the manifold S1 � S2 . Consequently, Q can be cut along
several 2-spheres in such a way that, as a result, we obtain the three-dimensional
sphere from which 2(k + 1) three-dimensional non-intersecting balls are removed.
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Figure 4.15

Indeed, after cutting P 2 at each edge, we obtain the 2-disc, shown in Fig. 4.15, from
which k + 1 half-discs are removed. By multiplying the 2-disc with the circle S1

and contracting each circle over its boundary into a point, we obtain the 3-sphere.
By removing the half-discs from the 2-disc, we remove three-dimensional balls from
the 3-sphere. Therefore, the desired 3-manifold Q is obtained from the 3-sphere
with 2(k+1) balls removed by identifying the occurring boundary 2-spheres in pairs.
Each such identi�cation is evidently equivalent to taking the connected sum with
the 3-manifold S1 � S2 .

This completes the proof. �

4.8. HAMILTONIAN SYSTEMS

WITH CRITICAL KLEIN BOTTLES

Basically, in applications, there appear integrable systems that have neither critical
tori nor Klein bottles on isoenergy 3-surfaces. Nevertheless, the critical tori and
Klein bottle occur, for example, in the theory of integrable geodesic ows. We do not
pay attention to critical tori, since they do not change the topology of the Liouville
foliation. The critical Klein bottles, on the contrary, deserve consideration, since
the topology of the foliation is really changed near them. This work has been done
by P. Topalov in [343].

Let K be a critical Klein bottle. A neighborhood U(K) of the Klein bottle K
in the 3-manifold Q can be considered as a 3-atom of a special type. This atom will
be denoted by the letter K with one outgoing edge. Its topological structure can be
described in the following way. Since K is a smooth submanifold in Q3 , its tubular
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neighborhood U(K) can be considered as a normal bundle, namely, the bundle
over K with the �ber D1 (one-dimensional disc). The boundary @U(K) = K2e�@D1

is a Liouville torus T 2 , and the natural projection �:T 2 = @U(K) ! K2 is
a two-sheeted covering. The uniqueness of such an atom follows from the fact that
there exists only one two-sheeted covering of the Klein bottle by the torus.

Let us choose an admissible coordinate system on the boundary torus T 2 .
To this end, we �rst prove the following statement.

Proposition 4.6. All integral trajectories of an integrable Hamiltonian ow

on a critical Klein bottle are closed.

Proof. Let K be a critical Klein bottle of an integrable Hamiltonian system v .
Since K lies inside the 3-atom U(K), we can consider a two-sheeted covering

over U(K) which unfolds the Klein bottle K into a torus eT 2 . Here U(K) is covered

by an orientable 3-manifold eU( eT 2). Take the torus eT 2 and consider the involution �

on it corresponding to the given covering eT 2 ! K . On the plane R2 that covers

the torus eT 2 , we introduce standard coordinates (x; y) connected with the lattice
of the torus. Without loss of generality, we may assume that in terms of these
coordinates the involution � is given by the formula

(x; y)! (x+ 1=2;�y) :

The integral trajectories of v can be lifted from the Klein bottle to the torus eT 2 .
As a result, they transform into integral trajectories of the covering integrable

system ev . The torus eT 2 can be regarded as a regular Liouville torus in eU( eT 2).
Therefore, the integral trajectories of the covering system must de�ne a rectilinear

winding on eT 2 . We assert that this winding cannot be irrational, i.e., the integral

trajectories are all closed on eT 2 . Moreover, the integral trajectories are de�ned

uniquely up to isotopy. Indeed, the covering vector �eld ev on the torus eT 2 must be
invariant under the involution � . Consider an integral trajectory (t) = (x(t); y(t))
of ev on the covering plane R2 . For a Hamiltonian vector �eld on a Liouville torus,
one can de�ne a pair of numbers (!1; !2) (called frequencies) by the formulas

!1 = lim
t!1

x(t)

t
; !2 = lim

t!1

y(t)

t
:

They do not depend on the choice of a speci�c trajectory on a given torus. Since,
in our case, ev is � -invariant, the trajectory (t) is mapped under the action of �
into a certain trajectory of the same vector �eld ev . This new trajectory is

�(t) = (x(t) + 1=2;�y(t)) :

Hence

!2 = lim
t!1

y(t)

t
= � lim

t!1

y(t)

t
= �!2 ;

that is, !2 = 0. Since ev is a Hamiltonian vector �eld, it follows from !2 = 0

that the trajectories of ev are all closed on eT 2 and isotopic to the �rst basis cycle.
It remains to observe that, if the trajectories of the covering system ev are closed
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on eT 2 , then the same is evidently true for the trajectories of the initial system v
on the Klein bottle K , as was to be proved. �

Remark. It is an interesting fact that any smooth vector �eld on the Klein
bottle without equilibrium points always has at least two closed trajectories.

Choose one of these closed trajectories and lift it from the Klein bottle K2

to the boundary torus T 2 = @U(K). As a result, we obtain a cycle on T 2 , which
we denote by � and take as the �rst basis cycle of an admissible coordinate system.

Note that � is a �ber of a Seifert �bration de�ned on U(K). The base
of this �bration is a two-dimensional disc with two singular points. Each of them
corresponds to a singular �ber of the Seifert �bration of type (2; 1). Besides that,
on U(K) there is another structure of a Seifert �bration. The base of this Seifert
�bration is the M�obius strip, and its �ber is a circle. Moreover, this second Seifert
�bration is a usual locally trivial S1 -�ber bundle (i.e., without singular �bers).

It turns out that the structures of these two Seifert �brations on U(K) are
uniquely de�ned (up to a �ber isotopy).

As the second basis cycle � on the boundary torus T 2 = @U(K), we take now
the �ber of the second Seifert �bration U(K) ! (M�obius strip). Thus, we have
constructed an admissible coordinate system (�; �) on the boundary torus. Note
that the orientation of � is already given by the Hamiltonian ow v . As above,
the orientation � is chosen so that the pair of cycles (�; �) is positively oriented
on the torus T 2 = @U(K) (we assume here that T 2 has a canonical orientation
induced by that of U(K)).

By analogy with the case of usual 3-atoms, we de�ne numerical marks r and "
on the edge incident to the atom K . As before, using the constructed admissible

coordinate system, �rst we take the gluing matrix C =

�
� �
 �

�
on the given edge.

After this, the rational mark r on the edge e of the molecule W incident
to the atom K (related to the Klein bottle) is de�ned to be

r =

( �i
�i

mod 1 2 Q=Z if �i 6= 0 ;

symbol 1 if �i = 0 :

The integer mark " on this edge is de�ned to be

" =

�
sign�i if �i 6= 0 ;

sign�i if �i = 0 :

It remains to de�ne the mark n. It is de�ned here in the same way as above.
In particular, if the edge is in�nite (i.e., r = 1), then the atom K is included
into the family adjacent to this edge. If the r-mark on the edge is �nite, then
the atom K is a family itself. After having �xed an admissible coordinate system,
all de�nitions of numerical marks will be the same as before.

However, we have to distinguish the case where the molecule W has the form
K��K . In this case, two admissible coordinate systems related to the atoms K
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are uniquely de�ned. Therefore, as a mark that should be put on the single edge
of the molecule, we can consider the gluing matrix itself. There are no other marks
here.

Thus, endowing the molecule W with the collection of the numerical marks listed
above, we obtain the marked molecule W � for which the above Theorems 4.1 and 4.2
remain valid.

Thus, the Hamiltonian systems with critical Klein bottles are naturally included
into the general classi�cation theory without any essential distinctions.

However, one should take into account what we mean here by the Liouville
equivalence of systems with critical Klein bottles. Two such systems v and v0

are considered to be Liouville equivalent if there exists a di�eomorphism between
the isoenergy 3-manifolds Q and Q0 that preserves the Liouville foliation structure
and, moreover, maps the closed oriented trajectories of v (which lie on the critical
Klein bottle K � Q) to those of v0 (which lie on the corresponding critical Klein
bottle K 0 � Q0).

4.9. TOPOLOGICAL OBSTRUCTIONS

TO INTEGRABILITY OF HAMILTONIAN

SYSTEMS WITH TWO DEGREES OF FREEDOM

We have described the topology of isoenergy 3-surfaces of integrable Hamiltonian
systems. Roughly speaking, all such 3-manifolds are obtained by gluing 3-atoms
along their boundary tori. Which manifolds can be obtained in this way?
Or, in other words, what are topological obstructions to the integrability of inte-
grable Hamiltonian systems with two degrees of freedom (in terms of the topology
of isoenergy surfaces)? Now we are able to answer this question. It turns out that
not every three-dimensional manifold can be an isoenergy surface of an integrable
system. Such manifolds form a \thin" subset in the set of 3-manifolds, and
their topology can be described. It turns out that the class of such manifolds
coincides with the class of graph-manifolds well-known in 3-topology, introduced by
F. Waldhausen. Thus, if we are given a Hamiltonian system one of whose isoenergy
surfaces is not a graph-manifold, then this system is certainly not integrable
in the class of Bott integrals (at least, in a neighborhood of this isoenergy surface).

4.9.1. The Class (M )

Let (M) denote the class of all connected orientable closed 3-manifolds. It turns out
that there are no obstructions for a manifold from the class (M) to be an isoenergy
surface of some Hamiltonian (but not necessarily integrable) system.

Proposition 4.7 (S. V. Matveev, A. T. Fomenko). Let X3 be an arbitrary

manifold from the class (M); then the direct product M4 = X3 �D1 (where D1 is

a segment) is a symplectic manifold.
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This assertion immediately implies the following fact.

Corollary. The manifold X3 2 (M) is an isoenergy surface of the natural

Hamiltonian system on M4 = X3 �D1 given by the Hamiltonian H = t, where t
is a coordinate on the segment D1 .

Proof (of Proposition 4.7). The existence of a symplectic structure on
M4 = X3�D1 follows from the well-known topological theorem which asserts that,
for any orientable closed 3-manifold X3 , there is an immersion i:X3 ! R4 . Taking
a tubular neighborhood U of the immersed manifold i(X3) (Fig. 4.16), we obtain

Figure 4.16

an immersion of a certain 4-manifold. It is easily seen that this 4-manifold is our
direct product M4 = X3 � D1 , because the normal �ber bundle of an immersed
oriented manifold of codimension 1 in R4 is always trivial. Then, since on R4

there is the canonical symplectic structure ! =
P

dpi ^ dqi , we can take its
pull-back i�! as a symplectic structure on M4 , as required. �

4.9.2. The Class (H )

De�nition 4.8. By (H) we denote the class of all orientable closed 3-manifolds
that are isoenergy surfaces of integrable (by means of Bott integrals) Hamiltonian
systems with two degrees of freedom.

The class (H) forms some subset in (M). A natural question is whether (H) co-
incides with (M) or not? As we already explained, this question is interesting, since
the negative answer means the existence of topological obstructions to integrability.
As we shall see soon, the class (H) is indeed much smaller than the class (M).

4.9.3. The Class (Q )

Consider two quite simple three-dimensional manifolds with boundary A3 and B3 .
They are described as follows.

The manifold A3 is di�eomorphic to the direct product of the 2-disc by the circle,
i.e., A3 = D2�S1 (Fig. 4.17). The boundary of A3 is di�eomorphic to the torus T 2 .
In other words, A3 is the solid torus.
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The manifold B3 is di�eomorphic to the direct product of the disc with
two holes N2 by the circle, i.e., B3 = N2 � S1 . Its boundary consists of three tori
(Fig. 4.17).

Figure 4.17

De�nition 4.9. By (Q) we denote the class of all orientable closed 3-manifolds
that can be represented in the form

Q3 = aA3 + bB3 ;

where a � 0 and b � 0 are integers, and the sign + denotes gluing of manifolds
by some di�eomorphisms of boundary tori. In other words, Q3 is obtained by gluing
a copies of the manifold A3 with b copies of the manifold B3 by some pairwise
identi�cations of their boundary tori (so that �nally we obtain a manifold without
boundary).

Clearly, the numbers a and b cannot be arbitrary; they must satisfy the simple
relation:

a+ 3b is an even number :

The point is that the total number of boundary tori must be even (in order for
the resulting manifold to be closed).

4.9.4. The Class (W ) of Graph-Manifolds

De�nition 4.10. By (W ) we denote the class of orientable closed 3-manifolds W
satisfying the following property: W contains a �nite set of non-intersecting tori
such that, after removing these tori, W splits into a disjoint union of connected
3-manifolds each of which is a Seifert �bration over some two-dimensional surface
(may be non-orientable).

This class of 3-manifolds was introduced by F. Waldhausen [357]. They were
called Graphenmannigfaltigkeiten (graph-manifolds) and appeared in the papers
by F. Waldhausen from deep problems in 3-topology without any connection with
Hamiltonian mechanics and symplectic geometry. F. Waldhausen classi�ed all such
manifolds and, as we shall see below, this classi�cation turns out to be closely
connected with the classi�cation of integrable Hamiltonian systems.
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4.9.5. The Class (H0) of Manifolds Related to Hamiltonians
with Tame Integrals

Although the �rst integral is a Bott function on almost all energy levels
Q3 = fH = constg in most physical systems, for some special values of energy
(�lling a set of measure zero) the integral f loses this property. Some singularities
may appear which are more complicated than those satisfying the Bott property.
It is natural to ask what happens to the class (H) of isoenergy surfaces of integrable
systems if we expand the class of �rst integrals by admitting not only Bott functions?
Of course, although now we are interested in integrable systems with non-Bott
integrals, we shall assume these integrals not to be too pathological. Referring
to some experience in the analysis of real physical systems, we shall consider the class
of Hamiltonian systems admitting the so-called tame integrals.

De�nition 4.11. A smooth integral f is said to be tame (on a given isoenergy
3-manifold Q3) if for each critical value c of the function f the corresponding level
surface f�1(c) is tame. This means that there exists a homeomorphism of Q3 onto
itself which maps the set f�1(c) into a polyhedron.

Comment. By a polyhedron, we mean a simplicial subcomplex in Q3 each
of whose simplex is smoothly embedded into Q3 .

Thus, although a tame integral is not necessarily a Bott function any more,
it is not too awful yet: all of its level surfaces are in fact polyhedrons in Q.

De�nition 4.12. By (H 0) we denote the class of oriented closed 3-manifolds
that are isoenergy surfaces of Hamiltonian systems integrable by means of tame
integrals.

It is clear that any Bott integral is tame (the converse is not true). Therefore,
we have the trivial inclusion: the class (H) is contained in the class (H 0). Thus,
by expanding the class of integrable systems, we may a priori expand the class
of isoenergy manifolds. Does it really happen?

4.9.6. The Coincidence of the Four Classes of 3-Manifolds

Thus, we have introduced the following four classes of 3-manifolds:

(H) ; (Q) ; (W ) ; (H 0) :

In what follows, we also need the notion of a connected sum of manifolds and
the notion of an irreducible manifold.

Let M and N be two smooth manifolds of the same dimension n. By removing
an open ball Dn from each of them, we obtain two manifolds M nD and N nD with
the boundary homeomorphic to the sphere Sn�1 . Let us construct a new manifold
by gluing M n D and N n D by some di�eomorphism of their boundary spheres.
It is easy to show that the manifold obtained is smooth (i.e., can be endowed with
a natural smooth structure).
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De�nition 4.13. The n-manifold obtained is usually denoted by M #N and
is called the connected sum of the manifolds M and N . A manifold is called prime

if it cannot be presented as the connected sum of two other manifolds each of which
is di�erent from the sphere. A three-dimensional manifold is called irreducible if
each two-dimensional sphere embedded into it bounds a three-dimensional ball.

In what follows, we restrict ourselves with orientable 3-manifolds only.

Theorem 4.3 (A. V. Brailov, S. V. Matveev, A. T. Fomenko, H. Zieschang).
a) The four above described classes of 3-manifolds coincide, i.e.,

(H) = (Q) = (W ) = (H 0) :

b) The class (H) is strictly less than (i.e., does not exhaust) the class (M)
of all 3-manifolds.

c) If Q0 and Q00 are two arbitrary manifolds from the class (H), then their

connected sum Q = Q0 #Q00 also belongs to the class (H).
d) If Q 2 (H) is reducible, i.e, is presented as the connected sum of some

manifolds Q0 and Q00 di�erent from the 3-sphere, then both of the manifolds

Q0 and Q00 belong to (H).

From Theorem 4.3, we immediately obtain, in particular, the following corollary.

Proposition 4.8. Not every orientable closed 3-manifold can be an isoenergy

surface of a Hamiltonian system integrable by means of a Bott (or just tame)
integral.

One can give an example of 3-manifolds which do not belong to the class (H).
Recall that a 3-manifold is called hyperbolic if it can be endowed with a complete
Riemannian metric with constant negative sectional curvature.

It turns out that the class (H) contains no hyperbolic manifolds [235]. Therefore,
any Hamiltonian system which has a hyperbolic manifold as one of its isoenergy
surfaces is non-integrable (on this isoenergy surface) in the class of Bott integrals
(and, moreover, even in the class of tame integrals).

Proof (of Theorem 4.3).
The coincidence of (H) and (Q).
We �rst prove that (H) � (Q). By de�nition, a 3-manifold Q from the class (H)

is a closed isoenergy surface of a certain integrable system. As was already proved,
this manifold is presented as the result of gluing some 3-atoms. Thus, it su�ces
to verify that each atom can be obtained by gluing some number of solid tori
A3 = D2 � S1 and 3-manifolds B3 = N2 � S1 , where N2 denotes the 2-disc with
two holes (Fig. 4.17). If a 3-atom contains no star-vertices, then topologically it
is the direct product of a 2-atom P by the circle S1 . Clearly, every 2-atom P ,
being an oriented 2-surface with boundary, can be obtained by gluing some copies
of the surface N , i.e., P = N + N + : : : + N . Multiplying this decomposition
by the circle, we obtain the proof in the case of atoms without stars. If a 3-atom V
contains star-vertices, then, on the base P of the corresponding Seifert �bration

V
S1
�! P , there are singular points indicating the singular �bers of the Seifert

�brations of type (2; 1). By removing small discs around these points on the base P ,
we remove the solid tori from Q, i.e., manifolds of type A3 that are projected
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onto these discs. As a result, the initial atom V is presented in the form
V = V 0 + A3 + : : : + A3 , where the 3-manifold V 0 has the structure of the direct
product P 0�S1 . Taking into account our argument in the previous case, we obtain
the desired assertion. Thus, we have proved the inclusion (H) � (Q).

Let us prove the converse inclusion: (H) � (Q). Since any 3-manifold from
the class (Q) is glued from solid tori A3 = D2 � S1 and manifolds of type
B3 = N2 � S1 , the desired inclusion immediately follows from the realization
theorem (Theorem 4.2). Here we use the simple observation that the manifolds
A3 and B3 are just topological realizations of the 3-atoms A and B respectively.

The coincidence of (Q) and (W ).
Let us prove that (W ) � (Q). To this end, it su�ces to verify that every Seifert

�bration U3 can be obtained by gluing some number of copies of A3 and B3 .
Surrounding the singular �bers of the Seifert �bration by solid tori and removing
them from U3 , we obtain a 3-manifold U 0 which is a locally trivial S1-�ber bundle
over a 2-surface P 0 with boundary (if its boundary is empty, then we just cut
a �bered solid torus from U 0 in order for the boundary to occur). If P 0 is orientable,

then the �ber bundle U 0
S1
�! P 0 is trivial and, consequently (see above), can be

obtained by gluing some copies of A3 and B3 . If P 0 is not orientable, then we
�rst remove all M�obius strips from P 0 to obtain an orientable base. After this,
we proceed with this base in the same way as before. With the M�obius strips
we proceed in the following way. There are only two S1 -�brations over the M�obius
strips �: these are the direct product �� S1 and � e� S1 , where the \tilde" means
the skew product which will be described below. The case of the direct product
must be excluded because of the simple reason that � � S1 is a non-orientable
3-manifold, which we do not consider.

Lemma 4.9. The skew product � e� S1 can be presented as a Seifert �bration

over the 2-disc with two singular �bers of type (2; 1).

Proof. Consider the fat cylinder S1 � [�1; 1] � D1 and identify its bases
S1 � [�1; 1] � f0g and S1 � [�1; 1] � f1g by the di�eomorphism � that is
the superposition of the symmetry relative to the circle and the symmetry relative
to its diameter (Fig. 4.18). The symmetry � is an involution with two �xed points.

Figure 4.18
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We now show that, on the 3-manifold X obtained, it is possible to introduce
two di�erent structures of a Seifert �bration. The �rst case is as follows: the fat
cylinder is decomposed into circles of the form S1�f�g�f�g. This decomposition
induces on X the structure of a Seifert �bration without singular �bers and with
the M�obius strip as its base. In other words, X = � e� S1 . On the other hand,
the fat cylinder can be decomposed into segments of the form f�g�f�g�D1, which
turn into circles after gluing the bases of the cylinder. Such a decomposition induces
another structure of a Seifert �bration on X over the disc D2 with two singular
�bers of type (2; 1) that correspond to the �xed points of the involution � . �

It follows from this that the manifold � e� S1 can be glued from one copy of B3

and two solid tori A3 ; and, consequently, it gets into the class (Q). Thus, we have
proved that (W ) � (Q).

The converse inclusion (Q) � (W ) evidently follows from the de�nitions of these
classes.

Thus, we have (H) = (Q) = (W ).

The coincidence of the classes (H) and (H 0) was proved in the paper
by S. V. Matveev and A. T. Fomenko [236]. This proof is also presented in our
book [62].

The class (H) is strictly less than the class (M).
We have already shown that (H) = (W ). At the same time, according

to the theory of graph-manifolds due to F. Waldhausen [357], the class (W )
does not exhaust the class (M) of all orientable closed 3-manifolds. In particular,
as remarked above, some interesting classes of 3-manifolds (for instance, the class
of hyperbolic manifolds) do not intersect with the class (H). �
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Chapter 5

Orbital Classi�cation

of Integrable Systems with

Two Degrees of Freedom

5.1. ROTATION FUNCTION AND ROTATION VECTOR

As above, let v = sgradH be an integrable Hamiltonian system restricted
to the compact isoenergy surface Q3 , and let W � be its marked molecule.

Consider an arbitrary edge e of the molecule W � . Recall that it represents
a one-parameter family of tori. Suppose that, on some Liouville torus from this
family, we have chosen and �xed an arbitrary basis in its fundamental group,
i.e., a pair of cycles (�; �). According to the Liouville theorem, the trajectories
of the Hamiltonian system on the torus are windings (rational or irrational). This
means that there exists a coordinate system

('1mod 2�; '2mod 2�)

on the torus in which v is straightened and takes the form

v = a
@

@'1
+ b

@

@'2
:

Moreover, the coordinate lines of this coordinate system f'1 = constg and
f'2 = constg are homologous to the basis cycles � and �, respectively.

Recall that the rotation number of the Hamiltonian system on the torus with
respect to the basis (�; �) is de�ned to be the ratio � = a=b. If b = 0, then we set
� =1 by de�nition.
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It is easy to see that the rotation number is a complete orbital invariant
of an integrable system on a single Liouville torus (see, for example, [9], [16]).

We can assume that the basis (�; �) is smoothly extended to all the other
Liouville tori of the given edge of the molecule. This extension is uniquely de�ned
up to an isotopy, which does not inuence later arguments. We �x such a basis
on each Liouville torus of the given edge.

Assume that the family of tori is parameterized by a parameter t that varies
from 0 to 1, where t increases in the direction of the arrow assigned previously
to the edge e. Denote by T 2(t) the Liouville torus corresponding to the value of t.
As before, we denote the basis cycles on this torus by � and � (not by �(t) and �(t)),
since they are uniquely de�ned (up to isotopy) on all the tori of the family.

When the torus moves along the edge, the rotation number changes, and
as a result, we obtain a function �(t) which is de�ned on the interval (0; 1),
where �(t) is the value of the rotation number on the torus T 2(t) with respect to
the basis (�; �).

De�nition 5.1. The function �(t) is called the rotation function of the given
integrable system.

Lemma 5.1. The rotation function �(t) is well-de�ned almost everywhere

on the interval (0; 1) (i.e., except for the points at which � goes to in�nity) and is

smooth in a neighborhood of each �nite value of it.

Proof. This assertion is evident but we shall comment on it by recalling one
method for computing the rotation function.

Consider a four-dimensional neighborhood U of the given one-parameter
family of tori in the symplectic manifold (M4; !). Without loss of generality, we
may assume that this neighborhood is a two-parameter family of Liouville tori
of the form U = T 2 � D2 . Since the Liouville tori are Lagrangian submanifolds,
i.e., !jT 2 = 0, it follows that ! is exact in U . Therefore, there exists a 1-form {

such that ! = d{ .
Consider the standard action variables s1 and s2 de�ned for all points p 2 U

by the formulas:

s1(p) =
1

2�

Z
�

{ ; s2(p) =
1

2�

Z
�

{ ;

where the integral is taken along the cycles � and � lying on the torus that contains
the point p. In particular, the functions s1; s2 are constant on the tori and can be
regarded as parameters of the two-parameter family of tori U .

According to the Liouville theorem, the action variables are independent,
H = H(s1; s2), and the Hamiltonian vector �eld v can be presented in the form

v = sgradH = a sgrad s1 + b sgrad s2 ;

where a =
@H

@s1
and b =

@H

@s2
are smooth functions of s1 and s2 , which are constant

on each Liouville torus. For the family fT 2(t)g, in particular, a and b are smooth
functions of the parameter t.
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It is easy to see that now the rotation function can be written as �(t) =
a(t)

b(t)
.

Evidently, �(t) is a smooth function on the interval (0; 1) everywhere except for
those points where b(t) = 0, i.e., �(t) =1. �

Consider the rotation function �(t) on the edge, i.e., on the interval (0; 1).
In what follows, we shall consider the class of integrable system whose rotation
functions are \good". More precisely, this means the following. We assume that
the rotation functions on all the edges of the molecule W satisfy the following
conditions.

1) All the critical points of the function �(t) are isolated, and there is a �nite
number of them.

2) The function �(t) is smooth, except for a �nite number of points at which it
is in�nite. These points will be called poles (� can have no poles in general).

3) In a neighborhood of each pole, the function 1=� is also smooth.

Remark. It follows from these properties (1){(3) that �(t) has a limit
as t tends to endpoints of the interval (0; 1). This limit can, certainly, be in�nite.
The function � is monotone in a neighborhood of the endpoints.

In particular, we note that a function � satisfying (1){(3) cannot be constant
on any interval.

Remark. The above conditions (1){(3) do not depend on the choice
of the basis (�; �) inside the given family of tori. This follows immediately from
Proposition 1.7.

Proposition 5.1. Any such function � is realized as the rotation function

of some integrable Hamiltonian system.

This statement is almost evident and follows formally from the general realization
theorem (Theorem 8.1) which we shall prove below.

The class of \good" functions � is quite natural. One of the reasons is
the following. We can consider the function arctan �(t), which maps the unit
interval into the circle. Then conditions (1){(3) listed above simply mean that this
mapping into the circle has a limit at each endpoint of the interval, and the set
of its critical points is �nite.

De�nition 5.2. Two rotation functions �1 and �2 on the interval (0; 1) are said
to be continuously (smoothly) conjugate if there exists an orientation preserving
homeomorphism (di�eomorphism) � : (0; 1)! (0; 1) such that �2(t) = �1(�(t)).

In other words, the functions are conjugate if they are mapped into each other
under some monotone change of the parameter t (continuous or smoothly depending
on the conjugacy type).

Consider a rotation function �(t), all its poles, and local minima and maxima.
Construct a vector (�nite sequence) consisting of real number and the symbols
\plus in�nity" and \minus in�nity". The �rst element of this sequence is,
by de�nition, the limit of � at zero (in�nite or �nite). Then, varying t from 0 to 1,
we successively write out the values of � at all its poles, local minima, and maxima.
Each pole here is depicted by two symbols: we indicate the left and right limits
of the function at the pole. Finally, the last element of the sequence will be
the limit of � at the point 1. As a result, we obtain an ordered set of numbers and
symbols �1, which is denoted by R (see Fig. 5.1).
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Figure 5.1

De�nition 5.3. The set R is called the rotation vector or R-vector of
the integrable system on a given one-parameter family of tori (or on a given edge
of the molecule W �) relative to the given basis (�; �).

Proposition 5.2. Rotation functions on the interval (0; 1) are conjugate if

and only if the corresponding rotation vectors are the same.

Proof. Consider two rotation functions on the same interval (0; 1). Suppose
that the two corresponding rotation vectors coincide. For each of the functions
we write down the sequence of those values of t where f has poles, local minima,
and local maxima. For the function �1 we obtain a sequence (x1; : : : ; xN ), and
for �2 we obtain (y1; : : : ; yN ). These sequences have the same length, because
the rotation vectors coincide. In particular, �1(xi) = �2(yi) for all i. On each
interval [xi; xi+1] and [yi; yi+1] the functions �1(t) and �2(t) are simultaneously
strictly increasing or strictly decreasing. We now construct a continuous monotone
change of parameter t that makes these functions coincide. It su�ces to construct
this change for each of the indicated segments separately. The corresponding change
is de�ned by the following simple formula:

�(t) = ��12 �1(t) for t 2 [xi; xi+1] :

These changes � : [xi; xi+1] ! [yi; yi+1] can be sewn then into a global continuous
change � : (0; 1)! (0; 1) because of the condition �1(xi) = �2(yi).

The proof of the converse is obvious. �

Comment. Thus, the R-vector classi�es the rotation functions satisfying
conditions (1){(3) up to a continuous conjugacy. In the smooth case, one should
be more careful and look after the character of � at its critical points. However, if
we require in advance that all its critical points are non-degenerate (more precisely,
one should require the same condition for the function arccotan�: (0; 1) ! S1),
then the same R-vector will classify such functions up to a smooth conjugacy.
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By means of rotation functions and rotation vectors, we can now give the orbital
classi�cation of systems \on an edge of the molecule".

Proposition 5.3. Let v and v0 be two integrable systems given on symplectic

4-manifolds M and M 0 . Consider two one-parameter families E and E0 of

Liouville tori in M and M 0 . Then the systems (v; E) and (v0; E0) are topologically
(smoothly) orbitally equivalent if and only if, for each of these families, there exist

bases (�; �) and (�0; �0) relative to which the rotation functions � and �0 are

continuously (smoothly) conjugate.

Proof. Suppose the rotation functions �(t) and �0(t0) corresponding to the bases
(�; �) and (�0; �0) are conjugate.

For each family of tori E and E0 we construct the angle variables ('1; '2) and
('01; '

0

2) related to the chosen bases. Each point of the one-parameter family of tori
is de�ned by the coordinates (t; '1; '2) (resp. (t

0; '01; '
0

2)). The desired continuous
mapping �:E ! E0 can now be de�ned by the following formula:

�(t; '1; '2) = (�(t); '1; '2) ;

i.e., t0 = �(t), '01 = '1 , '
0

2 = '2 . Here � denotes the mapping that conjugates
the rotation functions, i.e., �0(�(t)) = �(t). It is easy to see that � is continuous
and maps trajectories to trajectories, as required.

The proof of the converse is obvious. �

Corollary. Under the assumptions of Proposition 5.3, two systems are

topologically orbitally equivalent if and only if the corresponding rotation vectors

R and R0 (related to appropriate bases) are the same.

5.2. REDUCTION OF THE THREE-DIMENSIONAL

ORBITAL CLASSIFICATION TO THE

TWO-DIMENSIONAL CLASSIFICATION

UP TO CONJUGACY

5.2.1. Transversal Sections

We study now the behavior of trajectories of an integrable Hamiltonian system
in a neighborhood of a singular leaf, i.e., on a 3-atom in our notation. Let
L = Lc = f�1(c) be a singular leaf of the Liouville foliation, where, as before,
f is a Bott integral of the system, and c 2 R is its critical value. According
to the above description of the structure of the 3-atom U(L), the leaf L can be
considered as a Seifert type �bration over the graph K , which is embedded into
the two-dimensional surface P that is the base of the Seifert �bration �:U(L)! P
(see Chapter 3). We distinguish the following two cases:

a) the atom U(L) does not have star-vertices (corresponding to the saddle critical
circles with non-orientable separatrix diagrams);

b) the atom U(L) has at least one star-vertex.
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As was seen above, in case (a), the base P 2 can be realized as a section of � .
In case (b), such a section does not exist. However, instead of the base P , we

can consider a doubled surface bP with involution � such that P = bP=� , and �xed

points of the involution are exactly the star-vertices. On the surface bP , there

appears a natural graph bK , and the pair ( bP ; bK) can be considered as a 2-atom
without stars. All the star-vertices of K are turned into vertices of degree 4 after
duplication. The simplest example is shown in Fig. 5.2.

Figure 5.2

The surface bP can be now embedded into the 3-atom U(L) in such a way

that each �ber of the Seifert �bration transversely intersects bP . Regular �bers
do this twice, while singular �bers only once. We still call this embedded surfacebP � U(L) a section (although literally it is not a section of the Seifert �bration).
Figure 5.2 shows what this section looks like in the case of the simplest atom A� .
Here the leaf L is obtained as the surface which is swept out by the �gure eight
curve as its center moves along the circle, and the �gure eight curve itself is
turned �nally by the angle � . The manifold U(L) is obtained by a solid torus
by removing another (narrower) solid torus that turns twice along the axis of the �rst
solid torus.

Proposition 5.4. For topologically stable integrable systems, the two-surfaces

P and bP can always be chosen so that they are transversal to integral curves of v
in a neighborhood of the singular leaf L.

Proof. We begin with studying the properties of integral curves on the singular
leaf L. We remove from L all the critical circles of the integral f , i.e., all critical
periodic solutions. The leaf L splits into a disjoint union of a number of annuli each
of which is foliated into integral curves of the �eld v . The behaviour of these curves
can be of the three types (a), (b), and (c) described in Chapter 3, Proposition 3.7
and illustrated in Fig. 3.16.

In Chapter 3 we also showed that if an integrable system is topologically stable,
then the singular leaf L has no annuli of type (c).
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Now consider an embedding of the surface P or of the double bP into
the 3-atom U(L) which is transversal to the �bers of the Seifert �bration. Consider
the intersection of this surface with the singular leaf. This will be a certain graph

K = P \ L (resp. bK = bP \ L). Since there are no annuli of the third type (c),
it is possible to deform this embedded graph inside l so that it becomes transversal
to the ow v on L. Indeed, thinking of the vertices of the graph as �xed, we reduce
the problem to the analogous problem for each annulus separately. On a single
annulus, such a deformation can be found provided this annulus has type (a) or (b).
(On the contrary, it cannot be done for annuli of type (c).) As a result, we obtain

a transversal embedding of the graph K (or bK ) into the singular leaf L.
Now this embedding of the K can be extended to the nearby Liouville tori up to

an embedding of the whole surface P which can be viewed as a regular neighborhood
of the graph. The transversality condition, being generic, remains satis�ed for

the whole of P (at least if P is su�ciently narrow). In the case of the double bP ,
the argument is just the same. �

De�nition 5.4. The two-dimensional surface in the atom U(L) constructed
in Proposition 5.4 is called a transversal section of the atom U(L). We denote this
surface by Ptr .

Sometimes such surfaces satisfying the transversality condition are called
Poincar�e sections.

5.2.2. Poincar�e Flow and Poincar�e Hamiltonian

We now de�ne the Poincar�e map � on the transversal section Ptr . Let x be
an arbitrary point of Ptr . We emit an integral curve of the vector �eld v from it.
At some instant of time, it will �rst hit the section Ptr and pierce it at some point y .
Denote the mapping x! y by � and de�ne the mapping � as follows:

� =

�
� in the cases of an atom A or of a saddle atom without stars;

(�)2 in the case of a saddle atom with stars.

De�nition 5.5. The mapping �:Ptr ! Ptr is called the Poincar�e map of
the atom U(L).

Note that the points of intersection of Ptr with critical circles of the integral f
(which represent periodic trajectories of v) are �xed points of the Poincar�e map.
We denote these points by S1; : : : ; Sk .

Since the section Ptr is realized in Q, we can restrict the symplectic structure !
from Q to Ptr . We obtain a non-degenerate closed 2-form (symplectic structure)
on the two-surface Ptr . Denote this 2-form by ! as before. The non-degeneracy
of ! on Ptr follows from the transversality of Ptr to all the integral curves of v ,
since the kernel of the form !jQ3 at each point of Q is generated by the vector v .
The following statement is well known.

Lemma 5.2. The Poincar�e map � preserves the symplectic form ! restricted

to the transversal section Ptr .
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It turns out that the Poincar�e map allows us to de�ne a natural Hamiltonian
system (with one degree of freedom) on Ptr .

Proposition 5.5. On the smooth transversal section Ptr , there exists a Hamil-

tonian (with respect to !) vector �eld w = sgradF with Hamiltonian F :Ptr ! R

possessing the following properties.

a) The Poincar�e map �:Ptr ! Ptr is a translation along the integral curves

of the vector �eld w = sgradF by time t = 1.
b) The original Bott integral f of the system v is also an integral of the Hamil-

tonian �eld w.
c1 ) In the case of a saddle atom U(L), the �eld w with properties (a) and (b)

is uniquely determined. If the di�erential of the Poincar�e map is not the identity

mapping at the vertices of the graph K (i.e., at �xed points of the Poincar�e map),
then the Poincar�e Hamiltonian F is a Morse function on the transversal section.

c2 ) In the case of an atom A, the �eld w is de�ned uniquely up to addition

of the �eld 2�k
@

@'
to it, where ' is the angle variable on the two-dimensional

section Ptr , which is a disc, and k is an arbitrary integer. The Poincar�e

Hamiltonian F is de�ned here uniquely up to 2�ks, where s is the action variable

on the disc Ptr .

Comment. In the case of an atom A, the section Ptr is a disc foliated into
circles, the level curves of the integral f . For such a foliation, one can de�ne
the standard action-angle coordinate system (s; '). These are the functions that
appear in item (c2 ) of the proposition.

Proof. The proof of this assertion follows from the following general fact
(see Proposition 1.6 in the book by J. Moser [248], [250]): a symplectomorphism �
on a two-dimensional manifold can be presented in the form �1 , where �t is
a Hamiltonian ow, if and only if � possesses a non-trivial �rst integral. �

It turns out that, as P. Topalov [341] remarked, it is possible to write down
a simple explicit formula for the Hamiltonian F of the vector �eld w .

Proposition 5.6. The Hamiltonian F coincides with the function �2�s1
restricted to Ptr , where s1 is the action variable related to the cycle that is the �ber

of the Seifert �bration on U(L). If this cycle is denoted by � , then

F = �

I
�

{ ;

where { is a di�erential 1-form in a neighborhood of the singular leaf L that satis�es

the condition d{ = ! .

Remark. This function F appeared above in Chapter 3 and was called
the periodic integral.

Proof. Consider an arbitrary point x on the transversal section and show that
�(x) coincides with the translation of this point by time t = 1 along the vector
�eld sgradF . The operator sgrad is considered here in the sense of the symplectic
structure ! restricted to Ptr . Clearly, it su�ces to verify this condition only
for points lying on Liouville tori. Moreover, if we consider two isotopic sections, then
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the veri�cation can be carried out for any of them, since the symplectic structure
and Hamiltonian F are preserved under the translations along v = sgradH . That
is why we can choose a section in the most convenient way.

Let � be a �ber of the Seifert �bration, and let � be the cycle on a Liouville
torus T 2 de�ned by � = Ptr\T

2 . Consider the action-angle variables (s1; s2; '1; '2)

related to these cycles. In particular, s1 = �
F

2�
.

As a new transversal section Ptr , we now choose a two-dimensional surface given
(in a neighborhood of some �xed Liouville torus T 2) by the equations H = const
and '1 = 0. Recall that the Hamiltonian is a function of the action variables;

moreover, in our case,
@H

@s1
6= 0. (Otherwise the integral curves of the �eld

v = sgradH would have been closed on T 2 and homologous to the cycle �, but this
is impossible in view of the transversality condition.) Hence, as local coordinates
on this section we can choose s2 and '2 . Since H is �xed, the action variable s1
can be considered on the section as a function S(s2) of s2 .

It is easy to see that the symplectic structure on Ptr has the form ds2 ^ d'2 ,
and F = �2�s1 = �2�S(s2). Then the vector �eld sgradF becomes

sgradF = �2�

�
@S

@s2

�
@

@'2
;

and the translation along this �eld by time t = 1 takes the form

(s2; '2)!

�
s2; '2 � 2�

@S

@s2

�
:

Now look at what happens to a point under the Poincar�e map. The vector �eld v
in terms of the action-angle variables has the form

v =
@H

@s1

@

@'1
+
@H

@s2

@

@'2
:

Since in angle variables the Hamiltonian ow straightens, the Poincar�e map
sends the point x = (0; '2) 2 T 2 to the point x + �v , where � is chosen so that
the �rst coordinate gets increment of 2� in order for the point to occur on the same
section. Clearly, the second coordinate changes by adding the quantity

2�
@H=@s1
@H=@s2

:

In other words, the Poincar�e map takes the form

(s2; '2)!

�
s2; '2 + 2�

@H=@s1
@H=@s2

�
:

Taking into account that H(s1; s2) = H(S(s2); s2) = const on the section Ptr ,

we see that the magnitudes of the two translations �2�
@S

@s2
and 2�

@H=@s1
@H=@s2

coincide. This leads us to the desired result. �
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As we see, the Poincar�e vector �eld w is de�ned uniquely on saddle atoms,
unlike atoms A, where w is de�ned up to addition of an arbitrary multiple

of the �eld 2�
@

@'
. On the other hand, in the saddle case, the section Ptr itself

is not uniquely de�ned, while it is uniquely de�ned in the case of atoms A (since
the meridian of the solid torus is always uniquely de�ned).

De�nition 5.6. The one-parameter group of di�eomorphisms �t:Ptr ! Ptr
corresponding to the Hamiltonian vector �eld w is said to be the Poincar�e ow

on the transversal section Ptr .

It is clear that �1 = � (= Poincar�e map), and �t preserves the symplectic
form ! on Ptr .

Consider an arbitrary saddle atom that contains at least one star-vertex. Take
an arbitrary smooth transversal section Ptr and construct a natural involution
� = ���1=2 on it, where � has already been de�ned above, ��1=2 is the di�eomor-
phism �t for t = �1=2.

Let us verify that �:Ptr ! Ptr is indeed an involution. Consider the ow
gt = (�)�1�t� . Clearly, gt preserves the symplectic structure on the section Ptr ,
i.e., is Hamiltonian, and moreover, for t = 1 we have

g1 =(�)�1�1�

(since �1 = � = (�)2)

=(�)�1(�)2� = (�)2 = � :

Thus, g1 = � . However, according to Proposition 5.5, such a Hamiltonian ow gt

is uniquely de�ned for a saddle atom and coincides with the Poincar�e ow �t .
Therefore, gt = �t , i.e., �t = (�)�1�t� , i.e., �t and � commute for all t. Hence,
�2 = ���1=2���1=2 = (�)2��1 = id, i.e., � is an involution. Besides, � commutes

with �t , i.e., preserves the Poincar�e ow �t on the section Ptr =
bP .

Note that the involution � is uniquely determined by the vector �eld v itself
without using the symplectic structure and action variables.

5.2.3. Reduction Theorem

Recall that two dynamical systems (gt; X) and (g0
t
; X 0) are called topologically

(smoothly) conjugate if there exists a homeomorphism (resp. di�eomorphism)
�:X ! X 0 that maps the �rst system to the second one, i.e.,

g0
t
= �gt��1 :

In the case where the manifolds X and X 0 are oriented, we shall, in addition,
assume that � preserves the orientation.

The following reduction theorem shows us that the orbital classi�cation
of integrable Hamiltonian systems on 3-atoms is reduced to the classi�cation
of the corresponding Poincar�e ows on the transversal sections up to a conjugacy.
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Theorem 5.1 [53].

a) Let two integrable systems be topologically (smoothly) orbitally equivalent.

Consider the atoms U(L) and U 0(L0) corresponding to each other under this

equivalence; let Ptr � U(L) be an arbitrary smooth transversal 2-section. Then

there exists a smooth transversal 2-section P 0tr � U 0(L0) such that the Poincar�e ows
on Ptr and on P 0tr are topologically (smoothly) conjugate. Moreover, in the case

of a saddle atom with stars, the conjugating homeomorphism (di�eomorphism) also
conjugates the involutions � and �0 .

b) Conversely, let a system v on a 3-atom U(L) be given, and let a system v0 be
de�ned on a 3-atom U 0(L0). Suppose that, inside each of these atoms, there exist

transversal 2-sections Ptr and P 0tr such that the Poincar�e ows on these sections

are topologically (smoothly) conjugate, and in addition, in the case of atoms with

stars, the conjugating homeomorphism (di�eomorphism) conjugates the involutions
� and �0 . Then the systems v and v0 are topologically (smoothly) orbitally

equivalent on the given atoms.

Proof.

a) First, consider the continuous case. Let P tr denote the image of
the section Ptr under the orbital isomorphism U(L) ! U 0(L0). Generally

speaking, P tr is not a smooth surface in U 0(L0). But we need a smooth

section. Therefore, instead of P tr we take any smooth section P 0tr isotopic
to it. Since v and v0 are orbitally equivalent, it follows that the Poincar�e maps
� and �0 are conjugate on the sections Ptr and P 0tr . Here we use the fact
that under an isotopy of the section, the conjugacy class of the Poincar�e map
does not change.

We now have to show that the conjugacy of the Poincar�e maps implies that
of the corresponding Poincar�e ows. Recall that we consider non-resonant systems
only. We now show that, under this assumption, the condition �0 = ��1��

automatically implies that �0t = ��t��1 . Indeed, in terms of the Poincar�e map,
the condition that v is not resonant means that for almost any point x 2 Ptr
the closure of its orbit under � is a whole level line of the additional integral f
homeomorphic to a circle. In view of the fact that �t is a Hamiltonian ow,
the restriction of � to this circle is conjugate to the rotation through a certain
angle 2��, where � is some irrational number. How do we �nd the point �t(x)
if we know the images of x under �n only, where n is integer? The answer is
as follows. Since � is irrational, there exists a sequence of integer numbers nk
for which (�nk � t)mod 1 tends to 0. Therefore, �t(x) can be characterized
as the following limit:

�t(x) = lim
k!1

�nk (x) :

On the transversal section P 0tr , we have the same situation for the point y = �(x).
The numbers � and �0 must coincide in view of the conjugacy of the Poincar�e maps
� and �0 . Therefore,

�0
t
(�(x)) = lim

k!1
�0
n
k (�(x)) :
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Taking the limit in the equality �0
n
k (�(x)) = ��nk (x), we obtain

�0
t
(�(x)) = �(�t(x)) :

Since irrational points are everywhere dense, the continuity argument shows that
this relation will hold identically, as required.

Note that, although we used the condition that v is non-resonant, the statement
of the theorem remains true in the general case.

In the case of atoms with stars, the statement about the compatibility
of the conjugating homeomorphism � with the involutions � and �0 follows
from the fact that these involutions are uniquely determined by the trajectories
of the given systems.

b) We now prove the converse. Suppose we are given a homeomorphism �
between the sections Ptr and P 0tr which conjugates the Poincar�e ows (and maps
� into �0 in the case of atoms with stars). Consider an arbitrary point x
in the atom U(L). Let  be an integral curve of the vector �eld sgradH
passing through it. Moving along it in the reverse direction from the point x,
at some moment of time t we �rst hit the section Ptr at some point y . Consider
the corresponding point �(y) 2 P 0tr and then move along the trajectory 0

of the vector �eld v0 in time t0 = tc0=c. Here c denotes the �rst return time for
the point y . In other words, c is the length of the piece of trajectory between
y and �(y). The number c0 is de�ned in the same way. As a result, we obtain
a certain point on the trajectory 0 which we denote by �(x).

The mapping thus constructed �:U(L) ! U 0(L0) is continuous and preserves
trajectories. Indeed, the continuity must be veri�ed only on the transversal
section Ptr itself, but this is guaranteed by the condition that � conjugates
the Poincar�e maps. In the case of a saddle atom with stars, we actually need
the mapping �:Ptr ! P 0tr to conjugate � and �0 . But this immediately follows

from the fact that � = ��1=2 , and both the mappings in the right hand side are
preserved under the action of � .

Thus, we have constructed the homeomorphism �:U(L) ! U 0(L0), which is
obviously the desired equivalence.

In the smooth case the proof is practically repeated word by word. We only
need to guarantee, in addition, the time along trajectories to be changed smoothly.
This completes the proof. �

Thus, the topological (smooth) orbital classi�cation of integrable Hamiltonian
systems on three-dimensional atoms can be reduced to the classi�cation of Hamil-
tonian systems on two-dimensional surfaces up to topological (smooth) conjugacy.
The latter problem is not trivial. However, for systems with simple bifurcations
(atoms), the information on the rotation functions turns out to be su�cient for
the orbital classi�cation. But, in the general case, we really need the descrip-
tion of conjugacy invariants for Hamiltonian systems on two-dimensional atoms.
See [46], [47], and [53]. We shall not discuss this subject here, but speak only about
the general strategy.
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5.3. GENERAL CONCEPT OF CONSTRUCTING

ORBITAL INVARIANTS OF INTEGRABLE

HAMILTONIAN SYSTEMS

Thus, in the previous sections, we have discussed the orbital structure of an inte-
grable Hamiltonian system on natural pieces, of which the isoenergy manifold Q3

consists, namely, of the edges and atoms of the molecule. Now, after we have
made sure of the principal possibility of describing this structure on separated
pieces of the surface Q3 , we can roughly imagine how to draw the orbital portrait
of an integrable Hamiltonian system as a whole, and how it will �nally look.
The process of constructing the orbital portrait of a system can be divided into
a number of natural steps.

Step 1. The molecule. First, we have to solve a more rough problem and
describe the structure of the Liouville foliation on Q3 . In other words, we have
to �nd the so-called marked molecule W � of the system. As a result, we obtain,
in particular, the decomposition of Q3 into natural components: the edges and
narrow atoms. Recall that the edges are just one-parameter families of Liouville
tori (without singularities) into which the isoenergy surface is decomposed after
removing all singular leaves. On the contrary, the atoms are regular neighborhoods
of these singular leaves (su�ciently narrow in order for a transversal section
to exist).

Step 2. Edge invariants. After having described the structure of the Liouville
foliation, we have to pass to the description of trajectories on the tori and singular
leaves (more precisely, on the edges and atoms). Therefore, the next step is
the description of the orbital structure on every edge. As was shown above,
to do this, we need to calculate the rotation function on every edge of the molecule
and consider its conjugacy class (with respect to a smooth or continuous change
of parameter depending on what kind of classi�cation we are interested in).
If the rotation function is \good" enough (see above), then its conjugacy class
can be completely described by means of the rotation vector introduced above.
However, we note that, at this step, there is some ambiguity in the choice
of a basis on the Liouville tori. That is why we shall need to avoid it afterwards
in order to recognize which rotation function should be chosen for conjugacy
testing. Nevertheless, we can suppose that the edge invariants have been described
in essence.

Step 3. Atomic invariants. According to the reduction theorem, instead of
considering the Hamiltonian system on a 3-atom U(L), we can take a transversal
2-section P 2

tr in U(L) and describe the invariants of the corresponding reduced
system with one degree of freedom (i.e., the Poincar�e ow). However, for reduction
to one degree of freedom, we have to pay by passing from the orbital classi�cation
to the classi�cation up to a conjugacy. Thus, orbital atomic invariants coincide
with the conjugacy invariants of the reduced Hamiltonian system with one degree
of freedom.

Step 4. The framed molecule. At the previous steps, for each edge and for each
atom, we have described separately the corresponding orbital invariants. Is this
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information su�cient to describe completely the orbital structure of the system
on the isoenergy surface as a whole? Both yes and no. Yes, because no other
essential invariants exist. And no, because the calculated invariants are not well-
de�ned. For example, the rotation function on an edge depends on the choice
of basis cycles on Liouville tori. The analogous ambiguity takes place also for atomic
invariants. The point is that the reduced system (the Poincar�e ow) substantially
depends on the choice of a transversal section Ptr � U(L) (more precisely,
of its homotopy type). Therefore, we have to assume transversal sections to be still
�xed. By the way, this makes it possible for us to �x basis cycles on the edges
adjacent to the atom U(L) and to compute the rotation function and rotation
vector with respect to special bases connected with the �xed transversal sections.
Moreover, �xing transversal sections, we arrive at the appearance of a gluing matrix
on each edge of the molecule; this in fact shows the mutual location of neighboring
sections.

In our opinion, this approach has a natural analogy with many standard
constructions in mathematics. For example, if we want to determine some object
on a smooth manifold (for instance, a vector �eld), we can choose a certain atlas
of charts and write down this vector �eld in the corresponding local coordinates.
We also need to indicate the transition functions between these charts. As a result,
the pair (manifold, vector �eld) will be completely determined. This procedure,
however, is ambiguous, since it depends on the choice of atlas. Our situation is
similar. The atlas of charts is a collection of transversal sections. The transition
functions are the corresponding gluing matrices. And we try to study some object
by writing it in a �xed atlas.

Thus, at this step, we suppose the collection of transversal sections to be �xed.
This allows us to compute all the invariant (both atomic and edge ones) uniquely.
We collect all of them together with the gluing matrices and add to the molecule W
as the so-called t-frame. As a result, we obtain the molecule endowed with some
additional information about the trajectories.

Step 5. Group GP and its action. If one uses another collection of transversal
sections in the previous steps, of course, one obtains another t-frame of the molecule.
It is a natural question: how are two frames corresponding to the same system
related to each other if they have been computed with respect to di�erent
collections of transversal sections? It turns out that this relationship can be
explicitly described, and as a result, we obtain the action of the discrete group GP
of substitutions of transversal sections on the set of t-frames of the given molecule.

It would be worth indicating again the same analogy as above: to describe some
object (for example, a vector �eld) on a smooth manifold, it is useful to know how
its coordinate representation is changed under the transformation of an atlas.

Step 6. Invariants of the group GP, t-molecule and st-molecule. This
is the last step. We are interested in the orbital invariants of the system
by themselves, i.e., without any connection with the choice of a collection
of transversal sections. Therefore, instead of framed molecules, which are not well-
de�ned, we have to consider the corresponding invariants of the group of GP.
Endowing the molecule W with a complete set of such invariants, we obtain
a �nal orbital portrait of the system, which contains all necessary information.
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This portrait is called the t-molecule in the topological case and st-molecule

in the smooth one. It should be pointed out that in general, an explicit description
of a complete set of invariants (i.e., a set that distinguishes any two orbits)
can be a rather non-trivial problem, which can be treated in di�erent ways and
even can have no reasonable �nal solution (for example, if the orbit space is
not a Hausdor� one). That is why, from the formal viewpoint, we can de�ne
the t-molecule (st-molecule) just as an element of the corresponding orbit space.
On the other hand, the structure of molecules that occur in real problems is not
very complicated, and for them, it is possible to obtain a �nal answer in the form
of a molecule endowed with a �nite number of numerical parameters.

Thus, we have briey described the general scheme for constructing a complete
set of orbital invariants for an integrable Hamiltonian system. This program will be
carried out in the next chapters.
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Chapter 6

Classi�cation of Hamiltonian Flows

on Two-Dimensional Surfaces

up to Topological Conjugacy

6.1. INVARIANTS OF A HAMILTONIAN

SYSTEM ON A 2-ATOM

In this section we produce a complete set of invariants giving the classi�cation
of Hamiltonian systems with one degree of freedom in a neighborhood of a singular
level of the Hamiltonian up to topological conjugacy. When we speak of topological
conjugacy of such systems, we mean the existence of a homeomorphism that not only
conjugates ows, but also preserves orientation.

Consider a Hamiltonian system w = sgradF with one degree of freedom
on a two-dimensional symplectic manifold (X;!). Let �t:X ! X denote
the corresponding Hamiltonian ow (i.e., the one-parameter group of di�eomor-
phisms generated by the Hamiltonian vector �eld sgradF ). Here we assume
that the Hamiltonian F :X ! R is a Morse function, that is, all of its
critical points are non-degenerate. Let c be a critical value of F , and let
K = F�1(c) be the corresponding singular level of the Hamiltonian which we
assume, without loss of generality, to be connected. Consider a su�ciently
small regular neighborhood P of the singular level K . As such a neighborhood,
it is convenient to take the set P = F�1[c � "; c + "], where " is su�ciently
small in order to avoid any additional singular points from the neighborhood P
(except for those which belong to the singular �ber K ). Our goal is to describe
the complete set of invariants of the Hamiltonian system in the neighborhood
of K , or, in our terminology (see Chapter 2), on the atom (P;K). The most
interesting case for us is when (P;K) is a saddle atom, and we shall assume
this below. In this case, K is a graph all of whose vertices have degree 4
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and coincide with the singular points of the Hamiltonian. In addition, without
loss of generality, we shall assume that the critical value c is equal to zero,
i.e., F (K) = 0.

6.1.1. �-Invariant

Consider all the critical points S1; : : : ; Sn of the function F on P , i.e., the vertices
of the graph K . At each critical point Si , we can consider the linearization
of the Hamiltonian vector �eld w = sgradF and the eigenvalues �i and �i
of the linearized system. Since our vector �eld is Hamiltonian, it follows that
�i = ��i , and moreover, by virtue of the non-degeneracy of the singular point,
we have �i > 0. It is well known that �i is a smooth invariant of w at the singular
point Si . However, generally speaking, it is not preserved under homeomorphisms.
In other words, each of numbers �i , considered separately, is not an invariant
of the ow in the sense of topological conjugacy. Nevertheless, by taking all these
numbers together, we can produce a topological invariant from them. Instead
of eigenvalues of the linearized vector �eld, it will be more convenient to consider
their inverses �i = ��1i .

De�nition 6.1. The set of real numbers f�1 : �2 : : : : : �ng considered
up to a common non-zero positive scalar factor (i.e., up to proportionality) is called
the �-invariant of the given Hamiltonian system w = sgradF on the atom (P;K).

Comment. If (x1; x2) is a local coordinate system in a neighborhood
of a singular point Si , then the number �i can be computed by the following explicit
formula

�i =

�
� det

�X
i

!ij
@2F

@xi@xk
(Si)

��
�1=2

;

where 
 = (!kl(Si)) is the matrix of the symplectic form at the point Si , and (!ij)
is its inverse.

Proposition 6.1. The �-invariants of topologically conjugate Hamiltonian

systems (given on two copies of the same atom (P;K)) coincide.

Proof. We start with a technical, but important lemma, which will be used more
than once in what follows.

Removing the singular �ber K from P , we turn P into a disjoint union
of annuli C1; : : : ; Cl , each of which is naturally foliated into closed integral curves
of the Hamiltonian �eld w . On each of these annuli we can introduce canonical
\action-angle" variables s and '. We are now interested in the angle variable '.
This variable is a smooth function on an annulus, and, thus, we can consider its
level curves. The level lines of ' are not uniquely de�ned, since the angle on each
non-singular circle (which is a level line of the action variable s) is de�ned only
up to translation. Therefore, if we wish to draw the level lines of ', we need
to choose and �x a \reference point" on each circle. This can be done by setting
'jN = 0, where N is a certain smooth segment joining a pair of points on the outer
and inner boundary of the annulus and transversally intersecting all the circles,
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i.e., integral curves of w (Fig. 6.1). After this, the function ' will be uniquely
de�ned. Figure 6.1 shows a qualitative picture of the behavior of the level lines
of '. More precisely, the following statement holds.

Figure 6.1 Figure 6.2

Lemma 6.1. Let C = Cm be an arbitrary annulus of the atom (P;K).
Let K1; : : : ;Kp be the edges of the graph K adjoining (incident) to the given

annulus C . Let Smi
be the vertex of K which is the endpoint of the edge Ki

(i = 1; : : : ; p).
a) On each edge Ki there exists a unique interior point xi that is a limit point

of some smooth level line Ni = f' = �ig of the angle variable ' on C (Fig. 6.1).
Here the initial segment N coincides with N1 .

b) The segments Ni divide the annulus C into a sum of \rectangles" Zi on each

of which the level lines of ' behave qualitatively as shown in Fig. 6.2 (see also

Fig. 6.1). In other words, all the remaining level lines f' = constg (except for

the segments Ni ) are pierced at vertices Smi
.

c) The following formulas hold :

N1 = f' = 0g ;

and, for i = 1; : : : ; p,

Ni+1 =

�
' = 2�

�
iP

j=1

�mj

���
pP

j=1

�mj

��
:

In other words the increment of the angle ' inside the domain Zi is proportional

to the number �mi
corresponding to the vertex Smi

.

We shall call the segments Ni constructed in this lemma separation segments.

Proof. First, we shall prove the following useful assertion which describes
the velocity of a ow in a neighborhood of a saddle singularity.
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On the Euclidean plane (u; v), we consider the function F = uv , an arbitrary
symplectic structure ! = !(u; v) du^dv , and the corresponding Hamiltonian vector
�eld w = sgradF . Consider the domain G shown in Fig. 6.3. It is bounded
by the positive half-axes of the coordinates u and v , the hyperbola F = uv = "0 ,
and the two segments 1 = fu = 1g and 2 = fv = 1g that intersect the level lines
fF = constg transversally.

Figure 6.3

Consider the function �(") which is the time of motion along the piece "
of the level line fF = "g lying between the arcs 1 and 2 (Fig. 6.3).

Lemma 6.2. For any n 2 N , we have the equality

�(") = �Pn(") ln "+ c(") ;

where Pn is a polynomial of degree n, and c(") is a function of class Cn

on the interval [0; "0]. Moreover, the coe�cients ai of the polynomial

Pn(") = a0 + a1"+ a2"
2 + : : :+ an"

n

coincide with the coe�cients aii in the Taylor expansion

!(u; v) '
1X
i=0

aiju
ivj :

In particular, a0 = !(0; 0).

Proof. We assert that the function �(") can be calculated by the formula

�(") =

Z
"

!(u; v)
u du� v dv

u2 + v2
:

Indeed, let us parameterize " as a trajectory of the vector �eld w . Then
" = (u(t); v(t)), where t 2 [0; �(")] and�

du

dt
;
dv

dt

�
= w = !�1(dF ) =

�
u

!(u; v)
;�

v

!(u; v)

�
:

Substituting into the integral, we obtainZ
"

!(u; v)
u du� v dv

u2 + v2
=

�(")Z
0

dt = �(") :
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We now parameterize the same curve in another way:

" = ("e� ; e��) ; where � 2 [0;� ln "] :

Integrating, we obtain

�(") =

� ln "Z
0

!("e� ; e��) d� :

Since ! is a smooth function, we have the following representation:

!(u; v) = a00 + ug0(u) + vh0(v) + uvl0(u; v) ;

where g0 , h0 , and l0 are smooth functions. Applying such a representation for
the function l0 and iterating this procedure several times, we obtain

!("e� ; e�� ) =

nX
k=0

akk"
k + "e�gn("e

� ) + e��hn(e
�� ) + "n+1ln("e

� ; e�� ) ;

where gn , hn , and ln are smooth functions. Integrating this expression on � , we get

�(") = �

 
nX

k=0

akk"
k

!
ln "+ c(") ;

where c(") is a function of class Cn on the interval [0; "0] as required. Lemma 6.2
is proved. �

Corollary. The function �(") admits the representation

�(") = �A(") ln "+B(") ;

where A(") and B(") are C1-smooth functions on the interval [0; "0].

Figure 6.4

We now return to the proof of Lemma 6.1. On an annulus C , we consider smooth

segments eNi dividing the annulus into rectangles eZi as shown in Fig. 6.4. Exactly

one segment eNi corresponds to each edge Ki . Recall that the annulus C is foliated

Copyright 2004 by CRC Press LL



into closed integral curves of the ow �t , and each such curve is uniquely de�ned
by the value of F on it (we shall denote it by F ). Let �i(F ) be the passage time

of a point inside the rectangle eZi from its left side eNi to the right side eNi+1 under
the action of the ow �t along the integral curve F .

Note that instead of segments 1 and 2 in Lemma 6.2 we can consider any other
smooth curves transversal to the ow. The formula for �(") remains the same;
the only thing we must do is to add some smooth function to c("). Therefore,

using the Morse lemma, we can apply Lemma 6.2 to the rectangle eZi . As a result
(for n = 0), we obtain the following asymptotic representation for �i(F ):

�i(F ) = ��mi
lnF + ci(F ) ;

where ci(F ) is a continuous function on the whole interval [0; F0] (including zero).
Let �(F ) denote the full period of the trajectory F . The function �(F )

will appear below many times, and we shall call it the period function (related
to the given annulus C ). For each i, we consider the function

�i(F ) = di�(F )�

iX
j=1

�j(F ) ;

where

di = 2� �

iP
j=1

�mj

pP
j=1

�mj

:

We claim that this function is continuous on the whole segment [0; F0] and smooth
everywhere except, perhaps, at zero. Indeed, all the \pure logarithms" included
in the expressions for periods are canceled, and, as a result, we get the expression

�i(F ) = di

 
mX
j=1

cj(F )

!
�

iX
j=1

cj(F ) ;

which is obviously a continuous function of F on the whole segment [0; F0]
(including zero).

Note that, if the functions �i were identically equal to zero, we would obtain

that
iP

j=1
�j(F ) = di�(F ). This would mean that the increment of ' in each

rectangle eZi would be equal to 2� �
�mi

pP
j=1

�mj

. In other words, the segments eNi

would be the level lines of ' and would coincide with the desired segments Ni .
Here we use the fact that, for each curve F , its natural parameter t and the angle

variable ' are connected by the simple relation d' =
2�

�(F )
dt, that is, are simply

proportional with a constant (on the curve) coe�cient.
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However, in general, �i are di�erent from zero. But they are continuous
functions of F , so that it su�ces to consider new segments Ni obtained from

the original segments eNi by some translations. Namely, it is necessary to translate

each point of the segment eNi by �i . More precisely, each point on eNi is
de�ned by some value of F , and one needs to move it along the trajectory
of the ow �t by �i(F ). It is clear that, for the new segments Ni constructed
in this way, the new functions �i will be identically equal to zero; and then
the above remark becomes valid. The new segments Ni are smooth on the open
annulus, and each of them has a limit point on the inner boundary of the annulus
which we take as xi .

Thus, we have constructed segments Ni so that the formula of part (c) holds.
It remains to prove the uniqueness of the point xi (see part (a) of the lemma) and
the fact that all the remaining trajectories behave as indicated in part (b). In other
words, it su�ces to prove that, in the rectangle Zi , all the remaining level lines of '
hit the vertex Smi

. But this fact easily follows from the already used relation

d' =
2�

�(F )
dt :

Indeed, if we move slightly away from the segment Ni = f' = �ig into
the rectangle Zi for a time �' (i.e., we consider the increment ' ! ' + �'),
then near the graph K we go away from the segment Ni for an arbitrary long
time in the sense of the ow �t , since �(F ) ! 1 as F ! 0. Therefore, the only
possible limit point of the translated segment f' = di + �'g is the vertex Smi

.

This completes the proof of Lemma 6.1. �

Comment. The initial segment N = N1 has been assumed to be smooth;
however, it is clear that one could take any continuous segment on the annulus C
that joins a pair of points on the opposite boundaries of the annulus and intersects
each integral curve of the ow �t once. The only di�erence from Lemma 6.1 will
then consists in the fact that all the remaining segments Ni (constructed from N1)
will also be continuous arcs joining pairs of points on the opposite boundaries
of the annulus and intersecting each integral curve of the ow once.

We return to the proof of Proposition 6.1. Suppose we are given topologically
conjugate Hamiltonian systems w and w0 on two copies (P;K) and (P 0;K 0)
of the same atom V . Let �:P ! P 0 be the conjugating homeomorphism. Denote
by �i and �0i the values of the �-invariant of the �rst and second systems
respectively. Here by the same indices we enumerate singular points Si of the �rst
system and their images S0i = �(Si).

The graph K divides P into the union of annuli. Let C be any one of them, and
let C 0 be the annulus corresponding to it under the homeomorphism � . We consider
on C the system of separation segments Ni constructed via Lemma 6.1 and
corresponding to some angle variable '.

Consider the images N 0

i = �(Ni) of the segments Ni under � . They divide
the annulus C 0 into a union of rectangles Z 0i . These segments will be level
lines of the angle '0 provided that �(N1) is taken to be the initial segment

Copyright 2004 by CRC Press LL



(corresponding to '0 = 0). This follows immediately from the topological conjugacy
of w and w0 . Moreover, the function '0 takes the same values on the segments N 0

i

as the function ' on Ni . Thus, N
0

i are separation segments for the annulus C 0 and
possess all the properties listed in Lemma 6.1. In particular, the formula of part (c)
is true for them.

Since 'ijNi
= '0ijN 0

i
, it follows that

iP
j=1

�mj

pP
j=1

�mj

=

iP
j=1

�0mj

pP
j=1

�0mj

:

This relation implies that the sets of numbers f�mi
g and f�0mi

g (for each

annulus C and its image C 0 ) coincide up to proportionality. Carrying out this
argument for all the annuli, we obtain the assertion of Proposition 6.1. �

6.1.2. �-Invariant and Z-Invariant

We shall again use Lemma 6.1 to construct two new invariants of the Hamiltonian
system w in the neighborhood P of the singular �ber K . We assume that
the orientation on P is de�ned by the symplectic structure ! . The graph
K = F�1(0) divides P into annuli C1; : : : ; Cl .

De�nition 6.2. An annulus C = Cm is said to be positive if the function F is
greater than zero on C ; otherwise it is called negative.

Comment. This de�nition is equivalent to the following. An annulus is
positive if the ow �t has positive direction on the outer boundary of the annulus.
Here a boundary of an annulus is said to be inner if it adjoins the graph K ,
and outer otherwise. We assume that the orientation on the outer boundary
is induced by the orientation of the atom via an outer normal. Therefore,
the positivity or negativity of an annulus is preserved under topological conjugacy
of ows.

Consider all the edges Ki of K = F�1(0). Exactly two annuli of the atom V
adjoin each edge Ki : one positive and one negative. Following Proposition 8.1,
on each of these annuli, we de�ne action-angle variables s and ' and the separation
segments (i.e., the level lines of ' that hit edges Ki at a certain interior point xi ).
As a result, for each Ki , we obtain a pair of points, which we denote by x+i and x�i
(for positive and negative annuli, respectively).

In what follows, we shall call the points x+i and x�i positive and negative

separation points on the edge Ki of the graph K .
Since the Hamiltonian F was assumed to be a Morse function, our �eld

w = sgradF is non-zero at all interior points of the edges of K . Therefore,
the ow �t is not the identity on any edge of the graph K . Let ti denote
the time that is necessary for a point to pass from x�i to x+i under the action
of the ow �t (Fig. 6.5(a)). In other words, ti is uniquely determined by the relation
x+i = �ti(x�i ).
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Figure 6.5

We now consider a formal linear combination l =
P

tiKi as a one-dimensional
chain l (in the sense of real homology) on the graph K . Here the edges Ki

are regarded as one-dimensional basic cells. The orientation on each of them is
determined by the ow �t .

It is clear that this chain is not an invariant of our Hamiltonian system, since
the separation segments are not uniquely de�ned. However this ambiguity is easily
controlled. Indeed, on each annulus we can move these segments by the same
value. The corresponding separation points will simultaneously move, but the size
of translation (in the sense of the ow �t) for points lying on the same annulus will
be the same.

What does this mean in terms of the chain l? To answer this question, let us

consider the closed surface eP obtained from P by gluing 2-discs to all of its

boundary circles. The graph K evidently determines a cell decomposition of eP ; and,

therefore, we can de�ne the groups Ck( eP ), Zk( eP ), and Bk( eP ) of real chains, cycles,
and boundaries respectively, which are related to this decomposition, by considering
formal linear combinations of k-cells (k = 0; 1; 2).

Using these homological terms, it is easy to see that the ambiguity in the choice

of separation segments a�ects the 1-chain l 2 C1(
eP ) in the following way: this

chain is de�ned modulo the subspace B1(
eP ) of 1-boundaries, i.e., its class [l]

in the quotient space C1( eP )=B1( eP ) is well-de�ned.
As we saw in the proof of Proposition 6.1, separation segments are mapped

to separation segments under a conjugating homeomorphism � . Therefore, under
such a homeomorphism � , the separation points x+i and x�i are mapped to some

separation points x0
+
i = �(x+i ) and x0

�

i = �(x�i ). Besides, since � conjugates

the ows �t and �0t , the condition x+i = �ti(x�i ) implies that x0+i = �0ti(x0�i ).
In other words, � preserves the coe�cients of the chain l .

This argument shows that the class [l] 2 C1( eP )=B1( eP ) is a well-de�ned invariant
of an integrable Hamiltonian system on an atom (in the sense of topological
conjugacy).

It will be more convenient for us to divide [l] into two simpler invariants.
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To this end, we use the following formal isomorphism:

C1(
eP )=B1(

eP ) ' C1(
eP )=Z1(

eP ) + Z1(
eP )=B1(

eP ) ' B0(
eP ) +H1(

eP ) ;
where B0(

eP ) is the group of zero-dimensional boundaries, and H1(
eP ) is

one-dimensional real homology group of the closed surface eP . The indicated
isomorphism is not natural, but it can be de�ned explicitly by introducing an inner

product in the space of one-chains C1(
eP ). Let, for de�niteness, the elementary

chains of the form 1�Ki form an orthonormal basis in C1(
eP ) (here Ki , as before,

denote edges of the graph K , i.e., 1-cells).
From the 1-chain l , we now construct two new objects. Let us project l

orthogonally to the space Z1( eP ) of 1-cycles and consider the homology class of

the cycle z = �(l) obtained, where �:C1(
eP )! Z1(

eP ) is the orthogonal projection.
De�nition 6.3. We denote the homology class [z] 2 H1( eP ) = Z1( eP )=B1( eP )

by Z and call it the Z -invariant of the Hamiltonian system w (on the atom (P;K)).

Further, consider the boundary @(l) 2 B0(
eP ) of the 1-chain l . Here

@:C1( eP )! B0( eP ) is the standard boundary operator.

De�nition 6.4. We denote the boundary @(l) 2 B0( eP ) of the chain l by �
and call it the �-invariant of the Hamiltonian system w (on the atom (P;K)).

It is easy to see that Z and � do not change when l is changed by adding

an arbitrary 1-boundary. Thus, to each homology class [l] 2 C1(
eP )=B1(

eP )
we assign the pair (�;Z). This correspondence de�nes the above isomorphism

C1(
eP )=B1(

eP ) ' B0(
eP ) + H1(

eP ), and, therefore, the pair (�;Z) contains just

the same information about the system as the initial class [l] 2 C1( eP )=B1( eP ).
Moreover, since [l] is an invariant of the Hamiltonian system, so are � and Z .
In other words, we have the following assertion.

Proposition 6.2. The �-invariants and Z -invariants of topologically conjugate

systems (given on two copies of the same atom) coincide.

We now give another interpretation of coe�cients of � =
P
�iSi that is

extremely useful for what follows. (Here Si are the vertices of K , i.e., zero-
dimensional cells.) Note that the zero-dimensional cycle � can be understood
as a set of real numbers on the vertices of K whose total sum is zero. It turns out
that the numbers �i can be de�ned by explicit formulas, expressing �i in terms
of the �-invariant and the full periods of the ow �t on the annuli of the atom.

Consider an arbitrary vertex S = Sj of the graph K and the four edges
of the graph incident to it: K1;K2;K3;K4 . On each Ki , two separation points
x+i and x�i are distinguished. The corresponding separation segments N+

i and N�

i

pierce the edges at these points (Fig. 6.5(b)). Consider the region U = U(Sj)
bounded by them and shown in Fig. 6.5(b). It consists of four sectors bounded
by the edges of K , the separation segments, and the level lines F = �"0
of the Hamiltonian F . To each of these sectors we can apply the assertion
of Lemma 6.2 for n = 0. As a result, in each of these sectors, there is a continuous
function ci(F ) included in the formula for the function �i(F ) that gives the passage
time for a point moving inside the sector from one separation segment to the other.
Consider the values of these four functions at zero, i.e., the four numbers ci(0) = ci .
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Four annuli adjoin the vertex S . We denote these annuli by CI , CII , CIII , CIV
(in general, some of them may coincide). Let �I(F ), �II(F ), �III(F ), �IV (F )
be the corresponding period functions. Then we have

�I(F ) = ��I ln jF j+ cI(F ) ;

where cI(F ) is a function continuous at zero, and �I is the sum of �i over
all vertices of K that belong to the boundary of the annulus CI (including
multiplicities). The function cI(F ) will be sometimes called the �nite part

of the period function �I(F ). Set cI = cI(0). The numbers cII , cIII , cIV can
be analogously de�ned as the �nite parts of the period functions �II , �III , �IV

for F = 0.

Proposition 6.3. At each vertex S = Sj of the graph K we have the following

equalities :
a) �j = c1 + c3 � c2 � c4 ;
b) c1 = (�j=�I)cI ,

c2 = (�j=�II)cII ,
c3 = (�j=�III)cIII ,
c4 = (�j=�IV )cIV .

Proof. We start with part (a). Consider the region U in Fig. 6.5(b) and

manufacture from it a usual cross eU by extending the separation segments N�

i

inside the positive annuli (dotted lines in Fig. 6.5(b)). For the cross eU ,
we consider the corresponding new quantities ec1;ec2;ec3;ec4 de�ned in the same way
as c1; c2; c3; c4 . Let t1; t2; t3; t4 denote the coe�cients of the chain l associated with
the edges K1;K2;K3;K4 . Recall that they are determined from the relations

�ti(x�i ) = x+i (for i = 1; 2; 3; 4) :

It easily follows from the de�nition of the regions U and eU that

ec1 � c1 = t2 � t1 ; ec2 � c2 = 0 ;ec3 � c3 = t4 � t3 ; ec4 � c4 = 0 :

We add these four equalities (changing signs in the second and fourth) so as
to obtain the following expression:

(ec1 + ec3 � ec2 � ec4)� (c1 + c3 � c2 � c4) = t2 + t4 � t1 � t3 :

Lemma 6.3. Under the above assumptions, we have

ec1 + ec3 � ec2 � ec4 = 0 :

Proof. By our construction, the cross eU is bounded by the level lines
of the Hamiltonian F = �"0 and the four smooth curves that are extensions
of the separation segments N�

i inside positive annuli. It is easy to see that
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the quantity ec1 + ec3 � ec2 � ec4 remains constant under changing these curves (it is
only required that they are smooth and transversal to the ow). Besides, in our
calculations we may use the Morse{Darboux lemma (see Chapter 8 below), which
states that, in a neighborhood of a saddle singular point S = Sj , there exist local
coordinates (u; v) such that F = uv and ! = !(uv) du ^ dv .

Thus, without loss of generality, we may assume that, in terms of coordi-

nates (u; v), the cross eU is given by the relations juvj < "0 , juj < 1, jvj < 1, i.e.,
is standard. For such a cross, the calculations can be done explicitly (see the proof
of Lemma 6.2 above). Having done this, we see that, for the standard cross, all eci 's
are just equal to zero. This completes the proof of Lemma 6.3. �

Now, to complete the proof of part (a), it su�ces to observe that the alternated
sum t1 � t2 + t3 � t4 coincides, by de�nition, with the coe�cient �j of the zero-
dimensional chain @l .

Let us now prove the relation c1 = (�j=�I)cI from part (b). To this end,
we consider the rectangle bounded on the annulus CI by the separation segments
N+

1 and N+
2 . Let �1(F ) denote the time along the piece of trajectory F with

a �xed value of the Hamiltonian F between N+
1 and N+

2 (that is, the increment
of time inside the rectangle). As we already see, the increment of ' on any piece
of the trajectory and that of the time t (in the sense of the ow w) are

connected by the relation
�'

�
=

�t

�I(F )
. But, according to Lemma 6.2, we have

�' = 2�(�j=�I). Therefore, �1(F ) = (�j=�I)�I(F ). Taking the \�nite parts"
c1 and cI of the functions �1(F ) and �I(F ) in this relation, we obtain the desired
equality c1 = (�j=�I)cI . This completes the proof. �

6.2. CLASSIFICATION OF HAMILTONIAN FLOWS

WITH ONE DEGREE OF FREEDOM UP TO

TOPOLOGICAL CONJUGACY ON ATOMS

Thus, to each Hamiltonian system on a given atom (i.e., in a regular neighborhood
of a singular level of the Hamiltonian) we have assigned a triple of invariants
(�;�;Z). It turns out that invariants form a complete set, i.e., are su�cient for
the classi�cation of systems up to topological conjugacy.

Theorem 6.1. Suppose we are given two smooth Hamiltonian systems

w and w0 with Morse Hamiltonians F and F 0 on two-dimensional compact

oriented surfaces X and X 0 . Let K = F�1(0) and K 0 = F 0
�1
(0) be connected

singular levels of the Hamiltonians which are homeomorphic together with some

regular neighborhoods (i.e., correspond to the same atom). Then the two following

conditions are equivalent :
1) for some neighborhoods P = U(K) and P 0 = U 0(K 0) of these singular levels

there exists a homeomorphism �:P ! P 0 conjugating the Hamiltonian systems

w and w0 and preserving orientation;
2) the corresponding triples of invariants (�;�;Z) and (�0; �0; Z 0) coincide.
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Comment. More precisely, the coincidence of these invariants means that
the pair (P;K) can be homeomorphically mapped onto (P 0;K 0) so that

1) the orientation is preserved,
2) the sign of the Hamiltonian is preserved,
3) the triple (�;�;Z) transfers to the triple (�0; �0; Z 0).

The last condition is in fact combinatorial. This must be taken into account
when the atoms corresponding to the singularities in question admit non-trivial
symmetries.

Proof (of Theorem 6.1).
a) Suppose the systems w and w0 are topologically conjugate in some neigh-

borhoods of the singular levels K and K 0 . Then the coincidence of the triples
of invariants follows from Propositions 6.1, 6.2.

b) Now suppose the triples of invariants (�;�;Z) and (�0; �0; Z 0) coincide.
As neighborhoods P and P 0 we take again the subsets of the form P = F�1[�"; "]

and P 0 = F 0
�1
[�"0; "0] so that the pairs (P;K) and (P 0;K 0) have the structure of

two homeomorphic atoms.

Remark. In some sense, the quantity "0 de�nes the width of an atom.
This width in fact depends on " and, moreover, depends on an annulus of
the atom P 0 . This dependence follows from the fact that we have to make the period
functions equal. The choice of "0 for each annulus will be commented on below
(see Step 3).

The construction of a conjugating homeomorphism �:P ! P 0 is divided into
several steps.

Step 1. Let us choose separation segments on each annulus of the atom (P;K)
just in the same way as we did it while constructing � and Z . On each
edge Ki we take the corresponding separation points x+i and x�i in terms
of which we construct the chain l (see above). Then we do the same for
the atom (P 0;K 0). We have already some homeomorphism �0: (P;K) ! (P 0;K 0)
transferring the triple of invariants (�;�;Z) to the triple (�0; �0; Z 0). It is clear
that the separation segments for the second atom P 0 can be chosen so that
�0 transfers l into l0 .

Step 2. Then we construct a new homeomorphism �C from each annulus C
of the atom P onto the corresponding annulus C 0 = �0(C) � P 0 . Suppose, for
de�niteness, that the annuli C and C 0 are negative. Take an arbitrary initial
separation segment NC on the annulus C one of whose endpoints is the separation
point x�i and the corresponding separation segment NC0 on the annulus C 0 (this
segment has been already constructed).

Let us introduce natural coordinate systems on the annuli C and C 0 . As the �rst
coordinate on C we take the function F (increasing along the segment NC ) such
that F 2 [�"; 0). As the second coordinate t we take the time de�ned by the ow �t

on each level line of F (that is an integral curve F ). Here we measure time from
an initial point on NC . As a result, we obtain smooth coordinates (F; t) on the open
annulus C . We do the same thing to C 0 and obtain smooth coordinates (F 0; t0)
on the open annulus C 0 . It is clear that the coordinate t (resp. t0 ) is de�ned modulo
the period �(F ) (resp. � 0(F 0)).
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Step 3. It follows from Lemma 6.2 that both period functions �(F ) and � 0(F 0)
tend monotonically to in�nity as F ! 0 and F 0 ! 0. Hence the period functions
�(F ) and � 0(F 0) are conjugate in a neighborhood of zero, i.e., there exists
a continuous monotone change of variables F 0 = �(F ) such that �(F ) = � 0(�(F )).
Without loss of generality, we shall assume that this change transfers the interval
[�"; 0] exactly onto the interval [�"0; 0].

We now consider the homeomorphism �C :C ! C 0 de�ned in coordinates
by the following explicit formula:

�C(F; t) = (�(F ); t)

or, equivalently,
F 0 = �(F ) ; t0 = t :

This homeomorphism �C :C ! C 0 is well de�ned, because we have �rst
equated the periods of the ows on the corresponding integral curves. Further-
more, the homeomorphism �C conjugates the ows �t and �0

t
, since we have

set t0 = t.

Step 4.

Lemma 6.4.

a) The homeomorphism �C constructed above can be continuously extended

to the boundary of the annulus C .

b) The homeomorphisms of the type of �C constructed for neighboring annuli

are sewn continuously into a single homeomorphism of the atom (P;K) onto

the atom (P 0;K 0).

Proof. Consider the standard action-angle variables on the annuli C and C 0 ,
where we assume that the angle is measured from the initial segments NC and NC0 .
Then, under the mapping �C , the level lines of the angle variable for the system w
are mapped to the level lines of the angle variable for w0 with the same values
of the angle. We now use Lemma 6.1 and the equality of the �-invariants.
By de�nition, the separation segments on the annuli C and C 0 are level lines
of the angle variables ' and '0 . By Lemma 6.1, the value of the angle on them
is determined uniquely by the �-invariant. Therefore (since the �-invariants
coincide), �C maps separation segments to separation segments.

Thus, the mapping �C can be well de�ned at those points of the graph K that are
endpoints of the separation segments on C and C 0 (i.e., at the separation points).

Take an arbitrary edge Ki of K which belongs to the boundary of C . This
edge is an integral curve of w (a separatrix). Since the mapping �C has already
been de�ned at one point of this edge, we can extend �C to all the remaining points
of Ki up to a homeomorphism from Ki onto K 0

i using the uniquely determined
parametrization of the points on these edges regarded as integral curves of our
Hamiltonian ows.

Doing the same thing for all the edges belonging to the boundary of C , we extend
the mapping �C to the inner boundary of C . The continuity of the mapping
obtained is obvious. This is where we use the coincidence of �-invariants of the ows
under consideration. This completes the proof of part (a) of Lemma 6.4.
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We now prove part (b). Take two neighboring annuli C and D (positive and
negative) adjoining a critical level of the Hamiltonian F (Fig. 6.6). Conjugating
homeomorphisms �C and �D have already been constructed on them (including their
inner boundaries). Consider an edge Ki which simultaneously adjoins the annuli
C and D . We must prove that �C and �D coincide on this edge. We have two

separation points x+i and x�i on Ki ; an analogous pair of points x0
+
i and x0

�

i is

de�ned on the image K 0

i . By our construction, �C(x
�

i ) = x0�i and �D(x
+
i ) = x0+i .

Figure 6.6

Now it is easy to see that the assertion to be proved follows from the coincidence
of l and l0 . Indeed, x+i = �ti(x�i ) and x0

+
i = �0

ti(x0
�

i ), where ti is the coe�cient
of the chains l and l0 corresponding to the edges Ki and K 0

i . But then, since �C is
a conjugation, we obtain that

�C(x
+
i ) = �C(�

ti (x�i )) = �0
ti(�C(x

�

i )) = �0
ti(x0

�

i ) = x0
+
= �D(x

+
i ) :

Analogously, �C(x
�

i ) = �D(x
�

i ) = x0�i . It is clear that, coinciding at least
at one point of the edge Ki , the homeomorphisms �C and �D will coincide
on the whole edge Ki . This completes the proof of Lemma 6.4. �

The proof of this lemma in fact completes the proof of Theorem 6.1. Indeed,
by Lemma 6.4, the constructed conjugating homeomorphisms �C :C ! C 0 are
well sewn into a single conjugating homeomorphism �:P ! P 0 . �

Comment. It is easily seen from the proof that the constructed homeomor-
phism � , which conjugates the ows, is in fact smooth everywhere except, perhaps,
for the points of the graph K .

Comment. In the case of the simplest singular �ber (like a �gure eight
curve), which contains the only singular point of the Hamiltonian (i.e., in the case
of the atom B in our terms), all the constructed invariants are trivial. Thus,
in this case, any two Hamiltonian systems are topologically conjugate in some
neighborhoods of their singular leaves.

Thus, we have described a complete set of atomic invariants for Hamiltonian sys-
tems with one degree of freedom. In view of the reduction theorem (Theorem 5.1),
we can now give a (topological) orbital classi�cation of integrable systems on
3-atoms. Recall that for this we must consider, instead of the original Hamiltonian

Copyright 2004 by CRC Press LL



ow v on a 3-atom, the corresponding Poincar�e ow on a transversal section. Note,
however, that the transversal section is not uniquely chosen (even up to isotopy).
That is why the �-, �-, and Z -invariants of the Poincar�e ow will in general depend
on a choice of a transversal section. Can one describe this dependence explicitly?
A positive answer is obtained below. It turns out that it can be formulated in terms
of a quite natural operation on the set of Hamiltonian systems de�ned on a �xed
2-atom (see Section 6.4).

In conclusion we note that these results allow us to classify Hamiltonian systems
with one degree of freedom up to topological conjugacy not only on individual atoms,
but also on closed two-dimensional surfaces. For this we must add to the invariants
discussed above another one, which is an analog of the R-invariant on an edge
of a molecule. Here, instead of the R-vectors, we must take the � -vectors
constructed on the basis of the period functions �(t) de�ned on the cylinders
joining di�erent atoms. As a result, we obtain the Reeb graph Y of the Hamiltonian
endowed with some additional information. The coincidence of such graphs is
a necessary and su�cient condition for the topological conjugacy of systems with
one degree of freedom on closed surfaces (see [62] for details).

6.3. CLASSIFICATION OF HAMILTONIAN FLOWS

ON 2-ATOMS WITH INVOLUTION

UP TO TOPOLOGICAL CONJUGACY

In the reduction theorem we distinguished two natural cases. The �rst one is
the case of a 3-atom without critical circles with non-orientable separatrix diagram.
The corresponding 2-atom in this case has no star-vertices. In the second case,
such critical circles exist. Theorem 6.1 gives a complete description of atomic
invariants for 3-atoms in the �rst case. We now turn to a description of invariants for
3-atoms U(L) that contain critical circles with non-orientable separatrix diagram.
In this case, as we showed in the preceding chapter, the reduction theorem also
holds, but now we must consider ows on 2-atoms Ptr with an involution �. Recall
that Ptr is a transversal section in the 3-atom U(L). The quotient space of Ptr
with respect to the involution � is exactly the 2-atom P with stars corresponding
to the 3-atom U(L). In this case, Ptr is a double of the atom P .

According to the reduction theorem, we need to solve the following problem.
Suppose we are given an involution � on a surface Ptr and a Hamiltonian ow �t

which corresponds to the Hamiltonian vector �eld w = sgradF and is invariant
with respect to �. We need to classify such ows �t up to topological conjugations
compatible with the involution �. In other words, we consider two triples
(Ptr; �

t; �) and (P 0tr; �
0t; �0) to be equivalent if there exists a homeomorphism

�:Ptr ! P 0tr such that �0 = ��1�� and �0
t
= ��1�t� . For the classi�cation we need

appropriate invariants. It is natural to try to produce them from the above described
invariants (�;�;Z) taking into account the involution �.

Let (�tr; �tr; Ztr) be invariants of the ow �t on the double Ptr . Since �t

is invariant under the involution �, these invariants withstand the action of this
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involution. That is why formally we may suppose that they take their values
on the quotient space P = Ptr=�, and we denote them by (�;�;Z).

In other words, we consider the invariant � as a set of numbers on the ver-
tices of K . The invariant � is an element of the zero-dimensional boundary

group B0( eP ). The invariant Z is an element of the homology group H1( eP ), whereeP is a closed surface obtained from the atom P by gluing 2-discs along all boundary
circles.

Thus, the orbital invariants of a Hamiltonian system on a 3-atom U(L)
with critical circles with non-orientable separatrix diagrams take their values
on the corresponding 2-atom P with stars, but not on its double Ptr . And this
is very nice, since the atom P is well de�ned, but the double Ptr is not. Let us
describe this construction in greater detail.

Take an arbitrary transversal section Ptr for the given 3-atom U(L). The involu-
tion � acts on Ptr as was described in the previous chapter. Consider the projection

(Ptr;Ktr)! (P;K) = (Ptr;Ktr)=� :

On the vertices of the graph Ktr we already have the numbers �i that form
the invariant �tr = f�1 : �2 : : : : : �mg of the Poincar�e ow on Ptr . We now take
an arbitrary vertex of the graph K and assign to it the number �i associated with
its preimage in the graph Ktr . A vertex of K has either one preimage (then this
is a star-vertex) or two. In the case of two preimages, they correspond to the same
number �i , since the ow �t is �-invariant. Thus, we have de�ned a certain set
of numbers f�ig on the vertices of the graph K . We denote it by �.

We now de�ne the invariants � and Z . To this end, we consider all the annuli
of the double Ptr . They can be divided into two classes. The �rst class includes
the annuli that are mapped onto themselves under the action of the involution �.
The second one consists of pairs of the annuli transferring to each other under
the action of �.

On the annuli of the �rst type we choose separation segments in an arbitrary
way. Note that such a set of separation segments will automatically be invariant
with respect to �.

On the annuli of the second type we proceed as follows. Take a pair of annuli
which are interchanged under the action of �. On one of them, we choose separation
segments arbitrarily. On the other, as separation segments we take their images
under �.

Now, just in the same way as before, we construct the one-dimensional chain ltr .
It is easy to see that this chain is �-invariant. The point is that the set of separation
segments itself has been made �-invariant from the beginning. Now consider
an arbitrary edge of the graph K . It has exactly two preimages in the graph Ktr .
The coe�cients of the chain ltr corresponding to these two edges are the same.
We assign their common value to the edge of K . As a result, we obtain some
1-chain, which we denote by l . In other words, we just identify the set of �-invariant
1-chains of the graph Ktr with the set of 1-chains of K .

Now, in the same way as before, starting from l , we produce the invariants
� and Z for the �-invariant Hamiltonian ow �t .
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Thus, to each �-invariant ow �t on the double Ptr , we have assigned the triple
of invariants (�;�;Z), which take their values on the 2-atom P = Ptr=�. Note
that on the atom (P;K) there is no Hamiltonian ow any more. The symplectic
structure cannot be descended from Ptr to P , since the projection Ptr ! P is
not a local di�eomorphism at star-vertices. However, from a formal viewpoint,
the desired invariants (�;�;Z) appear �nally on the atom (P;K), but not on its
double (Ptr;Ktr).

This triple (�;�;Z) gives a complete set of invariants for a Hamiltonian system
on a 2-atom with involution (or, equivalently, a complete set of orbital invariants
on a 3-atom which has critical circles with non-orientable separatrix diagrams).
We emphasize that, speaking of 2-atoms with involution, we mean an involution
of a rather special type: it is symplectic, it preserves the Hamiltonian ow, and its
�xed points are some of vertices of the graph Ktr . Besides (recall again) we consider
Hamiltonian systems with Morse Hamiltonians only.

Theorem 6.2. Suppose we are given two smooth Hamiltonian ows on atoms

with involutions (�t; Ptr; �) and (�0
t
; P 0tr; �

0). These ows are topologically con-

jugate by means of a homeomorphism compatible with the involutions � and �0

if and only if the corresponding invariants (�;�;Z) and (�0; �0; Z 0) coincide.

Proof. Theorem 6.2 can be proved by analogy with Theorem 6.1. Indeed, using
the invariants (�;�;Z) and (�0; �0; Z 0), we can uniquely reconstruct the usual
invariants (�tr; �tr; Ztr) and (�0tr; �

0

tr; Z
0

tr) of these systems. By Theorem 6.1,

the coincidence of these invariants implies that the ows �t and �0
t
are topologically

conjugate without taking into account the involutions � and �0 . But this defect
can easily be avoided by taking into account the symmetry of the ows with respect
to the involutions. �

6.4. THE PASTING-CUTTING OPERATION

Consider an arbitrary saddle atom (P 2;K) with a Hamiltonian system w = sgradF .
As before, without loss of generality, we assume that K = F�1(0) and P 2 =
F�1[�"; "].

We now introduce an important operation allowing us to rearrange the original
system on the atom. This operation will vary the conjugacy class of the system,
and our goal is to understand this variation.

Take an arbitrary edge Ki of the graph K and cut the surface P along a smooth
segment that is transversal to the edge Ki and to integral curves of the vector �eld w
(an example is shown in Fig. 6.7). Consider the rectangle Mi = [0;mi] � [�"; "],
where mi is a certain positive real number, and 2" is the \width" of the atom
(in other words, �" and " are the limits of variation of the Hamiltonian F inside
the atom). Introduce natural coordinates (u; f) on Mi , where u 2 [0;mi] and
f 2 [�"; "], and consider the vector �eld @=@u. One can assume this vector �eld
to be Hamiltonian with respect to the form du ^ df with the Hamiltonian f .
The integral curves of this �eld foliate the rectangle in the horizontal direction, and
the passage time is the same for each integral curve and is equal to mi .
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Figure 6.7

We now paste the rectangle Mi into the cut surface P as shown in Fig. 6.7:
the vertical sides of the rectangle are pasted to the two sides of the cut surface
so that the lines ff = f0g become parts of the level lines fF = f0g. In other
words, we increase the passage time along the edge Ki (as well as along all
neighboring trajectories) by mi forcing the ow to pass the additional piece Mi .
Using Darboux's theorem, we can sew the smooth structures on the rectangle
and on the cut surface so that we obtain a new smooth Hamiltonian system ew
on the same atom.

The described operation � is called pasting a new piece into the original ow �t

on the edge Ki of the graph K .
We now consider the inverse operation. As above, we choose a transversal

segment and consider the translation of this segment along the Hamiltonian ow
by time mi . As a result, we obtain another transversal segment. Then we cut from
the surface the rectangle contained between these segments and glue the two sides
of the cut together in the natural way (i.e., the original transversal segment and its
image under translation by time mi).

This inverse operation ��1 is called cutting out a piece of the original ow
on the edge Ki of the graph K .

Now consider the general operation which is the composition of the operations
of cutting out of a ow and pasting into a ow. With each edge Ki of the graph K
we associate an arbitrary (positive or negative) real number mi . This set of numbers
can be treated as a real one-dimensional cochain mi on the graph K . If mi is
positive, then we apply the pasting operation � on the corresponding edge; if mi is
negative, then we apply the operation ��1 of cutting out a piece of the ow on Ki .
Let �m denote the resulting operation (which is the compositions of the above
elementary operations). It is clear that the result does not depend on the order
of elementary operations.

De�nition 6.5. The operation �m is called pasting-cutting of a piece of a ow

corresponding to a given 1-cochain m.

The operation �m has the following two properties:
1) �m

1

� �m
2

= �m
2

� �m
1

= �m
1

+m2 ,

2) �
�m = ��1m .

This immediately implies that we obtain an action of the group of one-
dimensional cochains of the graph K on the space of all Hamiltonian systems
on the given atom with Morse Hamiltonians.
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Our aim is to understand what happens to the system as a result of applying
the operation �m . To this end, we must in fact compute the action of this operation
on the invariants �, � and Z of the given system. We denote this induced action
by ��m . It is easy to see that the action �� is indeed well de�ned, because, under
the action of �m , conjugate systems are mapped to conjugate systems.

First of all we observe that �m does not change the �-invariant. Indeed, all
changes happen far from the singular points of the Hamiltonian.

The changes of �- and Z -invariants under the action of �m are non-trivial. It is
not di�cult to show (see [53]) that this action admits the following representation:

��m(�) = �+ �1(m) ;

��m(Z) = Z + �2(m) ;

where �1:C
1( eP ) ! B0(

eP ) and �2:C
1( eP ) ! H1(

eP ) are some linear operators
(depending, in general, on the value of the �-invariant).

Notice that we do not know yet what values the invariants � and Z can take
on the given atom V = (P;K). Consider all possible Hamiltonian systems on this
atom with the same value of the �-invariant.

Let �(V ) and Z(V ) denote the subsets in B0(
eP ) and in H1(

eP ) respectively
that consists of all possible values of the �- and Z -invariants for such systems.

De�nition 6.6. �(V ) (resp. Z(V )) is called the set of admissible �-invariants
(resp. Z -invariants).

Let us emphasize that these sets depend on the choice of the �-invariant (�xed
in advance).

From the formal viewpoint, the action ��m is de�ned only on the subsets
�(V ) and Z(V ), but, using the explicit formulas for this action, we can extend it

to the whole spaces B0( eP ) and H1( eP ). After this, the subsets �(V ) and Z(V )
remain, of course, invariant. Let us analyze their structure.

Proposition 6.4. The action �� is transitive on the sets of admissible

invariants �(V ) and Z(V ). These sets coincide with the images of the operators

�1 and �2 respectively and are, in particular, vector subspaces.

Proof. To prove this assertion, it su�ces to verify that, by using an appropriate
operation �m , we can transform any system into a system with zero invariants
� and Z . Let us do it.

Thus, we are given a Hamiltonian system w on the atom V = (P;K). Consider
one of the vertices Sj of the graph K . On each of the four edges that are incident
to Sj we choose a point and draw transversal segments N1; N2; N3; N4 through
them. As a result, we obtain a cross centered at Sj (Fig. 6.8). Recall that, on each
of the four rectangles Zi (into which this cross is divided by the graph K ), we have
a function (see above)

�i(F ) = ��j ln jF j+ ci(F ) ;

where ci(F ) is a continuous function having some �nite limit ci = ci(0) at zero.
It is easy to see that, moving the segments Ni , we can achieve the equalities ci = 0
(i = 1; 2; 3; 4). Obviously, the quantities ci depend only on the points of intersection
of the segments Ni with the edges Ki .
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Figure 6.8 Figure 6.9

By continuing this procedure for all the vertices of the graph K , we obtain a set
of crosses surrounding the vertices of K . As a result, we get the picture shown
in Fig. 6.9. Note that some of the constructed crosses may intersect overlapping
each other.

For each edge of the graph K , we now consider the region bounded by the pair
of boundary segments of two neighboring crosses. Then we change these boundary
segments (without changing the intersection points with K ) so that this region
becomes a rectangle in the sense that the passage time of the ow through this
region is constant. This modi�cation does not a�ect the main property of the crosses
we need: all ci 's are equal to zero.

Figure 6.10

It remains to notice that these rectangles constructed above are exactly the ones
in the de�nition of the operation �m . Let us carry out this procedure: we cut out
those regions which are not covered by crosses and, on the contrary, paste their
duplicates on those edges where these rectangles are the intersections of neighboring
crosses (see Fig. 6.10). It is easy to see that, as a result, we obtain a system that is
glued directly from the indicated crosses (with no overlaps or gaps).

It is easy to see that this system has zero �- and Z -invariants. �

Among all the systems on V with zero �- and Z -invariants we distinguish
one special system called a 0-model. As we have just seen, a Hamiltonian system
on the atom V can be \glued" from systems given on individual crosses that
surround the vertices of the graph K . Consider the simplest systems on such crosses.
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Namely, represent each cross as the standard domain in the plane R
2 (u; v)

given by

juj � 1 ; jvj � 1 ; jF j � "0 ; where F = uv :

Consider the di�erential form �j du ^ dv on this cross and the Hamiltonian vector
�eld w = sgradF . Note that, for such a system, the function �i(F ) giving
the passage time inside the cross (in the i-th quadrant) will be very simple:

�i(F ) = ��j ln jF j :

Here �j is the value of the �-invariant on the corresponding vertex Sj of K .
We now glue the surface P from these standard crosses along the boundary segments
each of which is parametrized by the function F . Of course, we identify points with
the same values of F so that, as a result, the functions F 's given on individual
crosses are sewn into a single smooth function F on the atom P . Besides
(using Darboux's theorem) we can smoothly sew the symplectic structures and,
consequently, the Hamiltonian ows. As a result, we obtain a smooth Hamiltonian
system w = sgradF given on the whole atom V = (P;K). We shall call it a 0-model

corresponding to the given atom V . Note that, in this case, the segments along
which we glue crosses are exactly separation segments for w .

We now study the properties of the representation �� in more detail. Note that
our interpretation of the set of numbers m = fmig as a one-dimensional cochain
still remains mysterious. However, now we shall see that this is quite natural.

Below we consider several natural objects:

K( eP ) is the cell decomposition (cell complex) of the surface eP generated
by the graph K ;

K�( eP ) is the dual cell decomposition of eP .

As above, Ci , Bi , and Zi are respectively the spaces of i-dimensional chains,

boundaries, and cycles corresponding to the complex K( eP ). We denote the analo-

gous spaces for the dual complex K�( eP ) by C�i , B
�

i , Z
�

i . Finally, C
i , Bi , and Zi

are respectively the spaces of i-dimensional cochains, coboundaries, and cocycles for

the cochain complex corresponding to the cell complex K( eP ). We note the standard
natural isomorphisms C�i ' C2�i , B�

i ' B2�i , Z�i ' Z2�i . The boundary and
coboundary operators will be denoted by @ and � .

Lemma 6.5. If a 1-cochain m is a coboundary, then the operation �m

does not change the topological conjugacy class of a system (i.e., transforms each

system into a conjugate one). In terms of invariants this means that the following

inclusions holds : B1 � ker�1 , B
1 � ker�2 .

Proof. We prove this assertion for basis coboundaries. We interpret 1-cochains
as linear combinations of the form

P
miK

�

i , where K�

i are edges of the dual
graph. Consider an arbitrary vertex S of the graph K . Let Ki

1

, Ki
3

be the edges

entering it, and Ki
2

, Ki
4

the edges exiting from it. Then the basis 1-coboundary

(related to the vertex S ) can be written as

m = K�

i
1

+K�

i
3

�K�

i
2

�K�

i
4

:
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We now apply the operation �m to a 0-model. Clearly, this operation can
be carried out on the cross corresponding to the vertex S . Namely, we must
cut o� two rectangles from two opposite sides of the cross, and then paste
just the same rectangles to the two other opposite sides of the cross (see Fig. 6.11).

Figure 6.11

As a result, the symmetric cross becomes attened in the horizontal direction and
stretched in the vertical one. But the di�erence between these \symmetric" and
\asymmetric" crosses can be observed only from the \Euclidean" point of view.
From the \Hamiltonian" (or symplectic) point of view these crosses are absolutely
identical, since they are obtained from each other by a symplectic transformation
(by a translation by time �1 along the ow w). Thus, without changing the cross,
we do not change the initial system, i.e., �1(m) = 0 and �2(m) = 0. �

Corollary. The linear operator

�02:H
1( eP )! H1( eP )

satisfying the relation �02[m] = [�2(m)] for any 1-cocycle m 2 Z1 is well de�ned.

Lemma 6.6. If a 1-cochain m is a cocycle, then the operation �m

does not change the �-invariant of a system. In other words, Z1 � ker�1 .

Proof. Let us apply the operation �m to a 0-model for an arbitrary cocycle
m =

P
miK

�

i . This means that, for each annulus of the atom V = (P;K) (which

is glued up by a disc to obtain the closed surface eP ), the sum of numbers mi

over all the edges of K adjoining this annulus is zero. From the point of view
of the operation �m , this is equivalent to the fact that the sum of lengths of all
rectangles pasted on the given annulus is also zero. This means, in particular,
that the period of each trajectory of w does not change. Thus, all the period
functions are preserved. But we know (see Proposition 6.3) that these functions
allow us to compute the value of the �-invariant by an explicit formula. Therefore,
the �-invariant does not change, and, consequently, m 2 ker�1 , as required. �

Since the quotient space C1=Z1 is canonically isomorphic to the space
of 2-coboundaries B2 , Lemma 6.6 implies the following statement.

Corollary. The linear operator

�01:B
2 = B�

0 ! B0

satisfying the relation �1 = �01 � � is well de�ned.
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Clearly, the set �(V ) of admissible �-invariants coincides with the image
of �01 . This operator transforms the set of numbers b = fbkg associated with
the annuli of the atom V = (P;K) into the set of numbers � = f�jg associated
to the vertices of K .

The next assertion gives an explicit formula for the operator �01 . Consider
an arbitrary vertex Sj of the graph K and the four annuli CI ; CII ; CIII ; CIV

adjacent to it (see an analogous construction and notation in Proposition 6.3).
Take the four real numbers bI ; bII ; bIII ; bIV that are the coe�cients of the zero-
dimensional cochain b 2 B�

0 associated with these annuli.

Lemma 6.7. The coe�cient �j of the zero-dimensional boundary chain

� = �01(b) = �1(m) that corresponds to the vertex Sj can be calculated

by the following formula:

�j = �j

�
bI
�I

+
bII
�II

+
bIII
�III

+
bIV
�IV

�
:

Proof. In fact, this formula is already known (see Proposition 6.3). To show
this, consider an arbitrary 1-cochain m such that �m = b and apply the pasting-
cutting operation �m to a 0-model. It is clear that, for the initial 0-model,
the �nite parts of all period functions were equal to zero. Now, after applying
the pasting-cutting operation, the �nite parts of the period functions on each
annulus are changed by the total length of the rectangles pasted on the given
annulus. But the corresponding sum is equal up to a sign to the coe�cient
of the coboundary �m on the annulus under consideration. More precisely,
the coe�cients of the coboundary and the �nite parts of the periods are the same
on positive annuli and di�er by sign on the negative annuli.

In other words, if a certain Hamiltonian system is obtained from a 0-model
by the operation �m , then the �nite parts of the period functions of this system
coincide up to sign with the coe�cients of the cochain b = �m.

After this remark, the formula to be proved follows directly from Proposi-
tion 6.3. �

Remark. The total sum of �nite parts bi of all period functions (taken with
sign + or � depending on the sign of an annulus) is equal to zero. It follows from
the above interpretation of the set fbig as the coboundary of m. The same assertion
can be obtained from Lemma 6.3.

6.5. DESCRIPTION OF THE SETS OF ADMISSIBLE

�-INVARIANTS AND Z-INVARIANTS

We have already introduced the sets �(V ) and Z(V ) of admissible values
of the �- and Z -invariants for a given atom V = (P;K). Our aim is to describe
these sets explicitly.

It turns out that the structure and dimension of the space �(V ) depend
essentially on the topology of the atom V . The relationship between them can be
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analyzed in the following way. First of all, we note that the space �(V ) coincides
with the image of the operator �01:B

�

0 ! B0 (see the previous section), which
determines explicitly the action �� on �-invariants. The matrix of this operator
can be written explicitly and analyzed from the point of view of its rank, kernel,
and image. This scheme is realized in detail in [53], [62]; and here we only give
the �nal result.

First we introduce a new interesting object, namely, the set of atomic circles
corresponding to a given atom V = (P;K). Consider the graph K and one
of its edges. Then we start to move toward one of two vertices of K that are
the endpoints of the edge. Upon reaching the vertex, we can uniquely exit from it
along the opposite edge of the cross (i.e., not detouring from the path). Thus,
we move over the graph K (generally, with self-intersections) until we return
to the initial edge. It is clear that as a result we have described a circle immersed
in the surface P . Then we take one of the remaining edges (if there are any) and
repeat the process. Thus, we represent the graph K as a union of a number of circles
1; : : : ; q immersed to P .

De�nition 6.7. The circles 1; : : : ; q constructed in the manner described
above will be called atomic circles.

The atomic circles are a very natural object: each graph K can be represented
as the result of \superimposing" several immersed circles (Fig. 6.12).

Figure 6.12

Each atomic circle i realizes some 1-cycle [i] in the one-dimensional real

homology group H1(
eP ). Let H1(

eP ) denote the subgroup in H1(
eP ) generated

by all the cycles [1]; : : : ; [q ].

Proposition 6.5. The dimension of the space �(V ) of admissible values

of the �-invariant on a given atom V = (P;K) is equal to

dim�(V ) = n� 2g � q + dim H1( eP ) ;
where n is the number of vertices of the graph K (i.e, the number of singular points

of the Hamiltonian on the singular level), g is the genus of the closed surface eP ,

and q is the number of atomic circles.

Proof. See [53], [62]. �

The space B0(
eP ) of zero-dimensional chains can be decomposed into the direct

sum of two subspaces: �(V )���(V ), where ��(V ) is the orthogonal complement
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of �(V ) in B0( eP ). Here we use a natural inner product in C0( eP ) such that the basis
consisting of elementary chains of the form 1� Sj (where Sj is a vertex of K ) is
orthonormal.

We now describe explicitly a basis in ��(V ). In other words, we indicate
linear relations which distinguish admissible �-invariants. Actually, these relations
depend on the value of the �-invariant. So, for simplicity, we shall assume that
� = (1 : 1 : : : : : 1).

It follows from Proposition 6.5 that the dimension of ��(V ) is equal to

(q � 1) + (2g � dim H1( eP )). First we shall indicate the part of the basis that
consists of (q � 1) elements and corresponds to the atomic circles. We take
an arbitrary atomic circle i , and for it we construct the corresponding basis element
b(i) 2 ��(V ). Moving along this circle, we alternately place the numbers +1 or �1
on the vertices of K that we encounter. If we pass through some vertex two times,
then it turns out that we place numbers of di�erent signs on it (i.e., +1 and �1).
In this case, we take the sum of these numbers, i.e., zero. To demonstrate this
e�ect, we shall place numbers in a more de�nite way. Imagine that we move not just
along the atomic circle, but slightly from the right of it. This sentence has a natural
meaning, because our atom is oriented. Then, we successively pass from positive
annuli to negative annuli and vice versa. We could assume for de�niteness that
we place +1 in passing from a positive to a negative annulus, and �1 otherwise.
It is easy to see that, after this agreement, the rule of placing signs becomes well-
de�ned and does not depend on the direction of moving along the circle.

Proposition 6.6 [53]. The set of 0-chains b(1); : : : ; b(q�1) gives a set of q�1
linearly independent elements in the space ��(V ).

Remark. If we take all the chains b(1); : : : ; b(q), then they will satisfy

the linear relation
qP

i=1
b(i) = 0. But, if we remove at least one element from this

set, then the remaining 0-chains become linearly independent.

We now proceed to an explicit description of the second part of the basis

in the space ��(V ). Consider the subgroup H1( eP ) generated by the homology
classes [i] of the atomic circles, 1 � i � q . Let �1; : : : ; �p denote 1-cocycles

from H1( eP ) which are orthogonal to the subspace H1( eP ) (i.e., orthogonal to each
atomic circle). There are p of them, where p = 2g � dim H1( eP ). For each
of them, we now construct a certain element b(�i) 2 ��(V ). We may assume that

the 1-cocycle � = �i is realized as a circle immersed smoothly into the surface eP .
The condition that � is orthogonal to all atomic circles means that its intersection
index with each of them is zero.

We divide the construction of b(�) into several steps.

Step 1. Consider an arbitrary atomic circle i and its intersection points
with the cocycle �. Assuming the atomic circle i and the cocycle � to be
oriented somehow, we can assign + or � to each of their intersection points
(following the same rule as that usually used to de�ne the intersection index). Since
the intersection index of � and i is equal to zero, the number of intersection point
is even, and they can be divided into pairs of points with di�erent signs. Consider
one of such pairs x and x0 .
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Step 2. Then we move from the point x along the atomic circle i (we may
choose either of two possible directions) and place alternately numbers +1 and �1
on all the vertices that we encounter until we come to the point x0 . The �rst
number is placed according to the following rule. The point x belongs to some edge
of the graph K . This edge has its own canonical orientation (given by the ow).
If the intersection index for this edge and the cocycle � is positive at the point x,
then we place +1 on the �rst vertex of K that we meet, otherwise we place �1.
Then the signs for the remaining points alternate. If we pass through a certain
vertex twice, then we take the sum of those numbers which we must place on it.
Thus, we obtain some set of numbers b(x; x0) on one of two halves of the atomic
circle i into which it is divided by the points x and x0 .

Step 3. We now carry out this procedure for the remaining pairs of points
of intersection of � and i . And then we repeat the same for each atomic circle. If we
pass through some vertex of the graph several times, then all the numbers placed
on it are added together. In other words, we sum all the sets b(x; x0) (considered
as 0-chains).

As a result, we obtain some set of numbers placed on the vertices of the graph K ,
i.e., a 0-chain, which we denote by b(�).

Proposition 6.7 [53]. The 0-chains b(�1); b(�2); : : : ; b(�p) constructed above

give the \second half" of the desired basis in ��(V ). More precisely, the set

of 0-chains b(1); : : : ; b(q�1); b(�1); : : : ; b(�p) forms a basis of ��(V ).

Thus, we can de�ne the space �(V ) of admissible �-invariants as the orthogonal
complement to the subspace ��(V ), whose basis we have just described. There is,
of course, another way to describe �(V ). We can just take the image of the operator
�01:B

�

0 ! B0 , which is given by an explicit formula (see the previous section).
Finally we describe the space Z(V ) of admissible Z -invariants. As we see from

the corollary of Lemma 6.5 (see the previous section), the space Z(V ) can be

interpreted as the image of the operator �02:H
1( eP )! H1(

eP ). It turns out that this
operator has a very natural topological meaning, which, in particular, immediately
gives the desired description of Z(V ).

Proposition 6.8 [53]. The operator �02:H
1( eP ) ! H1(

eP ) is the Poincar�e

duality isomorphism. In particular, the space Z(V ) coincides with the whole

homology group H1(
eP ). In other words, any abstract Z -invariant is admissible.

The following statement summarizes the above results.

Proposition 6.9. Suppose we are given arbitrary admissible values of

the invariants �, �, and Z on a saddle atom V = (P;K). Then, on this

atom, there exists a Hamiltonian system (obtained by pasting-cutting operation from

the 0-model) with the given values of the invariants �, �, and Z .

In conclusion we discuss the following natural question. Suppose we are given
some saddle atom V = (P;K) and we are interested in the space of all Hamiltonian
systems on it considered up to topological conjugacy. In other words, we consider
topologically conjugate systems to be identical. What is the dimension of this space?
What is the relationship between this dimension and the topology of a given atom?

To answer this question, we only need to compute the total dimension
of the spaces of admissible invariants �, �, and Z , which can be naturally
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considered as parameters in the space of Hamiltonian systems on an atom
V = (P;K). As we already noticed, the �-invariant can be arbitrary, and,
consequently, the dimension of the \space of �-invariants" is n � 1, where n
is the number of vertices of the graph K (i.e., the complexity of the atom V ).
The dimension of the space �(V ) is given by Proposition 6.5, and the dimension

of Z(V ) coincides with the �rst Betti number of the surface eP , i.e., is equal to 2g ,
where g is the genus of V . Summing these three numbers, we obtain the following
result.

Proposition 6.10. The dimension of the space of Hamiltonian systems

on an atom V = (P;K) is equal to

2n� q � 1 + dim H1(
eP ) ;

where n is the complexity of V , q is the number of atomic circles, and H1( eP ) is

the subspace in H1( eP ) generated by the atomic circles.

In particular, for the simplest atoms B , C1 , C2 , D1 , D2 , this dimension is equal
to 0, 3, 1, 2, 2, respectively.
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Chapter 7

Smooth Conjugacy of Hamiltonian Flows

on Two-Dimensional Surfaces

7.1. CONSTRUCTING SMOOTH INVARIANTS

ON 2-ATOMS

In this chapter we study the question on the classi�cation of Hamiltonian vector

�elds with one degree of freedom in the smooth case. Of course, all the topological

invariants constructed in the preceding chapter remain smooth invariants, but this

is not enough for the smooth classi�cation. However, although the set of smooth

invariants is much bigger than that of topological invariants, the construction

of smooth invariants is simpler and more natural.

In our book, we con�ne ourselves to semi-local (i.e., \atomic") invariants and

do not discuss the global classi�cation of Hamiltonian ows on two-dimensional

closed surfaces.

Let, as before, (P;K) be an atom with a smooth Hamiltonian vector �eld

w = sgradf on it. Without loss of generality, we shall assume in this section that

K = f�1(0).

Remark. In this chapter, the Hamiltonian of the system shall be denoted

by f instead of F . Recall that we used the notation F for a Poincar�e

Hamiltonian on a transversal section, and f denoted an integral of the initial

Hamiltonian system on M4 . Generally speaking, the functions f and F are,

of course, di�erent. But on the other hand, by changing the symplectic

structure on the transversal section, we can consider the additional integral f

as the Hamiltonian of the Poincar�e ow. We can make such a change, since

we are interested in the Hamiltonian ow w itself, but not in its representation

in the form w = sgradf by means of a symplectic structure and a Hamiltonian.

Besides, in this chapter, we shall discuss Hamiltonian ows on two-dimensional
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surfaces as an independent object, without any connection with the reduction
theorem (Theorem 5.1), which clari�es an important role of such ows for
the orbital classi�cation of integrable Hamiltonian systems with two degrees
of freedom.

First of all, it is natural to study the question on the local classi�cation
of Hamiltonian vector �elds in a neighborhood of a singular point, i.e., near a vertex

of an atom.
If an atom has type A (that is, the Hamiltonian has a local minimum or

a local maximum at the singular point), then the study of this case does not
lead to any di�culties. Trajectories of this vector �eld are circles around
the singular point, and the �eld is completely characterized by the period function
for these trajectories. That is why we shall consider the case of a saddle
singular point.

Since the Hamiltonian vector �eld is completely determined by the symplectic
structure and the Hamiltonian, the problem under consideration can be solved

with the help of the following lemma, proved in [86], on the canonical form
of the Hamiltonian.

Lemma 7.1. Let S be a non-degenerate singular point of the Hamiltonian f .
Then there is a regular coordinate system (x; y) such that

a) ! = dx ^ dy ,
b) f = f(z), where z = xy .

This assertion may be considered as a natural generalization of two classical
results: Morse's lemma and Darboux's theorem. It will be convenient for us
to restate it in the following equivalent form.

Lemma 7.2. Let S be a non-degenerate saddle singular point of the Hamil-

tonian f . Then there is a regular coordinate system (x; y) such that

a) f = xy ,
b) ! = !(z)dx ^ dy , where z = xy .

As well as this lemma, we also need to know the answer to the following question:
how to �nd the function !(z) without �nding the canonical coordinate system
explicitly from Lemma 7.2. To answer this question we introduce the �� -invariant
of a singular point, which has the same nature as the �-invariant de�ned
in Chapter 6.

Choose an arbitrary coordinate system (u; v) in a neighborhood of the singular
point S in terms of which the Hamiltonian has the form f = uv ; and let
! = !(u; v) du ^ dv . Expand the function !(u; v) as a Taylor series about

the point S :

!(u; v) '

1X
i;j=0

aiju
ivj :

Then we put

��(S) = ��f (S) =

1X
k=0

�kz
k ;

where �k = akk .
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De�nition 7.1. The series ��(S) is called the �� -invariant of the saddle

singular point S .

Let us show that the �� -invariant does not depend on the choice of the co-

ordinate system (u; v). To this end, we give another coordinate-free de�nition

of this invariant via some natural characteristics of the vector �eld w . Consider

the domain (cross) U(S) surrounding the singular point S as indicated in Fig. 7.1.

The curves N1; N2; N3; N4 are smooth and intersect the trajectories of the �eld w

transversally. Clearly, the qualitative shape of this domain is not changed

under any smooth di�eomorphisms.

Figure 7.1

Let f denote the piece of the trajectory of the Hamiltonian �eld w that lies

in U(S), and on which the value of f is �xed.

As before, we consider the function �(f) which assigns the time taken to go along

the piece f under the action of the Hamiltonian ow (Fig. 7.1). In Lemma 6.2,

we obtained the following representation for �(f):

�(f) = �

 
1X
k=0

akkf
k

!
ln f + cn(f) ;

where cn(f) is a Cn -smooth function on the segment [0; f0]. It is easy to see

that the polynomial
1P
k=0

akkf
k in this representation is well de�ned. Indeed,

what happens to the function �(f) if we change the domain U(S)? It is clear

that Ni are replaced by some other transversal segments N 0

i , but this inu-

ences only the function cn(f), namely, the result is to add some C1 -smooth

function to cn(f) that characterizes the distance between the new and old

segments.

Thus, the coe�cients of the polynomial
1P
k=0

akkf
k can be de�ned in an invariant

way as the coe�cients in the asymptotics of the function �(f) as f ! 0.

On the other hand, the set of these coe�cients gives the �� -invariant of the singular

point S .
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Comment. As was indicated in the Corollary of Lemma 6.2, the function �(f)

admits the following representation:

�(f) = ��(f) ln jf j+ c(f) ; (�)

where �(f) and c(f) are C1 -smooth functions on [0; f0]. It is easily seen that

the �� -invariant of the Hamiltonian vector �eld at the singular point S is exactly

the Taylor series of the function �(f).

Thus, in particular, we have shown that the canonical form of the symplectic

structure (see Lemma 7.2) is de�ned almost uniquely. More precisely, the Taylor

expansion of !(z) at zero will be de�ned uniquely. It is not di�cult to show that,

on the other hand, any function e!(z) with the right Taylor expansion (that is,

coinciding with the ��-invariant) may be realized by choosing a suitable coordinate

system. Notice also that in all our arguments the Hamiltonian f is assumed

to be �xed. Therefore, as a result, we end up with the following assertion.

Proposition 7.1. Let Si be a non-degenerate singular saddle point of

the Hamiltonian fi , and let !i be the corresponding symplectic structure (i = 1; 2).

If the ��-invariants of the points S1 and S2 coincide, then there is a local

di�eomorphism �:U1(S1) ! U2(S2) such that ��(f2) = f1 and ��(!2) = !1 .

Conversely, if there is such a di�eomorphism, then the �� -invariants of the singular

points S1 and S2 coincide.

In fact, we are interested not in the symplectic structure but in the Hamiltonian

ow induced by it. However, since this ow is well de�ned by f and ! , we can

reformulate Proposition 7.1 in the following way.

Corollary. Let Si be a non-degenerate singular point of the Hamiltonian fi ,

and let wi = sgradfi be the corresponding Hamiltonian vector �eld (i = 1; 2).

If the ��-invariants of S1 and S2 coincide, then there is a local di�eomorphism

�:U1(S1)! U2(S2) such that f2 � � = f1 and d�(w1) = w2 . Conversely, if there is

such a di�eomorphism, then the �� -invariants of the singular points S1 and S2
coincide. In other words, the Hamiltonian vector �elds w1 and w2 are locally

C1 -conjugate (with the additional condition that the Hamiltonian is invariant)

if and only if their ��-invariants coincide.

The condition that the Hamiltonian is � -invariant (i.e., f2 � � = f1) is, however,

superuous and we can avoid it in a natural way. To this end, we should control

the dependence of �� on the choice of the Hamiltonian.

Let g be some other Hamiltonian of a given vector �eld w = sgradf

in a neighborhood of S (of course, the symplectic structure is then also di�erent).

Let g(S) = 0. Then the Hamiltonians are expressed one from the other and we can

expand f at the point S into a power series with respect to g :

f '
1X
k=0

bkg
k ; b1 6= 0 :
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It is easy to see that, as a result, we get a new series ��g(S) =
1P
k=0

e�kezk obtained

from ��f (S) =
1P
k=0

�kz
k by the formal substitution z =

1P
k=1

bkezk .
Thus, the invariant �� is de�ned, generally speaking, modulo formal transfor-

mations, and we can formulate the �nal result as follows.

Proposition 7.2. Two Hamiltonian vector �elds are locally C1-conjugate

in neighborhoods of singular saddle points if and only if their ��-invariants are

formally conjugate.

It is not di�cult to describe all conjugate classes of Hamiltonian vector �elds

at a singular saddle point (for one degree of freedom). The number of such

classes is that of formally conjugate power series in the above sense. For power

series (in one variable) we can explicitly indicate a canonical representative

in each class.

Lemma 7.3. A power series in one variable is formally conjugate to one of

the following polynomials :

� ;

�+ z ;

�+ z2 ; �� z2 ;

�+ z3 ;

�+ z4 ; �� z4 ;

: : :

�+ z2k�1 ;

�+ z2k ; �� z2k ;

: : :

where � is some real non-zero number. None of the listed polynomials are conjugate.

Proof. Consider an arbitrary power series of the form

�+ anw
n + an+1w

n+1 + : : : :

Let n be even, and let an > 0. Then this series is formally conjugate

to the polynomial �+ zn . The formula of the corresponding change is as follows:

z = w(an + an+1w + : : :)1=n :

Here, of course, we mean the formal Taylor expansion of the radical into power

series in w . If an < 0, then we set z = �w(�an � an+1w � : : :)1=n .

If n is odd, then the formula is analogous. �
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Comment. In the general case (not necessarily Hamiltonian), the smooth

classi�cation of vector �elds in a neighborhood of a saddle singular point can

be obtained by using the Chen theorem, which reduces the smooth classi�cation

of vector �elds to the smooth classi�cation of power series, and the Poincar�e{Dulac

theorem, which determines the canonical form of the corresponding power

series (see [16]). Our last assertion can also be obtained with the help of

these classical results. However, in what follows, we shall need the condi-

tion that the Hamiltonian is preserved; that is why we proceeded in some

other way.

In what follows, we shall also need another statement related to the behaviour

of the system about a singular saddle point. Consider again the cross U(S)

surrounding the singular point (Fig. 7.1). It is easily seen that by changing

the boundary of the cross, i.e., the segments N1; N2; N3; N4 , we may reduce the four

functions �i(f) (i = 1; 2; 3; 4) to the form

�i(f) = ��(f) ln jf j ;

i.e., make all the functions c(f) from the representation (�) to be equal zero

identically. A cross U(S) satisfying this condition shall be called canonical.

We emphasize that this notion depends on the choice of a Hamiltonian.

Now consider the Hamiltonian vector �eld w on the whole atom, i.e., in some

neighborhood P of the critical �ber K = f�1(0) of the Hamiltonian f . If we remove

the graph K from the surface P , then P splits into a disjoint union of annuli.

Each annulus Cn can be regarded as a one-parameter family of closed trajectories

whose parameter is the function f itself. Since each trajectory is closed, it

has a certain period. Thus, for every annulus Cn , we can de�ne the natural

period function �n(f) that indicates the period of the trajectory with a given

value f on it.

It is clear that the period functions are invariants of the vector �eld w

(up to conjugacy). In the continuous case, by the way, they are invariants too,

but there we had to consider conjugacy by homeomorphisms; so this invariant

turned out to be trivial. Indeed, all period functions are monotonically increasing

up to in�nity as f tends to a critical value. Therefore, from the topological

viewpoint, any two of them are conjugate. In the smooth case, the situation is

di�erent.

First consider the period function on a single annulus. It has, as we already saw,

the representation

�n(f) = �A(f) ln jf j+B(f) ;

where A and B are some smooth functions on [0; "0]. These functions are
not uniquely determined themselves, but their Taylor expansions at zero are.
Moreover, the Taylor expansion of A(f) coincides with the sum of �� -invariants
of the vertices of K (i.e., singular points of w) lying on the boundary of the given
annulus.
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Consider two functions of this type:

� (f ) = �A (f ) ln jf j +B (f ) ;

� 0(f 0) = �A0(f 0) ln jf 0j+B0(f 0) :

What is it possible to say about their smooth conjugacy? In other words, when
does there exist a smooth change f 0 = �(f) (on the whole segment [0; "0] including
zero) such that

�(f) = � 0(�(f)) ?

It turns out that the smoothness condition imposes very serious restrictions
on the pair of these functions. The question is reduced to the classi�cation

of pairs ( eA(f); eB(f)) of the Taylor expansions of A and B at zero. It is not di�cult
to write down formal transformations of these series under a formal change
f = �(f 0). We shall not do this, but shall indicate some (also formal) method for
choosing a certain canonical representative in each equivalence class.

Lemma 7.4. For any function of the form �(f) = �A(f) ln jf j + B(f),
there exists a smooth change f = �(f 0) on the segment [0; "0] which reduces this

function to the form �(�(f 0)) = �A0(f 0) ln jf 0j (that is, totally eliminates the �nite

part of this representation). Two functions

�A0(f 0) ln jf 0j and �A00(f 00) ln jf 00j

are smoothly conjugate on a su�ciently small segment [0; "0] if and only if the Taylor
expansions of A0 and A00 coincide.

Thus, the smooth conjugacy class of a period function (in a neighborhood
of a singular �ber) can be parameterized by a certain power series. In particular,
the number of such classes is in�nite. More precisely, we have a countable
number of real-valued parameters as invariants of smooth conjugacy of period
functions.

Note that our case is even more complicated. We have not one but several
period functions for the same atom, which correspond to di�erent annuli. Speaking
of the conjugacy of two collections of period functions, we must remember that
the conjugating change f 0 = �(f) must be the same for all period functions.
As a result, the number of invariants is increasing. From the formal point of view,
the conjugacy problem for two collections of period functions can obviously be solved
by using Lemma 7.4.

In order not to discuss the formal part of the problem, below we shall assume
the period functions to be �xed. Do there exist any other invariants except period
functions and �� -invariants?

It turns out that, if an atom is planar, then the above invariants are su�cient
for classi�cation. If not, then another Z� -invariant appears, which is a smooth
analog of the topological Z -invariant. Let us describe this construction. The idea
completely corresponds to the proof of the fact that any system can be constructed
from a system with zero invariants � and Z by means of the pasting-cutting
operation (see Proposition 6.4).
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Thus, consider an arbitrary smooth system w = sgradf on an atom V = (P;K).
Consider all vertices of the graph K and surround them by canonical crosses. Now
cut the atom along the boundary segments of these crosses. As a result, the atom
splits into crosses and \rectangles" (see Fig. 7.2). We use the term \rectangle" only
by convention. More precisely, we should rather speak of a part of the atom bounded
by two segments N+

i and N�

i transversally intersecting an edge of the graph K .

Figure 7.2 Figure 7.3

These segments are parameterized by the value of the Hamiltonian f at their points.
Consider the function mi(f) that measures the distance between these segments.
More precisely, if f is an integral curve of the vector �eld w with the given value

of the Hamiltonian f on it, and y+ = N+
i \ f , y

� = N�

i \ f (see Fig. 7.3),
then mi(f) is the distance between these points in the sense of the Hamiltonian
ow �t , i.e.,

y+ = �mi
(f)(y�) :

Thus, on each edge of K , a certain smooth function mi(f) occurs. We now consider
the formal cochain m� = � emiK

�

i , where K�

i denote the edges of the conjugate
graph, which we interpret as a basis for the space of one-dimensional cochains, and
where emi is the formal Taylor series of the function mi(f) at zero. This cochain
is just a smooth analog of the cochain m which has occurred in the de�nition
of the pasting-gluing operation. In the smooth case, there is a natural analog of this
operation. However, here it is natural to consider the sides of the \rectangles"
to be curvilinear so that the \rectangle" has varying width measured just
by the function mi .

Clearly, the cochain m� is not uniquely determined, since it depends on
the choice of canonical crosses surrounding the vertices of K . However, we assert
that (if the Hamiltonian is considered to be �xed) the class of this cochain [m�]
modulo the space of coboundaries B1(V;R[f ]) (with coe�cients in the ring of formal
power series R[f ]).

Let us prove this. To this end, it su�ces to verify that the class [m�]
does not depend on the choice of canonical crosses.

The fact that, under change of m� by adding a coboundary, the system does not
change has actually been proved in Lemma 6.5. The only di�erence is that,
in the topological case, the coe�cients were real numbers, whereas now we replace
them by formal power series.
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Let us look more carefully what arbitrariness in the choice of a canonical
cross U(S) surrounding the vertex S 2 K is. In other words, which transformations
can such a cross undergo while preserving the property to be canonical.

First of all, we can shift the cross along the vector �eld w , i.e., consider
a transformation of the form �t0 . Since the ow �t has an integral f , we may
generalize this transformation in the following way. Let g(f) be an arbitrary smooth
function. Then we move each point x along its trajectory by an amount g(f(x)).
In other words, the transformation is given by the following formula:

Ag(x) = �g(f(x))(x) :

This transformation obviously preserves all properties of a canonical cross. What
happens to the cochain m� under this transformation? It is easy to see that,
as a result, one adds to the cochain m� the coboundary of the form eg�(S�), where eg
is the Taylor series of g(f) at zero, and S� is the elementary cochain concentrated
at the vertex S� . The transformation Ag(x) is illustrated in Fig. 7.4.

Figure 7.4 Figure 7.5

Another transformation B of a canonical cross is that the boundary segments
N1; N2; N3; N4 are replaced by some new segments N 0

1; N
0

2; N
0

3; N
0

4 which di�er
from the initial ones by functions with smallness of in�nite order at zero
(see Fig. 7.5). In other words, Ni and N

0

i have tangency of in�nite order at the point
of the graph K . It is clear that the functions mi(f) on the edges of K , in general,
change, but their Taylor expansions at zero remain the same; and, therefore,
the cochain m� does not change at all.

It is easy to see that any transformation of a canonical cross is reduced
to a superposition of the transformations A and B just described.

Thus, the class of the cochain m� modulo the subspace of coboundaries is
well de�ned and is, consequently, an invariant of the ow (in the sense of smooth
conjugacy).
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Now, as it was done in the topological case for 1-chain l , we can produce
two invariants from the cochain m� . First of all, we can take its coboundary
�� = �m� . This is actually a smooth invariant. But such an invariant is not new.
Indeed, summing the coe�cients of the 1-cochain m� over each annulus Cn (this
is just equivalent to taking coboundary), we obtain the in�nite parts of the period
functions

�n(f) = �An(f) ln jf j+Bn(f) ;

more precisely, the Taylor expansions of the functions Bn(f) at zero. Indeed, all
terms that contain \logarithms" are placed into canonical crosses, and all other
terms are distributed among the coe�cients of m� . Thus, the �� -invariant is known
from the period functions.

Besides, we can take the orthogonal projection of the cochain m� to the space

of 1-cocycles Z1(eV ;R[f ]) and consider the corresponding cohomology class

Z� 2 H1(eV ;R[f ]).
De�nition 7.2. The cohomology class Z� is said to be the Z� -invariant

of the integrable system w on the atom V .

As we see, in the smooth case all types of invariants are, in essence,
preserved: the �-invariant transforms into the ��-invariant; the �-invariant
(0-boundary) transforms into �� (presented as a 2-coboundary or, which is
the same, a 0-boundary of the conjugate graph); the 1-homology class Z transforms
into the 1-cohomology class Z� . In the smooth case, the elements (coe�cients)
of these invariants are formal power series, but not real numbers as in the topological
case. This is very natural, since, speaking informally, we must sew the derivatives
of all orders. Moreover, if we want to obtain a Ck -classi�cation, it su�ces just
to cut these series on a certain step.

7.2. THEOREMOF CLASSIFICATIONOF HAMILTONIAN

FLOWS ON ATOMS UP TO SMOOTH CONJUGACY

Thus, all smooth invariants have been described and we can formulate the theorem
of smooth classi�cation of Hamiltonian ows on an atom.

For simplicity, we �rst require that the conjugating di�eomorphism preserves
the Hamiltonian of a system. Then we can simply assume that we are given
two Hamiltonian systems on the same surface P and with the same Hamiltonian f ,
but the related symplectic structures are di�erent.

Theorem 7.1. Let two Hamiltonian ows �t1 and �t2 be given on the atom P
(with the same Hamiltonian but with di�erent symplectic structures). Suppose

that the corresponding period functions, ��-invariants, and Z�-invariants coincide.
Then the ows �t1 and �t2 are smoothly conjugate, i.e., there exists a di�eomorphism

�:P ! P such that � � �t1 = �t2 � � . Moreover, the di�eomorphism may be chosen

so that the Hamiltonian is preserved.

Proof. First, we observe that the coincidence of �� -invariants guarantees
the existence of a conjugating di�eomorphism � in a neighborhood of each singular
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point of the Hamiltonian f (moreover, the di�eomorphism may be chosen so that
f is preserved). Our problem is to sew these local di�eomorphisms into a single
di�eomorphism de�ned on the whole surface P . This can in fact be done, since
the period functions coincide. Let us prove this.

Choose a canonical cross U1(Sj) (in the sense of the ow �t1) for each
vertex Sj of the graph K and consider a local conjugating di�eomorphism �j
in a neighborhood of this vertex. Let U2(Sj) = �(U1(Sj)) be the image

of the cross U1(Sj). Clearly, U2(Sj) is a canonical cross for the ow �t2 .
As a result, we obtain two decompositions of the surface P into canonical crosses
and \rectangles" which correspond to the Hamiltonian ows under consideration.
For each \rectangle", we de�ne the function mi(f) which measures its width
(see the construction of the cochain m� above). In our case, we denote these
functions by m1i(f) and m2i(f), where mki(f) is the width of the \rectangle"
related to the i-th edge of the graph K and to the k-th system (k = 1; 2). These
decompositions de�ne, in particular, the cochains m�

1 and m�
2 .

When is it possible to extend the local di�eomorphisms �j up to a global
conjugating di�eomorphism de�ned on the whole atom? Evidently, this can be
done if and only if m1i(f) � m2i(f) for all i. It turns out that this condition
can be obtained by changing local di�eomorphisms �j . Indeed, instead of �j , we
can consider conjugating di�eomorphisms of the form Ag � �j , where, as before,

Ag(x) = �
g(f(x))
2 (x), and g is some smooth function. As a result, we can change

the cochain m�
2 by adding an arbitrary coboundary and achieve, as a result,

the equality m�
1 = m�

2 . Here we use the fact that m�
1 and m�

2 coincide modulo
the subspace of 1-coboundaries, since the period functions and Z� -invariants
coincide by our assumption.

We now need to make the functions m1i(f) and m2i(f) equal identically. This
procedure can be carried out for each annulus of the atom P separately. To this end,
it su�ces to use B-transformations of canonical crosses.

Figure 7.6

Consider a cross U2(Sj) (Fig. 7.6). The separatrices of the ow �t2 entering
and leaving the vertex Sj divide this cross into four pieces. Take a C1 -smooth
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function which is identically zero on three of these parts, but on the fourth piece
it has the form h(f), where h has zero of in�nite order for f = 0 (for example,
h = m1i(f) � m2i(f)). Thus, h(x) is a smooth function on U2(Sj) which is

an integral of the ow �t2 . Now consider the transformation of the cross U2(Sj)
given by the formula

Bh(x) = �
h(x)
2 (x) :

This transformation is identical on three of four pieces of the cross, but the fourth
part undergoes a shift along the ow which is \almost identical" near the graph K .
By means of such a transformation, we can correct the functions m2i(f) and achieve
the equalities m1i(f) = m2i(f). It is easy to see that, using the coincidence
of the period functions, we can do it for all i simultaneously. As a result,
we have sewn the local di�eomorphisms into a global conjugating di�eomorphism,
as required. �

Comment. The proof of Theorem 7.1 can be obtained in a di�erent way.
The idea is to compare not the Hamiltonian ows �1 and �2 themselves but the cor-
responding symplectic structures !1 and !2 on the surface P (if the Hamiltonian
is �xed, then these problems are equivalent). Then a di�eomorphism � sending
!1 into !2 can be constructed by using a method by J. Moser [247]. However,
here we have to take into account that the Hamiltonian must be preserved. This
idea was realized by B. S. Kruglikov [204], who also obtained some generalizations
of Theorem 7.1 (in particular, to the Ck -smoothness case). In paper [103],
J.-P. Dufour, P. Molino, and A. Toulet studied a question on the classi�cation
of triples (P 2; !;F), where ! is a symplectic structure on a surface P 2 , and F
is a one-dimensional foliation with singularities generated by some Morse function
on the surface P 2 .

How can we avoid the condition that the Hamiltonian is preserved? To answer
this question, it su�ces to look at what happens to the invariants of a �xed
Hamiltonian system if we change its Hamiltonian (changing the symplectic structure
at the same time so that the system itself remains the same). In principle, we
can explicitly formulate some formal rule of changing the invariants. For example,
for the �� -invariant, it will be formal conjugation of power series. The other
invariants can also be presented in the form of power series, and for them
the analogous (but more complicated) rule \of formal conjugation" can also be
indicated. As a result, the �nal formulation of the classi�cation theorem will be
as follows: two Hamiltonian systems w1 and w2 on an atom P are smoothly
conjugate if and only if the corresponding sets of their invariants (��1; �

�
1; Z

�
1 ) and

(��2; �
�
2; Z

�
2 ) are formally conjugate.

However, the rule \of formal conjugation" will be rather awkward; that is why
we shall proceed in another way, and, �rst of all, once more recall a method which
allows us to test two given systems from the point of view of their conjugacy.

Thus, suppose we are given two Hamiltonian systems on the same atom
V = (P;K). Consider the period functions of these systems on the annuli
of the atom. Take one of these annuli and compare the period functions
�1(f1) and �2(f2) on it. They, of course, need not coincide, since their arguments
(i.e., the Hamiltonians f1 and f2 of the systems) are di�erent and, actually,
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in no way connected. According to Lemma 7.4, we can change the Hamiltonians
f1 and f2 so that the period functions become

�i(f
0

i ) = �Ai(f
0

i) ln jf
0

i j :

After such a change of the Hamiltonians, the systems are conjugate if and only if
the corresponding sets of invariants (��1; �

�
1; Z

�
1 ) and (��2; �

�
2; Z

�
2 ) coincide. Thus,

if we consider one of the annuli to be �xed, we can de�ne invariants of a Hamiltonian
ow which do not depend on the choice of a Hamiltonian.

Remark. From the formal viewpoint, this procedure can be interpreted
in the following way. To every Hamiltonian system with a �xed Hamiltonian, we
can assign a set of its invariants. By changing a Hamiltonian, we change these
invariants. As a result, on the set of all invariants we can introduce the action
of the group of changes of Hamiltonians. A real invariant of a Hamiltonian ow,
which does not depend on the choice of a Hamiltonian, is an orbit of this action.
The above procedure means exactly that we indicate a certain representative for
each orbit. This representative is distinguished by the condition that the value
of the �� -invariant on the chosen annulus is zero.

We can now, in particular, say how many parameters parameterize the set
of classes of smoothly conjugate Hamiltonian systems on a given atom V = (P 2;K).
Recall that, in the topological case, this set is �nite-dimensional. In the smooth
case, the set of conjugacy classes is parameterized by 2k formal power series, where
k is the number of vertices of the atom.

Finally, it is useful to study the invariants in the case of simplest atoms.
In the case of the atom B (Fig. 7.7) there is one vertex and, consequently,

Figure 7.7

the invariants are two power series. The most natural invariants are the period
functions on the annuli of the atom. The classi�cation theorem for this atom is
very natural: two systems on the atom B are smoothly conjugate if and only if
the corresponding period functions are conjugate. We should emphasize one
very essential circumstance. In this context, the conjugacy (of period functions)
means not only that the conjugating di�eomorphisms are smooth up to zero (zero
is included), but also that these di�eomorphisms are smoothly sewn at zero.
In other words, the three di�eomorphisms must have the same Taylor expansion
at zero. Also note that the period functions on di�erent annuli cannot be
independent of each other. A necessary condition is as follows. If we consider
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the sum of period functions over all negative annuli and the analogous sum over all
positive annuli

��(f) = �A�(f) ln jf j+B�(f) ; f 2 [�"0; 0) ;

�+(f) = �A+(f) ln jf j+B+(f) ; f 2 (0; "0] ;

then the Taylor expansions of the functions A� and B� must coincide with those
of A+ and B+ respectively.

Finally, note that there exists a Hamiltonian for which the period function
on the outer annulus takes the form

�1(f) = �A(f) ln jf j :

Then, on the two remaining annuli, the period functions become

�2(f) = �
1

2
A(f) ln jf j+B(f);

�3(f) = �
1

2
A(f) ln jf j �B0(f);

where B(f) and B0(f) do not necessarily coincide, but have the same Taylor
expansions at zero. Then the well-de�ned invariants are the Taylor expansions
of A(f) and B(f) at zero.

We also consider another important case of the atom C2 (Fig. 7.8), which often
occurs in applications. This atom admits a natural involution, namely, the central
symmetry in R

3 (see Fig. 3.23(a)). Assume that this involution changes the sign

Figure 7.8

of the Hamiltonian vector �eld v given on this atom, that is, sends v into �v . This
condition is often ful�lled in concrete problems (for example, as we shall see below,
in the case of integrable geodesic ows on the 2-sphere). Due to such a symmetry,
the �� -invariants of the vertices coincide as well as the period functions on the annuli
of the same sign. Let us compute the number of essential invariants in this case.
We choose again the Hamiltonian in such a way that the period function on one
of the two positive annuli takes the form

�1(f) = �A(f) ln jf j :
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Then on the other positive annulus (in view of the symmetry) the period function
will be the same

�2(f) = �A(f) ln jf j :

Analogously, on the remaining two negative annuli the period functions will
coincide:

�3(f) = �A(f) ln jf j+B(f) ;

�4(f) = �A(f) ln jf j+B(f) :

The coe�cients before the logarithm coincide, since each annulus passes
by the same singular points. Moreover, according to the condition formulated above,
the Taylor expansion of the function B(f) + B(f) = 2B(f) must be identically
zero (since B(f) is the �nite part of the period functions �3 and �4). This
means that B(f) has zero of in�nite order and does not give any invariant. Thus,
if the symmetry condition is ful�lled, then the only smooth invariant is the Taylor
series of the function A(f) at zero.

Finally, the last remark is that, in the smooth case, there are no non-trivial
restrictions to the invariants (similar to those which were discussed in Section 6.3).
The �� -invariant can be absolutely arbitrary with the only condition that its �rst
term is positive. There are no restrictions to the Z�-invariant at all. And the period
functions �n(f) must satisfy two obvious properties:

1) the coe�cient before the logarithm must be equal to the sum of �� -invariants
of those vertices of the graph K which belong to the boundary of the corresponding
annulus;

2) the sum of Taylor expansions of their �nite parts over all positive annuli is
equal to the analogous sum over all negative annuli.
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Chapter 8

Orbital Classi�cation

of Integrable Hamiltonian Systems

with Two Degrees of Freedom.

The Second Step

Here we present a general scheme for constructing orbital invariants of integrable
Hamiltonian systems with two degrees of freedom.

Thus, let v be an integrable Hamiltonian system on a three-dimensional
isoenergy surface Q = Q3 , f an additional Bott integral of the system, and
Q =

P
Qc the canonical decomposition into components each of which contains

exactly one singular leaf of the Liouville foliation (atomic decomposition). Recall
that for Qc we also used the notation U(L), where L � f�1(c) is a singular leaf
corresponding to a critical value c of the integral f on Q.

One of the di�culties that appears in constructing invariants of integrable
Hamiltonian systems on isoenergy 3-surfaces is that many objects, which naturally
occur in the framework of this theory, depend on the choice of basis cycles
on Liouville tori. First of all, we mean the gluing matrices and rotation
functions. That is why we divide the solution of the problem of invariants into
two parts. First, assuming that bases on Liouville tori are �xed, we de�ne all
necessary invariants and show that if these invariants coincide, then the systems
are equivalent. After this, we analyze what happens under change of bases
on Liouville tori and make invariants well-de�ned, i.e., independent of the choice
of bases.

We emphasize that the construction presented below can be applied for arbitrary
atoms. However, in the smooth case, we shall assume for simplicity that all atoms
are planar and, in addition, have no critical circles with non-orientable separatrix
diagrams.
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8.1. SUPERFLUOUS t-FRAME OF A MOLECULE
(TOPOLOGICAL CASE). THE MAIN LEMMA
ON t-FRAMES

We begin with choosing and �xing a certain transversal section Ptr for each
atom U(L) as well as admissible coordinate systems on the boundary tori of U(L).
Here transversal sections and admissible coordinate systems are assumed to be
compatible. To clarify what this mean, we have to consider three types of atoms
separately.

Case 1: Atom A.
Case 2: A saddle 3-atom all of whose critical circles have orientable separatrix

diagrams (an atom without stars).
Case 3: A saddle 3-atom that has critical circles with non-orientable separatrix

diagrams (an atom with stars).

We begin with the case of the atom A. In this case, the transversal
section Ptr is de�ned uniquely up to isotopy and is homeomorphic to a 2-disc.
Its boundary is the contractible cycle � on the boundary torus. This is
the �rst cycle of an admissible coordinate system. The second basis cycle �
can be chosen arbitrarily provided the pair of cycles (�; �) form a basis
on the boundary torus.

Let us consider the second case, i.e., a saddle 3-atom Qc without stars.
Here we choose admissible coordinate systems (�j ; �j) on the boundary of Qc

in the following way. Recall that the index j enumerates the boundary tori
of Qc . As the �rst cycle �j , we take a �ber of the trivial Seifert �bration on Qc .
The second basis cycle �j is taken to be the intersection of the boundary torus Tj
and the transversal section Ptr . Note that, if the atom is planar (i.e., Ptr can be
embedded into a plane), then Ptr is de�ned uniquely up to isotopy by the collection
of cycles f�jg, i.e., by its boundary. However, in general this is not true, i.e.,
it is impossible, generally speaking, to reconstruct a transversal section in a unique
way from a given admissible coordinate system.

Now consider the last case, i.e., a saddle 3-atom with stars. In this case,
the basis cycles f�jg of an admissible coordinate system do not form the boundary
of a transversal section Ptr � Qc . Roughly speaking, these cycles f�jg
give only a half of the boundary of the section Ptr . Moreover, in the case
of atoms with stars, there are very many di�erent transversal sections. These
sections can have di�erent topology and be non-homeomorphic. That is why
�rst we have to choose and �x the topological type of transversal sections
in such atoms.

Suppose we are given a 3-atom Qc having critical circles with non-orientable
separatrix diagrams. As shown in Chapter 3, the 3-atom Qc corresponds to some
2-atom with stars V = (P;K) that is the base of the Seifert �bration on Qc .
As a transversal section Ptr , we must take a certain double of this atom,

i.e., a two-dimensional surface bP with an involution � such that P = bP=�
(see Section 3.5 for details). We wish to choose a canonical type of these double.
To this end, consider all star-vertices of the atom (P;K). Then we connect each
of them by a segment with the positive boundary circle of P that passes by this
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Figure 8.1

vertex, and cut P along this segment. In other words, we make cuts of the 2-atom
in the same direction: from the star-vertices to the positive boundary of P .

After this, we take two copies of the surface obtained and glue a double bP from
them by identifying the equivalent cuts, i.e., corresponding to the same star-vertex
(see Fig. 8.1). On this double, there is a natural involution � whose �xed points
are exactly star-vertices.

Then we construct an embedding

�: bP ! Qc

of the double bP into the 3-atom Qc to obtain a transversal section Ptr = �( bP ).
This embedding must satisfy the following property: the diagram

is commutative.
The existence of such a section has been in fact proved in Chapters 3 and 5.
From now on, in the case of atoms with stars, we shall consider only such

transversal sections �( bP ) = Ptr .
We now explain how, using the section Ptr , we can construct admissible

coordinate systems on the boundary tori of the 3-atom Qc . Consider an arbitrary
boundary torus Tj � @Qc . As the �rst basis cycle we take, by de�nition, the �ber
of the Seifert �bration. Then, as we did it in Chapter 4, we set b�j = Ptr \ Tj .
All the tori Tj can naturally be divided into positive and negative ones (depending
on the sign of the rotation function; see Lemma 8.5 below). It is easy to see that,
in the case of a negative torus, b�j represents a disjoint union of two homologous
cycles each of which is a section of the Seifert �bration. As the second basis
cycle � on Tj , we take one of them. If the torus is positive, then two cases are
possible: either b�j is a disjoint union of two cycles, or b�j is a single cycle which
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has intersection index 2 with �bers of the Seifert �bration. It is not di�cult
to understand when each of these cases happens. For this, we consider the projection
�:Ptr ! P and the image �(b�j). This image is evidently one of the boundary
circles of P . Let sj be the number of star-vertices by which this boundary circle
passes (or, equivalently, the number of cuts corresponding to this circle that we

made to construct the double bP ). If sj is even, then b�j is a pair of disjoint cycles
and, on the contrary, if sj is odd, then b�j is a single cycle.

In both cases, we de�ne the second basis cycle �j from the relation

�j =
1

2
(b�j + sj�) :

This relation makes sense, since the expression in brackets is a double
cycle. Thus, we have indicated explicit formulas which connect the boundary
of the transversal section @Ptr = fb�jg with the basis cycles of the admissible
coordinate system.

Now for each saddle 3-atom Qc (with or without stars) we �x a transversal
section Ptr . For the atoms of type A, we �x the structure of a trivial S1 -�bration
by choosing a �ber � on its boundary torus. Recall that, unlike saddle atoms,
in this case, the ambiguity is in the choice of a trivial S1 -�bration on A, whereas
the transversal section is uniquely de�ned. The set of �xed sections for the saddle
atoms and �bers for the atoms A will be denoted by P.

Comment. In what follows, speaking of the set P, we shall use the term
\set of section", although, for the atoms of type A, we choose not a section, but
a �ber. This should not be confusing, since the \theory of transversal sections"
actually plays the main role in our construction.

Thus, suppose we are given a concrete set of sections P. Then we can compute
many natural objects. Namely, we can compute all the gluing matrices, all
the rotation vectors, all the �-, �-, and Z -invariants of Poincar�e ows for each
transversal section Ptr � Qc . To do this, we introduce the following notation:

ej is an edge of the molecule W ;

(��j ; �
�

j ) and (�+j ; �
+
j ) are admissible coordinate systems at the beginning and

end of the edge ej respectively, which, of course, depend on P;
Cj(P) is the corresponding gluing matrix on the edge ej ;

R�j (P) and R+
j (P) are the rotation vectors of the Hamiltonian system v on ej

in these coordinate systems;
�c(P), �c(P) and Zc(P) are �-, �-, and Z -invariants of the Poincar�e ows

for each atom Qc (for a given choice of the set of sections P).

Comment. Recall that all saddle critical circles of the integral f on Q3

are assumed to be hyperbolic. This guarantees that the Poincar�e Hamiltonian
on a transversal section is a Morse function (see Proposition 5.5). Therefore,
the �-, �-, and Z -invariants are well-de�ned for each saddle atom.

De�nition 8.1. The set of objects

T = fCj(P); R
�

j (P); R
+
j (P); �c(P); �c(P); Zc(P)g

is called a superuous t-frame of the molecule W .
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In other words, by considering a superuous t-frame, we collect together all
information about atomic and edge invariants. The next statement shows that this
information is su�cient for the orbital classi�cation.

Lemma 8.1 (Main lemma). Let v1 and v2 be two integrable Hamiltonian

systems on isoenergy 3-surfaces Q1 and Q2 respectively. Suppose their molecules

are equal. These systems are orbitally topologically equivalent if and only if

there exist sets of sections P1 and P2 (for v1 and v2 , respectively) such that

the corresponding superuous t-frames coincide.

Comment. The lemma shows that the set of orbital invariants included into
a t-frame is complete. Therefore, we need not look for any other invariants
(for orbital classi�cation). At the same time, it should be noted that the de�ciency
of the discovered invariants is that they are not uniquely de�ned but depend
on the choice of transversal sections. However this ambiguity can be avoided by some
formal procedure. Roughly speaking, one needs to factorize superuous t-frames
with respect to the action of the group of transformations of transversal sections.
This will be done in the next section.

Proof. In one direction, this claim is evident. Indeed, if the systems are
equivalent, then, for any set P1 , we may consider its image under the orbital
homeomorphism � as a set of sections P2 for the second system. After this, all
invariants included in the t-frames will obviously coincide.

Let us prove the converse. We need to show that the two systems v1 and v2
with the same superuous t-frames are orbitally equivalent. Consider the given sets
of sections P1 and P2 . The coincidence of the �-, �-, and Z -invariants for v1 and v2
implies that the corresponding Poincar�e ows w1 and w2 are topologically conjugate
on the given sections (see Theorems 6.1 and 6.2). Hence the systems v1 and v2 are
orbitally equivalent on the corresponding saddle 3-atoms (see Theorem 5.1).

In the case of atoms A, the situation is analogous and even simpler, since
there are no atomic invariants. It is su�cient to know the behavior of the rotation
function near the atom A. Namely, the following lemma holds.

Lemma 8.2. Suppose we are given two integrable systems v1 and v2
on the 3-atom A, i.e., in a neighborhood of a stable periodic trajectory. Suppose

the rotation functions �1 and �2 of these systems are conjugate (continuously
or smoothly) in this neighborhood. Then v1 and v2 are orbitally equivalent

(topologically or smoothly, respectively).

Proof. This assertion is a corollary of the reduction theorem (Theorem 5.1).
As we shall see below, the rotation function of the system vi on the 3-atom A
coincides with the period function � of the reduced system on the 2-atom A,
i.e., on a two-dimensional disc. As a result, the question of whether the given
systems are orbitally equivalent is reduced to the proof of the fact that the reduced
systems w1 and w2 are conjugate on a two-dimensional disc provided the period
functions are conjugate. But, under this assumption, we can write an explicit
formula which gives the desired conjugating homeomorphism (or di�eomorphism,
respectively). It is easy to see (see, for example, [110]) that, for each reduced
system wi (where i = 1; 2), there exist local canonical coordinates pi; qi on the disc
such that the Hamiltonian Fi of the system wi takes the form Fi = Fi(p

2
i + q2i ).
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Moreover, the period functions �i(si) become

�i(si) = 2�

�
@Fi
@si

��1

;

where si = p2i + q2i . If the period functions are conjugate by means of a change
s2 = s2(s1), then the homeomorphism (resp. di�eomorphism) which conjugates
the systems w1 and w2 can be written in the simple form: '2 = '1 , s2 = s2(s1),
where 'i are polar angles corresponding to the Cartesian coordinates pi; qi .
Therefore, the Poincar�e ows are conjugate and, consequently, the initial systems
v1 and v2 are orbitally equivalent on the 3-atom A. �

Thus, the systems v1 and v2 are orbitally equivalent near singular �bers
(i.e., on 3-atoms). Besides, by our assumption, the rotation vectors of these systems
coincide on the corresponding edges of the molecules W1 and W2 . Then it follows
from Propositions 5.2 and 5.3 that the systems v1 and v2 are orbitally equivalent
on each edge. It remains to sew the existing orbital isomorphisms on atoms and
edges into a single orbital isomorphism Q1 ! Q2 .

Thus, consider an arbitrary edge e adjoining a certain atom V . Near this atom,
on a one-parameter family of Liouville tori T 2� [a; b], we have two di�erent orbital
isomorphisms:

�; �:T 2 � [a; b]! T 2 � [a0; b0] :

To sew these isomorphisms, we must construct a new orbital isomorphism
�:T 2�[a; b]! T 2�[a0; b0] which coincides with � in a neighborhood of one boundary
torus, i.e., on the set T 2 � [a; a + "], and coincides with � in a neighborhood
of the other boundary torus, i.e., on the set T 2�[b�"; b]. Note that, in our situation,
� and � are both �ber homeomorphisms, i.e., the image of a Liouville torus from
the family T 2�[a; b] is a certain Liouville torus from T 2�[a0; b0]; moreover, this torus
is the same for both isomorphisms. The point is that, under orbital isomorphisms,
the rotation number must be preserved. But it changes monotonically near a saddle
atom; therefore, the image of each Liouville torus is uniquely de�ned. Besides,
� and � are homotopically equivalent, since the homotopy type of these mappings
is determined by the images of the basis cycles, which de�ne admissible coordinate
systems. In our case, the images of the basis cycles are �xed, since we have �xed
the sets of sections. The desired sewing is possible due to the following sewing
lemma, which holds both in the smooth and topological cases.

Lemma 8.3. Suppose we are given two orbital isomorphisms between two

integrable Hamiltonian systems v1 and v2 restricted to one-parameter families

of Liouville tori :

�; �:T 2 � [a; b]! T 2 � [a0; b0] :

Let �(T 2 � fcg) = �(T 2 � fcg), and let � and � be homotopic. Then there exists

a sewing orbital isomorphism � such that

� =

�
� on the set T 2 � [a; a+ "] ;

� on the set T 2 � [b� "; b] :

Copyright 2004 by CRC Press LL



Proof. Without loss of generality, we may assume that the rotation function
does not change very much on our family of tori. Otherwise we can divide [a; b] into
small segments and prove the lemma separately for each of them. This condition
is needed for the existence of a transversal section. In our case, however, it will be
ful�lled automatically, since near an atom such a section always exists.

Thus, consider an arbitrary transversal section P = S1 � [a; b] � T 2 � [a; b]
for the �rst vector �eld v1 and construct the transversal section P 0 in the family
T 2 � [a0; b0] so that P 0 coincides with the image �(P ) near the boundary torus
T 2 � fag, and it coincides with the image �(P ) near the other boundary torus
T 2 � fbg. It is easy to see that such a transversal section P 0 exists.

Consider the Poincar�e ows on the sections P and P 0 . They are conjugate
by the reduction theorem. The isomorphism { conjugating these ows is
not uniquely de�ned. The ambiguity can be explained as follows. Let N be a curve
which joins a pair of points on the two components of the boundary of the annulus P
and is transversal to the integral curves of the Poincar�e ow (Fig. 8.2). Then,
as the image of N under the mapping { , we can take any analogous transversal
curve N 0 on the annulus P 0 . It is easy to see that, if the image {(N) is �xed, then
{ can be uniquely reconstructed.

Figure 8.2

In our case, as a transversal curve N 0 � P 0 , we take such a curve which coincides
with �(N) near one boundary component of P 0 and coincides with �(N) near
the other boundary component.

Inside the annulus, the curve N 0 can be chosen arbitrarily provided it is smooth
and transversal to the ow. After this, we can uniquely reconstruct the isomorphism
{:P ! P 0 which sends the Poincar�e ow �t on P into the Poincar�e ow �0t on P 0 .
It is clear that, by construction, { coincides with the restriction �jP near the �rst
boundary circle and coincides with �jP near the other boundary circle.

We now need to extend the mapping {:P ! P 0 to an orbital isomorphism �
between the families of Liouville tori T 2� [a; b] and T 2� [a0; b0]. Such an extension
is always possible, and we now give a formal construction.

We make a smooth change of time on the trajectories of the ows v and v0

so that the passage time from each point x 2 P (resp. x0 2 P 0) up to the point
�(x) 2 P (resp. �0(x0) 2 P 0) is equal to 1. Then we get natural coordinate systems
(x; t) and (x0; t0) on the families of tori T 2� [a; b] and T 2� [a0; b0], where x and x0
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are points on the sections P and P 0 respectively, and t and t0 are new times along
the ows measured from these sections (in other words, we assume that tjP = 0
and t0jP 0 = 0). Here the points (x; t + 1) and (�(x); t) are identi�ed. (Similarly,
(x0; t0 + 1) = (�0(x0); t0).)

The isomorphism � in terms of these coordinates can now be written as follows:

�(x; t) = (x0; t0) = ({(x); t0(x; t)) ;

where
1) t0 is monotone (as a function of t),
2) t0(x; t+ 1) = t0(�(x); t) + 1,
3) t0(x; 0) = 0, t0(x; 1) = 1.

A mapping satisfying these conditions obviously exists, since the Poincar�e ows
�t and �0

t
are conjugate.

Let us choose such a mapping e� (we denote the corresponding function t0(x; t)

by et0(x; t)) and \deform" it so that near the boundary tori it coincides with � and �
respectively. It is clear that the formulas for the isomorphisms � and � ,

in the coordinates (x; t), have the same form as the one given above for e� .
The only di�erence is in the choice of the function t0(x; t). We denote these
functions for � and � by t0� and t0� respectively. We now de�ne a new function t0

by the formula

t0(x; t) =

8><
>:

(1� c(f))t0�(x; t) + c(f)et0(x; t) if f 2 [a; a+ 2"] ;et0(x; t) if f 2 [a+ 2"; b� 2"] ;

(1� c(f))t0�(x; t) + c(f)et0(x; t) if f 2 [b� 2"; b] :

Here c(f) is a smooth function with the graph shown in Fig. 8.3.

Figure 8.3

It is easily seen that t0(x; t) satis�es all the required conditions. The sewing
lemma is proved. �

Remark. It is not di�cult to see that the proof of the sewing lemma works
also in the smooth case. Moreover, the proof is actually constructed for the case
when all the objects are smooth. This is very natural since all non-smooth e�ects
are located on singular leaves, but we make sewing at a certain distance from them.

Thus, by sewing the existing orbital isomorphisms given on individual atoms
and edges, we obtain a global orbital isomorphism, as required.

Thus, the main lemma is proved in the topological case. �
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8.2. THE GROUP OF TRANSFORMATIONS
OF TRANSVERSAL SECTIONS.
PASTING-CUTTING OPERATION

From Lemma 8.1 we immediately get a method for constructing orbital invariants.
We only need to select combinations of elements of superuous t-frames that
do not depend on the choice of the set of sections P.

From the formal point of view, we can consider the following construction. Let T
be the superuous t-frame corresponding to a certain set of transversal sections P.
If we change the set of sections, then the superuous t-frame also changes according
to some de�nite rule. This actually means that, on the set fTg of all possible
superuous t-frames, there is an action of the group of transformations of transversal
sections, which we denote by GP. It turns out that, as GP, we should take the direct
sum of the integer 1-cohomology groups H1(Pc;Z) for all saddle atoms of the given
molecule and, in addition, s copies of Z (each copy corresponds to some atom A).

Thus, GP =
�L

c

H1(Pc;Z)
�
�Z

s.

This assertion is actually a general fact from 3-topology. We now comment on it.
Consider two di�erent transversal sections Ptr and P 0tr for some saddle 3-atom Qc .
What is the di�erence between them? To answer this question we have to consider
two cases separately: atoms with stars and atoms without stars.

We begin with atoms without stars. In this case, a 3-atom has the type of direct
product (Qc; f

�1(c)) = (Pc;Kc)� S1 . Consider two transversal sections

Ptr = j(Pc) and P 0tr = j0(Pc) ; where j; j0:Pc ! Qc :

Since both the sections are de�ned up to isotopy, we may assume without loss
of generality that the sections Ptr and P 0tr intersect the critical circles of the atom
at the same points. This means that the images of each vertex of the graph Kc under
the mappings j and j0 coincide. Consider an arbitrary edge Ki of the graph Kc and
its images j(Ki) and j0(Ki). Clearly, j(Ki) = Ptr\Li and j0(Ki) = P 0tr\Li , where
Li is one of the annuli that form the critical level f�1(c) of the integral f . Thus,
we have two edges j(Ki) and j0(Ki) on the annulus Li with coinciding endpoints
lying on the opposite boundary circles of the annulus.

Consider the oriented cycle � on the annulus Li that is the �ber of the Seifert
�bration. The edges j(Ki) and j0(Ki) also have natural orientations given by
the Poincar�e ows w and w0 (induced by the same Hamiltonian vector �eld v
on the annulus Li). Hence we can uniquely write down the following decomposition:
j0(Ki) = j(Ki)+mi�, where mi is an integer. (Indeed, the di�erence j

0(Ki)�j(Ki)
is obviously a 1-cycle on the annulus Li ; therefore, in the homological sense, this
cycle is a multiple of � with some integer coe�cient mi .)

Thus, as a result of comparing the transversal sections Ptr and P 0tr , we assign
an integer mi to each edge Ki . We interpret this set of integer numbers
as a 1-cochain m, which we call a di�erence cochain. It is easy to observe
that the cochain m is de�ned up to an integer coboundary. Indeed, consider
the image of a vertex Sj of the graph Kc under the mapping j0 . Since we are
interested in transversal sections up to isotopy only, we can move this vertex
along the �ber � until it returns to the initial position (the other vertices remain
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�xed). On the one hand, such operation transforms the section into an isotopic
one. But on the other hand, it is easily seen that the di�erence cochain m is
changed by the elementary coboundary corresponding to the vertex Sj (regarded
as a 0-cochain). Thus, a well-de�ned di�erence of two sections is an element
of the integer cohomology group C1(Kc;Z)=B

1(Kc;Z) = H1(Kc;Z). Taking into
account that the surface Pc can be contracted to the graph Kc , we can interpret
the di�erence m as an element of the group H1(Pc;Z).

Conversely, let Ptr = j(Pc) be a transversal section, and let m 2 H1(Pc;Z).
Then we can uniquely (up to isotopy) reconstruct a new section P 0tr = j0(Pc)
such that the di�erence cochain between Ptr and P 0tr will be equal to m.

Now consider the case of atoms with stars. The general scheme remains

the same. As transversal sections, we must consider embeddings of the double bPc
corresponding to a 2-atom (Pc;Kc) with stars. Thus, suppose we are given two
embeddings

j: bPc ! Qc ; j0: bPc ! Qc :

Recall that we consider only those embeddings for which the diagram

is commutative.
It is easy to see that, by means of a suitable isotopy, we can achieve

the situation when these embeddings coincide on small neighborhoods of the vertices

of the double bPc . Let bKc � bPc denote the graph that is the double of Kc . Then
the same argument as above gives the relation

j0( bKi) = j( bKi) +mi� ;

where fmig are integers, and bKi are edges of bKc .
In this case, each annulus Li of the singular leaf L intersects a transversal

section not by one segment (as it was in the case of atoms without stars), but
by two segments. These segments are mapped into each other under the involution �

de�ned on the double. Let us denote them by bKi and �( bKi). Then the relation

analogous to that obtained for the segment bKi will hold also for �( bKi). Namely,

j0(�( bKi)) = j(�( bKi)) +mi� ;

where mi is the same as the one in the formula for the edge bKi . The obtained set
of integers fmig can be interpreted as a � -symmetric 1-cochain, i.e., an element

of the group C1( bKc;Z). In other words, this cochain takes the same values
on the edges which are mapped into each other under the involution � . Therefore,

the set fmig can be interpreted as a 1-cochain on the graph Kc = bKc=� . Thus,
actually, the 1-cochain fmig lies in the group C1(Kc; Z). As in the previous case,
it is easily seen that this cochain is de�ned modulo the space of coboundaries, and
we come to the same result: the di�erence of two sections is an element of the one-
dimensional cohomology group H1(Pc;Z). Conversely, if we are given an arbitrary
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element m 2 H1(Pc;Z), then it is always possible to construct a new transversal

section P 0tr = j0( bPc) in the 3-atom Qc which di�ers from the section Ptr = j( bP )
by the cocycle m.

Remark. From the formal point of view, the group of transformations
of transversal sections has the same structure both for atoms with stars and for
atoms without stars. This is the one-dimensional cohomology group H1(Pc;Z).
Formally, the invariants (�;�;Z) of the reduced system also have the same nature
both for atoms with stars and for atoms without stars. These two observations
by A. B. Skopenkov [80] allow us to include atoms with stars into the general orbital
classi�cation theory.

In the case of an atom of type A, an analog of a di�erence cochain is introduced
in the following way. Recall that topologically an atom A is represented by a solid
torus, and the ambiguity in this case consists in the choice of a �ber � of a trivial
Seifert �bration on the boundary torus. Clearly, two such �bers are connected
by the relation �0 = � + m�, where � is the meridian of the solid torus, and m
is some integer number. This number is just an analog of a di�erence cocycle;
for convenience, we shall use this term both for saddle atoms and for atoms A.

Thus, if we have a set of transversal sections P = fPtrg and a set of cocycles
M = fmcg 2 GP, then we can construct in a natural way a new set of sections P0 ,
which is the result of the action of M on P.

Thus, we can de�ne the action of the group GP (the group of transformations
of transversal sections) on the set of all transversal sections fM g. The structure
of the group GP is very simple: this is a free Abelian group Z

n+k, where
n is the number of closed hyperbolic trajectories of the system with oriented
separatrix diagram, and k is the total number of all singular leaves (i.e., atoms).
Here we use the fact that the dimension of the cohomology group H1(Pc;Z)
for each individual atom can be calculated by the following simple formula:
dimH1(Pc;Z) = sc + 1, where sc is the number of vertices of the graph Kc

of degree 4 (i.e., the number of hyperbolic trajectories with oriented separatrix
diagrams that belong to this atom).

The next assertion shows what happens to the Poincar�e ow under a transfor-
mation of the transversal section.

Proposition 8.1.

a) Let Qc be a 3-atom without stars ; let w and w0 be the Poincar�e ows

generated by the system v on sections Ptr = j(Pc) � Qc and P 0tr = j0(Pc) � Qc .

Let m 2 H1(Pc;Z) be a di�erence cocycle for Ptr and P 0tr . Then the ow w0

on the 2-atom Pc is obtained from w by the pasting-cutting operation ��m .

b) Let Qc be a 3-atom with stars ; let w and w0 be the Poincar�e ows generated

by the system v on sections Ptr = j( bPc) and P 0tr = j0( bPc), where bPc is the canonical

double of the 2-atom Pc . Let m 2 H1(Pc;Z) be the di�erence cocycle between these

sections. Then the system w0 on the double bPc is obtained from w by the pasting-

cutting operation ��bm , where the 1-cocycle bm denotes the lift of m from Pc =
bPc=�

to its double bPc . In other words, bm is the � -symmetric 1-cocycle which takes

the same values on those edges of the graph bKc that are mapped into each other

under the involution � . More precisely, if m takes a value mi on an edge Ki 2 Kc ,

then bm takes the same value mi both on bKi and on �( bKi).
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Proof. We begin with the case of atoms without stars. It su�ces to prove
Proposition 8.1 for an elementary 1-cocycle m, namely for the cocycle that is equal
to zero on all the edges of Kc except for one edge Ki on which it is equal to 1.

Consider an annulus Li (Fig. 8.4) with two transversal smooth curves
j(Ki) and j0(Ki) (bold lines in Fig. 8.4). Here j0(Ki) is obtained from j(Ki)
by a winding with the coe�cient mi = 1 along the axis of the annulus. By a thin
line we show a trajectory of the vector �eld v = sgradH whose behavior,
according to our assumptions, corresponds to Fig. 3.16(b). Recall that the edges
j(Ki) and j0(Ki) are the intersections of the transversal sections Ptr and P 0tr with
the annulus Li . We have chosen them in a special way to make the proof more
visual. We are allowed to do this, since a section can undergo an isotopy without
changing any of its properties.

Figure 8.4

On the segments S1X and Y S2 , the edges j(Ki) and j0(Ki) coincide; they di�er
only on the interval XY . Therefore, on the segments S1X and Y S2 , the Poincar�e

ows �t and �0
t
coincide. What happens between points X and Y ? It is easy

to see by our construction that Y = �2(X) and, at the same time, Y = �0
1
(X).

The situation on all neighboring tori will be similar. Thus, the ow �t requires more

time to pass the interval from X to Y than the ow �0
t
. Moreover, the di�erence is

exactly 1. But this just means that the ow �0
t
is obtained from �t by cutting out

a piece of length 1, as was to be proved.

Part (b) is proved similarly. We only need to repeat the above arguments for each

pair of corresponding edges bKi and �( bKi). �
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8.3. THE ACTION OF GPPP ON THE SET
OF SUPERFLUOUS t-FRAMES

It is remarkable that the action of GP on the set of sections fPg induces a natural
action on the set fTg of (admissible) superuous t-frames. Suppose we are given
a Hamiltonian system v and a set of sections P = fPtrg. Then the superuous
t-frame T corresponding to this set is well de�ned. We act on P by an element M
of the group of transformations GP. After this, we obtain a new set of sections P0

with a new superuous t-frame T
0 . By de�nition, we shall assume that T

0 is
the result of the action of M on T.

We stress that non-triviality of this construction consists of the fact that T0

depends only on T and M and does not depend on the concrete choice of v and P.
We shall now prove this theorem, resting on the theory already developed.

We shall see this via explicit formulas that describe this action.
Besides the di�erence cochain mc , we shall consider a di�erence 2-cochain

kc = �mc which is the coboundary of mc in the following sense. Notice that
mc is a cocycle from the point of view of the graph Kc (or the surface Pc with

boundary). However, from the point of view of the closed surface ePc obtained
from Pc by gluing discs to all of its boundary circles, the cochain mc will have
a non-trivial coboundary �mc , which we denote by kc .

The cochain kc assigns a certain integer number kn to each boundary torus
of the atom Qc . In fact, this number has occurred many times in the formulas
for the change of admissible coordinate systems on the boundary tori of the atom
(see Chapter 4):

�n = �0n ; �n = �0n + kn�
0

n :

Let us note that, in terms of the sections P and P0 , the di�erence 2-cochain kc
has a very natural meaning: in the case of atoms without stars, kc shows how
the boundaries of the sections Ptr and P 0tr di�er (while the di�erence 1-cochain mc

describes the di�erence between the sections themselves, i.e., contains more precise
information). Let K denote the set fkcg. In the case of atoms with stars,
the interpretation of the 2-cochain kc actually remains the same. But since we have

to consider the doubles, the boundaries of the transversal sections Ptr = j( bPc) and
P 0tr = j0( bPc) di�er by 2kc .

The above arguments were related to saddle atoms. In the case of an atom
of type A, as an analog of 2-cochain kc we shall consider one integer number k
assigned to the boundary torus. As such a number, we take the number m itself
de�ned by the relation �0 = �+m�. In other words, in this case, the same number m
plays both the role of the di�erence 1-cochain mc and that of the di�erence
2-cochain kc = �mc .

Thus, on each boundary torus of each atom Qc there is an integer kn . Therefore,
we may assume that these numbers are located in the beginning and at the end
of each edge ej of the molecule W . That is why the indexing of these numbers can
be produced in two ways:

1) k�j and k+j , where j enumerates the edges of the molecule W (the minus
corresponds to the beginning and the plus corresponds to the end of the edge ej );

2) kn , where n enumerates the boundary tori of an atom Qc (in this case,
the kn 's can be considered as the coe�cients of the di�erence 2-cochain kc).
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An analogous convention will be used for indexing the rotation vectors R�; R+

and admissible coordinate systems (�; �) on Liouville tori. In this approach, many
formulas are simpli�ed.

Proposition 8.2. Let P be an arbitrary set of transversal sections for some

integrable system v on an isoenergy surface Q3 . Let M be an arbitrary element

of the group GP, and let K = �M . In other words, M and K are the sets

of di�erence 1- and 2-cochains respectively. Let P0 be the set of sections obtained

from P by the transformation M , and let T and T
0 be the superuous t-frames

corresponding to the sets P and P
0 . Then the elements of these t-frames are

connected with each other as follows :

1) C 0j =

�
�0j �

0
j

0j �
0
j

�
=

�
1 0

�k+j 1

��
�j �j
j �j

��
1 0
k�j 1

�
=(A+

j )
�1CjA

�

j , where A
�

j =

�
1 0
k�j 1

�
;

2) (R�j )
0 = R�j + k�j and (R+

j )
0 = R+

j + k�j ,

3) �0c = �c ,

4) �0
c = �c + �01(kc) or, equivalently, �0

c = �c + �1(mc),
5) Z 0c = Zc + �2(mc).

Proof. Formula (1) is proved in Chapter 4. Formula (2) follows from
Proposition 1.14. Formulas (3), (4), (5) follow from the properties of the pasting-
cutting operation (see Section 6.4) and Proposition 8.1, which interprets the action
of the element mc as a pasting-cutting. �

Corollary. The action of the group of transformations of transversal sections

on the set of superuous t-frames is well de�ned. In particular, this action

does not depend on the choice of a concrete Hamiltonian system and a set

of transversal sections realizing the given t-frame.

8.4. THREE GENERAL PRINCIPLES
FOR CONSTRUCTING INVARIANTS

We can now state some general principles of the construction of orbital invariants.

8.4.1. First General Principle

Let g be a function on the set of superuous t-frames that is invariant under

the above described action of the group GP (g takes values in some reasonable set):

g: fTg ! X ; and g(T) = g(T0) if T
0 = M (T) ;

where X denotes the set of possible values of the function g (for example, real

numbers, projective space, chains, cochains, etc.).
Then g (now as a function on the set of integrable Hamiltonian systems)

is a topological orbital invariant of integrable Hamiltonian systems on isoenergy

surfaces.
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8.4.2. Second General Principle

Let g1; : : : ; gp be a set of topological orbital invariants (see the �rst general

principle), and assume that this set is complete, i.e., allows us to distinguish

the orbits of the action of the group GP on the set of superuous t-frames.

Then the object (W; g1; : : : ; gp) (which can be called a t-molecule, interpreting

g1; : : : ; gp as some new marks attached to the molecule W ) is a complete topological

orbital invariant of integrable Hamiltonian systems on isoenergy surfaces. In other

words, two integrable Hamiltonian systems are topologically orbitally equivalent

if and only if the corresponding t-molecules coincide.

Thus, our problem reduces to a rather formal search for invariants of the action
of GP on the set fTg.

8.4.3. Third General Principle

For a proper approach to the classi�cation problem, we consider the set of all
superuous t-frames and the action of the group of transformations of transversal
sections. As a result, we obtain an orbit space (perhaps not very nice if
the Hamiltonian system is su�ciently complicated). After this, we must consider
this orbit space and de�ne a set of \functions" separating the orbits. Our third
principle is the following.

A complete set of invariants can be chosen in a non-unique way. Each choice

of invariants is determined by speci�c properties of the molecule of a given system.

This means that t-molecules can be determined in di�erent ways. However, any

choice of a speci�c form of a t-molecule must take into account its underlying

\compulsory part", namely, the marked molecule W � , which can be \extended"

by new invariant parameters by di�erent methods.

For example, working only with simple molecules, we can add to W � only
the b-invariant introduced below and the rotation vectors; if complex molecules are

considered, it will be necessary to add the more delicate e� eZ[ e�]-invariant.

8.5. ADMISSIBLE SUPERFLUOUS t-FRAMES

AND A REALIZATION THEOREM

8.5.1. Realization of a Frame on an Atom

Let P 2
c be a saddle 2-atom with or without stars, and let Q3

c be the corresponding
3-atom.

Lemma 8.4.

a) Suppose we are given an arbitrary Hamiltonian system w = sgradF
on the 2-atom Pc (without stars) with a Morse Hamiltonian F . Then this system

can be realized as the Poincar�e ow for some integrable Hamiltonian system v =
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sgradH with two degrees of freedom on the symplectic manifold M4 di�eomorphic

to the direct product Q3
c � (�1; 1).

b) Suppose we are given a Hamiltonian system w = sgradF on the double bPc
of the 2-atom Pc (with stars) with a Morse Hamiltonian H which is invariant under

the involution �: bPc ! bPc . Then this system can be realized as the Poincar�e ow

of some integrable Hamiltonian system v = sgradH with two degrees of freedom

on the symplectic manifold M4 di�eomorphic to the direct product Q3
c � (�1; 1).

Here Q3
c is the 3-atom corresponding to the 2-atom Pc =

bPc=�.
Proof. a) Let ! be the symplectic structure on Pc that corresponds to the Hamil-

tonian F and the �eld w . Consider the 4-manifold fM = Pc � [0; 2�] � (�1; 1)

with the symplectic structure e
 = ! + dH ^ d', where H and ' are the natural
coordinates on (�1; 1) and [0; 2�] respectively. This is, clearly, a symplectic
structure, and F is an integral of the Hamiltonian vector �eld sgradH = @=@'.

We now identify the bases of the cylinder Pc�(�1; 1)�f0g and Pc�(�1; 1)�f2�g
via the di�eomorphism g(p;H; 2�) = (�(p); H; 0), where � = �1 is the shift by unit
time along the vector �eld w . Here (p;H) denotes a point of Pc � (�1; 1).

As a result, we obtain a manifold M4 = Pc � S1 � (�1; 1); and the symplectic

structure e
 turns (upon sewing) into a good symplectic structure on M (since
the symplectic structure ! is preserved under the mapping � .

It is clear that the mapping �:Pc ! Pc will be the Poincar�e map of the Hamil-
tonian ow v = sgrad(H) on each isoenergy surface, as required.

b) In the case of atoms with stars, we proceed similarly. Namely, we consider

the cylinder fM = bPc� [0; �]� (�1; 1) and identify its bases bPc� (�1; 1)�f0g andbPc� (�1; 1)�f�g via the di�eomorphism of the form g(p;H; �) = (��1=2(p); H; 0).
As in the previous case, we obtain a symplectic manifold with the Hamiltonian ow

sgradH , which is transversal to the section bPc . Here, the standard Poincar�e map
(of multiplicity 1) on this section will be of the form � = ��1=2 . But, according to
our terminology, as the Poincar�e map on atoms with stars, we consider the repeated
mapping, which in this case takes the following form:

� = (�)2 = ��1=2��1=2 = �2�1 = �1 ;

as required. This completes the proof. �

This lemma shows, in particular, that we can realize any admissible triple
(�;�;Z) (see Section 6.3) as the triple of atomic invariants for an integrable system
with two degrees of freedom, i.e., as an element of some superuous t-frame.

Let us note another important link between a system on a 3-atom and its
reduction on the 2-atom. In Chapter 6, we considered many times the period
function � which assigned the period to each closed trajectory � of a system
given on 2-atom. In our case, each closed trajectory of the reduced system on P
corresponds to a certain Liouville torus, on which we can de�ne the rotation
number �. It is easily seen that there is a very natural relationship between
the numbers � and � . To formulate the answer in a convenient form, we shall take
the period function with sign. Namely, we take \plus" if the trajectory is located
on a positive annulus, and \minus" if the trajectory is located on a negative annulus.

Copyright 2004 by CRC Press LL



Note that the trajectory �, being the intersection of the torus with the transver-
sal section P , can be considered as one of the basis cycles of an admissible coordinate
system that is additional to the �rst cycle �, which is a �ber of the Seifert �bration.
However, two natural orientations on � (as a trajectory of the reduced system and
as a basic cycle of the admissible coordinate system) may di�er. This exactly means
that the period of � should be taken with the minus sign. Note that, in the notation
we use now, an admissible coordinate system on an atom A is the pair (��; �),
but not (�; �).

Thus, suppose we have the orientation on � considered as the second basis
cycle of the admissible coordinate system. Then one can easily verify the following
assertion which is sometimes taken as a de�nition of the rotation number.

Lemma 8.5. Let Qc be an arbitrary atom, and let � be the period of a closed

trajectory � of the Poincar�e vector �eld w on a transversal section Ptr � Qc .

Let T be the Liouville torus in Qc corresponding to this trajectory, and let � be

the rotation number of v on the torus T relative to the coordinate system consisting

of the following two cycles : the �rst is a �ber of the Seifert �bration on Qc , and

the second is the intersection of Ptr with the given torus, i.e., �. Then � = � .

Note that this lemma allows us to divide all the annuli of an atom into
positive and negative ones by a very natural way: the sign of an annulus is
determined by the sign of the rotation function of the family of Liouville tori
corresponding to the annulus.

Corollary. Let Qc be a saddle atom (with or without stars). Then the rotation

function � written in any admissible coordinate system tends to in�nity as the torus

approaches the singular leaf L = f�1(c). In the case of an atom A, the limit

of the rotation function �, as the Liouville torus shrinks into a stable closed

trajectory, can be an arbitrary real number and cannot be equal to in�nity.

We also indicate an important link between the multipliers of the Poincar�e map
and the rotation function. Consider a 3-atom A represented as a neighborhood
of a stable periodic trajectory  foliated into Liouville tori. Let � be the multiplier
of  . Recall that � is, by de�nition, an eigenvalue of the linearized Poincar�e map
on a transversal section Ptr . Here there are two eigenvalues � and ��1 . Let
�0 be the limit of the rotation function � as the torus tends to  . We assume
that the rotation function is calculated in an admissible coordinate system related
to the atom A: the �rst basis cycle lies on the transversal section Ptr , and the second
is a �ber of a trivial Seifert �bration on the atom A directed along  .

Proposition 8.3. The following formula holds :

� = exp(2�i�0) :

Proof. Let us note that, in this proposition, we have interchanged the cycles
� and � in the basis on a Liouville torus (see Lemma 8.5). Therefore, in this
case, the rotation number and the period of the Poincar�e ow are connected
by the relation ��1 = � . Thus, the formula to be proved is actually an assertion
on a Hamiltonian system with one degree of freedom given on the transversal
section Ptr , since the function � and the multiplier � characterize the Poincar�e
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ow on Ptr . The desired formula is implied by the following fact, which holds for
Hamiltonian systems with one degree of freedom.

Let P0 be a non-degenerate local minimum (or maximum) of a Hamil-
tonian F (x; y). Set, for de�niteness, F (P0) = 0. Let �(c) be the period
of the ow w = sgradF for the closed trajectory of the form c = fF = cg,
and let �0 = lim

c!0
�(c). Denote by � the shift by unit time along integral

curves of w = sgradF . Consider the linearization d� (i.e., the di�erential) of �
at the point P0 and assume that � and ��1 are its eigenvalues.

Proposition 8.4. The following formula holds :

� = exp

�
�2�i

�0

�
:

Proof. According to the Morse lemma, we can choose such local coordinates x; y
in a neighborhood of P0 that F (x; y) = x2 + y2 . Since these coordinates are
not necessarily canonical, the symplectic form ! can be written in these coordinates
as ! = !(x; y) dx ^ dy , where !(x; y) is a smooth function. Then the Hamiltonian
vector �eld w = sgradF becomes

sgradF =

�
�y

!(x; y)
;

x

!(x; y)

�
:

Consider another vector �eld � = (�y; x). It is proportional to the �eld w ,

and w =
�

!(x; y)
. The period of � is constant and equal to 2� . Therefore,

the period �(c) of w can be estimated as follows:

2� �min!(x; y) � �(c) � 2� �max!(x; y) ;

where min and max are taken over the circle fF = cg centered at P0 . Taking
the limit as c! 0, we obtain the equality

�(0) = 2�!(0; 0) :

On the other hand, the linearization of w =
�

!(x; y)
at the equilibrium point P0 has

the form
�

!(0; 0)
=

(�y; x)

!(0; 0)
. Therefore, the eigenvalues of the linearized mapping �

equal
� = exp

�
�i

!(0; 0)

�
:

Comparing this expression with �(0), we get the desired formula:

� = exp

�
�2�i

�(0)

�
:

Thus, Proposition 8.4 is proved. �

Proposition 8.3 follows immediately from Proposition 8.4. �
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8.5.2. Realization of a Frame on an Edge of a Molecule

Here we prove a technical assertion allowing us to realize a system with prescribed
rotation function �(f) on an edge of a molecule.

Suppose we are given a four-dimensional symplectic manifold

M4 = T 2 � (a; b)� (�1; 1) ;

in which the following two open subsets are distinguished (see Fig. 8.5):

M1 = T 2 � (a; a+ ")� (�1; 1) and M2 = T 2 � (b� "; b)� (�1; 1) :

We assume that two functions H and f are given on M4 , where H is a parameter
on the interval (�1; 1), and f is a parameter on the interval (a; b). Let !1 and !2 be
symplectic structures on M1 and M2 , respectively, such that the natural foliations
into 2-tori are Lagrangian foliations. This means that H and f commute on Mi

with respect to the given symplectic structure !i .

Figure 8.5

On each 2-tori T 2 of the trivial bundle on M4 , we consider a compatible smooth
basis (�; �) (i.e., this basis depends smoothly on the torus).

Suppose we are now given a smooth function �(f) on the interval (a; b).
We assume that, for a < f < a+" and b�" < f < b, this function � is the rotation
function of the integrable Hamiltonian system v = sgradH on the isoenergy level
fH = 0g. The parameter for the one-parameter family of tori on fH = 0g is
the function f .

We wish to realize � as the rotation function of some Hamiltonian system with
the Hamiltonian H on the level fH = 0g. That is why we have to impose one more
natural restriction on it, which is connected to the following observation. First note
that � determines the direction of the vector �eld v on a torus only up to sign.
However, if we know the initial position of v and the rotation function, then
we can uniquely de�ne its �nal position by translating v continuously according
to the behavior of the rotation function. That is why we shall assume, in addition,
that, after formal translation of v from the torus ff = ag to the torus ff = bg
according to the rule de�ned by the rotation function �(f), we obtain again the �eld
v = sgradH , but not �v .
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Finally, the last condition is the following: the vector �elds sgradH and sgradf
(considered as a basis on the tangent space to a Liouville torus) de�ne the same
orientation of Liouville tori inside M1 and M2 . (This condition has natural
meaning, since we can compare orientations given on di�erent �bers of the trivial
T 2 -�bration.)

Lemma 8.6. Under the assumptions stated above, there exists a symplectic

structure 
 on the whole manifold M4 that extends the original structures

!1 and !2 de�ned on the \boundary collar" M1 [M2 and satis�es the following

conditions :
1) the original trivial �bration of the manifold M4 into 2-tori is Lagrangian,

i.e., the functions H and f commute on M4 .

2) the rotation function of the integrable Hamiltonian system v = sgradH
on the one-parameter family of two-dimensional Liouville tori fH = 0g coincides

with the prescribed function �(f).

Proof. Let us de�ne the action-angle variables inside M1 and M2 corresponding
to the given symplectic structures !1 and !2 and the �xed basis cycles (�; �).

Then we extend the angle variables '1 and '2 from the \boundary collar" to all
of M4 in an arbitrary smooth fashion. This can be done, because our T 2 -�bration
is trivial and its base is contractible. As a result, we obtain two smooth global
functions '1 and '2 on M4 . We now wish to extend the action variables s1 and s2
to the whole manifold M4 .

Assume for the moment that we have already extended the symplectic 2-form
and action-variables s1 and s2 to M4 . Then the rotation function on the level
fH = 0g can be computed by the formula

� =
@H=@s1
@H=@s2

or, equivalently,

� = �
@s2=@f

@s1=@f
:

Actually, the rotation function � is known, but we must �nd the functions
s1(H; f) and s2(H; f) satisfying this relation, taking into account that the mapping
(H; f)! (s1(H; f); s2(H; f)) must be an immersion.

Take two smooth functions a(f) and b(f) such that they do not vanish

simultaneously and �(f) =
a(f)

b(f)
. Besides, let

@s1
@f

= �b(f) and
@s2
@f

= a(f)

on the \boundary collar" M1 [M2 for H = 0.
Thus, we come to the following problem: to �nd a smooth curve  = (f) =

(s1(f); s2(f)) on the (s1; s2)-plane such that

d

df
= (�b(f); a(f)) :

This equation has a solution  = (f) that is uniquely de�ned up to parallel
Euclidean translation.
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On each of two-dimensional rectangles m1 and m2 in Fig. 8.5 (that represent
two \boundary collars" M1 and M2), we are given both pairs of functions
(H; f) and (s1; s2). Therefore, on each rectangle, we can express s1 and s2 in terms
of H and f . Recall that H and f are in fact Cartesian coordinates on m1 and m2 .
As a result, we obtain a smooth immersion of each rectangle m1 and m2 into
the (s1; s2)-plane. Their images are shown in Fig. 8.6 as two immersed \curvilinear"
rectangles em1 and em2 .

Figure 8.6

Recall that the action variables s1 and s2 are de�ned as functions of H and f
up to some additive constants. This means that the immersions are not uniquely
de�ned, but only up to an arbitrary Euclidean translation in the (s1; s2)-plane.
Thus, we obtain three objects on the (s1; s2)-plane: a curve  and two immersed
rectangles em1 and em2 . Each of them can be translated in the plane independently
of the others. It is clear that, combining these translations in a suitable way, we can
obtain the picture shown in Fig. 8.6, where the curve  starts from one rectangle
and ends at the other. Here we have used the following fact: the curve (f)
for a < f < a + " and b � " < f < b coincides with the images of two intervals
fH = 0g \m1 and fH = 0g \m2 .

All of this means that we are actually given an immersion (into the plane) of two
rectangles m1 and m2 joined by a straight line segment; our goal is to extend this
immersion to the whole rectangle (a; b)� (�1; 1) (see Fig. 8.5). It is clear that this
can be done.

We should point out one subtle point that was left \behind the scenes". If two
original immersions of m1 and m2 di�er from each other in orientation (i.e., if
we turned one of them over), then, of course, we would not succeed in extending
the immersion to the whole rectangle (a; b) � (�1; 1). However, we have used
the consistency of orientations implied by one of the conditions stated before
Lemma 8.6.

Now consider both functions s1 and s2 as action variables on the whole M4 .

Then the desired symplectic structure on M4 can be written in the following
canonical form:


 = ds1 ^ d'1 + ds2 ^ d'2 :

Clearly, this form satis�es all the requirements. This completes the proof. �
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8.5.3. Realization of a Frame on the Whole Molecule

Suppose we are given a molecule W and an abstract superuous t-frame for it:

T = (Cj ; R
�

j ; R
+

j ; �c; �c; Zc) :

Here j numbers the edges of the molecule, and c numbers its vertices (atoms).
The objects occurring here are not arbitrary. We describe the restrictions that
they must satisfy. These restrictions are divided into two types. The �rst
combines natural self-evident conditions satis�ed separately by each of these objects.
Restrictions of the second type connect di�erent objects and can be called crossed.

Restrictions of the �rst type.

1) The integer 2� 2-matrices Cj must have determinant �1.

2) The vectors R�j and R+

j must be the R-vectors of some smooth functions �j(t)
that satisfy the properties described in Section 5.1. This means that these vectors
satisfy some obvious and natural conditions implied by the de�nition of R-vector.
For example, between two adjacent minima there must be a maximum or a pole.
It is easy to make a formal list of these conditions, but we shall not do it, since
their character is completely clear.

Moreover, if an edge exits from a saddle atom (resp. atom A), then the �rst
component of R� must be in�nite (resp. �nite). If, on the contrary, the edge enters
a saddle atom (resp. atom A), then the last component of R+ must be in�nite
(resp. �nite). This follows immediately from Lemma 8.5.

3) � = (�1; : : : ; �n) is a set of n positive real numbers considered up to
proportionality (i.e., as a point of projective space), where n is the number
of vertices of the atom P 2

c , and all of the numbers �i are in a one-to-one
correspondence with the vertices of the atom.

4) � = (�1; : : : ; �n) is a real 0-chain on the vertices of the atom V = (P 2
c ;Kc)

belonging to the set �(V ) (see Chapter 6).

5) Z is an arbitrary element of the homology group H1( eP 2
c ;R), where eP 2

c is
the closed surface that is obtained from P 2

c by gluing the boundary circles by disks.

Restrictions of the second type (crossed).
1) The rotation functions �+ , �� and the components of the gluing matrix

on each edge are connected by the relation (indicated in Proposition 1.14)

�� =
��+ + 

��+ + �
:

The corresponding relation must also be satis�ed by the R-vectors R� and R+ .
This means that R� can be computed in terms of R+ and the gluing matrix C .

2) All the edges incident to a saddle atom can be divided into two parts in two
di�erent ways. The �rst way is topological: the edges are partitioned into two
types corresponding to the partition of the annuli of the atom into positive and
negative. The second is the partition of annuli into positive and negative ones
depending on the sign of the rotation function. It is required that these two ways
of partitioning give the same result.

3) Let us note that, knowing the �rst and last components of the R-vectors,
we can always de�ne the limit positions v(0) and v(1) of the vector �eld v , i.e.,
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at the beginning and at the end of an edge under consideration. For example,
for saddle atoms, the direction of v(0) coincides with that of �� , and v(1) indicates
the direction of �+ . For an atom A, we also can uniquely reconstruct the directions
of v(0) and v(1). Knowing the �rst component of R� , one can reconstruct v(0)
up to sign. The �nal choice of its direction is determined by the condition
that the coe�cient b in the decomposition v(0) = a�� + b�� must be positive.
The direction of v(1) can be de�ned similarly, taking into account the decomposition
v(1) = a�+ + b�+ , where b > 0.

Thus, we can always uniquely reconstruct v(0) and v(1) in bases (��; ��) and
(�+; �+) respectively. Using the gluing matrix, we can write down these limiting
positions in the same basis, for instance, in (��; ��).

But on the other hand, starting from the initial position v(0) and moving
the vector v according to the information given by the R-vector R� , we can
compute the limit position v(1) in another independent way. The condition imposed
on the t-frame is that the limit positions of v at the end of the edge, computed
by two di�erent ways, must coincide.

De�nition 8.2. An abstract superuous t-frame of the molecule W that
satis�es all the requirements of the �rst and second types listed above will be called
an admissible superuous t-frame of W .

Theorem 8.1. Suppose we are given an arbitrary admissible superuous

t-frame T0 of the molecule W . Then there exists a four-dimensional symplectic

manifold M4 = Q3 � D1 with an integrable system v = sgradH (of the above

described type) and a set of transversal sections P inside Q3 = fH = 0g for all

the atoms such that the corresponding superuous t-frame

T(v) = (Cj(P); R
�

j (P); R
+

j (P); �c(P); �c(P); Zc(P))

coincides with the original admissible superuous t-frame T0 .

Proof. We take a molecule W and its gluing matrices Cj ; and from this material

we �rst manufacture the 3-manifold Q3 by gluing it from individual 3-atoms
according to the requirements dictated by the gluing matrices (see Chapter 4).
At the same time, we choose and �x a transversal section in each atom, which
gives us admissible coordinate systems on all the atoms. Then we take the direct
product Q3 � (�1; 1) and obtain a four-dimensional manifold with a structure
of a foliation into 2-tori (and singular leaves).

Following the method already applied once, we take 3-atoms Q3
c (as small

neighborhoods of singular �bers) and, for each of them, construct the required
integrable system on Q3

c�(�1; 1) using Lemma 8.4. This means, in particular, that
we have de�ned a symplectic structure on \4-atoms" Q3

c�D
1 . All these structures

de�ne the same orientation on M4 . This follows from the explicit formula for 

given in the proof of Lemma 8.4. Note that we have automatically realized all
the elements of the superuous t-frame except for the rotation vectors.

After that, by Lemma 8.6, we can extend the symplectic structure to each edge
of the molecule so that, on this edge, we obtain the required rotation vector R+ .
(Note that R� is then uniquely reconstructed from R+ and the gluing matrix.)
Here all conditions on the behavior of the rotation function on the endpoints
of the edges required in Lemma 8.6 are automatically ful�lled in view of the above
restrictions on the t-frame. It is also necessary to verify the compatibility condition
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for orientations of the pair of vector �elds sgradH and sgrad f at the endpoints
of the edges. But this follows from the following agreement about orientations
of M4 , Q3 , and boundary tori of an atom Q3

c .
The symplectic structure de�nes such an orientation on M4 that, for any

function f independent of H , the quadruple of vectors

sgradH; gradH; sgradf; grad f

has positive orientation. Since gradH 6= 0 everywhere on Q, we can assume
by de�nition that the triple

sgradH; sgradf; gradf jQ3

de�nes positive orientation on Q3 . Here f is an arbitrary integral of the Hamil-
tonian vector �eld sgradH . It is easy to see that the orientation does not depend
on the choice of f . Finally, we de�ne the orientation on the boundary tori of an atom
by means of the outward normal. As a result, the pair

sgradH; sgradf

de�nes positive orientation on a boundary torus if and only if the vector grad f jQ3

is directed outside of the atom.
Thus, having natural orientation on M4 , we can naturally de�ne orientations

on the boundary tori of the atoms. Now it is easily seen that, if f changes
monotonically on an edge, then the orientations of the pair sgradH; sgradf
at the beginning and at the end of the edge will be the same, as required.

This completes the proof of the realization theorem. �

8.6. CONSTRUCTION OF ORBITAL INVARIANTS IN

THE TOPOLOGICAL CASE. A t-MOLECULE

In this section, we construct orbital invariants of integrable Hamiltonian systems
with two degrees of freedom following the �rst general principle (see Section 8.4).
In other words, the orbital invariants will be constructed as certain functions
on the set of superuous t-frames that are invariant relative to the group
of transformations of transversal sections GP.

8.6.1. The R-Invariant and the Index of a System on an Edge

Suppose we are given a molecule W � , and let e be an arbitrary edge on which
two vectors R+ and R� are given.

De�nition 8.3. If the r-mark on the edge e is �nite, then we take the vector
R = �R� � � as an invariant associated with e. If r = 1, then we take
the rotation vector R� modulo 1 as an invariant on the edge e (sometimes we shall
denote it by Rmod 1). In both cases, this invariant will be called the R-invariant

of the system on the given edge e.
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Comment. In this de�nition, the subtraction of a number from a vector
is understood as follows: this number is subtracted from each component of
the vector (here 1� � = 1). Speaking about Rmod1, we have in mind that all
the components of the vector are de�ned up to an integer that is the same for all
components.

The fact that the constructed set of numbers R is indeed a well-de�ned orbital
invariant of the system, which does not depend on the choice of transversal
sections, follows immediately from the explicit formulas of the action of GP
(Proposition 8.2). Note that, for �nite edges (with r 6= 1), the R-invariant
has a natural sense. It is just the R-vector for the rotation function � written
in terms of the \basis" ��; �+ , which is uniquely de�ned and does not depend
on the choice of sections. We use quotation marks for the \basis", since the cycles
��; �+ are independent, but, in general, do not form a basis in the fundamental
group of the Liouville torus.

The rotation vector R actually describes the evolution of the vector v(t)
of our system as t changes along an edge of the molecule. We now de�ne
another orbital invariant indR, called the index of the system on an edge,
that shows the \number of revolutions" completed by the vector v(t) in its
motion from the beginning of the edge to the end. This invariant is uniquely
computed from the R-vector. Therefore, it is not necessary to include it
in the �nal complete list of independent orbital invariants. However, this invariant
(index) is necessary for the statement of restrictions imposed by the system
on the rotation vectors.

Since the number of revolutions completed by v(t) is not integer in general,
we need an additional construction. We give a precise de�nition.

Step 1. We reconstruct the rotation function �(t) (up to conjugacy) from
the R-vector. Then, from �(t), we reconstruct the angle function

 (t) = arccotan�(t): t! S1 :

The angles  (0) and  (1) always satisfy some natural restrictions. The latter are
actually formulated in the discussion of restrictions of the second type (crossed
restrictions).

Step 2. Note that the system v can be perturbed in a neighborhood of an atom A
so that the limit position of v will coincide in direction with any preassigned
vector � = a� + b�, where b > 0. Here � and � form an admissible coordinate
system.

The proof follows from the fact that, in a neighborhood of an atom A, the system
moves along Liouville tori with a \very small" meridian. Let us write out the vector

�eld in the form v(t) = a(t)
@

@'1
+ b(t)

@

@'2
. Here the angle variable '1 corresponds

to the contractible cycle �, and, therefore, considering arbitrary (but �nite)
perturbations of the function a(t) we shall obtain small perturbations of the vector
�eld v . Thus, by perturbing the system, we can arbitrarily change the limit position
of v in a half-plane.
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Step 3. Let us perturb the system in a neighborhood of an atom A so that
the limit position of the angle  becomes a multiple of �=2. This condition de�nes
the limit position uniquely, since v(t) cannot leave the half-plane.

Note that, in a neighborhood of a saddle atom, a perturbation of the system
does not a�ect the limit position of v , but here, even without this perturbation,
the limit position of v coincides with one of the basis cycles ��; �+ . Thus, the limit
position of the angle is a multiple of �=2 automatically.

Step 4. After that, we de�ne the index of the system on the edge by setting
indR = 2( (1)� (0))=� . The index does not depend on the choice of perturbation
of the system. It is clear that it is completely determined only by the rotation
vector R and the type of edge.

Remark. This de�nition �rst arose in the bordism theory of integrable
Hamiltonian systems and is due to A. V. Bolsinov and Nguyen Tien Zung.
In particular, it was used by Nguyen Tien Zung in [259], where an example
of an integrable system that is not bordant to zero is constructed.

8.6.2. b-Invariant (on the Radicals of a Molecule)

By analogy with the notion of a family of a molecule, we now introduce the notion
of a radical (as a part of a molecule).

Recall that the edges of a molecule that have �nite r-marks are termed �nite.
The edges with in�nite r-marks are termed in�nite.

De�nition 8.4. An in�nite edge whose rotation vector is in�nite (i.e., consists
only of components equal to �1) will be called superin�nite.

In order not to be confused, in what follows, we shall use the term \in�nite edge"
only for the edges which are in�nite, but not superin�nite.

Let us cut the molecule W � along all the �nite and in�nite edges (that are
not superin�nite by the above convention). As a result, the molecule splits
in a disjoint union of subgraphs of two types: the atoms A and pieces that
do not contain any atom A. This follows from the fact that the edges incident
to atoms A cannot be superin�nite, since the limit of the rotation function
on an atom A cannot be in�nite.

De�nition 8.5. Connected pieces of the second type (i.e., di�erent from A)
will be called radicals. We shall denote a radical by U .

Note that all the edges that are entirely in a radical are superin�nite. Each
family of a molecule splits into a union of a number of radicals. However, there
exist radicals that are not contained by any family.

We consider an arbitrary radical U of the molecule W � and all the edges
incident to it, i.e., such that at least one of their endpoints belongs to the radical.
The edges entirely contained in a radical (i.e., the superin�nite edges) may naturally
be called interior edges of the radical. The remaining edges incident to it are termed
exterior edges (in relation to the given radical). Exterior edges do not belong
to the radical.
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To each edge ej incident to the radical U we assign an integer number [�]j
by the following rule:

[�]j =

8>>>>>><
>>>>>>:

[�j=�j ] if ej is �nite and exits the radical U;

[��j=�j ] if ej is �nite and enters the radical U;

[MR+

j ] if ej is in�nite and enters the radical U;

�[�MR�j ] if ej is in�nite and exits the radical U;

�j=�j if ej is a superin�nite interior edge:

Here �; �; ; � are the entries of the gluing matrix Cj ; MR+ and MR� are

the arithmetic means of the �nite components of the rotation vectors R+ and R� ;
and [k] denotes the integer part of the number k .

It is clear that the set of numbers [�] is a function of a superuous t-frame.

De�nition 8.6. The number

b(U) =
X
j

[�]j :

is called the b-invariant (of the radical U ).

This de�nition is rather reminiscent of the de�nition of the n-mark given
in Section 4.3. These invariants are in fact closely connected with each other
(see below). Here we used the same idea: each term in the above sum changes
under a transformation of transversal sections by a certain integer number, but
these terms are chosen in such a way that the total sum does not change.

Indeed, let us see what happens to the components of [�] under a transformation
of a transversal section for a single atom Qc belonging to the radical. Proposition 8.2
implies that the change is as follows:

[�]0n = [�]n + kn ;

where the index n numbers the edges incident to the atom Qc , and kn are
the coe�cients of the di�erence 2-chain kc . If we consider a coe�cient [�]j
corresponding to an interior edge of the radical, then we must take into account
both of the coe�cients k�j ; k

+

j associated with the beginning and end of the edge
respectively, i.e.,

[�]0j = [�]j + k�j + k+j :

We shall write this collection of relations as

[�]0 = [�] + q ;

where q = (kc
1

; : : : ; kcp) is the set of the di�erence 2-cochains for all the atoms that

belong to U .
No changes happen if we transform a section in the atoms that do not belong

to the radical.
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Since each 2-cochain kc is a coboundary, the sum of its coe�cients is equal
to zero. Hence the sum of all the [�]j 's (over all the edges of the radical)
does not vary. Thus, b is invariant with respect to the action of the group GP.
According to the �rst general principle, this means that b is a well-de�ned
topological orbital invariant of a system.

Consider a family in the molecule W � . As was already remarked, each family
splits into a union of radicals. According to Chapter 4, the family is endowed with
an integer mark n. At the same time, each radical U is endowed with an integer
mark b (the b-invariant).

Proposition 8.5. The mark n is equal to the sum of the b-invariants
of the radicals that are contained in the given family.

Remark. This is the only relation which is satis�ed by the b-invariants
of the radicals. This actually means that the b-invariants can take arbitrary values
independently of each other as well as on the other invariants. In this sense,
the b-invariant is a new independent orbital invariant of integrable systems.

Proof (of Proposition 8.5). We begin with a de�nition of the mark n. Let
S be an arbitrary family. Recall that the radicals that form the given family are
obtained from it by cutting along all in�nite but not superin�nite edges. To compute

the mark n, to each such edge ek we assign the number �
k
�k

. From the point

of view of radicals, to the same edge we assign the two numbers

[MR+

k ] and � [�MR�k ] :

Now observe that the rotation functions �� and �+ on an in�nite (or superin�nite)
edge are connected by the relation

�� = ��+ �


�
:

Therefore, MR� = �MR+ �


�
. Hence

[MR+

k ]� [�MR�k ] = �
k
�k

:

Thus, by passing from the family to the union of the radicals, each number �
k
�k

(assigned with an in�nite edge) is decomposed into the sum of the two numbers
[MR+

k ] and �[�MR�k ]. No changes happen on the remaining edges of the family.
Therefore, the total sum of the numbers [�]k does not vary at all. �

8.6.3. e� -Invariant

De�nition 8.7. As the e�-invariant for a given saddle atom Qc , we just take the �
of the reduced system corresponding to an arbitrary transversal section Ptr � Qc .

The fact that � does not vary under transformations of the section follows from
part 3 of Proposition 8.2.
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8.6.4. e� eZ [ e� ]-Invariant

We begin the construction of this invariant with the following useful remark.
If we look at the formulas for the variation of a superuous t-frame under the action
of the group GP (Proposition 8.2), then we notice that the di�erence 2-cochain kc
occurs in almost all these formulas. The only exception is the rule of variation
for the Z -invariant. It turns out that, by a little modi�cation of the Z -invariant,
we can do so that the variation of Z can be written in terms of the di�erence
2-cochain kc , but not 1-chain mc . This modi�cation will allow us to simplify
the group GP by replacing M by K = �M . This circumstance has a rather natural
interpretation: to compute orbital invariants, we do not need transversal sections
themselves, but we need their boundaries only, i.e., admissible coordinate systems
on the boundary tori.

Thus, consider the following construction. Let Ptr be a transversal section
in a 3-atom Qc . For this section, we can uniquely de�ne the Z -invariant

of the system under consideration Zc 2 H1(
ePc;R). Consider the projection

�:H1( ePc;R) ! H1( ePc; S1) = H1( ePc;R)=H1 ( ePc;Z)
and the image �(Zc) 2 H1( ePc; S1) of the Z -invariant. We assert that, by replacing
Zc by �(Zc), we do not lose any information about the system.

Indeed, consider an arbitrary transformation of a transversal section Ptr which
does not change its boundary @Ptr . This means exactly that the di�erence
2-cochain kc is equal to zero or, equivalently, the di�erence 1-cochain mc is a cocycle

from the point of view of the closed surface ePc . What happens to the elements
of a superuous t-frame under such a transformation? According to Proposition 8.2,
only the Z -invariant varies:

Zc ! Zc + �2(mc) :

However, we know that the operator �2 is the Poincar�e duality. Therefore, Zc is
changed by an integer cycle, and, consequently, the class �(Zc) remains the same.
Moreover, any integer cocycle can be realized by the suitable choice of a cocycle mc .
Thus, we do not lose any information.

Finally, note that, under arbitrary changes of a transversal section, the class
�(Zc) changes by the following formula (in which only kc occurs, but not mc):

�(Zc)
0 = �(Zc) +

e�2(kc) ;
where the operator e�2:B2( ePc;Z)! H1( ePc; S1) is uniquely de�ned by the condition
that the diagram

C1( ePc;Z) �2����! H1(
ePc;R)

�

??y ??y�
B2( ePc;Z) e�2����! H1( ePc; S1)

is commutative. This operator is well de�ned, since, as we have just shown,
��2(ker(�)) = 0.
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Consider again a radical U and an arbitrary set of di�erence 2-cochains
q = (kc

1

; : : : ; kcp) for the atoms Vc
1

; : : : ; Vcp belonging to the given radical U . Then,

for these atoms, we extract the following two subsets of a superuous t-frame:

� = (�c
1

; : : : ; �cp
) and Z = (Zc

1

; : : : ; Zcp
) ;

where �ci
and Zci

are the �- and Z -invariants corresponding to the atom Vci .

In addition, we consider the above described set of integer numbers [�] associated
with the edges of the radical.

As we already decided, we consider Z -invariants modulo the integer cocycles.
For brevity, we shall use the notation

�(Z) = (�(Zc
1

); : : : ; �(Zcp
)) ;

and, similarly, denote the sets fe�2(kc
1

); : : : ; e�2(kcp)g and f�01(kc
1

); : : : ; �01(kcp)g

by e�2(q) and �01(q) respectively.
Consider the set of all the triples (�;Z; [�]).

De�nition 8.8. Two sets (�;Z; [�]) and (�0; Z 0; [�]0) are called equivalent if
there exists a set of di�erence 2-cochains q such that

1) q = [�]0 � [�],
2) �01(q) = ���0 ,

3) e�2(q) = �(Z)� �(Z)0 .

The equivalence class of the triple (�;Z; [�]) is called the e� eZ[ e�]-invariant
of the given integrable Hamiltonian system v on the given radical U .

We now prove the invariance of ( e� eZ[ e�]) using the �rst principle. Let us
act to the triple (�;Z; [�]) by an element M of the transformation group GP.
We obtain a new triple (�0; Z 0; [�]0). It su�ces to show that they are equivalent
in the sense of Proposition 8.8. To each element M 2 GP we can assign a set
of di�erence 2-cochains K = fkcg. Then, as the cochain q on the radical U , we
take the set of di�erence 2-cochains corresponding to the atoms of the radical:
q = fkc

1

; : : : ; kcpg. Then, for this set, all required relations will obviously be

satis�ed.

Comment. Let us note that the last invariant is rather unwieldy. A natural
question arises: is it possible to de�ne these invariants by some simple explicit
formulas? It turns out that, in general, such simple formulas do not exist. The point
is that the orbit space for the action of GP is not necessarily a Hausdor� space. This
means that there may be no continuous functions that distinguish orbits. However,
in some particular cases, it is possible to �nd explicit formulas for invariants
(see Section 8.8 below).

The procedure that we have carried out in this section can be interpreted
as an attempt to divide the action of a very big group in a big space into
several \smaller" actions on separate pieces of the molecule. These pieces are just
the radicals of the molecule. In other words, we tried to decompose the action into
irreducible components.
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8.6.5. Final De�nition of a t-Molecule for an Integrable System

Suppose we are given an integrable Hamiltonian system v on an isoenergy
3-manifold Q.

Step 1. Consider the corresponding marked molecule W � . It contains r-marks,
n-marks, and "-marks.

Step 2. On each edge ei of the molecule W � we construct the R-invariant Ri .
The set of them is denoted by fRg.

Step 3. We construct the e�-invariant on each saddle atom V of the moleculeW � .
Step 4. We distinguish the radicals U in the molecule W � .

Step 5. We construct the e� eZ[ e�]-invariant on each radical U of W � .

De�nition 8.9. The object

W �t = ((W; r; "); fRg; f e�g; f e� eZ[ e�]g)
is called the t-molecule of the given integrable system v on the given isoenergy
3-manifold Q.

Comment. De�nition 8.9 shows that the classical marked molecule W � is
not completely included in the t-molecule: an important parameter is missing
from it, namely, the n-marks. The reason is that the n-invariant actually splits into
a \sum" of the b-invariants. And the b-invariants, in turn, are expressed in terms

of the e� eZ[ e�]-invariant.
We have to discuss another important question: what does the coincidence of two

t-molecules means? This requires clari�cation, since the object we have introduced
is rather complicated. Thus, suppose we are given two t-molecules W �t

1 and W �t
2 .

First of all, they are graphs with oriented edges and vertices of di�erent types. Under
a homeomorphism � of one molecule onto the other, the orientation of the edges,
of course, must be preserved, and each vertex of the �rst molecule W �t

1 must
be mapped into a vertex of W �t

2 of the same type. Moreover, it is assumed,
in advance, that, for each atom, we have a one-to-one correspondence between
the edges incident to it and the boundary circles of the corresponding 2-atom from
the \canonical list". That is why the homeomorphism � between the molecules
requires the existence of the corresponding homeomorphisms for all of their
vertices (considered as 2-atoms, i.e., two-dimensional surfaces with embedded
graphs). More precisely, such di�eomorphisms are already de�ned (by means of �)
on the boundary @Pc of each 2-atom (Pc;Kc), and we require that all of them are
extendable on the whole 2-atom (Pc;Kc). Finally, the homeomorphism � between
the molecules and the homeomorphisms between the corresponding atoms must
preserve all numerical parameters of the t-molecules.

We should also pay attention to the following. The de�nition of the t-molecule
depends on the choice of two orientations: the orientation of the three-dimensional
manifold Q3 and that of the edges of the molecule. (Note that we talked many
times about the \beginning" and \end" of an edge and, besides, used the orientation
of Q3 to de�ne admissible coordinate systems.)

In principle, we assume from the very beginning that the orientation of Q3

must be preserved under orbital isomorphisms. But we can omit this assumption
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by describing explicitly the transformation of the parameters of the t-molecule under
a change of the orientation of Q3 .

In the case of the edges, we may proceed similarly. For example, we can introduce
the orientation on edges by choosing the direction of increasing of the additional
integral f . Then we may require this direction to be preserved under orbital
isomorphisms. After that, the above de�nition of the t-molecule will be absolutely
correct. On the other hand, we can indicate formal rules which show what happens
to a t-molecule under changing orientation on its edges; and then t-molecules
obtained from one another by such transformations can be considered as equivalent
by de�nition. This approach is quite reasonable, since, from the substantive point
of view, changing the direction of the arrow on an edge does not a�ect anything.

The list of formal transformations that show the inuence of the orientation can
be found in [53] (see also [62]); in this book we omit it.

8.7. THEOREM ON THE TOPOLOGICAL ORBITAL

CLASSIFICATION OF INTEGRABLE SYSTEMS

WITH TWO DEGREES OF FREEDOM

We are now ready to formulate and prove one of the main theorems of our book. Let
v = sgradH be an integrable Hamiltonian system on a symplectic manifold M4 ;
restrict it onto a compact regular connected isoenergy surface Q3 = fH = hg.

Consider the following natural class (v;Q3) of non-degenerate integrable systems
v = sgradH on isoenergy 3-manifolds Q3 . Namely, we shall assume the following
conditions to be ful�lled.

1) Topological stability.
The 3-manifold Q3 is topologically stable for the given system, i.e., under small
variation of the level h of the Hamiltonian H , the type of the Liouville foliation
for the system v does not change (in other words, the system (v;Q3

h+") remains

Liouville equivalent to the initial one (v;Q3
h)).

2) Bott property.
The additional integral f restricted onto Q3 is a Bott function, i.e., all of its critical
submanifolds in Q are non-degenerate. Besides, we assume that all these critical
submanifolds are one-dimensional (i.e., are homeomorphic to a circle). In other
words, there are neither critical tori nor Klein bottles.

3) Hyperbolicity of singular trajectories.
All saddle critical circles of the integral f are hyperbolic trajectories of v . This
means that, for each periodic trajectory of v that is a critical saddle circle for f ,
the di�erential of the Poincar�e map di�ers from � id, where id is the identity
mapping.

4) Non-resonance.
The system v is not resonant, i.e., irrational Liouville tori are everywhere dense.

5) Finiteness condition.
The rotation functions � of the system v must have only a �nite number of local
minima, maxima, and poles.
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Our main goal is to classify the systems of the above type up to orbital
equivalence (both topological and smooth).

Suppose the system v satis�es conditions (1){(5) listed above. To each such
system, we can assign the corresponding t-molecule W �t introduced in Section 8.6.

Theorem 8.2.

a) The t-molecule W �t of the integrable Hamiltonian system v is a well-de�ned

orbital topological invariant of the integrable Hamiltonian system v .
b) Two integrable Hamiltonian systems v1 and v2 of the above type are

topologically orbitally equivalent if and only if their t-molecules coincide.

Proof. Part (a) of this theorem follows from the �rst general principle and,
in fact, has been proved in the previous section.

Let us prove the part (b), i.e., show that the t-molecule is a complete orbital
invariant.

In view of the second general principle, it su�ces to prove that the parameters
of W �t , regarded as functions on the set fTg of all admissible superuous t-frames,
separate the orbits of the action of GP, i.e., for any two distinct orbits of this action,
there must be at least one parameter that takes distinct values on them. In other
words, two orbits coincide if and only if the values taken by t-molecules on them
are the same.

The proof is divided into several steps.
Consider the two elements of the space fTg, i.e., two superuous t-frames

corresponding to the given systems v1 and v2 :

T = (C;R+; R�; �;�;Z) and T
0 = (C 0; R+0; R�

0

; �0; �0; Z 0) :

We know that the values of the t-molecule W �t as a function on fTg coincide
on these t-frames. We need to deduce from this that there exists a transformation
of transversal sections that makes these two t-frames coincide.

Step 1. We start with saddle atoms, organized into radicals. The partition
of W into radicals is uniquely de�ned by the t-frame, and it can be reconstructed
if we know the t-molecule. Indeed, the r-marks and the rotation vectors fRg
included into the t-molecule allow us to judge which edges of W are �nite,
in�nite, and superin�nite. Therefore, it follows from the equality of the t-molecules
W �t

1 and W �t
2 of the given systems that both these molecules are partitioned into

radicals in the same way. To simplify our arguments, we can identify W1 and W2 ,
assuming them to be the same molecule W on which two (in general) distinct
t-frames T and T

0 are given.

Step 2. Take an arbitrary radical U in the molecule W and two triples
(�;Z;�) and (�0; Z 0; �0). The sets � and �0 are de�ned exactly like the set
of integer numbers [�] introduced above; but, instead of the integer parts
in the de�nition of [�], we need to take these coe�cients themselves. We shall show
that, using the r-marks on �nite edges, the rotation vectors Rmod 1 on the in�nite
edges, and the integer parameters [�], we can uniquely reconstruct the real values
of � . Suppose, for example, that � = �=� . This number can obviously be
reconstructed if we know [�=�] and the mark r = �=�mod 1. In the case when
� =MR� , this number can be reconstructed if we know R�mod 1 and �[�MR�].
Analogous arguments are repeated for other types of values of � .
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We know that the triples (�;Z; [�]) and (�0; Z 0; [�]0) are equivalent (since

the corresponding values of the e� eZ[ e�]-invariants coincide). Their equivalence
means that there exists a transformation of transversal sections inside the radical U
that maps the �rst triple into the second one. After making this transformation,
we see that now we have the equality

(�;Z; [�]) = (�0; Z 0; [�]0) :

Note that this procedure can be carried out absolutely independently for all
the radicals of the molecule. This is a consequence of Proposition 8.2, according
to which a transformation of sections in an atom inuences only the parameters
(�;Z; [�]) corresponding to the given atom. Moreover, as we mentioned above,
the real values of � can be reconstructed uniquely from the integer values of [�].
Hence, after making this transformation, we actually match not just integer parts
[�] and [�]0 , but the sets � and �0 themselves. Therefore,

(�;Z;�) = (�0; Z 0; �0)

on all the radicals of the molecule.

Step 3. Now we may assume that all the \saddle atomic parameters", i.e.,
the parameters (�;�;Z), coincide in the superuous t-frames T and T0 . Moreover,
the parameters � are the same. Recall that � is a function of the gluing matrices C
and the rotation vectors R+ and R� . We claim that, on all the edges of W that
join pairs of saddle atoms, the above arguments automatically imply the coincidence
of the gluing matrices C and C 0 as well as the coincidence of the pairs of rotation
vectors R+; R� and R+0; R�

0

. Indeed, let e be an edge joining two saddle atoms.
Three cases are possible:

a) e is �nite,
b) e is in�nite,
c) e is superin�nite.

We analyze all three cases successively.

Step 4-a. Suppose e is �nite, i.e., the r-mark �=� is a �nite number (� 6= 0).
Partitioning the molecule W into radicals, we must cut all the �nite edges
(including e) in the middle. As a result, a cut edge becomes two exterior edges
of some radicals. On each of them, we have a number of the form � . Thus,
corresponding to the edge e are two numbers, which we denote by �+ and �� ,
where the sign is determined by the orientation of the edge e. It follows from
the de�nition of � that

�+ = �
�

�
= �

�0

�0
and �� =

�

�
=
�0

�0
:

Here �; �; ; � are the integer entries of the gluing matrix C corresponding
to the given edge.

The numbers � and � are relatively prime (since detC = �1), and, moreover,
the signs of � and �0 are the same (since " = "0). Hence, the matrices C and C 0

coincide.
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Now we need to prove that the rotation vectors are the same. We can reconstruct
them using the following formula (see De�nition 8.3):

R = �R� � � :

The vector R+ can be reconstructed from R� and the gluing matrix C , which
is the transition matrix from the basis ��; �� to the basis �+; �+ (see Propo-
sition 1.14). Thus, we have completely reconstructed the gluing matrix C and
the rotation vectors R+ and R� on the edge e.

Step 4-b. Suppose e is in�nite, i.e., � = 0 and the rotation vectors R+ and R�

contain at least one �nite element. Again, we have two numbers �+ and ��

on the edge e (as in step 4-a). Here �+ =MR+ (the arithmetic mean of all �nite
components of R+) and �� =MR� . Moreover, we are given the vector Rmod 1,
where R = R� (by de�nition). It is clear that, if we know �� and Rmod 1,
we can uniquely reconstruct the vector R� itself. Furthermore, using the formula
�+ = ��� + " , we �nd that R+ = �R� � " . Since �+ is the arithmetic mean
for the vector R+ , we obtain an analogous formula for �+ , i.e., �+ = ��� � " .
Hence we can also reconstruct the number  uniquely from these formulas, since " is
known. After reconstructing R� , we can now also reconstruct R+ using the above
formula. In the case of an in�nite edge, the gluing matrix C is very simple, namely,

C =

�
" 0
 �"

�
:

Hence it is also uniquely reconstructed from  and ". Thus, we have uniquely
reconstructed C , R+ , and R� , as required.

Step 4-c. Now suppose that e is superin�nite, i.e., � = 0 and the rotation
vector R does not contain any �nite component. In this case, e is an interior edge
of some radical U . The number � corresponding to e is equal to �=�. But
� = ", and hence (as in step 4-b) the matrix C can be uniquely reconstructed.
Moreover, the vector R� contains no �nite elements; so its reduction modulo 2
does not diminish any information. The vector R+ is expressed in terms of R�

by the formula R+ = �R� � " , and, consequently, it can di�er from R� only
by a \sign of in�nities" (which are its components). And  does not inuence
the in�nite components at all.

Thus, making the transformation of sections inside saddle atoms as described
above, we �nd that all the gluing matrices C and all the rotation vectors R+ and R�

coincide on the edges joining saddle atoms in the molecule. It remains to analyze
the edges for which one of the ends is an atom A (or both ends are atoms A).

Step 5. Suppose the edge e joins a saddle atom with an atom A. Two cases are
possible here: e is �nite or e is in�nite (but e cannot be superin�nite).

Let e be �nite. Suppose, for de�niteness, that it is directed from the saddle atom
to the atom A. The parameter � corresponding to the edge e is equal to �=� .
As above, since we know the sign of � (i.e., "), we can uniquely reconstruct the pair
of integers � and � , i.e., the �rst row of the gluing matrix C . The second row cannot
be reconstructed uniquely. But we have not yet used the possibility of making
a transformation inside the atom A (we have made such transformations above,
but only inside the saddle atoms). Now, making a suitable transformation inside A,
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we achieve that the gluing matrices C and C 0 are the same. This, of course, can be
done. Moreover, as in step 4-a, we can reconstruct the rotation vectors R+ and R�

using the vector R and the gluing matrix.
Now suppose the edge e is in�nite. Suppose, for de�niteness, that it is directed

from the saddle atom to the atom A. Again, we can make a suitable transformation

inside A so that the gluing matrix takes the form

�
" 0
0 �"

�
. Since the parameters "

are the same, the gluing matrices are now also the same. Furthermore, as in step 4-b,
knowing �� =MR� and the vector R�mod 1, we can reconstruct the vector R�

itself. And the vector R+ is equal to "R� (in this case).
Thus, if the molecule W is di�erent from A��A, then part (b) of Theorem 8.2

has been proved.

Step 6. Finally suppose that the molecule W has the form A��A. Then
the t-molecule is W �t = ((W; r; "); R). Changing \transversal sections" inside
the atoms A, we can achieve in a standard way that the gluing matrices C and C 0

are the same. If e is �nite, then, as in step 4-a, the rotation vectors R+ and R�

are reconstructed from the gluing matrix and the vector R. And if e is in�nite,

then we may assume that the gluing matrix has the form

�
" 0
0 �"

�
. Let us make

the following changes of coordinates inside both the atoms A:

�+ = �+
0
;

�+ = �+
0
+ k�+

0
;

�� = ��
0
;

�� = ��
0
� k��

0
:

It is easy to verify that the gluing matrix does not vary under such a coordinate
change (see Proposition 8.2). But the rotation vectors R+ and R� vary according
to the following rule: R+ ! R+ + k and R� ! R� � k . Using this change,
we can arrange that the vectors R� coincide. Since R+ = �R� , it follows that
the vectors R+ automatically coincide. As a result, the two superuous t-frames
T and T0 are the same. This completes the proof of part (b). �

Let us give several remarks on the classi�cation problem. To each integrable
Hamiltonian system we have assigned a certain object which allows us to compare
systems up to orbital equivalence. However, to complete the classi�cation,
we have to answer the question about what abstract t-molecules can be realized
as t-molecules of integrable systems. In other words, we must describe the class
of admissible t-molecules. In fact, the answer to this question is Theorem 8.1.
Let us comment on this in more detail.

Consider the space fTg of all admissible superuous t-frames for a �xed
molecule W (see Section 8.5).

De�nition 8.10. The t-molecules corresponding to admissible superuous
t-frames are called admissible t-molecules.

It is clear that exactly these molecules can be realized as t-molecules of integrable
Hamiltonian systems.

In fact, it is possible to write down the formal conditions on the parameters
of a t-molecule W �t that guarantee the admissibility of W �t (see [53]).
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8.8. A PARTICULAR CASE:

SIMPLE INTEGRABLE SYSTEMS

De�nition 8.11. An integrable Hamiltonian system is called simple on a given
isoenergy 3-manifold Q if each critical level of the additional integral f :Q ! R

contains exactly one critical circle of f . In terms of the molecule W , this means
that only three simplest types of atoms are allowed: A, B , and A� (Fig. 8.7).

Figure 8.7

It is known (see paper by Nguyen Tien Zung [254]) that an arbitrary smooth
non-degenerate integrable system can be made simple by a small smooth per-
turbation in the class of integrable systems. However, in speci�c problems,
a certain symmetry may occur which leads to the appearance of complicated atoms
(see [178], [255], [278]).

Such perturbations, in general, change the type of the Hamiltonian, and,
therefore, we obtain another system lying outside the framework of the initial
system. That is why above we considered a general case, which includes the theory
of complicated atoms and molecules. Nevertheless, the case of simple systems
appears quite often. For such systems, the orbital invariants can be simpli�ed; and,
in this section, we give a reformulation of the general classi�cation theorem for this
special case.

Recall that the t-molecule W �t contains the following orbital invariants:
1) the R-vectors associated to each edge of W �t ;
2) the �-invariants for all saddle atoms;

3) the e� eZ[ e�]-invariants for all radicals.
Let us look at these invariants in the case of simple atoms. The �rst invariant
(R-vector) describes the behavior of the system on an edge of the molecule.
Therefore, the simplicity of atoms does not a�ect it, and the R-invariant \remains
the same".

The �-invariant becomes trivial, since a simple atom has a single vertex. Thus,
we can exclude � from the set of orbital invariants.

In the triple (�;Z; [�]), the only invariant [�] contains non-trivial information.
The two remaining invariants � and Z are equal to zero because of simplicity
of atoms. Let us analyze De�nition 8.8. In the case under consideration, it reduces
to the following. Two sets [�] and [�]0 are equivalent if and only if its di�erence
[�] � [�]0 is the boundary of some integer 1-chain q . This means exactly that
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the sums of coe�cients of [�] and [�]0 are the same. But such a sum is,
by de�nition, the b-invariant of the system on the given radical. Thus, the very

complicated e� eZ[ e�]-invariant turns into the b-invariant represented just by one
integer number.

As a result, we obtain the following t-molecule W �t in the case of simple systems.

De�nition 8.12. In the case of simple systems, the (simple) t-molecule

of a given system is the marked molecule W � endowed, in addition, with
the R-invariants of all edges and the b-invariants of all radicals: W �t = (W �; R; b).

Taking into account the general classi�cation theorem and the above arguments,
we obtain the following result.

Theorem 8.3. Let v be a simple integrable Hamiltonian system on an isoenergy

3-manifold Q (i.e., its molecule W consists of atoms A, A� , and B only). Then

the corresponding (simple) t-molecule W �t = (W �; R; b) is a complete topological

orbital invariant of the system. This means that two such systems are orbitally

topologically equivalent if and only if their (simple) t-molecules coincide.

As we see, in this important particular case, the orbital invariants can
be essentially simpli�ed. Also note that, for simple molecules, all additional
information about trajectories of a system is contained in the rotation functions.

8.9. SMOOTH ORBITAL CLASSIFICATION

In this section, we present the theory of smooth orbital classi�cation for integrable
Hamiltonian systems with two degrees of freedom [46], [47], [48]. As usual, speaking
of smoothness, we mean C1 -smoothness.

In what follows, we shall assume for simplicity that all 3-atoms under
considerations are planar and without stars. In particular, this means that all
the transversal sections Pc = Ptr are planar, i.e., admit an embedding into a plane.
Note that, in known examples of integrable systems in physics and mechanics, this
condition is always ful�lled. In fact, the general method for constructing invariants
that was suggested above and will now be applied in the smooth case, can also be
used in the case of non-planar atoms as well as atoms with stars. However, as we
have already seen, in the general case, some technical problems occur if we wish
to describe explicitly the invariants of the action of the transformation group GP.
That is why we con�ne ourselves to the case most important for applications, where,
as we shall see soon, the classi�cation theorem has a very natural formulation.

First of all, we construct the so-called superuous st-frame of the molecule
corresponding to a given Hamiltonian system v . Here we shall assume that a �rst
integral f of v is �xed. In particular, the superuous st-frame and the st-molecule
depend on the choice of f .

On the boundary tori of each atom Qc , we introduce and �x certain admissible
coordinate systems (a pair of oriented cycles). One of these cycles is a �ber
of the Seifert �bration on Qc , the other is the intersection of the Liouville torus
with a transversal section Pc � Qc . Recall that, in the case of planar atoms,
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�xing a transversal section Ptr is equivalent to �xing the corresponding admissible
coordinate system, i.e., the boundary of Ptr .

As before, we obtain two admissible coordinate systems (��j ; �
�

j ) and (�+j ; �
+

j )
on each edge ej of the molecule W ; and we can, therefore, de�ne two rotation

functions ��j and �+j . Moreover, on each edge, we have an integer gluing

matrix Cj that is, by de�nition, the transition matrix from the basis (��j ; �
�

j )

to the basis (�+j ; �
+

j ).

Finally, for each vertex of each saddle atom (Pc;Kc), we de�ne the �
� -invariant.

As the Hamiltonian of the reduced system on Pc , we consider the additional
integral f ; the symplectic structure on Pc is chosen according to the Hamiltonian.
Thus, having �xed the admissible coordinate systems (or, equivalently, the set
of transversal sections P), we can introduce the following object:

ST= fCj(P); �
�

j (P); �
+

j (P); �
�

c(P)g :

De�nition 8.13. The set of all the gluing matrices, rotation functions, and
�-invariants

ST= fCj(P); �
�

j (P); �
+

j (P); �
�

c(P)g

is called the superuous st-frame of the molecule W .

Of course, the superuous st-frame depends essentially on the choice of
admissible coordinate systems on Liouville tori.

The next step is the proof of the basic lemma that shows that the information
contained in the superuous st-frame is su�cient for classi�cation. Consider two
integrable systems v1 and v2 with the same molecule W .

Lemma 8.7 (Basic lemma). Suppose that, for some choice of admissible

coordinate systems, the superuous st-frames ST1 and ST2 of the molecule W
corresponding to the systems v1 and v2 coincide. Then these systems are smoothly

orbitally equivalent.

Proof. Suppose we are given two integrable Hamiltonian systems restricted
on three-dimensional isoenergy manifolds corresponding to the same molecule W
(without marks). Suppose further that the superuous st-frames of the molecule W
corresponding to the given systems coincide (for some choice of admissible
coordinate systems).

We begin with constructing orbital isomorphisms on atoms; and then we sew
them into a single orbital di�eomorphism by extending to the edges in a suitable way.

According to the reduction theorem, to prove the equivalence of v1 and v2
on a 3-atom Qc (i.e., in a small neighborhood of a singular �ber), it su�ces to verify
that the corresponding Poincar�e ows �t1 and �t2 are conjugate on the transversal
sections. We have all necessary tools for such a veri�cation. We mean the theorem
on smooth classi�cation of systems on an atom (Theorem 7.1). According to this
theorem, in the case of planar atoms, it su�ces to check the coincidence of
the �� -invariants and period functions. But the �� -invariants coincide as elements
of the superuous st-frames ST1 and ST2. The period functions are also the same,
since they coincide (see Lemma 8.5) with the rotation functions from the superuous
st-frames. Thus, the systems are smoothly orbitally equivalent on each 3-atom.
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They are also equivalent on each edge, since the rotation functions are the same.
It remains to sew the existing orbital isomorphisms on the atoms and edges into
a single orbital di�eomorphism. But we can do this by using the sewing lemma
(Lemma 8.3). This completes the proof of the basic lemma. �

Now, according to the general scheme for constructing invariants, we must
consider the action of the group GP of transformations of transversal sections
on the set of superuous st-frames, and then we must �nd the complete set
of invariants for this action. In the smooth case, this group and its action
on the set of st-frames are just the same as those in the topological case
(see Sections 8.2 and 8.3). More precisely, these transformations are as follows:

1) C 0j =

�
�0j �

0
j

0j �
0
j

�
=

�
1 0

�k+j 1

��
�j �j
j �j

��
1 0
k�j 1

�
=(A+

j )
�1CjA

�

j , where A
�

j =

�
1 0
k�j 1

�
;

2) (��j )
0 = ��j + k�j ; (�+j )

0 = �+j + k+j ;

3) ��0c = ��c ,
where k+j ; k

�

j are coe�cients of the di�erence 2-cochains (see Sections 8.2 and 8.3).
We now can easily describe a complete set of invariants of this action. According

to the second general principle, such a set is exactly the desired set of parameters
for the st-molecule.

Thus, we now turn to the description of these invariants. Actually, they will be
very similar to those described in the topological case.

We begin with edge invariants. As we already know, the only invariant on an edge
is the rotation function (see Section 5.1). The functions ��j and �+j are not adjusted
for our purposes, since they depend on the choice of admissible coordinate systems.
Thus, the problem is to choose some natural (uniquely de�ned) basis on the tori
of a one-parameter family. If an edge ej is �nite, then it can easily be done. Indeed,

the geometrical condition rj 6=1 means that the uniquely de�ned cycles �+ and ��

are independent on the Liouville tori from the given family. Therefore, we can
consider these cycles as a well-de�ned \basis" for calculating the rotation functions.
The fact that these cycles do not form a basis \in the lattice" is not important
in the given case.

By rewriting the rotation functions in terms of this \basis", we obtain a new
function (see Proposition 1.14)

�j = �j�
�

j � �j ;

where �j and �j are coe�cients of the gluing matrix Cj . Note that we did just
the same when constructing the R-invariant.

If the edge ej is in�nite (i.e., rj = 1), then �� and �+ are homologous, and,
consequently, we have no unique method for constructing a basis on the tori from
the family in question. However, it is possible to determine the rotation function ��j
modulo one. This means that two functions are considered to be equivalent if
the di�erence between them is a constant integer. We shall denote this invariant
by �j mod 1.

The next invariant is just the �� -invariant of each atom. It does not depend
on the choice of a section, and, therefore, according to the �rst general principle,
�� is an orbital invariant. It turns out that these two invariants are su�cient for
the classi�cation.
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Thus, having �xed the additional integral f , we obtain a certain new object
W �st = fW; rj ; "j ; nk; �j ; �mg, which is called the st-molecule. Here

W is the molecule of the system;
rj , "j are the r- and "-marks on the edges of W (the index j numbers the edges);
nk are the n-marks on the families of W (the index k numbers the families);
�j is the rotation function on the oriented edge of W (on in�nite and

superin�nite edges of W , this function is taken modulo the integers, i.e., �mod 1);
��m are the �� -invariants of the hyperbolic trajectories of the system associated

with the corresponding vertices of saddle atoms (the index m numbers the vertices
of the saddle atoms).

Theorem 8.4. Let (v1; Q1) and (v2; Q2) be two integrable Hamiltonian systems

with two degrees of freedom restricted to isoenergy submanifolds. Let all the atoms

from the corresponding molecules be planar and without stars. Then the systems

(v1; Q1) and (v2; Q2) are smoothly orbitally equivalent if and only if there exist

Bott integrals f1 and f2 of the systems (v1; Q1) and (v2; Q2) respectively such that

the st-molecules W �st
1 and W �st

2 corresponding to them coincide.

Comment. In other words, the necessary and su�cient conditions for the exis-
tence of an orbital smooth isomorphism are as follows:

1) the systems (v1; Q1) and (v2; Q2) must have the same Liouville foliation;
2) after a suitable change of the �rst integrals, the rotation functions and

�� -invariants of the closed hyperbolic trajectories must coincide.
No other invariants are needed.

Comment. The trouble with this theorem is that it is quite impossible
at present to understand how the existence (or non-existence) of the pair of integrals
required in the theorem can be established. Nevertheless, the �rst step must always
be to compute the st-molecules for the systems presented for testing. When these
molecules are computed, it is necessary to clarify the following question: is there
a change of integral for one of the systems under which its st-molecule is transformed
into the corresponding st-molecule of the second system? In fact, this question may
be solved at a formal level (see [46], [47]).

Proof (of Theorem 8.4). We wish to show that the information on the Liouville
foliations and the rotation functions � and �mod 1 is su�cient for classi�cation.

Thus, suppose that the st-molecules W �st
1 and W �st

2 coincide. We �x some
admissible coordinate systems for the �rst system and take the corresponding
superuous st-frame. Then we select a change of admissible coordinate systems
to obtain a superuous st-frame coinciding with some �xed st-frame corresponding
to the second system. In what follows, we shall use indices 1 and 2 to distinguish
objects related to the �rst and second system respectively.

First we make a change of admissible coordinate systems so that all the gluing
matrices Cj coincide on all the edges. This is possible by the theory of Liouville
classi�cation (Chapter 4). It is easily seen that, after this, the rotation functions
��1 and ��2 on each �nite edge coincide, since they can be expressed uniquely
in terms of the function � from the st-molecule and the coe�cients of the gluing
matrix. The same is obviously true for �+1 and �+2 . The �-invariants also coincide
automatically, since they do not change under changes of admissible coordinate
systems.
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Thus, it remains to equate the rotation functions on the in�nite and super-
in�nite edges. At present, they coincide modulo 1. The next step is to equate
the rotation functions on the in�nite edges. Let us cut the molecule along
all the �nite edges. It splits, as a result, into several pieces, which we call
families. Note that this notion does not completely coincide with that introduced
in Chapter 4.

Our �rst assertion is that, if such a piece is a family in the sense of De�nition 4.5
(i.e., does not contain atoms of type A) and, moreover, is a tree, then the rotation
functions ��

1j and ��
2j on the interior edges of the family coincide automatically

(not modulo 1, but exactly).
Indeed, consider a vertex V of the family U which is incident to exactly

one in�nite (or superin�nite) edge ej
0

(such a vertex exists, since the family is

a tree). Without loss of generality, we shall assume that all the edges incident
to V are outgoing edges (with respect to V ). The rotation functions ��

1j and ��
2j

coincide on all of these edges ej except for the only in�nite edge ej
0

. On this

edge, the rotation functions may di�er from each other by an integer constant.
Let us show that they in fact coincide. To this end, recall that the sum of
the so-called �nite parts of the rotation functions (or, equivalently, the period
functions of the reduced systems) over all the edges incident to a given atom is equal
to zero. This immediately implies that the �nite parts of ��

1j
0

and ��
2j

0

coincide.

But then it is obvious that the functions themselves coincide. Indeed, if they had
been di�erent by a constant, then their �nite parts would have di�ered by the same
constant.

Note that the functions �+1j and �+2j also coincide automatically, since they are

expressed in terms of ��1j and ��2j and the gluing matrices.
Using this fact, we can now move along the tree-family U proving consecutively

that the rotation functions coincide on all the (interior) edges of U .
We now consider the case when the family U either is not a tree or contains

atoms A.
If U contains atoms of type A, we produce a new object eU from it by gluing

all the atoms A into one point (Fig. 8.8). If this new graph eU has no cycles, then

Figure 8.8

the initial family U contained at most one atom A, and the other atoms were
saddle. In this case, we can repeat the above argument.
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Finally, suppose that eU is not a tree (i.e., contains some cycles). Consider

an arbitrary cycle in eU . We claim that it is possible to change admissible
coordinate systems in such a way that the gluing matrices remain the same,
but, on one edge of this cycle, the rotation functions ��

1j and ��
2j become equal.

Moreover, the transformations of coordinate systems happen only on the edges
of this cycle. In particular, the rotation functions do not change on the remaining
edges.

Thus, we take an arbitrary cycle in the graph U formed by edges e1; : : : ; em .
Without loss of generality, we may suppose that the orientation on the edges
corresponds to some orientation on the cycle (Fig. 8.9).

Figure 8.9

Take an arbitrary edge ej
0

of this cycle that joins certain atoms Vj
1

and Vj
2

.
Assume that the rotation functions on ej

0

do not coincide; in other words,

��1j
0

= ��2j
0

� k . Then we make the following admissible coordinate change

(on all the edges ej forming the given cycle):

��j
0
= ��j ;

��j
0
= ��j + k��j ;

�+j
0
= �+j ;

�+j
0
= �+j � k�+j :

It is easily seen that such a coordinate change is admissible. Moreover, it
does not change the gluing matrices. The only changes to the superuous st-frame
ST1 are in the rotation functions on the edges forming the cycle. An integer k
is added to all those rotation functions ��1j . In particular, the rotation functions

��1j
0

and ��2j
0

become equal on the edge ej
0

.

We now leave this edge alone. If certain cycles remain in U after removing
the edge e1 , then we repeat the procedure we have described until the family U
becomes a tree (or a disconnected union of trees). For trees, as we have already
seen, the rotation functions coincide automatically (provided the rotation functions
on all the remaining edges around a given tree have already been equated).

Thus we have equated the rotation functions on all the edges of the molecule,
as required. The superuous st-frames now coincide, and we can apply the basic
lemma, according to which the systems will be smoothly orbitally equivalent. This
completes the proof. �
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Chapter 9

Liouville Classi�cation of Integrable

Systems with Two Degrees of Freedom

in Four-Dimensional Neighborhoods

of Singular Points

In this chapter, we present the results obtained by L. M. Lerman, Ya. L. Umanski��
[212], [213], A. V. Bolsinov [44], V. S. Matveev [220], [221], Nguyen Tien Zung
[258], [261]. We shall follow the general idea of our book: try to present all facts from
the uniform viewpoint of the theory of topological invariants of integrable systems.
The preceding chapters were devoted to studying an integrable Hamiltonian system
on a three-dimensional isoenergy manifold. Here we wish to discuss its behavior
on a four-dimensional symplectic manifold. We shall mainly be interested in
the topological structure of the corresponding Liouville foliation.

9.1. l-TYPE OF A FOUR-DIMENSIONAL SINGULARITY

Let x0 2 M4 be a non-degenerate singular point of the momentum mapping
F = (H; f):M4 ! R

2 of an integrable Hamiltonian system with a Hamiltonian H
and an additional integral f given on a symplectic manifold (M4; !). As we have
already seen in Chapter 1, non-degenerate singular points can be of the following
four types:

a) center{center,

b) center{saddle,

c) saddle{saddle,

d) focus{focus.
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Our aim is to describe the structure of the Liouville foliation in a four-
dimensional saturated neighborhood U4 of the singular leaf L passing through
the point x0 . It turns out that singular points of the three �rst types have some
similar invariants which we now describe.

First we impose the following natural assumptions on the integrable system
under consideration.

Condition 1. Each leaf of the Liouville foliation is compact.
Condition 2. The singular points that belong to the singular leaf L are all

non-degenerate (see De�nition 1.23).
Condition 3. The bifurcation diagram in a neighborhood of the point F(x0) has

the form shown in Fig. 9.1 (a, b, c, d).

Figure 9.1

Comment. One of the prohibited situations is shown in Fig. 9.2, where two
curves of the bifurcation diagram touch each other at the singular point y0 = F(x0)
with in�nite tangency order. This situation is possible for smooth systems, but
not analytic ones. Another prohibited situation is shown in Fig. 9.3(a). Here several
di�erent points, say of saddle{saddle type, are projected into the same singular point
F(x0) of the bifurcation diagram � . Each of them gives a cross on � , but these
crosses do not coincide. In the center{saddle case, we forbid the similar situations
shown in Fig. 9.3(b).

Figure 9.2 Figure 9.3

Condition 4. The straight lines given by the equation fH = h0 = constg
intersect the bifurcation diagram � transversally (in a neighborhood of y0).
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Comment. This condition is not very essential for studying the structure
of the foliation into Liouville tori, since, replacing H with the function of the formeH = H + �f , we can always satisfy it. However, this condition becomes non-
trivial if we want to distinguish the Hamiltonian H among the two-dimensional
family of commuting functions. In particular, this condition will guarantee
that the Hamiltonian vector �eld sgradH has no equilibrium points except for
the singular points lying on the leaf L.

Condition 5. Without loss of generality, we shall assume that the singular leaf L
is the preimage of the point y0 under the momentum mapping F , and its four-
dimensional saturated neighborhood U is the preimage of some disc centered at y0 .

Comment. This condition simply means that we consider the connected
component of the preimage F�1(y0) of the point y0 2 � and the corresponding
connected component of the preimage of its neighborhood.

Condition 6. We shall assume that all the objects under consideration (namely,
manifolds, symplectic structures, Hamiltonians, integrals, etc.) are real-analytic.

Comment. This condition is actually not very essential. All the assertions
remain true in the smooth case. But, to prove the corresponding \smooth"
statements, we need smooth analogs of Theorems 1.5 and 1.7, which are not proved
in our book. As far as we know, a complete proof of these facts has not been
published anywhere yet.

Let us study the structure of the set K of critical points of the momentum
mapping F in the neighborhood U4 . For the points of types (a), (b), (c), the set K
consists of two parts P1 and P2 , roughly speaking, of the preimages of the two curves
1; 2 � � intersecting at the singular point y0 . More precisely,

P1 = F�1(1) \K ; P2 = F�1(2) \K :

Proposition 9.1. Let z1; : : : ; zs be the non-degenerate critical points of F lying

on the singular level L = F�1(y0). Then:
1) P1 and P2 are two-dimensional symplectic manifolds with boundary which

intersect transversally exactly at the points z1; : : : ; zs ;
2) the Hamiltonian H restricted onto submanifolds P1 and P2 is a Morse

function with the only critical value, and its critical points are exactly z1; : : : ; zs ;
3) the critical points z1; : : : ; zs have the same type (in other words, they

simultaneously have either type saddle{saddle, or center{saddle, or center{center).

Proof. 1) The set of critical points K consists of zero-dimensional and one-
dimensional orbits of the Poisson action of the Abelian group R2 generated by shifts
along integral curves of the vector �elds sgrad f and sgradH . The points z1; : : : ; zs
are all non-degenerate by de�nition and, therefore, are isolated. Clearly, they
are zero-dimensional orbits of R2 , and no other zero-dimensional orbits exist
in a neighborhood of the singular leaf L. Therefore, we need to analyze the behavior
and character of one-dimensional orbits in a neighborhood of L. We claim that these
one-dimensional orbits are all non-degenerate. It is easily seen that each of them
passes near one of the points z1; : : : ; zs . Hence, it su�ces to verify that every one-
dimensional orbit that passes through a neighborhood of zi is non-degenerate. This
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easily follows from the local structure of the momentum mapping singularity at zi .
Indeed, according to Theorem 1.5, in a neighborhood of zi , there are regular local
coordinates p1; p2; q1; q2 in terms of which H and f become

H = H(�; �) ; f = f(�; �) ;

where the functions � and � (depending on the type of the singular point) have
the form:

a) � = p21 + q21 ; � = p22 + q22 (center{center case) ;

b) � = p21 + q21 ; � = p2q2 (center{saddle case) ;

c) � = p1q1 ; � = p2q2 (saddle{saddle case) :

Moreover, the smooth change (H;f)! (�;�) is non-degenerate, i.e.,
@(H;f)

@(�;�)
6= 0.

Therefore, the set of critical points and their properties for the mappings

F = (H; f):U ! R2 and eF = (�; �):U ! R2 are the same. It remains to observe

that the set of critical points for eF has a very simple local structure: it consists of
two surfaces de�ned by the equations�

p1 = 0

q1 = 0
and

�
p2 = 0

q2 = 0
:

These surfaces intersect transversally at the non-degenerate singular point zi
and, moreover, are locally symplectic submanifolds in M4 . The non-degeneracy

of one-dimensional orbits lying on these surfaces (in the sense of eF ) is evident
(see De�nitions 1.23, 1.25).

Thus, all one-dimensional orbits of the Poisson R2 -action that belong to
the neighborhood U(L) turn out to be non-degenerate. As was shown in Propo-
sition 1.16, the set of critical points K near a non-degenerate 1-orbit is a two-
dimensional symplectic submanifold. Thus, we have shown that the set K \ U(L)
is a two-dimensional submanifold self-intersecting at the singular points z1; : : : ; zs .
At the same time, it is clear that K \ U(L) actually consists of two manifolds
P1 and P2 each of which is two-dimensional and symplectic. They correspond
to the curves 1; 2 � � and intersect each other at the points z1; : : : ; zs . Note
that the manifolds Pi are not necessarily connected.

2) This assertion follows in essence from Condition 4, i.e., from the fact
that the lines fH = constg intersect both 1 and 2 transversally. According
to the corollary of Proposition 1.16, all the points (except for z1; : : : ; zs) are
regular for the function H restricted onto Pi . Although the points z1; : : : ; zs
themselves are singular, they are non-degenerate (as critical points of H jP

i

).
It follows from the local structure of the singularity. Indeed, the function H
has the form H = H(�; �); moreover, @H=@� 6= 0 and @H=@� 6= 0 (according
to Condition 4). In a neighborhood of zj on the submanifold Pi , we can take pi; qi
as local coordinates. Hence the restriction of H to Pi in terms of the local
coordinates takes the form either H(p2i + q2i ) or H(piqi). Moreover, @H=@� 6= 0
and @H=@� 6= 0. These conditions immediately imply that H :Pi ! R is a Morse
function, as required.
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3) The picture of the local structure of a small neighborhood of a non-degenerate
singular point is presented in Fig. 9.4. In the �rst three cases, this neighborhood has
a direct product type. It is easy to see that, in the center{center case, the singular
leaf L is zero-dimensional, i.e., consists of a single point (since it is assumed to be
connected). In the center{saddle case, the leaf L is one-dimensional. The saddle{
saddle and focus{focus cases are characterized by the fact that L is two-dimensional.
It follows from the non-degeneracy condition that the singular leaf has to have
the same dimension at all of its points. Hence center{center and center{saddle
points cannot be mixed with any other points.

Figure 9.4

We now prove that a singular leaf cannot contain saddle{saddle and focus{focus
points simultaneously. Assume the contrary. Then there exists a two-dimensional
orbit O whose closure contains points of di�erent types: saddle{saddle and focus{
focus. In the focus{focus case, there exists a linear combination �H + �f with
constant coe�cients such that the trajectories of the vector �eld sgrad(�H + �f)
are all closed on the singular leaf L near the focus{focus point. This follows
from the local structure of such a point (see Section 9.8 for detailed description
of focus{focus points). The trajectories of this �eld are closed on the whole
two-dimensional orbit O and have the same �nite period. On the other hand,
in the neighborhood of the saddle{saddle point, the passage time along a trajectory
tends to in�nity as this trajectory approaches this point. Even if the trajectory
had been closed, its period would have tended to in�nity. This contradiction proves
the assertion. �

Part (3) of Proposition 9.1 implies that we can say not only about the type
of a singular point, but also about the type of the singular leaf L itself. The whole
leaf L can be related to one of the following types: center{center, center{saddle,
saddle{saddle, focus{focus.

Remark. The submanifolds P1 and P2 can be disconnected, but, as we shall
see below, the union of them is always connected.

Consider the pairs V1 = (H jP
1

; P1) and V2 = (H jP
2

; P2), where H is

the Hamiltonian. Part (2) of Proposition 9.1 implies that the function H
de�nes the structure of an atom on each of the surfaces P1 and P2 . Moreover,
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the points z1; : : : ; zs are the vertices of these atoms. Thus, V1 and V2 are atoms
naturally connected with the singular leaf L and the point y0 . Note that the atoms
V1 and V2 are both orientable, since the corresponding surfaces P1 and P2 are
symplectic and, consequently, oriented.

Remark. Let us emphasize that, in this context, we allow atoms V1 and V2
to be disconnected.

De�nition 9.1. The pair (V1; V2) is called the l-type of the singularity
of the momentum mapping F at the point y0 2 � .

Remark. In the focus{focus case, the notion of the l-type is not used.

The types of atoms V1 and V2 are completely de�ned by the type of the given
singularity. Namely,

a) if the singularity has center{center type, then the atoms V1 and V2 are both
of type A,

b) if the singularity has center{saddle type, then one of these atoms is A, whereas
the other atom is a saddle one,

c) in the saddle{saddle case, both of the atoms are saddle.

The notion of the l-type can be used for the classi�cation of four-dimensional
singularities. The idea is as follows. We can introduce the complexity of a four-
dimensional singularity to be the number of singular points z1; : : : ; zs on the singular
leaf L. Clearly, the number s is the complexity of the atoms V1 and V2 , i.e.,
the number of their vertices. Therefore, for singularities of �xed complexity, there is
only a �nite number of possible l-types, and all of them can easily be listed.
By �xing an l-type, we can then try to describe all the singularities corresponding
to it. We note, however, that the l-type is not a complete invariant. There may
exist several di�erent singularities with the same l-type. As we shall show below,
the number of such singularities is always �nite.

9.2. THE LOOP MOLECULE

OF A FOUR-DIMENSIONAL SINGULARITY

Let us describe another useful invariant of singularities of the momentum map-
ping F . Let � be the bifurcation diagram located in the plane R2 (H; f). As we
have already seen, the bifurcation diagram is usually represented as a set of smooth
curves which may intersect or touch one another at some points. Besides, � may
contain isolated points. The smooth curves 1; : : : ; k � � correspond, as a rule,
to one-parameter families of non-degenerate one-dimensional orbits of the Poisson
R2 -action on M4 . Suppose that this condition is ful�lled. The diagram � usually
has some singular points. A point y0 2 � is called singular if it belongs to one
of the following two types.

Type 1: the point y0 belongs to the image F(K n eK), where eK is the set of
non-degenerate closed one-dimensional orbits of the Poisson action of R2 on M4 .

Type 2: the point y0 is an intersection (or self-intersection) point of smooth
curves of the diagram � .
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Denote the set of singular points of � by �0 . Usually �0 is a �nite set of isolated
points. If � is viewed as a cell complex, then �0 is just the set of its vertices
(zero-cells).

We now introduce a notion of an admissible curve.

De�nition 9.2. A smooth parameterized curve � without self-intersections
in the plane R2 (H; f) is called admissible if it intersects the bifurcation diagram �
transversally and does not pass through the singular points of � (Fig. 9.5).

Figure 9.5

Now consider the preimage Q� = F�1(�) of � in M4 . If � is an admissible
curve, then Q� is a smooth 3-manifold. The parameter t of the parametrized
curve �(t) can be considered as a smooth function on Q� . Obviously, this is a Bott
function provided � is admissible. If we wish, we may consider Q� as an isoenergy
manifold for a certain Hamiltonian system with a Hamiltonian H� (H; f) which
satis�es the property that the curve � on the plane R2(H; f) is given by the equation
fH� = constg. Thus, we have a natural structure of the Liouville foliation on Q�

and can, therefore, consider its natural invariant, namely, the marked molecule W � ,
which we denote by W �(�).

Lemma 9.1. The marked molecule W �(�) does not change under smooth

isotopy �s of � on the plane R2 in the class of admissible curves.

Proof. The arguments are standard. �

Suppose now that y0 2 �0 is an isolated singular point of the bifurcation
diagram. Consider a circle � of small radius centered at y0 . Suppose that � is
an admissible curve and remains admissible as its radius tends to zero.

De�nition 9.3. The marked molecule W �(�) is called the loop molecule

of the singular point y0 2 � .

The loop molecule describes the structure of the Liouville foliation on the bound-
ary of the four-dimensional neighborhood U(L) of the singular leaf L = F�1(y0).
It shows what happens when we move around the singularity. It is important
that all the events can be described in terms of the standard marked molecule.
As we shall see below, sometimes (and, actually, very often) the loop molecule
allows us to describe the structure not only of the boundary of U(L), but also of this
neighborhood itself. In other words, it turns out that, in many cases, the loop
molecule is a complete topological invariant of a four-dimensional singularity
(in the sense of Liouville equivalence).
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Conjecture (A. T. Fomenko). If the singular points z1; : : : ; zs lying on the sin-
gular level L are all non-degenerate, then the loop molecule is a complete topological
invariant of the singularity (in the sense of Liouville equivalence). In other words,
two Hamiltonian systems are Liouville equivalent in some neighborhoods of non-
degenerate singular leaves if and only if their loop molecules coincide.

In what follows, this conjecture will be proved in several important cases.
The experience in studying speci�c examples of integrable systems shows that,
as a rule, distinct four-dimensional singularities have distinct loop molecules even
if the non-degeneracy condition fails.

As we shall see below, the loop molecules are also useful for computing invariants
of integrable systems on arbitrary isoenergy 3-manifolds.

9.3. CENTER{CENTER CASE

Let x be a singular point of center{center type in M4 , let L be the singular leaf
passing through it, and let U(L) be its four-dimensional neighborhood in M4 .

Theorem 9.1. There exists exactly one singularity of center{center type

(up to Liouville equivalence). Its structure is as follows.

a) The singular leaf L coincides with the point x itself.

b) The neighborhood U(L) is di�eomorphic to a four-dimensional ball.

c) The l-type of the singularity is (A;A).
d) The loop molecule has the form A��A, and the r-mark is 0 (see Fig. 9.6).
e) A canonical model of this singularity is given by the pair of commuting

functions H = �(p21+q
2
1)+�(p

2
2+q

2
2) and f = p22+q

2
2 , where the constants � and �

are both di�erent from zero.

Figure 9.6

Comment. This case is the simplest one, and it is possible to prove a stronger
result: all center{center singularities are symplectomorphic. Moreover, the same
is true for all dimensions. This fact can be found, for example, in the paper
by Elliasson [110]. In this case, the Poisson action of R2 in a neighborhood
of a center{center point is factorized to a Poisson action of the torus T 2 . Such
actions are studied in detail in the book [21] by M. Audin.
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Proof (of Theorem 9.1). The proof immediately follows from the local
classi�cation theorem for non-degenerate singular points (Theorem 1.5). According
to this theorem, there exists a symplectic coordinate system (p1; q1; p2; q2) such that
H = H(p21 + q21 ; p

2
2 + q22) and f = f(p21 + q21 ; p

2
2 + q22). Moreover, the change

(H; f)! ( eH; ef) = (p21 + q21 ; p
2
2 + q22)

is smooth and regular.
Hence the singular leaf L = fH = 0; f = 0g coincides with the non-degenerate

singular point x = (0; 0; 0; 0), and its neighborhood U(L) is a four-dimensional
ball. Moreover, we may assume without loss of generality that the coordinates
p1; q1; p2; q2 act on the whole neighborhood. This implies that any two center{
center singularities are Liouville equivalent, since every center{center singularity is
isomorphic to the singularity corresponding to the Liouville foliation given by two

canonical functions eH; ef .
Restricting H to the surfaces P1 = fp2 = 0; q2 = 0g and P2 = fp1 = 0; q1 = 0g,

we obtain functions depending only on p21 + q21 and p22 + q22 , respectively. Such
functions correspond to the atoms A. Therefore, the l-type of the center{center
singularity is (A;A).

The change (H; f)! (p21+q
2
1 ; p

2
2+q

2
2) is regular; therefore, studying the topology

of the foliation, we can consider the new functions eH = p21 + q21 and ef = p22 + q22
instead of H and f . Recall that the loop molecule describes the structure
of the Liouville foliation on the 3-manifold F�1("), where " is the circle of radius "
centered at the point F(x). In our case, instead of the circle, it is more convenient

to take the segment �" given on the plane by the equation eH + ef = " (Fig. 9.7).

Figure 9.7

Note that the arc of " that belongs to the image of the momentum mapping can be
smoothly deformed into the segment �" in the class of admissible curves. Therefore,
the Liouville foliation structures on the preimages of " and �" are the same. Thus,

we need to describe the structure of the foliation given by the function ef = p22 + q22
on the 3-sphere p21 + q21 + p22 + q22 = ". This foliation is well known; it is described
by the molecule A��A with the mark r = 0 (see Proposition 4.3). This completes
the proof. �
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Remark. It is worth noticing that a center{center singularity has the type of
the direct product A�A (Fig. 9.8). As we shall see below, the analog of this fact is

Figure 9.8

valid for all non-degenerate singularities. In more complicated situations, like
saddle{saddle, a singularity will be of almost direct product type, i.e., can be
presented as a quotient of a direct product of two atoms by a free action of some
�nite group.

Remark. In concrete examples of integrable systems in physics and mechanics,
center{center singularities correspond to stable non-degenerate equilibrium points.
They occur practically in all integrable systems.

9.4. CENTER{SADDLE CASE

Let x be a singular point of center{saddle type in M4 , let L be the singular leaf
passing through it, and let U(L) be its four-dimensional neighborhood in M4 .

We start with an example of center{saddle singularity. Consider an arbitrary
saddle atom V = (P;K) and the atom A. These atoms are two-dimensional surfaces
with symplectic structures and smooth functions f1 and f2 , which determine
the structure of an atom on the corresponding surface (i.e., a one-dimensional
Liouville foliation with a single singular leaf). Consider the direct product A � V
and de�ne on it the symplectic structure as the \sum" of the initial symplectic

Figure 9.9

structures on A and V (see Fig. 9.9). The functions f1 and f2 are naturally lifted
onto this direct product and commute with respect to the indicated symplectic
structure. Therefore, they determine a Liouville foliation on A�V . It is easy to see
that this foliation has exactly one singularity of center{saddle type. Moreover,
the direct product A � V is a regular neighborhood of the singular leaf L.
The singular leaf L itself is just the graph K of the atom V . The center{saddle
points are the vertices of K . We shall denote such a singularity by A� V .
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Theorem 9.2. Every singularity of center{saddle type is Liouville equivalent

to a canonical singularity A�V for a suitable saddle atom V = (P;K). Moreover,

the following assertions hold.

a) The singular leaf L coincides with the graph K .

b) The neighborhood U(L) is the direct product of the two-dimensional disc and

the surface P .

c) The l-type of this singularity is (sA; V ), where s is the number of vertices

of the graph K , and sA denotes a disjoint union of s copies of the atom A.

d) The loop molecule of the center{saddle singularity has the form shown

in Fig. 9.10; moreover, all the r-marks on its edges are equal to in�nity. For all

the incoming edges of the atom V (see Fig. 9.10), the " is the same and, by choosing

orientation, can be made equal to +1. Then, for all outgoing edges (Fig. 9.10)
the "-mark is �1.

Figure 9.10

e) The isoenergy 3-manifold Q corresponding to the loop molecule is di�eomor-

phic to the connected sum of s+ 1 copies of S1 � S2 , i.e.,

Q = (S1 � S2) # : : :# (S1 � S2)
| {z }

s+1 times

:

Proof. Let s be the number of singular points on the singular leaf L. All of them
are of center{saddle type. Take any of them. In its neighborhood it is always
possible to choose a regular coordinate system (p1; q1; p2; q2) in terms of which
the Liouville foliation is given by the pair of commuting functions p21+q21 and p2q2 .
Therefore, the singular leaf in a neighborhood of each singular point looks like
a one-dimensional cross, i.e., two transversally intersecting segments. Therefore,
the whole leaf L is obtained by gluing these crosses, i.e., is a graph with s vertices
each of which has multiplicity 4. Let us denote it by K . Now we shall see that K
is naturally embedded into a certain atom V .

Indeed, as was shown above, the set of critical points of the momentum
mapping lying in U(L) represents two intersecting surfaces. Since we consider
a center{saddle singularity, one of these surfaces, say P1 , is a disjoint union
of s copies of the atom A, and the other surface P2 has the structure of a saddle
atom V = (P2;K2). It is easy to see that the singular leaf L consists entirely
of critical points and, therefore, belongs to P2 . Besides, H(L) = const and,
consequently, L is noting else but the graph K2 .

Now the idea of the proof is rather natural. First we shall cut the neighbor-
hood U(L) into some standard pieces each of which is a regular neighborhood
of a singular center{saddle point z

i
2 L. The structure of the Liouville foliation

near zi is well known: according to Theorem 1.5, it can be represented as the direct
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product of the foliated disc and the foliated cross (Fig. 9.12). Then we shall show
that, under the above assumptions, the inverse gluing of U(L) from standard pieces
can be carried out uniquely up to �ber isotopy. As a result, from local direct
products we shall obtain a global one, as required. The same idea will be used
in other situations.

Figure 9.11

Let us indicate the midpoints on all the edges of the graph K (i.e., of the leaf L)
embedded into the neighborhood U(L) (Fig. 9.11). In the middle of each edge,
we consider a three-dimensional ball transversal to the edge and cut U(L) along all
such balls. The neighborhood U(L) splits into a union of 4-bricks each of which
is obviously a regular neighborhood of a vertex z

i
of the graph K = L and,

consequently, has the structure of the above direct product.

Figure 9.12 Figure 9.13

Consider now the inverse gluing. First we improve the functions H and f
in the following way. We make a regular change

eH = eH(H; f) and ef = ef(H; f)

so that the bifurcation diagram in the neighborhood of F(x) straightens, i.e., takes
the form shown in Fig. 9.13. As a result, the surfaces P1 and P2 in M4 become

critical non-degenerate submanifolds of the new functions ef; eH . More precisely,
P1 is a critical submanifold for ef , and P2 is critical for eH . Moreover, P1 is
a critical submanifold of index 1, i.e., a saddle one. And P2 is a critical submanifold
of index 0, i.e., corresponds to a minimum. We are in the situation described
by the generalized Morse-Bott lemma (Lemma 1.7). Thus, in some neighborhood

of P2 , there exist two smooth independent functions x1; y1 such that eH = x21 + y21 .
Similarly, in some neighborhood of P1 (which is a disjoint union of s discs, i.e.,
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atoms A), there exist two smooth independent functions x2; y2 such that ef = x2y2 .
In fact, this pair of functions x2; y2 is de�ned not on the whole elementary 4-brick,
but only on a part of it that is the direct product of the atom A by a small
neighborhood of the center of the two-dimensional cross. We need to extend
the functions onto the whole cross. This can evidently be done without losing
the independence of x2; y2 and so that we still have

ef = x2y2 . As a result, we obtain
four functions x1; y1; x2; y2 on the whole elementary 4-brick. They are regular
coordinates on it (however, not necessarily symplectic) in terms of which we have

eH = x21 + y21 and ef = x2y2 :

Thus, on each 4-brick, we have a structure of the foliation shown in Fig. 9.12. Let
us look what happens when we glue the boundaries of the 4-bricks. The boundary
components are now represented as 3-cylinders I � D2 . Each such cylinder is
foliated into concentric circles whose centers are located on the segment I , the axis
of the cylinder (Fig. 9.14). These circles are traces of leaves of the Liouville
foliation on the boundary of the 4-brick, which are given by the equations
eH = const and ef = const. Therefore, for each circle on the boundary of one brick,
we can always �nd the corresponding circle on the boundary of the other brick
by choosing the circle with the same values of eH and ef (Fig. 9.14). We now glue
these circles. It is clear that, as a result, we de�ne the gluing di�eomorphism for
the pair of boundary cylinders I � D2 uniquely up to �ber isotopy. It remains
to observe that the functions eH and ef are de�ned globally on the whole of U(L).
This gives us a possibility to make all gluing operations by a standard and
unambiguous rule. It is clear that, as a result, we obtain the structure of the direct
product A� V on U(L).

Parts (a), (b), (c) of the theorem follow immediately from this statement.

Figure 9.14 Figure 9.15

We now turn to computing the loop molecule. In Fig. 9.15, we show the arc 
"

whose preimage is the 3-manifold Q" . The point y2 corresponds to a saddle
bifurcation. Since our singularity has type of the direct product A � V , this
bifurcation corresponds to the atom V . Analogously, the points y1 and y3
correspond to the bifurcation-atom A. Therefore, the molecule (yet without marks)
obviously has the desired form presented in Fig. 9.10. It remains to compute
the marks.
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Consider a point on an arbitrary edge of the molecule and the Liouville torus
corresponding to it. Take two cycles on this torus. The �rst one is the cycle that
shrinks into a point as the torus tends to y1 . The second cycle transforms into
the saddle critical circle as the torus tends to y2 . Obviously, this is the same cycle.
It is shown in Fig. 9.9 as one of the circles into which the atom A is foliated.
In the sense of the direct product structure, this cycle represents a non-singular leaf
of the atom A multiplied by a vertex of the atom V . As we know from Chapter 4,
this means that the corresponding r-mark is equal to in�nity.

Let us compute the "-marks. They are de�ned by the mutual orientations
on the cycles. Consider the initial Hamiltonian H on U(L). Since the surfaces
P1 and P2 are invariant under the ow sgradH , this ow de�nes the natural
orientation on all the critical circles. Consider an arbitrary Liouville torus.
It can be naturally identi�ed with the product of two critical circles one of which
lies on P1 , and the other lies on P2 . Since the circles are both oriented
by the ow, the torus obtains a natural orientation. On the other hand, on this
torus (as a leaf of the Liouville foliation on Q

"
), there is another orientation.

In our case, the Liouville torus bounds a solid torus and, therefore, can be considered
as the boundary torus of the 3-atom A. The orientation of the solid torus
induced by the �xed orientation on Q" determines the orientation on its boundary
torus (for example, by means of the outward normal). Let us compare these two
orientations on the same torus. If they coincide, then " = +1. Otherwise, " = �1.

Figure 9.16

In our case, these orientations are illustrated in Fig. 9.16. It is seen that
the orientations of the triples (n; �; �) and (n0; �0; �0) are di�erent on the Liouville
tori. Therefore, the "-marks corresponding to these Liouville tori have di�erent
signs. In this �gure (Fig. 9.16), we take Liouville tori from two di�erent classes
with respect to the atom V (positive and negative in our precedent notation).
As is seen from the same �gure, for Liouville tori of the same kind (either positive
or negative), the "-mark is also the same. The point is that the orientation
of the indicated triples coincide.

It remains to describe the topology of Q" . But that has been already done
in Proposition 4.5. This completes the proof of Theorem 9.2. �
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9.5. SADDLE{SADDLE CASE

9.5.1. The Structure of a Singular Leaf

Let L be a singular leaf of saddle{saddle type and let y0 = F(L) be the singular
point of the bifurcation diagram � corresponding to the given singular leaf.
According to the above assumptions, a neighborhood of y0 on the bifurcation
diagram � has the form of two transversally intersecting smooth curves 1 and 2 ,
as shown in Fig. 9.1(c). Let us make a local coordinate change in a neighborhood
of y0 on the plane R

2 (H; f) so that 1 and 2 transform into segments lying

Figure 9.17

on the (new) coordinate axes, as illustrated in Fig. 9.17. We denote these new
coordinates by f1 and f2 . As a result, the curve 1 is given by the equation
f2 = 0, and 2 is given by f1 = 0. We shall assume that @H=@f

i
> 0 for i = 1; 2.

We can always achieve this by changing the sign of fi if necessary. The functions
f1 and f2 can obviously be regarded as new integrals of the initial Hamiltonian
system instead of H and f .

Proposition 9.2. Let s be the number of singular points z1; : : : zs of saddle{

saddle type on the singular leaf L. Then L is a two-dimensional cell complex

glued from 4s squares. The interior of each square is a two-dimensional orbit

of the Poisson action of the group R
2 (H; f). The edges of the squares (without

end-points) are one-dimensional non-closed orbits of the action of R
2 (H; f),

and the vertices of the squares are exactly the singular points z1; : : : zs , i.e.,

zero-dimensional orbits. The edges of the squares belong to the submanifolds

P1 = F�1(1) \ K and P2 = F�1(2) \ K . Moreover, the opposite edges belong

to the same submanifold, and the adjacent edges belong to di�erent ones.

Proof. We �rst analyze the structure of L in a neighborhood of each singular
point z

i
. According to Theorem 1.5, there exists a local coordinate system

(p1; p2; q1; q2) in a neighborhood of zi such that the Liouville foliation is de�ned
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by common level surfaces of functions p1q1 and p2q2 . This means that locally
the structure of the Liouville foliation has the type of the direct product of two
elementary one-dimensional hyperbolic singularities. In other words, we need
to multiply two foliated saddles shown in Fig. 9.18. In particular, the singular leaf L
locally (in a neighborhood of z

i
) has the form ��� , where � is the one-dimensional

cross, i.e., two transversally intersecting intervals.
It is clear that the points z1; : : : ; zs are zero-dimensional orbits of the action

of R2 . Moreover, by our assumptions, there are no other zero-dimensional orbits
on the leaf L.

Figure 9.18

Figure 9.20 Figure 9.19

We now study the one-dimensional orbits of the action of R2 lying on the singular
leaf L. All of them, by de�nition, belong to the set K of singular points
of F . On the other hand, in a neighborhood U(L) of L the set of singular
points of F is the union of P1 and P2 . Therefore, all the one-dimensional
orbits (located in U(L)) belong either to P1 or to P2 . Moreover, the one-
dimensional orbits lying on L are exactly the edges of the graphs K1 and K2

of the atoms V1 = (P1;K1) and V2 = (P2;K2), respectively (Fig. 9.19).
In particular, the one-dimensional orbits lying on L are all non-degenerate
and non-closed, and the total number of them is 4s (namely, 2s for each
graph K

i
). Each orbit has hyperbolic type and, consequently, for an interior

point x on it, the singularity of the complex L (in a small neighborhood U(x))
looks like a fourfold line (Fig. 9.20), i.e., locally L is homeomorphic to the direct
product � �D1 .

How do the vector �elds sgradH , sgradf1 , and sgradf2 behave on the one-
dimensional orbits?
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The �eld sgradf1 is non-trivial along 1-orbit lying on P1 and vanishes
on the 1-orbits lying on P2 . In other words, sgradf1 ows along the edges
of the graph K1 and is zero on the edges of K2 .

The �eld sgradf2 behaves similarly: it ows along the edges of K2 and is zero
on the edges of K1 .

The �eld sgradH is non-trivial on all the one-dimensional orbits (both in
P1 and P2 ). Moreover, sgradH ows in the same direction as sgradf1 and sgrad f2
on the corresponding edges. This follows from the condition that @H=@f

i
> 0

for i = 1; 2.
Turning to the two-dimensional orbits G, we �rst pay attention to the following

general fact: the points that lie in the closure of a two-dimensional orbit, but
do not belong to the orbit itself, are necessarily contained in either one-dimensional
or two-dimensional orbits. In other words, G nG � (K1 [K2).

Now let G be a two-dimensional orbit of the Poisson action of R2 (H; f) which
belongs to the singular leaf L and contains the point z1 in its closure. It is known
that a two-dimensional orbit is di�eomorphic to either a 2-torus, or a 2-cylinder,
or a 2-plane. As we have seen above, the torus and cylinder must be excluded and,
therefore, G is di�eomorphic to a plane. Consider its closure G and look at its
behavior near the boundary points lying in K1 [K2 .

The orbit G approaches the vertices z1; : : : ; zs of the graph K1 [K2 each time
in the same way. As shown above, in a neighborhood of z

i
, the singular leaf locally

represents the direct product � �� . This product evidently admits a strati�cation
into zero-, one-, and two-dimensional strata.

It is easily seen that there are 16 two-dimensional strata each of which is a part
of a two-dimensional orbit located in the neighborhood of zi . On the other hand,
the closure of each stratum can evidently be represented as a smooth embedding
of the right angle into M4 . Thus, the orbit G near the singular point z

i
looks like

the usual angle with the vertex z
i
, whose sides are edges of two di�erent graphs

K1 and K2 . Notice that the orbit may return to the same singular point several
times, so several di�erent angles may correspond to it.

To the one-dimensional orbits, i.e., edges of the graphs K1 and K2 , the orbit G
also approaches in a nice way as a fragment of a half-plane (one of the four smooth
sheets shown in Fig. 9.20). Of course, G may return to the same edge several times
(in fact, as we shall see soon, at most twice).

Lemma 9.2. The closure of the orbit G � L is a polygon with an even number

of edges smoothly immersed into M4 .

Proof. The fact that the closure G is an immersed polygon follows immediately
from the local behavior of G near its boundary points.

We only need to prove that the number of edges of G is even. This fact is
almost evident. Indeed, let x be a point on the boundary of G lying, for instance,
on an edge of K1 . Let us move along this edge (staying on the orbit) in a certain
direction. After coming to the nearest vertex of the graph K1 , we shall have to turn
to another edge which now belongs to the other graph K2 . This follows from
the local behavior of G near a singular point (see above). Having arrived at the end
of this edge of K2 , we again turn to an edge of K1 . And so on until we come
to the initial point.
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Figure 9.21

Let us emphasize that this sequence (of edges) is completely and uniquely
determined by the orbit G which adjoins the graph K1 [K2 by its boundary @G
(see Fig. 9.21). Since we jumped at each vertex from one graph to the other
(from K1 to K2 , or conversely), the total number of the edges we went along is even.

Lemma 9.2 is proved. �

Thus, G can be considered as an embedding into M4 of a polygon eG with an even
number of vertices. Its interior is di�eomorphically mapped onto the orbit G, and
the sides are sent to some edges of the graph K1 [K2 . In other words, the orbit G
can be interpreted as a two-dimensional cell glued to the 1-skeleton K1[K2 by some
mapping of its boundary @G.

Lemma 9.3. The polygon eG is a square.

Remark. This means that eG has exactly four sides. It is clear that, in such
a case, one pair of the opposite sides is mapped into K1 , and the other is mapped

into K2 . Notice that the immersion eG! G �M4 is not an embedding in general.
Some vertices and even edges may be glued between each other. Nevertheless,

the mapping restricted to the interior of eG and to the interior of each edge is
an embedding.

Proof (of Lemma 9.3). Consider the commuting �elds sgradf1 and sgrad f2
on the closure G of the orbit G. Since G is the embedding of eG, both the �elds can

be lifted onto the polygon eG. Let a be an arbitrary side of eG which belongs to K1

(after embedding into M4). Consider the behavior of sgradf2 in a neighborhood
of the edge a. Since the edge a is a non-degenerate one-dimensional orbit of R2 ,
integral curves of sgradf2 either approach the edge a transversally or go out of it.
On the edge a itself, the �eld sgradf2 identically vanishes (Fig. 9.22). The similar
argument works for the �eld sgradf1 with respect to the edges of K2 .

Consider an edge of the polygon on which sgrad f1 is di�erent from zero.
Then the �eld sgrad f1 vanishes on the two neighboring edges: it ows in one
of these edges and ows out of the other. The picture illustrating the behavior
of integral curves of sgradf1 is shown in Fig. 9.23. As a result, we obtain
the complete picture of the �eld sgrad f1 in the neighborhood of the boundary
of the polygon (Fig. 9.24).
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Figure 9.22 Figure 9.23

Figure 9.24 Figure 9.25

We now note that sgradf1 has no zeros inside the polygon eG. Using standard
manipulations with the index of a vector �eld, we can easily see that such a situation

is possible if and only if eG is a square.
Lemma 9.3 is proved. �

In Fig. 9.25 we present the �nal picture of the integral curves of the �elds
sgrad f1 and sgradf2 on the square.

Let us summarize the results obtained. We have described one-dimensional and
two-dimensional cells of the complex L. The two-dimensional cells are squares, and
the one-dimensional cells are the edges of the graphs K1 and K2 .

Lemma 9.4. The number of the squares is 4s, where s is the number of singular

points on the singular leaf L.

Proof. Let k be the number of the squares. Let us compute the total number
of the angles of all the squares in two di�erent ways. On the one hand, it is
obviously equal to 4k . On the other hand, at each singular point z

i
there are

16 di�erent angles of these squares, and the number of such points is s. Hence
the total number of the angles is equal to 16s. Thus, 16s = 4k , i.e., k = 4s,
as was to be proved. �

Thus, Proposition 9.2 is completely proved. �
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Lemma 9.5. The singular leaf L is the image of a disjoint union of several

tori and Klein bottles under some immersion into M4 .

Proof. Let us divide the edges of all the squares (from which L is glued) into
two classes. The �rst class consists of the edges of the graphs K1 and K2 which
integral trajectories of the ows sgradf2 and sgradf1 enter. The second class,
on the contrary, consists of the edges of K1 and K2 from which integral curves
of sgradf2 and sgradf1 go out. We now make partial gluing of these squares
identifying only those edges which belong to the same class. Note that, making
complete gluing, we should identify the edges in quadruples, since each edge of L
is a fourfold line. But we have just divided each quadruple into two pairs, and now
identify only the edges from the same pair.

Since the edges are glued pairwise, we obtain a certain closed surface eL
(not necessarily connected). This surface is decomposed into squares. Moreover,
it is easily seen that each vertex of this decomposition has degree 4. Computing

the Euler characteristic of eL, we obtain zero. Thus, this surface is a disjoint union of
tori or Klein bottles. If we complete this gluing operation, we obtain an immersion

of eL in M4 , whose image is exactly the singular leaf L. �

As we shall see below, the singular leaf L is a K(�; 1)-space, i.e., its homotopy
groups are all trivial except for the fundamental group �1(L).

It turns out that the topology of the complex L does not determine uniquely
the structure of the Liouville foliation in its neighborhood U(L). It turns out
that, to construct a complete invariant of a saddle{saddle singularity, it su�ces
to combine two invariants which have been constructed above: the complex L and
l-type. This new invariant is convenient to enumerate possible types of singularities.

9.5.2. Cl-Type of a Singularity

The notion of the Cl-type of a singularity was introduced by A. V. Bolsinov and
V. S. Matveev in [65].

Recall that the l-type of a saddle{saddle singularity is a pair of atoms (V1; V2),
where V

i
= (P

i
;K

i
). Here the union of the graphs K1 and K2 is just the 1-skeleton

of the complex L, and the surfaces P1 and P2 represent the set of critical points
of the momentum mapping that belong to the neighborhood U(L).

De�nition 9.4. The Cl-type of the saddle{saddle singularity is de�ned as
the triple (L; V1; V2) together with the two embeddings �

i
:K

i
! L(1) (i = 1; 2),

where L(1) is the 1-skeleton of L.

In this de�nition, we ignore orientations on the atoms V1 and V2 .

Comment. Thus, the Cl-type is the union of two objects: the l-type
(i.e., the pair of atoms (V1; V2)) and the two-dimensional complex L. Moreover,
we must remember that the union of the graphs K1 and K2 is exactly the 1-skeleton
of L. This information is kept in the mappings �1 and �2 (see above).
Thus, the elements of the triple (L; V1; V2) are not independent, but connected
by the 1-skeleton of L.
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Theorem 9.3. The Cl-type is a complete invariant of a saddle{saddle

singularity in the sense of Liouville equivalence. This means that, if two saddle{

saddle singularities have the same Cl-type, then there exist invariant neighborhoods

U(L) and U 0(L0) of the singular leaves L and L0 and there exists a �ber

di�eomorphism U(L) ! U 0(L0) that preserves the direction of the Hamiltonian

ows on the one-dimensional orbits.

The proof is given below (see Section 9.7.1).

This important theorem allows us to classify and enumerate saddle{saddle
singularities starting from small complexity. By complexity we mean here
the number s of singular points z1; : : : ; zs on the singular leaf L. This program
of classi�cation will be carried out below: we shall enumerate all saddle{saddle
singularities of complexity 1 and 2.

To start the classi�cation of singularities, we need to describe some properties
of the Cl-type. The point is that not every triple (L; V1; V2) given in an abstract
way is admissible, i.e., can be realized as the Cl-type of a certain singularity.

Suppose we are given an abstract triple (L; V1; V2), where L is a two-dimensional
cell complex, Vi = (Pi;Ki) are atoms of the same complexity s. Moreover, we have
also the embeddings �

i
:K

i
! L(1) � L (i = 1; 2), where L(1) is the 1-skeleton of L.

De�nition 9.5. An abstract triple (L; V1; V2) with two embeddings �1 and �2
is called an admissible Cl-type if the following conditions are ful�lled.

1) All the edges of the 1-skeleton of L can be divided into two classes in such
a way that the edges from the i-th class are the images of the edges of the graph Ki .
In particular, L(1) = �1(K1) \ �2(K2). (The edges of the �rst class will be called
K1 -edges and denoted by Latin letters, and those of the second class will be called
K2 -edges and denoted by Greek letters.)

2) The complex L is glued from 4s squares.
3) The opposite edges of each square belong to the same class and have the same

orientation. The adjacent edges belong to di�erent classes (Fig. 9.26).

Figure 9.26 Figure 9.27

4) Each edge of the complex L is a four-fold line (Fig. 9.20). This means that
there are exactly four squares adjacent to it (with multiplicity, i.e., one square may
adjoin the edge by two opposite sides (Fig. 9.27)). In other words, if L is cut into
the squares, then each letter (denoting an edge) appears exactly four times.

5) All the angles of all the squares are distinct, i.e., either the letters or
orientations on their edges are di�erent.
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6) Consider the fragment of L consisting of the two squares which are glued
along an edge a (Fig. 9.28). The edges are endowed with orientations as shown
in Fig. 9.28. The pair of edges �; � can be considered as a basis on the atom V2
at the beginning of the edge a (Fig. 9.29). The pair of edges ; � forms a basis
on the same atom V2 at the end of a. It is required that these bases have the same
orientation on V2 .

Figure 9.28 Figure 9.29

To clarify this de�nition, we reformulate it in slightly di�erent terms.
Take a certain l-type, i.e., just a pair of atoms (V1; V2). Let us �x some

orientation on the surfaces P1 and P2 as well as on the edges of the graphs
K1 and K2 . The orientation on the edges must be compatible with the structure
of the atoms. There are only two ways to introduce such an orientation. Namely, if
Ki is interpreted as a singular level line of a Morse function fi , then the orientation
is given either by the direction of the ow sgradfi or by the direction of � sgradfi .
We denote the edges of K1 by Latin letters and the edges of K2 by Greek
ones. Besides, we establish a one-to-one correspondence between the vertices
of the atom V1 and those of the atom V2 . (Recall that the surfaces P1 and P2

intersect in M4 exactly at these vertices (Fig. 9.19).) In particular, identifying
the corresponding pairs of vertices, we can consider the new graph K1 [K2 (which
will play role of the 1-skeleton of the cell complex L).

Having �xed (V1; V2), we describe admissible complexes L as sets of squares
with oriented and marked (by letters) edges. The conditions to be ful�lled are then
as follows.

a) The boundary of each square is a closed path in the union K1 [ K2 .
(Otherwise, this square cannot be glued to the 1-skeleton.)

b) The opposite sides of squares have the same orientation and belong to the same
class (i.e., both are either K1 - or K2-edges). The adjacent sides belong to di�erent
classes.

c) The complex L in a neighborhood of each of its vertices has the structure
of the direct product (cross) � (cross). Each such cross can be interpreted
as the quadruple of the edges incident to the given vertex in the graphs K1 and K2 .
This gives us the list of all the angles of the squares that meet at this vertex.
In particular, at each vertex we have 16 angles, and all of them are di�erent.
An example is shown in Fig. 9.30.
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Figure 9.30

d) Compatibility of orientations. Consider an edge a (Fig. 9.29) which starts
from some vertex S and comes to some other vertex S0 . Since this edge is
a fourfold line from the point of view of the complex L (Fig. 9.20), we can represent
a neighborhood of a as the direct product a� (cross). At the starting point S , this
cross is just the quadruple of the edges of K2 that meet at the vertex S . Similarly,
at the point S0 , this cross can be regarded as the quadruple of the edges of K2

incident to S0 (Fig. 9.31). By �xing a cyclic order of these edges, we can de�ne

Figure 9.31

some orientation on the surface P2 . Since we can do so both at the beginning S and
at the end S0 of a, we can compare the two orientations obtained. It is required that
these orientations coincide. In other words, each edge a 2 K1 allows us to translate
the orientation of P2 from the beginning of a to its end. We require that such
a translation does not change the orientation. The similar condition must be ful�lled
for each edge � 2 K2 .
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It is possible to suggest one more interpretation of the rules of gluing just
described. The complex L satis�es the following conditions.

(�) L is glued from squares.
(��) Each edge is adjacent to 4 squares (with multiplicity).
(���) The fragment of L that is a neighborhood of some edge a looks like one

of the two details presented in Fig. 9.32 (the second one is obtained from the �rst
just by the permutation of labels of the edges at the end-point of a).

Figure 9.32

Theorem 9.4 (Realization Theorem) (V. S. Matveev). The admissible Cl-types
and only they can be realized as Cl-types of saddle{saddle singularities.

Therefore, the set of admissible Cl-types gives the complete list of the saddle{
saddle singularities up to Liouville equivalence.

The proof of Theorem 9.4 is given below (see Section 9.7.2).

9.5.3. The List of Saddle{Saddle Singularities of Small Complexity

In this section, we enumerate all the saddle{saddle singularities of complexity
1 and 2. The idea of the enumeration is as follows. First we describe all the l-types
of complexity 1 and 2, and then, using properties (�), (��), (���), for each �xed
l-type, we list the complexes L corresponding to it.

In the case of complexity 1, there is only one l-type, namely (B;B). The point
is that there exists only one (orientable) saddle atom of complexity 1, this is
the atom B .

The squares, from which the complex L (i.e., the singular leaf) is glued,
have oriented sides marked by Latin and Greek letters. As usual, moving
along the boundary of a square, we can write a word indicating step by step
the letters on the edges we meet. Moreover, we endow each letter with
power " = �1 in the standard way taking into account the orientation on
the corresponding edge.
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Theorem 9.5 (L. M. Lerman, Ya. L. Umanski�� [212]). Suppose that the singular

leaf L contains exactly one singular point (i.e., has complexity 1). Then L is

homeomorphic to one of the four following complexes (Fig. 9.33):
1) a�a�1��1 ; b�b�1��1 ; b�b�1��1 ; a�a�1��1 :
2) a�b�1��1 ; b�a�1��1 ; a�b�1��1 ; b�a�1��1 :
3) a�a�1��1 ; b�b�1��1 ; b�b�1��1 ; a�a�1��1 :
4) a�b�1��1 ; a�b�1��1 ; b�a�1��1 ; b�a�1��1 :

Two saddle{saddle singularities of complexity 1 are Liouville equivalent if and only

if their singular leaves are homeomorphic.

Figure 9.33

Proof. First of all, we note that the four listed complexes are all admissible,
i.e., satisfy conditions (�), (��), (���). Let us show that no other complexes exist.
Consider the squares adjacent to the edge �. In view of condition (���), only
two cases presented in Fig. 9.34(a) and Fig. 9.34(b) are possible. Each of them
can in turn give three essentially di�erent possibilities. Namely, there may be
two, three, or four squares adjacent to the edge � (in both cases (a) and (b));
all these possibilities are shown in Fig. 9.34(a1), Fig. 9.34(a2), Fig. 9.34(a3) and
Fig. 9.34(b1), Fig. 9.34(b2), Fig. 9.34(b3) respectively.

In cases (a3) and (b3), we immediately obtain the complete description
of the complex L. Both of them are admissible. Case (a3) corresponds to the second
complex from the above list (after the following changes of notation: a$ �, b$ �),
case (b3) corresponds to the fourth one.

In cases (a2) and (b2), we need one more square. It can, however, be
uniquely de�ned from the condition that the angles of the squares are all di�erent
(see condition (���) for the edge �). As a result, we obtain that case (a2)
corresponds to the third complex from the above list. Case (b2) is not admissible,
since condition (���) fails for the edges a and b.
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Figure 9.34
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Each of cases (a1) and (b1) gives two more possibilities, namely, the cases
(a11), (a12) and (b11), (b12). Additional pairs of squares are shown in
Figs. 9.34(a11), Fig. 9.34(a12), Fig. 9.34(b11), and Fig. 9.34(b12). Case (a11)
corresponds to the �rst complex from our list. Cases (a12) and (b11) are actually
equivalent and can be obtained from each other by interchanging � and � .
Both of them correspond to the third case. To see this, one needs to make
the following changes for notation in case (a12): a! �, b! � , �! b, � ! a.

It remains to consider case (b12). It corresponds to the second complex from
the above list. �

The next theorem describes the loop molecules corresponding to the saddle{
saddle singularities of complexity 1 listed above.

Theorem 9.6 (A. V. Bolsinov [44]). The loop molecules of saddle{saddle

singularities of complexity 1 corresponding to cases 1{4 indicated in Theorem 9.5
are listed in Fig. 9.35.

Figure 9.35

Sketch of the proof. Consider the singular point y on the bifurcation diagram
that corresponds to the singular leaf L (i.e., y = F(L)). Near the point y ,
the bifurcation diagram has the form shown in Fig. 9.36, i.e., it represents two
smooth curves intersecting transversally at y .

Let x be a regular point close to y . Its preimage F�1(x) consists of several
(or just one) Liouville tori. Since x is close to y , we may assume that these
tori are glued from the same squares as the singular leaf L. The di�erence is
that if we glue L, then these squares must be glued in quadruples, whereas,
for a regular leaf F�1(x), the same squares are glued pairwise. In other words,
when we move from y to x, the singular leaf splits as illustrated in Fig. 9.37. Each
fourfold line splits in two di�erent ways depending on the location of the point x.
Namely, x can be located in one of the four quadrants into which the bifurcation
diagram divides a neighborhood of y . For each of these quadrants, we can
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explicitly describe the corresponding family of Liouville tori. Moreover, when
we pass from one quadrant to another, we understand how the Liouville tori
bifurcate. In other words, we describe all bifurcations of Liouville tori corresponding
to the curves of the bifurcation diagram. These bifurcations are just the atoms
of the loop molecule.

Figure 9.36 Figure 9.37

After this, it remains to carry out the computation for each of the four cases
separately, by using the above scheme. We omit the details and show the �nal result
in Fig. 9.35. �

We now turn to the classi�cation of saddle{saddle singularities of complexity 2.
First of all, we describe all l-types which are a priori possible. Since we admit
disconnected atoms, we need to add two disconnected atoms BB and BB0

(Fig. 9.38) to the standard list of atoms of complexity 2 (they are C1; C2; D1; D2).

Figure 9.38

Since the singular leaf L is connected, at least one of the two atoms V1; V2 from
the l-type has to be connected. Therefore, a priori, there exist 18 di�erent l-types
of complexity 2.
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Theorem 9.7 (A. V. Bolsinov [44]). Suppose the singular leaf L contains

exactly two singular points (i.e., has complexity 2). Then the number of di�erent

singularities corresponding to a �xed l-type is indicated in the following list :

(BB;C1)�7; (BB0; C1)�1; (C1; C1)�1;
(BB;C2)�7; (BB0; C2)�1; (C1; C2)�2; (C2; C2)�2;
(BB;D1)�6; (BB0; D1)�0; (C1; D1)�2; (C2; D1)�2; (D1; D1)�2;
(BB;D2)�6; (BB0; D2)�0; (C1; D2)�0; (C2; D2)�0; (D1; D2)�0; (D2; D2)�0 :

Thus, there exist 39 di�erent (up to Liouville equivalence) saddle{saddle singu-

larities of complexity 2. The structure of the corresponding singular leaves L is

presented in Table 9.1.

Proof. The proof can be carried out by the same scheme as in Theorem 9.5.
We endow each �xed l-type with an additional structure, namely, a bijection
between the vertices of the graphs K1 and K2 and orientation on their edges.
In this case, due to symmetries of atoms of small complexity, this additional
structure can be chosen uniquely up to a homeomorphism. Then we enumerate all
(admissible) possibilities to glue squares to the 1-skeleton K1[K2 using conditions
(�), (��), (���). �

Comment. Thus, there exist 39 di�erent saddle{saddle singularities of
complexity 2. Note that some complexes L from this list are homeomorphic.
We have already pointed out this fact: the topology of the singular leaf L
does not determine, in general, the topology of its neighborhood U(L). In this
case, the di�erent singularities corresponding to the same complex L have
di�erent Cl-types.

Comment. The saddle{saddle singularities of complexity 3 can be classi�ed
in a similar way. This classi�cation was carried out by N. A. Maksimova
by computer analysis. It turns out that the total number of such singularities
is equal to 256.

In principle, the above procedure gives the enumeration algorithm for singu-
larities of arbitrary complexity. But the number of singularities grows very fast
as complexity increases.

Theorem 9.8 (V. S. Matveev [64], [224]). The loop molecules of the saddle{

saddle singularities of complexity 2 (i.e., with two singular points on the leaf L)
that correspond to 39 cases listed in Theorem 9.7 are presented in Table 9.1.

The proof is carried out by the same scheme as the proof of Theorem 9.6 and
actually consists in detailed analysis of each of 39 cases. �

Corollary. In the case of saddle{saddle singularities of complexity 2, the loop

molecule is a complete invariant of the Liouville foliation in a neighborhood

of a given singularity.

Proof. It su�ces to note that all loop molecules listed in Fig. 9.35 and in Table 9.1
are di�erent. �

Copyright 2004 by CRC Press LL



Table 9.1. Saddle{saddle singularities of complexity 2
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)
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Table 9.1. Saddle{saddle singularities of complexity 2 (continued)

The list of atoms from Table 9.1
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The list of atoms from Table 9.1 (continued)
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The list of atoms from Table 9.1 (continued)

Copyright 2004 by CRC Press LL



The list of atoms from Table 9.1 (continued)
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9.6. ALMOST DIRECT PRODUCT REPRESENTATION

OF A FOUR-DIMENSIONAL SINGULARITY

In Section 9.5, we have obtained the classi�cation of saddle{saddle singularities
in terms of their Cl-types. Despite the e�ectiveness of this description, it is rather
unwieldy. We now study the same problem from another point of view. Let us try
to imagine what structure these singularities can have. The simplest way to produce
a four-dimensional saddle{saddle singularity is just to take a direct product of two
two-dimensional singularities, i.e., atoms. Consider the simplest example.

Take two atoms B represented as two-dimensional oriented surfaces P1; P2
with Morse functions f

1
; f

2
. The singular level line of fi on each atom Pi is

the �gure eight curve, i.e., the simplest saddle singularity. Let us de�ne a symplectic
structure !i on Pi and consider the direct product P

1
� P

2
with the natural

symplectic structure that is the sum !
1
+ !

2
. The functions f

1
and f

2
extended

on P
1
� P

2
obviously commute with respect to this structure and determine

the Liouville foliation on P
1
�P

2
. Clearly, this foliation has exactly one singularity

of saddle{saddle type. Its singular leaf L is the direct product of two �gure eight
curves. This singularity is indicated in Theorem 9.5 as the �rst one.

It is clear that just in the same way we can multiply any saddle atoms V
1
and V

2

to produce more new examples of saddle{saddle singularities.
Let us consider another example. Taking the direct product C

2
�B of the atoms

C2 and B , we obtain a four-dimensional symplectic manifold (the symplectic
structure is de�ned to be the sum of the symplectic structures on the factors).
Consider the central symmetries on the atoms C2 and B and denote them by
�
1
and �

2
respectively. It is clear that the involution �

1
has no �xed points on C

2
.

We now de�ne an involution � on C
2
� B by the formula �(x; y) = (�

1
(x); �

2
(y)).

Evidently, it acts freely on C2 �B , i.e., has no �xed points (Fig. 9.39). Moreover,

Figure 9.39

this involution preserves the symplectic structure on C
2
� B . Therefore, we may

take the quotient of C2�B with respect to this action of the group Z2. As a result,
we obtain a four-dimensional manifold (C

2
� B)=Z

2
with an integrable system

with a saddle{saddle singularity. Having analyzed the topology of the singular leaf
obtained, we see that it corresponds to the second case in Theorem 9.5.

It is easy to see that the third and fourth singularity from Theorem 9.5 can also
be included in this construction.
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It turns out that this is a general fact: every saddle{saddle singularity can be
obtained in two steps: (direct product) + (taking quotient with respect to a free
action of a �nite group). We now describe this general construction more precisely.

Let V
1
and V

2
be saddle atoms with symplectic structures !

1
and !

2
and Morse

functions f
1
and f

2
respectively. Suppose that a �nite group G acts symplectically

on both atoms and, moreover, this action preserves the functions f
1
and f

2
. Then

we can de�ne the symplectic structure on the direct product V
1
�V

2
to be the sum

!
1
+ !

2
. We also have the structure of the Liouville foliation on V

1
� V

2
given

by commuting functions f
1
and f

2
, as well as the action of G given by the formula

'(g)(x
1
; x

2
) = ('

1
(g)(x

1
); '

2
(g)(x

2
)), where 'i is the action of G on the atom Vi .

The action ' is obviously symplectic and preserves the structure of the Liouville
foliation. If ' is free, then we can consider the quotient manifold (V

1
� V

2
)=G,

which is obviously symplectic and has the natural structure of the Liouville foliation
induced from V

1
�V

2
. Moreover, (V

1
�V

2
)=G is a regular neighborhood of a singular

leaf L of saddle{saddle type.

De�nition 9.6. The above described four-dimensional saddle{saddle singular-
ity is called a singularity of almost direct product type.

Theorem 9.9 (Nguyen Tien Zung [258], [261]). Every four-dimensional saddle{

saddle singularity is a singularity of almost direct product type.

Proof. In fact, we need to prove that every saddle{saddle singularity admits
a �nite-sheeted covering which is di�eomorphic to a direct product of two atoms.
And, moreover, the group associated with this covering acts freely and component-
wise on this direct product.

Consider the universal covering �: eU ! U(L) over the neighborhood U(L)
of the singular leaf L. Clearly, U is a symplectic 4-manifold on which we have

two commuting functions ef
1
= � � f

1
and ef

2
� f

2
, where f

1
and f

2
are commuting

integrals of the original integrable system on U(L). As a result, we obtain

the (induced) Liouville foliation on eU . Its leaves will be, however, non-compact

unlike the initial foliation on U . Notice that eU can be represented as a four-

dimensional regular neighborhood eU(eL) of the (non-compact) singular leaf eL given

by the equations ef
1
= 0, ef

2
= 0.

Lemma 9.6.

1) For any saddle{saddle singularity U(L), the universal covering mani-

fold eU(eL) is �berwise di�eomorphic to the universal covering manifold over

the direct product B �B of two simplest atoms B .

2) The manifold eU(eL) is di�eomorphic to the direct product eB� eB of two copies

of the universal covering manifold eB over the atom B presented in Fig. 9.40.

The manifold eB is a regular two-dimensional neighborhood of the in�nite tree all

of whose vertices have degree 4.

Proof. To make the proof clearer, we begin with the two-dimensional case
(i.e., with the case of one degree of freedom). Consider an atom V and construct
the universal covering over it. We claim that for all the atoms the universal covering
space is actually the same (up to a �ber di�eomorphism) and has the form presented
in Fig. 9.40. To prove this, we cut the atom V into two-dimensional crosses as shown
in Fig. 9.41.
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Figure 9.40 Figure 9.41

The universal covering space eB shown in Fig. 9.40 can also be naturally

decomposed into similar crosses. To construct the desired covering eB ! V , we take

an arbitrary cross from eB and map it homeomorphically onto one of the crosses
of V . In addition, we require the orientation and the values of the integral f

to be preserved. After this, we extend this mapping to neighboring crosses in eB
by mapping them onto the corresponding crosses in V . It is clear that such

an extension is always possible and de�ned uniquely up to �ber isotopy. Since eB
does not contain cycles, by continuing this process, we obtain a �ber di�eomorphism
eB ! V , which is evidently the desired universal covering.

The similar construction works in the four-dimensional case (and even in
the multidimensional one). For this, we must consider all the squares which
the singular leaf L consists of and cut each of them into four smaller squares,
as shown in Fig. 9.42. After this, we need to extend these cuts from the complex L
to the whole 4-neighborhood U(L) by analogy with the procedure we have
carried out in the two-dimensional case. More formally, we must do the following.
Let S � L denote the one-dimensional subset along which we cut the singular
leaf L. For each point x 2 S , we consider integral curves of the vector �elds

� gradf
1
+ � grad f

2

for all �; � 2 R. Taking the union of such curves, we locally obtain a smooth two-
dimensional surface which is transversal to the square that contains the point x.
As a result, we obtain a three-dimensional cut-surface which is smooth except,
perhaps, for the points x lying on the 1-skeleton of L. However, at these points,
the cut-surface is also smooth as we shall see below. At the center of each square,
four smooth three-dimensional cut-surfaces meet.

Let us now look at the behavior of the cut-surface at those points x 2 S which
belong to the 1-skeleton of L (i.e., at the midpoints of the edges of K1 [K2). Take
one of such points and denote it by P . Since each edge of the 1-skeleton is a fourfold
line, four cut-lines coming from the four neighboring squares meet at this point.
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These lines are indicated as dotted lines in Fig. 9.42. As we know, in a neighborhood
of P , there exists a coordinate system (x; y; z; t) in terms of which the functions
f
1
and f

2
take the form

f
1
= x2 � y2 ; f

2
= z ;

or, conversely,
f
2
= x2 � y2 ; f

1
= z :

Now it is easy to see that, choosing a suitable Riemannian metric, we can achieve
that the three-dimensional cut-surface is smooth at the point P and, moreover, has
the simple form ft = t

0
= constg.

Figure 9.42 Figure 9.43

Furthermore, it is easy to see that, cutting U(L) along these cut-surfaces,
we turn U(L) into a disjoint union of a number of four-dimensional elementary
bricks each of which is di�eomorphic to the direct product of a cross by a cross
(Fig. 9.43). Moreover, on this direct product, we have the natural structure
of the two-dimensional foliation given by the functions f1 and f2 .

Notice that the structure of each elementary bricks is standard. To see this,
it su�ces to apply the generalized Morse{Bott lemma (Lemma 1.7) to the functions
f1 and f2 on each brick separately. According to this lemma, in a neighborhood
of Pi (more precisely, of that part of Pi which belongs to the given brick),
there exist regular coordinates xi; yi in terms of which the function fi takes the form
fi = xiyi . These functions xi; yi can naturally be extended to the whole brick.
As a result, the leaves of the foliation will be given by the simple equations
x1y1 = const and x2y2 = const. Thus, on each brick, there are coordinates
x1; y1; x2; y2 in terms of which the initial foliations becomes the standard two-
dimensional foliation. In this sense, all the bricks have the same structure.

We now construct the four-dimensional space eU(eL) that covers the mani-

fold U(L). We actually wish to show that eU(eL) is �berwise di�eomorphic

to the direct product eB � eB .
Indeed, this direct product can also be decomposed into the same elementary

bricks. On eB� eB , also there are two functions ef
1
; ef

2
which determine the structure

of a Liouville foliation. Let us now construct a �ber mapping

eB � eB ! U(L) :

To this end, we take an arbitrary elementary brick from eB� eB and an arbitrary

elementary brick from U(L). Then we map the brick from eB � eB onto the brick
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from U(L) by means of a �ber di�eomorphism which transforms the functions ef1;
ef2

into the functions f
1
; f

2
and preserves orientation. Now, by analogy with the two-

dimensional case, this mapping can easily be extended on all the neighboring bricks
(uniquely up to �ber isotopy). By extending this mapping to \all directions",

we obtain the desired di�eomorphism eB� eB ! U(L), which is a universal covering.
Moreover, it preserves orientation and the Liouville foliation structure. The point is

that we require on each step that the functions ef
1
; ef

2
transform into functions f

1
; f

2
.

Thus, the universal covering space is the same for all saddle{saddle singularities

and di�eomorphic to the direct product eB � eB . Lemma 9.6 is proved. �

Now the mechanism of the appearance of the almost direct product structure is
getting clearer. We see that the universal covering over U(L) is the direct product
eB� eB . To come back to U(L), we have to factorize this direct product by the action
of the fundamental group �

1
(U(L)). As we shall see soon, this factorization can be

divided into two steps. First we factorize eB � eB by some subgroup H � �
1
(U(L))

in order to obtain a direct product of two compact atoms. After this, we complete
the factorization by using the action of the �nite group �

1
(U(L))=H . This gives

the statement of Theorem 9.9.
Consider the universal covering eB � eB over U(L). This space is simply

connected, and the fundamental group Y = �
1
(U(L)) acts naturally on it

by translations. It is easy to see that this action is symplectic, i.e., preserves

the natural symplectic structure on eB � eB . It also preserves the values of both

the integrals ef
1
; ef

2
and, consequently, maps leaves of the Liouville foliation into

leaves. In other words, elements of Y are in fact automorphisms of the Liouville

foliation on eB � eB . Consider the total group of automorphisms of this foliation
and its quotient with respect to the isotopy subgroup of the foliation. In other
words, we shall consider automorphisms up to �ber isotopy. As a result, we obtain
a discrete group. This group is obviously isomorphic to the group

Aut�Aut ;

where Aut is the discrete group of �ber automorphisms of the space eB , i.e., one

of the factors in the direct product eB � eB .
It is easy to see that Aut is isomorphic to the free product Z�Z

2
. Let us describe

explicitly the action of the generators a 2 Z and s 2 Z
2
on eB .

The transformation s: eB ! eB is generated by the symmetry of the two-
dimensional cross shown in Fig. 9.44. In other words, s is the central symmetry

of the space eB with respect to one of the vertices (this symmetry is generated
by the central symmetry of the atom B). Clearly, s is an involution.

Figure 9.44
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The transformation a: eB ! eB is de�ned as an elementary translation of eB
along itself given by Figure 9.45. In other words, we take one of the two
natural generators of the fundamental group �

1
(B) and consider the induced

translation on the universal covering eB . In Fig. 9.45 we demonstrate the action

Figure 9.45

of this transformation a. It can be described as follows. We choose an arbitrary

vertex O on the tree eB and call it the center of the tree. Then we consider the unit

shift of eB upward and then rotate the whole tree (as a rigid body) about the point O
through the angle �=2. The result is the transformation a.

Thus, we have described the action of two generators a and s of the group Aut

on eB . It is clear that the direct product Aut � Aut acts naturally on the space
eB � eB . Moreover, the fundamental group Y can be considered as a subgroup
in this group.

Consider the intersection of Y with the factors Aut � feg and feg � Aut
in the product Aut�Aut. Set

Y1 = Y \ (Aut � feg) ; Y2 = Y \ (feg �Aut) :

It is easy to see that each of the subgroups Y
1
and Y

2
is a normal subgroup

in Y . Moreover, these subgroups have �nite index in Aut � feg and feg � Aut
respectively.

Now consider Y
1
� Y

2
as a subgroup in Y . Since Y

1
� Y

2
belongs to the group

of automorphisms of the covering space eB � eB , we can �rst take the quotient

of eB� eB by this subgroup. We claim that as a result we obtain a compact manifold.

Indeed, the group Y acts freely on eB � eB , since Y is the fundamental group
of the base U(L). Therefore, the subgroup Y

1
� Y

2
also acts freely on the covering

space and, consequently, the quotient space ( eB� eB)=(Y1�Y2) is a smooth manifold.
Furthermore, since each of the factors Y

1
and Y

2
has �nite index in its own

group Aut, the subgroup Y
1
� Y

2
has �nite index in Aut�Aut and, consequently,

in Y . Hence, the quotient space ( eB � eB)=(Y1 � Y2) is compact.
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Besides, this space is evidently the direct product of the two-dimensional
manifolds

V
1
= eB=Y

1
and V

2
= eB=Y

2
;

i.e., has the structure of the direct product of some compact atoms V
1
and V

2
.

It remains to notice that Y
1
and Y

2
are both normal subgroups in Y . Therefore,

the product Y
1
� Y

2
is also normal in Y . Hence, the factor group G = Y=(Y

1
� Y

2
)

is well-de�ned. Thus, we have

V
1
� V

2
= ( eB � eB)=(Y

1
� Y

2
) ;

but, on the other hand,

U(L) = ( eB � eB)=Y :

Therefore, U(L) = (V
1
�V

2
)=G, where G is a �nite group, since Y

1
�Y

2
have �nite

index in Y . This completes the proof of Theorem 9.9. �

For saddle{saddle singularities of complexity 1 and 2 (all of them are listed
in Theorems 9.5 and 9.7), one can produce another representation following
Nguyen Tien Zung's theorem (Theorem 9.9), namely, the almost direct product
representation.

As an example, we consider the structure of a saddle{saddle singularity
in the case when the singular leaf contains only one critical saddle{saddle point.
It turns out that, in this case, we have the following four possibilities (corresponding
to the four singularities described in Theorem 9.5):

1) the direct product B �B ;
2) (B�C

2
)=Z

2
, where the group Z

2
acts on each factor as the central symmetry;

3) (B�D
1
)=Z

2
, where the group Z

2
acts on each factor as the central symmetry;

4) (C
2
�C

2
)=(Z

2
�Z

2
), where the two generators � and � of the group Z

2
�Z

2

act in the following way. Consider the model of the atom C
2
shown in Fig. 9.46.

Here � acts on the �rst factor as the symmetry relative to the axis Ox and acts
on the second factor as the symmetry relative to Oz . The second generator � ,
on the contrary, acts on the �rst factor as the symmetry relative to Oz and
on the second factor as the symmetry relative to Ox.

Here we use the standard representations and notation for atoms (see Table 2.1).

Figure 9.46
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It is an interesting fact that the �rst three singularities from the above list
occur in integrable problems of classical mechanics (the �rst and third occur
in the Kovalevskaya case, the second occurs in the Goryachev{Chaplygin{Sretenski��
case). We do not know whether the fourth possibility appears in known examples
of integrable cases in physics and mechanics. In any case, it does not appear
in classical integrable cases in rigid body dynamics, integrable geodesic ows on two-
dimensional surfaces, and a number of other examples, for which the topological
invariants have been calculated (see Chapters 12, 14).

For all saddle{saddle singularities of complexity 2 (i.e., for 39 cases listed
in Theorem 9.7), the almost direct product representation have been described
by V. V. Korneev. This result is presented in Table 9.2.

Comments to Table 9.2.
In the second column of Table 9.2, we indicate the numbers that are assigned

to the same singularities in Table 9.1. The numbers in Table 9.1 and Table 9.2
turn out to be di�erent because of using two essentially di�erent approaches:
in Table 9.1 the singularities are ordered according to their l-types, whereas
in Table 9.2 they are ordered according to the types of the groups G acting on direct
products.

In the third column of Table 9.2, we indicate the atoms that are the factors
in almost direct products. These atoms are presented in the list after Table 9.1.
We also indicate there the symmetry groups of the atoms and their generators.
Moreover, the atoms themselves are presented in a symmetric form in order to make
their symmetry groups more visual. In all the cases, � denotes the central symmetry
(i.e., the symmetry relative to the center of an atom). By  we denote the rotation
of an atom through the angle �=2 about the same center. Finally, � denotes
an additional symmetry of an atom which has a di�erent meaning for di�erent
atoms. Each time we indicate the action of � explicitly by showing how � acts
on the edges of the graph K . From this information, the action of � on the whole
atom is uniquely reconstructed.

In the last column of Table 9.2, we indicate the group G acting on the direct
product of atoms. All of these groups are commutative with the only exception.
In the last case, G is the dihedral group D

4
.

In each case, the group G has at most two generators. The component-wise
action of these generators is described in the fourth column. For example, in case 32,
the �rst generator e1 of the group G = Z2�Z2 acts on the direct product C2�P4
as follows:

e1(C2 � P4) = �(C2)� 2(P4) :

This means that, on the �rst component (i.e., on C
2
), the generator e

1
acts

as the symmetry �, and, on the second component (i.e., on P4 ), it acts
as the symmetry 2 . In this case, � is the central symmetry of C

2
, and  is

the rotation of P
4
through the angle �=2 (in particular, 2 is also the central

symmetry). Similarly, the second generator e2 of the group G = Z2 � Z2 acts
according to the rule

e1(C2 � P4) = �(C2)� �(P4) :
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Table 9.2. Singularities of complexity 2 as almost direct products
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9.7. PROOF OF THE CLASSIFICATION THEOREMS

9.7.1. Proof of Theorem 9.3

Consider the singular leaf L of saddle{saddle type and its neighborhood U(L).
As we have seen above, this neighborhood can be represented as the result
of gluing several standard elementary four-dimensional bricks each of which is
the direct product (cross) � (cross). The number of such bricks is exactly
the number of singular saddle{saddle points on the leaf L. How U(L) is glued
from these bricks? To describe the gluing operation, it su�ces to determine
the pairs of three-dimensional boundary components of bricks which should be
glued together. It is easy to see that each such component is the direct product
of the two-dimensional cross by a segment. Moreover, for each pair of boundary
components, we need to determine a rule for gluing. If we know the combinatorial
structure of the complex L, then we evidently know the structure of decomposition
of boundary components into pairs.

It remains to show that each gluing homeomorphism is de�ned uniquely up to
�ber isotopy, provided the Cl-type is �xed. Each boundary component is the direct
product (cross)�(interval). Recall that we also have two functions f1 and f2 on this
component. Moreover, due to the direct product structure, we may assume without
loss of generality that f

1
is a function on the cross with one saddle singularity

at the center, and f2 is a function on the interval without singularities. Since we
require that the values of f1 and f2 coming from di�erent components are the same
for points to be glued, we may de�ne the gluing homeomorphism separately on each
factor (i.e., on the cross and on the interval). The mapping between two crosses
is uniquely determined by the Cl-type. Indeed, each individual gluing operation
corresponds to some edge � of the complex L. As we know, � is a fourfold line
(Fig. 9.47). The endpoints Si and Sj of the edge � are exactly the centers of two
elementary bricks which must be glued. It is clear that the gluing mapping between

Figure 9.47

the crosses is uniquely de�ned by the fourfold line � (Fig. 9.47). The mapping
between the intervals is also uniquely de�ned, since on each interval we have
the (regular) function f

2
and we only need to identify points with the same values

of f2 (Fig. 9.48).
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Figure 9.48

Thus, if we know the Cl-type of a saddle{saddle singularity, we can uniquely
determine the rule which allows us to glue it from elementary bricks.

The same result can be obtained by using another argument. Consider

the universal covering space eU(eL) of the singularity U(L). If the Cl-type is �xed,
then we know the fundamental group Y = �1(U(L)), since �1(U(L)) = �1(L).

Then it is not hard to show that the action of Y = �1U(L)) on
eU(eL) can be uniquely

reconstructed from the Cl-type. Since the covering space is the same for all saddle{
saddle singularities and we can reconstruct the action of the fundamental group
on it, it follows that the manifold U(L) itself (together with the Liouville foliation

on it) can also be uniquely reconstructed just by setting U(L) = (eU(eL))=Y =

( eB � eB)=Y . �

9.7.2. Proof of Theorem 9.4 (Realization Theorem)

Suppose we have an arbitrary admissible Cl-type. We need to realize it as
the Cl-type of some saddle{saddle singularity. To this end, it su�ces to indicate

a subgroup Y in the group Aut � Aut such that the quotient space ( eB � eB)=Y
has the prescribed Cl-type. Take the complex L and its universal covering

space eL. We claim that this space is the same for all admissible complexes L.

To prove this, it su�ces to construct eL explicitly. As eL we take the singular leaf

in the standard space eB � eB . This leaf is the direct product of two in�nite trees
each of which is homeomorphic to the universal covering space for the �gure eight

curve. It is easy to see that eL satis�es all properties of an admissible complex

from De�nition 9.5 (except for the fact that eL is in�nite). Moreover, the projectioneL ! L that preserves \admissibility conditions" is also reconstructed uniquely
in the combinatorial sense. The point is that, if we de�ne arbitrarily the image
of a certain square, then the projection can be uniquely extended \in all directions".

Now let us notice that the fundamental group �1(L) acts naturally on the uni-

versal covering space eL as the group of translations of the covering eL ! L.
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On the other hand, since eL is embedded into eB � eB , it follows that on eL
we have an action of the group Aut � Aut. Therefore, the action of �1(L) on eL
by translations determine the monomorphism �1(L)! Aut�Aut. Thus, we obtain
a subgroup in Aut�Aut corresponding to the given Cl-type. We now take the spaceeU(eL) = eB � eB , whose 2-skeleton is eL, and consider the action of �1(L) on it,
where �1(L) is already realized as a subgroup in the total group of automorphisms

Aut � Aut. Taking the quotient eU(eL) = eB � eB by this action, we obtain some
compact four-dimensional manifold U(L) which gives us the desired realization
of the chosen Cl-type. �

9.8. FOCUS{FOCUS CASE

9.8.1. The Structure of a Singular Leaf of Focus{Focus Type

Let L be a singular leaf of a Liouville foliation which contains one or several
focus{focus points. We denote these points by x1; : : : ; xn . Recall that, according
to Theorem 1.5, in a neighborhood of the point xi , there exists a canonical coordi-
nate system p1; q1; p2; q2 in terms of which the Hamiltonian H and the additional
integral f can be written as

H = H(f1; f2) ;

f = f(f1; f2) ;

where f1 = p1q1 + p2q2 and f2 = p1q2 � p2q1 . Note that the change

(H; f)! (f1; f2)

is regular and, therefore, the functions f1; f2 can be locally expressed as smooth
functions of H and f . In particular, the foliation given by H and f coincides with
the one given by the simpler functions f1 and f2 .

To understand the local structure of the foliation in a neighborhood of a focus{
focus point, it is convenient to pass to complex variables

z = q1 + iq2 ;

w = p1 � ip2 :

Then the functions f1 and f2 can be represented as the real and imaginary
part of one complex function F = zw . In particular, it follows from this that
locally the singular leaf L is represented as a pair of Lagrangian discs transversally
intersecting at the focus{focus points and given by the equations z = 0 and w = 0.

Remark. Note that the real singularity of focus{focus type coincides with
the simplest non-degenerate complex singularity of double point type.
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It is easy to see that the function f2 de�nes a Poisson S1 -action in a neighbor-
hood of the focus{focus point xi . This follows from the fact that the integral curves
of the vector �eld sgradf are all closed with period 2� . Moreover, this action is
free everywhere except for the only �xed point xi . This follows from the explicit
form of sgrad f2 in terms of the complex coordinates w and z :

_w = iw ; _z = �iz :

Hence the action of the circle S1 is given by the simple formula:

(z; w)! (e�i'z; ei'w) :

Consider the neighborhood of xi given by the inequality jzj2 + jwj2 < const.
The boundary of this neighborhood is the 3-sphere, on which the above S1 -action
de�nes a �bration which is topologically equivalent to the well-known Hopf
�bration on S3 .

We now study the structure of the singular leaf L as a whole. By our assumption,
L contains n focus{focus points. In a neighborhood of each of them, the singular
leaf is the union of two transversally intersecting discs. They can be presented
as a neighborhood of the vertex of a cone in R3 (Fig. 9.49). We claim that
the whole singular leaf L is obtained by gluing them in a chain as shown
in Fig. 9.50. As a result, we obtain a consequence of n two-dimensional spheres

Figure 9.49 Figure 9.50

which are glued with each other at the focus{focus points (Fig. 9.50). Let us
emphasize that two neighboring spheres intersect at the point xi transversally
(inside the four-dimensional symplectic manifold M4). The same leaf L can be
described in another way. Recall that the singular leaf L appears from the two-
dimensional Liouville torus as the latter tends to L. This process can be imagined
as follows: we distinguish n parallel non-trivial cycles on the torus and then shrink
each of them into a point. As a result, we obtain the torus with n neckings
(Fig. 9.50).

Lemma 9.7. The singular leaf L is homeomorphic to the two-dimensional torus

with n neckings, where n is the number of focus{focus points on L.
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Proof. The singular leaf L consists of orbits of the Poisson R2 -action. Each orbit
can be homeomorphic to one of the following manifolds: a point (zero-dimensional
orbit); a line or a circle (one-dimensional orbit); a disc, a 2-torus, or an annulus.
Clearly, the zero-dimensional orbits (in L) are exactly the points x1; : : : ; xn .
Furthermore, we claim that L contains no one-dimensional orbits. Recall that,
by our assumption, the orbits of the R2 -action are non-degenerate. Indeed, if we
admit the existence of such orbits, then these orbits are always organized into
one-parameter families (Proposition 1.16). Under the momentum mapping, such
a family is projected onto some one-dimensional curve on the bifurcation diagram.
But, in our case, the bifurcation diagram is just one isolated point.

Now consider two-dimensional orbits in L. We assert that neither tori
nor discs can occur. Indeed, since there are no one-dimensional orbits, each two-
dimensional orbit must be adjacent at least to one singular focus{focus point
(this condition excludes the torus, since the torus is closed and not adjacent
to anything). In a neighborhood of this point, we have a free S1 -action
(see above). This action is naturally extended to the orbits which pass through
this neighborhood. Thus, on each two-dimensional orbit from L, there is
a free S1 -action. Clearly, this is possible provided each orbit is homeomorphic
to an annulus. Thus, L is glued from zero-dimensional orbits and two-dimensional
annuli. Moreover, the annuli are adjacent to the focus{focus point as was shown
above: in other words, each boundary component of the annulus shrinks into a point.
As a result, we see that the singular focus{focus points x1; : : : ; xn are connected
by a sequence of annuli (Fig. 9.50). This is obviously a reformulation of the fact
to be proved. �

Lemma 9.8. On the neighborhood U(L), there is a smooth Poisson S1-action
which is free everywhere except for the singular points x1; : : : ; xn . Moreover, this

action leaves each leaf of the Liouville foliation invariant. Such an action is uniquely

de�ned up to reversing orientation on the acting circle S1 .

Proof. As was already shown, the S1 -action with the desired properties is
de�ned in a neighborhood of each singular point xi separately. Take one of them.
In its neighborhood, in a suitable canonical coordinate system (p1; q1; p2; q2),
the Hamiltonian of the action has the form f2 = p1q2 � p2q1 . In fact, this function
is a certain function of f and H , i.e., f2 = f2(f;H). Since f and H are de�ned
globally on the whole U(L), the function f2 is also globally de�ned. On the other
hand, integral trajectories of sgradf2 are closed with period 2� in the neighborhood
of xi . In particular, they are closed on each Liouville torus T 2 passing through this
neighborhood. But, in such a case, all the integral trajectories of sgrad f2 will be
closed on the whole Liouville torus with the same period (i.e., not only near x1 ,
but everywhere on T 2). Thus, the integral trajectories of sgradf2 are closed
with period 2� on each Liouville torus in U(L). Hence, by continuity argument,
they are also closed on the whole neighborhood U(L). But this exactly means
that we have a smooth Poisson S1 -action on U(L) with the desired properties.
The uniqueness of this action on U(L) (up to reversing of orientation) follows
from the local uniqueness of such an action in a neighborhood of just one singular
point xi . �
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9.8.2. Classi�cation of Focus{Focus Singularities

It is convenient to represent the singular leaf L as a union of n elementary bricks Li
each of which is homeomorphic to a neighborhood of the vertex of a cone (Fig. 9.49).
In other words, Li is a neighborhood of the point xi in the singular leaf.

We now extend this decomposition of L to its neighborhood U(L) to repre-
sent U(L) as the union of n elementary four-dimensional bricks Ui . To this end,
we cut U(L) along three-dimensional manifolds homeomorphic to S1 �D2 , where
S1 's are the circles located in the middle of annuli (two-dimensional orbits)
connecting the focus{focus points. Cutting the leaf L along these circles, we
decompose it into the elementary 2-bricks Li . To cut U(L), we need to extend
the cut from the singular leaf L to the neighboring Liouville tori. On each
neighboring torus, we need to take a circle which is close to the selected circle
on L. Since the Liouville tori form a two-parameter family, all such circles
form a 3-manifold homeomorphic to a solid torus S1 � D2 (see Fig. 9.51).
By cutting U(L) along these 3-manifold, we obtain the desired decomposition
of U(L) into elementary bricks Ui .

Figure 9.51

From the topological point of view, Ui can be considered as a regular
neighborhood of the focus{focus point xi in U(L). In other words, Ui is
the intersection of U(L) with the four-dimensional ball D4 centered at xi .

The intersection of Ui with the boundary sphere S3 = @D4 consists of two
solid tori located in the sphere S3 in the following way. Without loss of generality,
we shall use the canonical complex coordinates z and w in a neighborhood of xi
and assume that S3 is embedded into C

2 (z; w) in the standard way and is given
by the equation jzj2 + jwj2 = 1. Then the elementary brick Ui can be represented
as fjzwj < "g \D4 . Recall that the equation zw = 0 de�nes the singular level L.
It is easy to see that the set fjzwj < "g cut out two solid tori in the boundary sphere
S3 = @D4 . The boundary tori of these solid tori are given in S3 by the following
equations:

jzj = � ; jwj = � (the �rst torus) ;

jzj = � ; jwj = � (the second torus) :

Here � and � satisfy the relations: �2 + �2 = 1, �� = ", � > � > 0. Notice that
these two solid tori are linked inside the sphere with linking number 1.
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Thus, all the elementary 4-bricks Ui have the same structure. The neighbor-
hood U(L) is obtained from them by gluing neighboring 4-bricks Ui and Ui+1
(and also Un and U1) by some di�eomorphism of boundary solid tori.

Theorem 9.10. The number n of singular focus{focus points on the singular

leaf L is a complete topological invariant of the focus{focus singularity (up to

Liouville equivalence). In other words, two focus{focus singularities are Liouville

equivalent (topologically, but, in general, not smoothly) if and only if their singular

leaves contain the same number of singular points.

Proof. It su�ces to prove that the four-dimensional neighborhood U(L)
of the singular leaf L is uniquely de�ned (up to �ber homeomorphism) if we know
in advance the number n of singular points on L. In other words, it su�ces to verify
that U(L) can uniquely be glued from n elementary 4-bricks.

To this end, we �rst analyze the gluing of two neighboring boundary solid tori.
Each of them is foliated into circles parallel to the axis of the solid torus. These
circles are intersections of the Liouville tori with the boundary of the given 4-brick.
Therefore, in each brick they are de�ned by the equations f = const, H = const,
and jzj2 + jwj2 = 1.

The solid tori are glued in such a way that these two foliations are �berwise
identi�ed. In how many ways can this be done? To answer this question,
it is convenient to represent each solid torus as the direct product D2 � S1 .
Recall that, on each elementary brick Ui , we have standard canonical coordinates
p1; p2; q1; q2 such that

H = H(f1; f2) ; f = f(f1; f2) ;

where f1 = p1q1 + p2q2 , and f2 = p1q2 � p2q1 . Moreover, the change

(H; f)! (f1; f2)

is regular and, consequently, f1; f2 can locally be expressed in terms of H and f .
Without loss of generality, we may assume that the Jacobian of the change
(H; f)! (f1; f2) is positive.

On the boundary solid torus D2�S1 of the i-th brick Ui , the functions f1; f2 can
be considered as local coordinates on D2 . We know that, under gluing operations,
the functions H and f must be preserved. On the other hand, the expressions
for H and f in terms of f1 and f2 may be di�erent on neighboring bricks
Ui and Ui+1 . Therefore, the gluing mapping written in terms of f1 and f2 becomes,
in general, a non-trivial di�eomorphism with positive Jacobian.

The next technical assertion shows that we may assume, nevertheless, such
a di�eomorphism to be simply identical.

Lemma 9.9. Consider a neighborhood U(x) of a singular point x 2 M4

of focus{focus type (a standard 4-brick) and the corresponding momentum mapping

F :U(x) ! R2 , F(x) = (0; 0). Let � be an arbitrary local orientation preserving

di�eomorphism in the image (i.e., �:R2 ! R2 ) such that (0; 0) is a �xed point.

Then there exists a �ber homeomorphism b�:U(x) ! U(x) such that F b� = �F .

Moreover, there exists a �ber isotopy b�t , t 2 [0; 1] such that b�1 = b� and b�0 = id.
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Remark. This lemma actually says that U(x) has a rather large group
of �ber automorphisms. Using such homeomorphisms, we can rearrange the leaves
of the Liouville foliation in an arbitrary way.

Proof (of Lemma 9.9). It will be convenient to prove this lemma in the complex
form. That is why we shall consider U(x) as a domain in complex space C 2 (z; w),
and the momentum mapping F as a mapping from U(x) into C . Moreover, in view
of Theorem 1.5, we suppose that F(z; w) = zw .

First consider a real analog of the statement. Let �:R ! R be an arbitrary
orientation preserving di�eomorphism such that �(0) = 0. We now construct

a homeomorphism (in fact, it is not hard to construct a di�eomorphism) b�:R2 ! R2

such that F b� = �F , where F :R2 ! R is the mapping of the form F (x; y) = xy .
In other words, we construct a �ber homeomorphism for the foliation given
on R2 by level lines of F . This homeomorphism must mix the leaves according
to the di�eomorphism � (given on the base).

Consider the vector �eld gradF = (y; x) and de�ne the mapping '(x; y; �) which
moves the point (x; y) along the integral trajectory of gradF to the point (x0; y0)
such that F (x0; y0) = x0y0 = �. We assume here that the sign of � coincides with
the sign of F (x; y) = xy .

Now the desired homeomorphism b� can be given by the following formula:

b�(x; y) = '(x; y; �(xy)) :

It is easy to verify that b� satis�es the required properties. Note, by the way, thatb� is �xed on the singular leaf fF = 0g.

Similarly, we construct now the homeomorphism b� in the complex case. Writing
a complex number z as a pair (jzj; arg(z)), we can represent the momentum
mapping F in the form

(jzj; arg(z); jwj; arg(w)) ! (jzwj; arg(z) + arg(w)) :

We now consider the mapping b�: C 2 ! C 2 given in the following way:

(jzj; jwj; arg(z); arg(w)) ! (jz0j; jw0j; arg(z0); arg(w0)) ;

where
(jz0j; jw0j) = '(jzj; jwj; j�(zw)j) ;

arg(z0) = arg(z) + �(arg(�(zw)) � arg(zw)) ;

arg(w0) = arg(w) + (1� �)(arg(�(zw)) � arg(zw)) :

The mapping ' has been de�ned above, and � =
2

�
arctan

�
jwj

jzj

�
.

It is easily veri�ed that this mapping satis�es the required property F b� = �F

and is a homeomorphism. Moreover, b� is identical on the singular leaf fF = 0g.
To construct the isotopy, it su�ces to consider an isotopy �t in the image

such that �0 = id, �1 = � , and then apply the indicated formulas.
Lemma 9.9 is proved. �
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By means of this lemma, all the gluing di�eomorphisms can be made identical
(in terms of f1; f2) on the discs D2 . It remains to understand how to glue
the S1 -�bers.

It is clear that a priori there are only two ways to identify the �bers of the solid
tori (up to �ber isotopy): preserving or reversing orientation. In fact, no ambiguity
occurs. To see this, it su�ces to use the existence of a global Poisson S1 -
action on U(L). Using this action, we can introduce orientation on all the �bers.
After this, the gluing operations are all uniquely de�ned (up to �ber isotopy). Thus,
the obtained Liouville foliation on U(L) is also uniquely de�ned in the above sense.
Therefore, if the number n of singular points on the singular level L is prescribed,
then the topology of U(L) is uniquely reconstructed as well as the Liouville
foliation on it. �

Comment. It is important that Theorem 9.10 gives the classi�cation
of focus{focus singularities up to �ber homeomorphisms (but not di�eomorphisms).
The point is that, if the singular leaf L contains several singular points, then
the smooth classi�cation becomes more complicated. It turns out that topologically
equivalent singularities may be di�erent from the smooth point of view (i.e., may not
be transformed into each other by a �ber di�eomorphism). In other words,
there exist non-trivial smooth invariants that distinguish focus{focus singularities
up to �ber di�eomorphisms. The reason is that in the smooth case, Lemma 9.9

fails. In particular, for the existence of a �ber di�eomorphism b� (that covers �
acting on the base), it is necessary that the di�erential d� at the �xed point
is complex.

9.8.3. Model Example of a Focus{Focus Singularity
and the Realization Theorem

Consider the two-dimensional complex space C 2 (z; w) with the symplectic structure
de�ned by the formula Re(dw ^ dz) = dp ^ dq = dp1 ^ dq1 + dp2 ^ dq2 . Let U be
an open domain in C

2 (z; w) given by the following inequalities:

jzwj < " ; jzj < 1 + � ; jwj < 1 + � :

This domain is a regular neighborhood of two discs intersecting transversally
at the point (0; 0) (Fig. 9.52):

fjzj � 1; w = 0g and fz = 0; jwj � 1g :

Consider regular neighborhoods of the boundary circles of these discs in U and
denote them by

Uz = U \ f(1 + �)�1 < z < 1 + �g ;

Uw = U \ f(1 + �)�1 < w < 1 + �g :
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Figure 9.52

In Fig. 9.52 they are shown as shaded regions. Topologically, each of them is
homeomorphic to the direct product S1 � D3 . Let us glue these neighborhoods
Uz and Uw by the mapping �:Uw ! Uz , where

�: (z; w)! (w�1; zw2) :

Clearly, � is a complex mapping. Moreover, it is easily seen that � is symplectic
(since dw ^ dz = d(zw2) ^ d(w�1)) and preserves the function zw .

Hence, as a result, from the domain U we obtain a complex symplectic
4-manifold U1 with a holomorphic function F on it which has the form zw in terms
of local coordinates z; w . This function has exactly one critical point (0; 0).
The singular level fF = 0g is obtained as a result of gluing two transversally
intersecting discs along their boundaries, i.e., is homeomorphic to the sphere with
one self-intersection point. The manifold U1 is a regular neighborhood of this level
(i.e., U1 = fjF j < "g) foliated into compact non-singular levels of F each of which
is di�eomorphic to a 2-torus.

From the real point of view, we have obtained two commuting functions
f1 = ReF and f2 = ImF , which determine the structure of a Liouville foliation
on U1 with the only singular leaf of focus{focus type, which contains one singular
point.

Thus, U1 can be considered as the simplest model example of a focus{focus
singularity of complexity 1.

In the similar way, we can construct a model example of a singularity whose
singular leaf contains n focus{focus points. To this end, we only need to glue
successively n copies of the domain U as was described above. As a result, we obtain
a manifold Un with the desired properties.

The same manifold can be obtained in another way. Namely, we can just consider
an n-sheeted covering over U1 . Here we use the fact that the fundamental group
of a singular leaf in U1 (as well as that of U1 itself) is isomorphic to Z. So we can
produce such a covering in the standard way by taking the subgroup nZ� Z.

Notice that the universal covering U
1

over U1 coincides with the universal
covering over Un . Moreover, the structure of the (non-compact) Liouville foliation
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on U
1

lifted from the base of the covering will be the same for all Um , m 2 N

(Fig. 9.53). On this universal covering, there is a natural action of Z, and every
focus{focus singularity (considered up to a �ber homeomorphism) can be obtained

Figure 9.53

from this universal model by taking a quotient with respect to the subgroup in Z

of index n. Let us emphasize that this statement holds only in topological sense.
From the symplectic point of view, it is not the case. The point is that there exist
non-trivial symplectic invariants which distinguish focus{focus singularities with
the same number of singular points on the singular leaf L.

9.8.4. The Loop Molecule and Monodromy Group
of a Focus{Focus Singularity

Let, as above, L be a singular leaf of focus{focus type, and let y = F(L) � R2 (H; f)
be its image under the momentum mapping. By our assumption, y is an isolated
singular point of the bifurcation diagram. Consider a circle " of small radius "
centered at the point y and its preimage Q"

= F�1(") (Fig. 9.54). It is clear that

the 3-manifold Q"
is a �ber bundle over the circle " whose �bers are Liouville

tori T 2 . This �ber bundle is completely determined by its monodromy group,
i.e., the group of the automorphisms of the fundamental group of a �ber �1(T

2)
corresponding to closed loops on the base. Since �1(T

2) = Z� Z and the base is
the circle " , the monodromy group is just a cyclic subgroup in Z�Z.

Figure 9.54 Figure 9.55

Note that Q"
can be represented as the result of identi�cation of the boundary

tori T0 and T1 of the 3-cylinder T 2 � [0; 1] by some di�eomorphism  :T0 ! T1
(Fig. 9.55). The gluing di�eomorphism  induces an automorphism  

�
of
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the fundamental group of the torus Z�Z. The automorphism  
�
is uniquely de�ned

by an integer unimodular matrix. This matrix depends, of course, on the choice
of a basis on the torus. But its conjugacy class is a well-de�ned complete invariant

of the �ber bundle Q"

T 2

�! " . This matrix is called the monodromy matrix.
Recall that the loop molecule of the singularity in question is the marked

molecule that describes the Liouville foliation on Q"
. In our case, this foliation

has no singular leaves (i.e., the loop molecule has no atoms). Thus, the loop
molecule is represented as a circle (whose points parametrize the Liouville tori
in Q" ) endowed with a mark, namely, the monodromy matrix (or, more precisely,
its conjugacy class).

Theorem 9.11. The loop molecule is a complete invariant (in the sense

of Liouville equivalence) of a focus{focus singularity. If the singular leaf L contains

n focus{focus singular points, then the monodromy matrix has the form�
1 n
0 1

�
:

Proof. We shall give two di�erent proofs. The �rst is by indicating a basis
on the Liouville torus and the result of its translation along the base " .
The second one is by analyzing some relations in the fundamental group �1(Q"

).
We begin with the case when n = 1, i.e., L contains just one focus{focus point.

To prove the theorem in this case, it su�ces to use the model example of a focus{
focus singularity and to compute explicitly the monodromy matrix. Recall that,
on the model 4-manifold U1 , we have complex coordinates (z; w).

Although they cover the whole manifold U1 , they are not uniquely de�ned.
We also have a holomorphic function F = zw on U1 , which maps U1

into the complex plane R2 = C . Clearly, F is just the momentum mapping
corresponding to the commuting real-valued functions f1 = ReF and f2 = ImF .
Therefore, the 3-manifold Q"

is given by the equation jF (z; w)j = jzwj = ". Let us
describe a useful representation of the manifold Q"

. Consider the 3-manifold with

boundary in C 2 given by

jzwj = " ; jzj � 1 ; jwj � 1 :

Its boundary consists of two tori given as follows:

Tw = fjzj = "; jwj = 1g ; Tz = fjwj = "; jzj = 1g :

It is easy to see that Q"
is obtained from this manifold by gluing its boundary

tori by the di�eomorphism

�:Tw ! Tz ; where �: (z; w)! (w�1; zw2) :

The 3-manifold Q"
obtained is foliated into two-dimensional Liouville tori T' ,

where ' is the natural angle-parameter on " , i.e.,

T' = fzw = "ei'g :
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On each of these tori T' , we now construct a basis (�'; �') which smoothly
depends on the parameter '. Recall that our aim is to compute the monodromy
matrix. In terms of the above bases, this matrix is the transition matrix between
the bases (�0; �0) and (�2�; �2�), which actually correspond to the same torus
T0 = T2� .

By de�nition, we set

�'(t) = ("ei'e2�it; e�2�it) ; t 2 [0; 1] ;

�'(s) = ("s�1ei'�(s); sei'(1��(s))) ; s 2 ["; 1] :

Here �(s) = (s� ")(1� ")�1 , and s and t are parameters on the cycles (Fig. 9.56).

Figure 9.56 Figure 9.57

It is easily seen that both cycles belong to the torus T' = fzw = "ei'g.
Moreover, �'(t) and �'(s) are non-trivial cycles without self-intersections and form
a basis on T' .

Let us compare the bases (�0; �0) and (�2� ; �2�) on the torus T0 = T2� . We have

�0(t) = ("e2�it; e�2�it) ; �0(s) = ("s�1; s) :

�2�(t) = ("e2�it; e�2�it) ; �2�(s) = ("s�1e2�i�(s); se�2�i�(s)) :

It is clear that �0 = �2� and �2� = �0 + �0 . Hence the monodromy matrix has
the desired form. This proves the theorem for n = 1.

If n is arbitrary, then the above formulas take the following form: �0 = �2�
and �2� = n�0 + �0 . Indeed, to obtain the monodromy matrix in the case
of complexity n, we just need to raise the monodromy matrix for n = 1 to power n.
This fact can easily be observed by using the n-sheeted covering Un ! U1
(Fig. 9.57). �
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Comment. The boundary torus Tz (i.e., the torus Tw after gluing) intersects
with all the tori of the form T' along the cycles �' . All these cycles on Tz
are homologous to the same cycle �0 . Moreover, the cycles �' are orbits

of the S1 -action on Q"
.

We now briey describe another proof of the same theorem. Note that
the 3-manifold Q"

admits two di�erent foliations into two-dimensional tori.
The �rst one is the Liouville foliation into tori T' . The base of this foliation is
the circle " . The second is the foliation into the tori T 0s of the form

T 0s = fjzj = "s�1; jwj = sg ; where s 2 ["; 1] :

The torus Tz (coinciding with Tw after gluing) is naturally included in this family.
Namely, T 01 = Tw and T 0" = Tz .

The monodromy matrix of the �ber bundle Q"
! " can be interpreted in terms

of the fundamental group �1(Q"
).

To explain this, we use the following general construction. Let �:Q"
! S1 be

a T 2-�ber bundle over the circle. Consider three natural generators in �1(Q"
).

Let  be the generator corresponding to a loop which is projected onto the base S1

Figure 9.58

homeomorphically, and let � and � be two generators on the �ber T 2 (Fig. 9.58).
Then the fundamental group �1(Q"

) is generated by �, � , and  with the following
relations:

1) � and � commute, i.e., ����1��1 = e;

2)

�
��1

��1

�
= C

�
�
�

�
, where C is some integer matrix, which is just

the monodromy matrix of the given �ber bundle. Note that the latter relation is
written in additive form, but we may do so, since the generators � and � commute.

Let us compute the fundamental group of Q"
by using �rst the structure

of the foliation into tori T 0s . As  we take the cycle  = �0(s) = ("s�1; s)
(see above). As � and � we take the basis cycles on the torus Tw = fjwj=1; jzj="g
given by the following explicit formulas in coordinates (z; w):

� = ("e2�it; 1) ; � = ("; e�2�it) ; t 2 [0; 1] :
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Using the gluing mapping �: (z; w)! (w�1; zw2) between the tori T 01 = Tw and
T 0" = Tz , we �nd immediately the monodromy matrix in the basis �; � . This matrix
de�nes the induced automorphism �

�
of the fundamental group of the torus, and it

has the form �
0 �1
1 2

�
:

Therefore, the relations in the fundamental group �1(Q"
) are as follows:

��1 = ��1 ; ��1 = ��2 :

Now we pass to other generators in �1(Q"
) which correspond to the foliation

into Liouville tori: Q"
! " . On the torus T' that is the �ber of this foliation

for ' = 0, we take the generators e� = �0 and e� = �0 (see above). It follows from
the explicit formulas for these cycles that

e� = �� ; e� =  :

As the third generator e (which maps homeomorphically onto "), we take,
for instance, the cycle �.

Let us rewrite the relations in the fundamental group �1(Q"
) in terms of new

generators e�; e�; e . Notice that e� and e� commute as basis cycles on the torus T'=0 .
However, this can be seen formally using the above relations for �, � , and  .

The desired monodromy matrix eC in terms of the new generators is de�ned from
the standard relation: �ee�e�1e e�e�1

�
= eC � e�e�

�
:

Let us compute the elements ee�e�1 and e e�e�1 . We get

ee�e�1 = �����1 = �� = e� ;
e e�e�1 = ���1 = �(��1�1) = �� = e�e� :

Thus, the monodromy matrix eC is

�
1 0
1 1

�
;

as was to be proved.

Remark. Consider the manifold U(L) n L which is obviously a �ber bundle
whose �bers are Liouville tori over the disc with one point removed. According
to J. J. Duistermaat's theorem [104], there always exists a natural a�ne structure
on the base of this bundle. Consider the holonomy group of this a�ne structure.
It is easy to see that, in our case, this group just coincides with the monodromy
group of the �ber bundle Q"

! " .
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Remark. In the next chapters of our book we give some examples of integrable
systems from physics and classical mechanics, where focus{focus singularities
appear. Among these systems, in particular, we can see the well-known Lagrange
and Clebsch integrable cases in rigid body dynamics, as well as the spherical
pendulum and four-dimensional rigid body systems.

Remark. The focus{focus singularities have been studied in detail in papers
[89], [90], [212], [221], [258].

Remark. Notice that locally a focus{focus singularity can be considered
as a singularity of one complex functions of two complex variables. One can apply
(locally) the classical Picard{Lefschetz theory to such foliations. In particular,
the character of the monodromy also has a natural classical interpretation. From
the point of view of Picard{Lefschetz theory, this case is the simplest one. However,
from the global viewpoint, a focus{focus singularity does not have to be complex
(it is complex only locally). Therefore, to study its global properties, we need some
additional arguments.

9.9. ALMOST DIRECT PRODUCT REPRESENTATION

FOR MULTIDIMENSIONAL NON-DEGENERATE

SINGULARITIES OF LIOUVILLE FOLIATIONS

In this section, we briey discuss Nguyen Tien Zung's theorem [258] on the topo-
logical structure of multidimensional singularities of integrable systems. This
theorem generalizes the above proved result on the decomposition of a four-
dimensional singularity into an almost direct product of 2-atoms. It turns out that
a similar result holds for a wide class of multidimensional singularities of Liouville
foliations.

Recall that by a singularity of a Liouville foliation we mean a small neighborhood
of a singular leaf considered up to �ber equivalence. In other terms, we can speak
about the germ of the foliation on the singular leaf.

A singularity of a Liouville foliation is called non-degenerate if the singular
points of the momentum mapping F lying on the singular leaf of the folia-
tion are all non-degenerate in the sense of De�nition 1.24. Consider the sin-
gular points of minimal rank i on the singular leaf L. Then, for each
of them, we can de�ne its type to be the triple of integers (m1;m2;m3)
described in Section 1.8.4. It can be shown that the type (m1;m2;m3) is
the same for all singular points of minimal rank on L. Therefore, one can
speak of the type (m1;m2;m3) of the singular leaf L itself as well as of its
rank i.

Before formulating the theorem, we need one more additional assumption
to the singularities of Liouville foliations. This assumption (the so-called
non-splitting condition) distinguishes a wide and natural class of singularities.
For all speci�c examples of integrable systems, which we know, this condition is
ful�lled.
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We begin with the simplest example. Suppose we have an integrable system
with two degrees of freedom. Consider the restriction of it onto a regular energy
level Q3 = fH = hg. We have above introduced the topological stability condition
for a system on Q3 . Recall that the topological stability means that, under
small variation of the energy level h, the topological type of the Liouville foliation
does not change. More precisely, the Liouville foliation on an energy level su�ciently
close to h is �berwise equivalent to the initial foliation on Q3 .

In fact, this condition is local and can be reformulated in terms of the bifurcation
diagram of the momentum mapping F in a neighborhood of each single 3-atom
in Q.

The only case when a system with non-degenerate singularities is non-stable
is the situation of disintegration of a complicated 3-atom into a union of several
simpler atoms. This disintegration can be seen in the bifurcation diagram. Indeed,
consider non-degenerate critical circles of the given 3-atom. All of them are located
on the same level of the additional integral f . Under the momentum mapping F ,
they are mapped into the same point. On the other hand, each of these circles is
included in a one-parameter family. This family of circles is mapped into a smooth
curve on the plane R2 (H; f). The number of such curves is equal to the number
of critical circles of the given 3-atom.

If the disintegration of the 3-atom does not happen, then all these curves
obviously coincide on R2 (H; f). On the contrary, if the 3-atom splits, then there are
circles which move to di�erent levels of the integral f . As a result, the corresponding
curves become di�erent (Fig. 9.59).

Figure 9.59

The same condition can also be reformulated in the following way. Consider
the singular leaf L and those points x 2 L where the momentum mapping F has
minimal rank. In our case, these are the points x lying on the critical circles. Note
that, under the momentum mapping F , the whole singular leaf L is mapped into
a single point y = F(L). Choose a point x1 on each of the critical circle. For each
point xi , consider a small neighborhood in M4 , its image in R2 (H; f), and the local
bifurcation diagram �xi

. It is easy to see that �xi
does not depend on the choice

of a representative xi on the given critical circle. As a result, we obtain a number
of local bifurcation diagrams �xi

on the plane R2 (H; f).

Now the condition that the 3-atom does not split can be formulated in
the following way: all the local bifurcation diagrams �xi

must coincide with each
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other and, consequently, with the whole bifurcation diagram � in a neighborhood
of the point y = F(L). In other words, the bifurcation diagram � does not split
into several pieces.

Just similarly the non-splitting condition can be formulated in the case
of multidimensional non-degenerate singularities.

For analytic multidimensional systems, it su�ces to repeat almost literally
the above de�nition. Consider a non-degenerate singularity of the Liouville
foliation on M2n . Let L be the corresponding singular leaf, and �L denote
the local bifurcation diagram of the momentum mapping F restricted to su�ciently
small neighborhood of L in M2n . Now consider the points of minimal rank i
on L. It is possible to show that such points form one or several critical tori
of dimension i. Choose a point-representative xj on each of them and construct
the local bifurcation diagram �xj

� Rn for F restricted to a su�ciently small

neighborhood of xj . It is required that, for all the points-representatives fxjg, these

local bifurcation diagrams f�xj
g are the same. Moreover, we must also require

that �L does not contain anything else, i.e., �L = �xj
for each xj .

Now recall that the form of local bifurcation diagrams �xj
has been already

described (see Section 1.8.4). This is the canonical bifurcation diagrams of the model
singularities (up to a di�eomorphism). These bifurcation diagrams are in fact
piecewise linear and consist of pieces of linear subspaces (see examples in Fig. 1.12).

De�nition 9.7. We shall say that a non-degenerate singularity of the Liouville
foliation in M2n satis�es the non-splitting condition if its bifurcation diagram �
in Rn can be reduced by some di�eomorphism to the canonical diagram correspond-
ing to the type of the given singularity (see Section 1.8.4).

Comment. De�nition 9.7 is based on some properties of the bifurcation diagram
of the given system. The point is that, if we wish to analyze a certain system,
�rst we need to verify the non-splitting condition. Such a veri�cation can be based
on the analysis of the bifurcation diagram which is usually known.

Comment. Non-degenerate singularities satisfying the non-splitting condition
are, in some sense, the simplest ones. Their bifurcation diagrams do not contain
\anything additional". We mean the following. The bifurcation diagram � of a non-
degenerate singularity of general type (i.e., perhaps without non-splitting condition)
always contains the canonical bifurcation diagram as a subset. The non-splitting
condition means that, besides this canonical diagram, � contains nothing else.

Comment. Consider an example of a non-degenerate, but splittable singularity.
In Fig. 9.60 we show a singular leaf L of the Liouville foliation which contains one
focus{focus point and a saddle circle. The circle is the line along which the 2-torus
touches the sphere with two points identi�ed. These points just give a focus{focus
singularity. It is clear that the bifurcation diagram of this singularity is a smooth
curve passing through the point that is the projection both of the focus{focus point
and the saddle circle. In the sense of our de�nition, this singularity is splittable.
It would have satis�ed the non-splitting condition if it had consisted of the only
point. But, in the case under consideration, there is an additional piece, the curve
passing through this point.
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Figure 9.60

Here we see one of the mechanisms generating splittable singularities. The ap-
pearance of the additional curve is caused by the fact that, together with a focus{
focus point, the singular leaf contains a closed orbit of the Poisson R2 -action.
In general, the situation is similar: our assumption forbids the existence of closed
orbits of rank > i on a singular leaf L of rank i. Note that, in the above
example, the focus{focus point and one-dimensional closed orbit can be moved onto
di�erent leaves by small perturbation of the Poisson action of R2 . As a result,
the singularity splits into two simpler singularities each of which satis�es the non-
splitting condition.

Comment. Consider another example of a non-degenerate splittable singu-
larity. Take a two-dimensional surface P 2 in R3 (x; y; z) shown in Fig. 9.61.

Figure 9.61

The height function f(x; y; z) = z has the only critical value z = 0 on this
surface, and the corresponding singular level contains two saddle critical points
a = (x1; y1; 0) and b = (x2; y2; 0). Let P be a regular level surface of some smooth
function H , i.e., P 2 = fH(x; y; z) = 0g. Consider the four-dimensional Euclidean
space as a symplectic manifold M4 = R4 (x; y; u; v) with the symplectic structure

! = dx ^ dy + du ^ dv . Take two more functions eH and ef on M4 by setting

eH = H(x; y; u2 + v2) ; ef = f(x; y; u2 + v2) :

The functions eH and ef commute on M4 and de�ne the momentum mapping

F :M4 ! R2 ( eH; ef). The points ea = (x1; y1; 0; 0) and
eb = (x2; y2; 0; 0) are isolated
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non-degenerate critical points of center{saddle type for the Liouville foliation on M4

de�ned by eH; ef . Both points belong to the same singular leaf L of the Liouville
foliation.

The bifurcation diagram of F is presented in Fig. 9.62(a). The set of critical
points of the momentum mapping consists of three components. The �rst one is
the 2-plane that consists of the points (x; y; 0; 0). All such points are critical for

the function ef . The second and third components are also two-dimensional and
are generated by the points a and b. Under the momentum mapping F , the �rst
component is mapped onto the horizontal straight line (Fig. 9.62), the boundary
of the upper half-plane. The second and third components are mapped onto
the left and right rays respectively. Local bifurcation diagrams for each of the pointsea and eb are shown in Fig. 9.62(b). It is seen that none of them coincides with
the whole bifurcation diagram, which consists of the horizontal straight line with
both rays. Therefore, this singularity does not satisfy the non-splitting condition.

Figure 9.62 Figure 9.63

As in the preceding example, the described singularity of the Liouville foliation
can be split into two non-splittable singularities by small perturbation of the Poisson
action of R2 . Such a perturbation is illustrated in Fig. 9.63.

Comment. Another mechanism for generating splittable singularities occurs
in the smooth case. This is splitting of the bifurcation diagram at a singular point,
which was already discussed in Chapter 1. Here we can see the di�erence from
the analytic case, where such a mechanism does not work.

It turns out that there may be situations when, under an analytic perturbation,
a non-degenerate singularity does not change its topological type, whereas,
under a suitable smooth perturbation, the topological type changes. This is
connected (see Chapter 1) with the fact that a smooth perturbation can split one
of the curve of � into two curves which touch each other at a singular point of �
(with in�nite tangency order). Analytic perturbations do not allow us to produce
such an e�ect.

Comment. It should be noted that we have partially changed the terminology
used in the original work [258] by Nguyen Tien Zung. He called the above
singularities stable. We say instead that they satisfy the non-splitting condition.
The point is that, speaking of stability, one usually means the stability under certain
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perturbations. In fact, the stability in this sense and the non-splitting condition are
closely connected, as the above examples show. Nevertheless, these conditions are
not equivalent.

We now describe a simple and natural method for constructing multidimensional
singularities of Liouville foliations.

First we take a direct product of a number of \elementary singularities"
U2n = V1 � V2 � : : :� Vp , where each factor has one of the following four types:

1) an elliptic singularity (i.e., an atom A) represented as a 2-disc foliated into
concentric circles;

2) a hyperbolic singularity (i.e., a saddle atom) represented as a two-dimensional
surface P with an embedded graph K ;

3) a focus{focus singularity represented as one of the model four-dimensional
singularities described in Section 9.8.3;

4) a trivial S1 -foliation without singularities S1 �D1 .

Note that each factor Vi has the natural Liouville foliation structure. This
means that Vi is endowed with a symplectic structure !i and a function fi
(or two commuting functions fi; f

0

i in the focus{focus case) whose level lines
determine the leaves of the foliation.

It is clear that, on the direct product U2n , we can de�ne a natural symplectic
structure to be the product of the symplectic structures from each factor, i.e,
! =

P
!i . Then the functions fi extended from the factors Vi to the whole direct

product commute with respect to ! and determine the structure of the Liouville fo-
liation on U2n whose leaves are obviously direct products of leaves of the elementary
foliations de�ned on each factor.

The multidimensional singularities of this kind are said to be singularities
of direct product type.

This construction can naturally be generalized to the class of singularities which
are called almost direct products. To this end, we consider a model singularity
U2n = V1 �V2 � : : :�Vp of direct product type. Suppose that some �nite group G

acts on U2n , and this action ' satis�es the following conditions.
1) The action ' is free.
2) The action ' is component-wise, i.e., G transforms each factor Vk into itself.

More precisely, this means that the action of G commutes with the projections
to each of the factors. In other words, the action on U2n = V1 � V2 � : : :� Vp can
be written in the following form:

'(g)(x1; : : : ; xp) = ('1(g)(x1); : : : ; 'p(g)(xp)) ;

where g 2 G, and 'k is a certain action of G on the component Vk .
3) On each component, the action 'k is symplectic and preserves the structure

of the Liouville foliation. Moreover, we shall assume that 'k preserves the corre-
sponding functions that de�ne the Liouville foliation on Vk .

4) On each elliptic component Vs (i.e., on the atoms of type A), the action 's
is trivial.

Consider now the quotient space of U2n = V1 � V2 � : : : � Vp with respect

to the action of G. Since the action ' is free, U2n=G is a smooth manifold.
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Moreover, the symplectic structure and Liouville foliation can also be transferred
to U2n=G from U2n . As a result, we obtain a symplectic 2n-dimensional manifold
U2n=G with the Liouville foliation de�ned by n commuting independent functions.
Clearly, U2n=G can be considered as a neighborhood of a singular leaf all of whose
singular points are non-degenerate. In other words, U2n=G represents a model
non-degenerate singularity of an integrable Hamiltonian system with n degrees
of freedom.

De�nition 9.8. The singularities of type U2n=G (as well as those which are
Liouville equivalent to them) are called singularities of almost direct product type.

Theorem 9.12 (Nguyen Tien Zung). Each non-degenerate multidimensional

singularity that satis�es the non-splitting condition is a singularity of almost direct

product type.

For systems with two degrees of freedom, the proof of Theorem 9.12 has been
obtained in Sections 9.3{9.8; for the general case, see [258].

Remark. It should be emphasized that Theorem 9.12 has the topological,
but not symplectic character. More precisely, it states that every non-degenerate
singularity satisfying the non-splitting condition is smoothly �berwise equivalent
to a certain model singularity of almost direct product type. But the corresponding
�ber mapping does not have to be a symplectomorphism. That is, the symplectic
structure on the direct product is not necessarily the product of symplectic forms
of the factors.

As an application of this theorem, we give the classi�cation of six-dimensional
saddle{saddle{saddle singularities of complexity 1, which has been recently obtained
by V. V. Kalashnikov (Jr.).

Theorem 9.13 (V. V. Kalashnikov (Jr.) [172]). Suppose that the singular

leaf L of saddle{saddle{saddle type (in a six-dimensional symplectic manifold)
contains exactly one non-degenerate singular point. Then there exist 32 types

of such singularities. They are listed in Table 9.3.

Comment. It is worth noticing that all these singularities are produced from
2-atoms of four types only: B;D

1
; C

2
; P

4
. These atoms together with their

symmetries are presented in the list after Table 9.1. No other more complicated
components appear in this case.

The classi�cation is given in terms of almost direct products of 2-atoms.
In the second column of Table 9.3, we indicate the three factors that de-
termine the given singularity. In the last column of the table, we show
the group G acting on the direct product of these 2-atoms. The singularity
itself is obtained by taking a quotient with respect to the action of G. This
action is described in the third column of Table 9.3. In all the cases (except
for case 19), G is the direct sum of the groups Z2 and, therefore, has k
natural generators (where k is the number of factors). For each generator,
we indicate its action on the direct product of the three 2-atoms. Since this
action is component-wise, we indicate the corresponding symmetries for each
component.
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Table 9.3. Saddle{saddle{saddle singularities as almost direct products
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For example, the singularity number 8 is obtained as follows. First, we take
the direct product C

2
� D

1
� C

2
of three 2-atoms and then consider the action

of Z
2
�Z

2
�Z

2
on it. This group acts on the direct product in the following way.

The �rst generator e
1
of the group Z

2
�Z

2
�Z

2
acts as follows:

e
1
(C

2
�D

1
� C

2
) = �(C

2
)� id(D

1
)� ��(C

2
) :

The second generator e
2
of the group Z

2
�Z

2
�Z

2
acts as follows:

e
2
(C

2
�D

1
� C

2
) = id(C

2
)� �(D

1
)� ��(C

2
) :

And, �nally, the third generator e
3
of the group Z

2
�Z

2
�Z

2
acts as follows:

e
3
(C

2
�D

1
� C

2
) = ��(C

2
)� id(D

1
)� �(C

2
) :

Here � and � denote the same symmetries of 2-atoms as in Table 9.1. In case 19,
G is a non-commutative group of order 16. In Table 9.3, we indicate the action of
four generators e

1
; e

2
; e

3
; e

4
2 G.
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Chapter 10

Methods of Calculation of Topological

Invariants of Integrable Hamiltonian

Systems

10.1. GENERAL SCHEME FOR TOPOLOGICAL

ANALYSIS OF THE LIOUVILLE FOLIATION

10.1.1. Momentum Mapping

Let v = sgradH be an integrable Hamiltonian system on a four-dimensional
symplectic manifold M4 . We assume that the Hamiltonian H is given in
an explicit way, as well as the additional integral f . It should be noted that
the integral f is not uniquely de�ned and can be replaced by an arbitrary function
of f and H . We recall that, in the non-resonant and non-degenerate case,
the topology of the Liouville foliation does not depend on the speci�c choice
of the integral f . In this case, the molecules corresponding to two di�erent
Bott integrals f and f 0 will coincide. We may use this fact by choosing
possibly simplest integral f . The recommendation is that, among di�erent
possible integrals, we choose a function f which has the least number of critical
points. For example, sometimes, to make f better, it is useful to extract
the root:

p
f .

Having chosen f , we should consider the momentum mapping F :M4 ! R
2 ,

i.e., F(x) = (H(x); f(x)). Here H and f are taken as Cartesian coordinates
in R2 . In the most speci�c problems, the image of M4 is a closed subset F(M4)
in the plane.

In the most interesting cases, all isoenergy 3-manifolds Q3 = fH = constg
are compact. Moreover, the preimage F�1(A) of any compact subset A � R

2 is
compact. In what follows, we assume this condition to be ful�lled.
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10.1.2. Construction of the Bifurcation Diagram

Consider the set K of critical points of the momentum mapping F :

K = fx 2M4 : rank dF(x) < 2g :

This set is closed in M4 , and its image F(K) � R2 is denoted by � and called
the bifurcation diagram of the momentum mapping. The bifurcation diagram � is
usually closed in R2 and consists of a number of smooth curves, which may intersect
or be tangent to each other; � may also contain isolated points.

The construction of � is reduced to the description of the set where
gradH and gradf are linearly dependent. This problem is purely analytical
provided H and f are given by explicit formulas. It may turn out to be rather
complicated. But for many series of integrable systems which we discuss below, this
problem can be e�ectively solved.

The set � separates the image of the momentum mapping F(M) into open
connected subsets which we shall call cameras. Usually there is a �nite number
of them. Some of them are bounded, some go to in�nity (Fig. 10.1). The boundary
of a camera consists of several smooth curves i � � (called walls of the camera)

Figure 10.1

and some singular points of � (corners of the camera). Walls can be of two types:
partitions and exterior ones. A wall is called a partition if it separates two cameras;
a wall is called exterior if it belongs to the boundary of the image of the momentum
mapping F(M4) (see Fig. 10.1).

10.1.3. Veri�cation of the Non-degeneracy Condition

The next step is to verify the condition that the additional integral is a Bott function
on each isoenergy manifold Q3

h = fH = hg. In other words, we should prove
that the singularities of F corresponding to each smooth piece  of the bifurcation
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diagram � are non-degenerate in the sense of De�nition 1.21. In most cases, this
condition is indeed ful�lled, and the set K() represents a family of one-dimensional
non-degenerate orbits of the Poisson action of R2 (H; f).

The same can be reformulated in terms of the isoenergy 3-manifold Q3

h , which
is the preimage of the vertical line fH = hg � R

2 in M4 under the momentum
mapping F (Fig. 10.1). Suppose that the line fH = hg intersects smooth pieces
of the diagram � transversally and does not pass through the singular points of � .
In such a case, the non-degeneracy of singularities in M4 is equivalent to the fact
that the restriction of f onto Q3

h is a Bott function. Varying h, i.e., moving the line
fH = hg to the left and right, we obtain the set of all isoenergy 3-manifolds
of the given integrable system. Moreover, under this variation, the structure
of the Liouville foliation remains the same unless we pass through the singular
points of � or break the transversality of intersection of the line fH = hg with
the bifurcation diagram � . On the other hand, this approach allows us to indicate
those bifurcational energy levels at which a bifurcation of the topological type
of the Liouville foliation on Q3

h happens.

Concrete examples showing how to verify the non-degeneracy condition are
presented in Chapter 12 (for integrable geodesic ows on two-dimensional surfaces)
and in Chapter 14 (for integrable cases in rigid body dynamics).

10.1.4. Description of the Atoms of the System

If a point y = F(x) lies inside a camera, then its preimage F�1(y) consists
of a number of two-dimensional Liouville tori in M4 . Varying y inside the camera,
we make these tori move isotopically in M4 . Therefore, for any two points y and y0

from the same camera, the number of Liouville tori over them is the same. In other
words, no bifurcations happen inside the camera.

Figure 10.2

On the contrary, if y approaches a wall of the camera along a certain smooth
path � , pierces the wall at some point c (Fig. 10.2), and passes to the neighboring
camera, then a bifurcation of the Liouville tori happens. We shall always assume
that the path � is transversal to the wall. Since we have already veri�ed
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the non-degeneracy of the system on the wall of the camera, this bifurcation is
coded by a certain atom (or a disjoint union of several atoms). The present step is
the description of these atoms. In general, this problem can be rather non-trivial,
and the list of atoms presented in Chapter 3 turns out to be very useful. Let us
illustrate this by an example.

Suppose that we have just one Liouville torus before and after a bifurcation.
Let the point c (i.e., the point where � pierces the wall of the camera) correspond
to exactly one critical circle. Then the appearing atom has to be of type A� . This
follows immediately from Table 3.1, since there is the only atom satisfying these
properties.

Thus, it is useful to �nd out in advance how many tori there were before
bifurcation, and how many tori appear after bifurcation, as well as how many critical
circles correspond to the critical level c. In many cases, this allows us to reject most
possibilities and to reduce the problem to the analysis of a comparatively small
number of atoms.

Consider one more example. If a camera has an exterior wall, then the atoms
corresponding to it are all of type A. Partitions may correspond both to atoms
of type A and to saddle ones. One of such possibilities is shown in Fig. 10.3.

Figure 10.3

In one camera, there is one Liouville torus; in the other, there are two. The wall
between them corresponds to one critical circle. Two cases are possible: either
the bifurcation of type B or one Liouville torus passes through the wall without
any bifurcation and the other undergoes the bifurcation of type A and as a result
disappears.

10.1.5. Construction of the Molecule of the System on a Given Energy Level

On the previous step, we have found out how many Liouville tori \hang" over
each camera and what are the atoms corresponding to the walls of cameras. Now
we can collect all this information in the form of a single molecule W . In other
words, we should take all the atoms that code the appearing bifurcations (Fig. 10.4),
consider their \ends" and glue them in the order determined by the topology
of the isoenergy manifold Q3

h . This procedure is not automatic, since the \ends"

Copyright 2004 by CRC Press LL



Figure 10.4

of atoms can be joined in di�erent ways which lead, generally speaking, to di�erent
molecules. We must choose the only possibility that is realized in the given system.
This usually requires some additional e�orts and arguments.

10.1.6. Computation of Marks

To complete the construction of the marked molecule W � , it remains to compute
the marks ri , "i , and nk . It is rather hard to suggest a general algorithm for this.
In di�erent situations one has to use di�erent reasons and methods. Some of them
are discussed in the next section.

This is the last step. As a result, we obtain the marked molecule W � that is,
as we already know, a complete invariant of the system on the given energy level
in the sense of Liouville equivalence.

10.2. METHODS FOR COMPUTING MARKS

As we shall see below, in real physical and geometrical problems, the following
3-manifolds often appear to be isoenergy surfaces of Hamiltonian systems with two
degrees of freedom:

1) the sphere S3 ,

2) the projective space RP 3 ,

3) the three-dimensional torus T 3 ,
4) the direct product S1 � S2 ,

5) the unit (co)tangent vector bundle over a two-dimensional surface Q3 S1

�! X2 ,

6) connected sums of several copies of S1 � S2 .
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The �rst important example is the simplest molecule A��A with marks r and "
on the edge (there is no mark n in this case). It turns out that, in this case,
the topology of Q3 determines the mark r almost uniquely.

Proposition 10.1.

a) The manifold Q3 corresponding to the molecule A��A is obtained by gluing

two solid tori along their boundaries and is homeomorphic to one of the following

manifolds : S3;RP 3 ; S1 � S2 , and lens spaces Lp;q .

b) If Q3 = S3 , then r = 0 and the mark " = �1 is de�ned by the orientation

chosen on S3 .

c) If Q3 = RP 3 , then r = 1=2, and the mark " = �1 is de�ned by the orientation

chosen on RP 3 .

d) If Q3 = S1 � S2 , then r = 1, and the mark " = �1 is de�ned as follows.

The Hamiltonian ow sgradH corresponding to the molecule A��A has exactly two

singular periodic trajectories (the axes of the atoms A) which are �bers of the trivial

S1-�bration on Q3 . If sgradH ows along these trajectories in the same direction,

then " = �1. If these directions are opposite, then " = +1.

The proof immediately follows from Proposition 4.3. We only recall that
the molecule A��A means exactly that Q3 is glued of two solid tori. By �xing
bases on their boundary tori (i.e., admissible coordinate systems) as described
in Chapter 4, we obtain the following gluing matrix

�
� �
 �

�
;

in terms of which one can uniquely describe the topology of Q3 . In Chapter 4
we showed that the topology of Q3 was de�ned by the r-mark in a one-to-one
manner. In particular, in the cases of the sphere, projective space, and direct
product S1�S2 , the r-mark is equal to 0, 1=2, and1 respectively, as required. �

10.3. THE LOOP MOLECULE METHOD

Let us recall the notion of a loop molecule introduced in Chapter 9. Let � be
the bifurcation diagram of the momentum mapping F of an integrable system
v = sgradH . The diagram � is located in the plane R

2 (H; f). Suppose
that � represents a collection of smooth curves 

1
; : : : ; k , which may intersect

or be tangent at certain points. We also assume that each curve i satis�es
the non-degeneracy condition (see Section 10.1.3). Note that � may contain isolated
points.

Consider the singular points of the bifurcation diagram � , i.e., the intersection
points, points of tangency, cusps, isolated points, etc. (see Chapter 9 for details).

Denote the set of singular points of � by �0 . We shall assume that �0 is a �nite
set. If � is regarded as a one-dimensional cell complex, then �

0
is just the set of

its vertices (zero-cells). The edges of this complex are 1; : : : ; k .
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Recall that a smooth curve � without self-intersections in the plane R2 (H; f)
is called admissible if it intersects the bifurcation diagram transversally and
does not pass through the singular points of � .

As was already explained, the preimage Q� = F�1(�) is a three-dimensional
smooth submanifold in M4 with the structure of a Liouville foliation, all of whose
singularities are non-degenerate. Thus, we can consider the invariant of this foliation
on Q� , namely, the marked molecule, which we denote by W �(�). We showed
in Chapter 9 that this molecule does not change under isotopy of � in the class
of admissible curves.

Now let y
0
2 �

0
be one of isolated singular points of the bifurcation diagram.

Consider a circle � of small radius " centered at the point y
0
. Suppose that �

is an admissible curve for any su�ciently small ". Then the molecule W �(�) is
well de�ned and is called the loop molecule of the singular point y0 2 � . We shall
denote it by W �(y

0
).

The idea to use loop molecules to describe the global structure of the Liouville
foliation on isoenergy surfaces can be explained as follows. The loop molecule
is a local invariant of a singularity. That is why, it is usually more readily
identi�ed than the molecule for an isoenergy surface W �(Q3), which is a global
invariant. If the type of the singularity corresponding to a singular point
y
0
2 �

0
is understood and described, then calculating the corresponding loop

molecule is just a formal procedure and does not lead to any serious di�culties.
Moreover, in speci�c problems, we usually meet singularities from some �nite
list. Therefore, one can collect such typical (standard) singularities and their loop
molecules in advance, once and forever, and then use this list to study di�erent
systems.

Suppose that we have computed all the loop molecules for all singular points
of the bifurcation diagram. Then, for any admissible curve � on the plane R2 (H; f),
the marked molecule W �(�) can be glued from pieces of the loop molecules.
It turns out that this procedure allows us to get much information about the desired
molecule W �(�), in particular, about the marks. Sometimes, it is possible
to compute W �(�) completely.

Let us illustrate this idea by Fig. 10.5. In Fig. 10.5(a) we show a bifur-
cation diagram � with three singular points y

1
, y

2
, y

3
. An admissible curve

� = fH = h0g intersects four smooth parts 1 , 2 , 3 , 4 of this bifurcation
diagram. Each part i corresponds to a certain atom Vi . Let us note
that these atoms are the same as those which occur in the loop molecules
W �(y

1
), W �(y

2
), W �(y

3
). Moreover, the r-marks on the edges between the atoms

also coincide with the corresponding r-marks for the loop molecules. For example,
the molecules W �(�) and W �(y

1
) have the common fragment of the form V

1
��V

2

(see Fig. 10.6).
In Fig. 10.5(b) we show deformations of the edges of the loop molecules which

drag these edges to the corresponding segments of the admissible curve � . The same
idea is illustrated in Fig. 10.5(c). It is seen from Fig. 10.6 that, under such
an isotopy, the r-marks on the deforming edges of the loop molecules do not change.
As a result, the desired molecule W �(�) with r-marks can be composed from
the corresponding fragments of the loop molecules W �(y1), W

�(y2), and W �(y3).
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Figure 10.5

Figure 10.6

Figure 10.7
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We have actually described a rather simple case. A real situation may,
of course, be more complicated. For example, it may happen that one fragment
of � corresponds to several edges of loop molecules (see Fig. 10.7). In this
case, one needs to de�ne the rule for summation of the marks coming from
di�erent loop molecules. We discuss one of such rules below. Some other
di�culties may also occur. Nevertheless, this scheme works successfully in many
situations.

We now consider the situation presented in Fig. 10.7 in more detail. Suppose
that we know the mark r = p=q for the fragment of the loop molecule
of the singular point y

1
, as well as the mark r = s=t for the fragment of

the loop molecule of the singular point y2 (Fig. 10.8). Is it possible to �nd
the r-mark on the segment of � corresponding to these fragments of the two loop
molecules?

Figure 10.8

Consider the atoms corresponding to the parts 1; 2; 3 of � (Fig. 10.8).
Let us distinguish the region bounded by 

1
; 

2
; 

3
. Each of its points cor-

responds to a certain Liouville torus. Moving along the vertical segment � ,
this torus generates an edge of the desired molecule W �(�). Moving along
small circles centered at y1 and y2 (Fig. 10.8), the Liouville torus generates
two edges of the corresponding loop molecules. When the Liouville torus
approaches the bifurcation diagram, it can be considered as a boundary torus
of the corresponding atom. Therefore, on this torus, we can de�ne three admissible
coordinate systems (�1; �1), (�2; �2), and (�3; �3) corresponding to 1 , 2 , and 3
respectively. Then the transition matrix from 1 to 3 (i.e., the gluing matrix
for the corresponding atoms) is the product of the two other transition matrices,
namely, from 

1
to 

2
and from 

2
to 

3
. This allows us to obtain the following

formula that connects the marks on the edges of the loop molecules with
the mark on � .
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Proposition 10.2. Suppose that the r-marks on the indicated edges of the loop

molecules (Fig. 10.8) are equal to p=q and s=t; then the r-mark on the segment � is

(s+mt)p+ t

(s+mt)q + t�
;

where m is some integer, and ; � 2 Z are uniquely de�ned from the conditions

p� � q = �1 and 0 � � < jqj.
The proof easily follows from De�nition 4.3 and the rule of multiplication for

gluing matrices. �

It is seen that in general the r-mark on the edge � cannot be uniquely
de�ned from p=q and s=t, since the answer contains an arbitrary parameter m.
However, in some particular cases the formula from Proposition 10.2 gives
the exact answer.

Corollary. If one of the r-marks in Fig. 10.8 is equal to in�nity, then

the resulting r-mark on the edge � coincides with the other r-mark. For example,

if q = 0, then the resulting r-mark is equal to s=t.

10.4. LIST OF TYPICAL LOOP MOLECULES

10.4.1. Loop Molecules of Regular Points of the Bifurcation Diagram

We begin with the simplest case and indicate the loop molecules for non-
singular points of the bifurcation diagram. This information sometimes may also
be useful.

Let y 2 � be a non-singular point of the bifurcation diagram lying on a smooth
curve  � � . We assume that all the points of  (including y) correspond
to a certain non-degenerate singularity, i.e., to a certain atom V . Consider
a circle � of small radius centered at the point y (Fig. 10.9). This circle is

Figure 10.9

obviously admissible. Therefore, we can consider its preimage Q3

y = F�1(�) and

the corresponding loop molecule W �(y) that describes the Liouville foliation on Q3 .
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We distinguish two cases:
1) the case, when V is the atom of type A;
2) the case of a saddle atom V .

Proposition 10.3 (The case of the atom A).
Suppose that y 2 � is a non-singular point of the bifurcation diagram

corresponding to the atom A (Fig. 10.10(a)). Then the loop molecule W �(y) has

the form

A��A ;
where r = 1, " = �1. Moreover, the manifold Q3

y = F�1(�) is di�eomorphic

to the direct product S1 � S2 .

Figure 10.10

Proposition 10.4 (The case of a saddle atom V ).
Suppose that y 2 � is a non-singular point of the bifurcation diagram

corresponding to a saddle atom V . Then the loop molecule W �(y) has the form

shown in Fig. 10.10(b). Moreover, all the r-marks are equal to in�nity, all

the "-marks are equal to +1, and the mark n is equal to zero. If V is an atom

without stars, then Q3

y = F�1(�) is di�eomorphic to the direct product

P 2

k � S1 ;

where P 2

k is the closed oriented two-dimensional surface of genus

k = 2g(V ) + (the number of the edges of V )� 1 :

If V is an atom with stars, then Q3

y = F�1(�) is di�eomorphic to the Seifert

S1-�bration over the same surface P 2

k , whose singular �bers are all of type (2; 1)
and are in one-to-one correspondence with the star-vertices.

Proof. We prove both Propositions 10.3 and 10.4 simultaneously.
Let us deform the circle � (see Fig. 10.9) into the curve shown in Fig. 10.11,

which can be regarded as two segments whose endpoints are glued. Moreover,
both segments are transversal to the bifurcation diagram. Therefore, the preimage
of each segment is a 3-atom. Thus, we obtain two copies of the same atom V which
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Figure 10.11

should be glued along the boundary tori by the identity mapping. More precisely,
each boundary torus is glued with its duplicate by the identity mapping. Hence
the loop molecule W (y) has the desired form shown in Fig. 10.10.

The explicit form of the marks r , ", and n indicated in Propositions 10.3 and 10.4
follows immediately from the fact that the gluing is carried out by the identity
mapping. We only note that, in the case of the atom A, we have " = �1
(by Proposition 10.1), since the Hamiltonian ow sgradH has the same directions
on both the critical circles (axes of the atoms A).

We now describe the topology of the 3-manifold Q3

y = F�1(�). Clearly, Q3

y is

obtained by gluing two copies of the 3-atom V along their boundaries: Q3

y = V +V .

At the same time, the 3-atom V is either the direct product Y � S1 or the Seifert
�bration over Y . Here Y is a two-dimensional surface with boundary. Hence Q3

y is

either the direct product (Y +Y )�S1 or the Seifert �bration over Y +Y . It remains
to compute the genus of the surface Y + Y . In the case of the atom A, the base Y
is a 2-disc and, consequently, Y + Y is homeomorphic to S2 . Therefore, in this
case, Q3

y = S2�S1 . If V is a saddle atom, then the genus of Y +Y is expressed via
the genus of Y and the number of its boundary components according to the above
formula. �

10.4.2. Loop Molecules of Non-degenerate Singularities

For each type of non-degenerate singularities (i.e., center{center, center{saddle,
saddle{saddle, and focus{focus), the loop molecules have been described in Chap-
ter 9. On the other hand, it is interesting to look at those of them which really occur
in speci�c problems of geometry and classical mechanics. We have completed such
a list on the basis of a wide analysis of concrete examples of integrable Hamiltonian
systems.

The result is presented in Table 10.1.
For each loop molecule included in this table, we indicate those integrable cases

where the molecule occurs.
This list is, probably, not complete; some new cases may appear in integrable

problems which we have not examined yet from the point of view of the topology of
their Liouville foliations. However, our list includes a number of the most interesting
cases of integrability and, in this sense, is rather representative.
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Table 10.1. Typical loop molecules for non-degenerate singularities

Copyright 2004 by CRC Press LL



10.5. THE STRUCTURE OF THE LIOUVILLE FOLIATION

FOR TYPICAL DEGENERATE SINGULARITIES

In this section, we examine the case of one-dimensional degenerated orbits and
corresponding singularities of the Liouville foliation. Consider the momentum
mapping F :M4 ! R

2 (H; f) of a given integrable system v = sgradH and
the corresponding Poisson action �:R2 ! Di�(M4) generated by translation along
integral curves of the Hamiltonian vector �elds v = sgradH and w = sgrad f .

Let O(x
0
) be a periodic one-dimensional orbit of this action. If this orbit is

degenerate (see De�nition 1.20), then its image y
0
= F(O(x

0
)) is usually an isolated

singular point of the bifurcation diagram � . For de�niteness, we assume that
dH(x

0
) 6= 0; in particular, O(x

0
) is a periodic trajectory of v = sgradH .

Suppose that any circle � of su�ciently small radius centered at y
0
= F(x

0
)

is an admissible curve on the plane R2 (H; f). It will be convenient to introduce
the function f� :Q� ! S1 = � , where f� (x) = F(x) 2 � . Then we obtain
a mapping of Q� into the circle � � R

2 (H; f). This function f� has non-
degenerate singularities only and determines the structure of a Liouville foliation
on Q� to be described.

Without loss of generality, we may assume that the preimage F�1(y0) is
connected and coincides, consequently, with a leaf of the Liouville foliation. Note
that the orbit O(x0) belongs to this leaf, but two cases are possible. The �rst is
that the orbit O(x

0
) coincides with the leaf. In the second case, the orbit is \less"

than the leaf, i.e., the leaf F�1(y
0
) also contains some other orbits.

We begin with the �rst case.
We �rst describe a certain model Liouville foliation. Consider an arbitrary Morse

function g on the 2-sphere S2 and extend it to the cylinder D1�S2 in a natural way.
After that, we glue the bases of the cylinder, i.e., the 2-spheres f0g�S2 and f1g�S2 ,
by a di�eomorphism � which preserves the function g . As a result, the cylinder
D1�S2 turns into a 3-manifold Q3 = S1�S2 , and the function g becomes a smooth
Bott function on Q3 . The foliation on S1 � S2 de�ned by this function g is just
our model Liouville foliation.

Theorem 10.1 [44]. Suppose that the orbit O(x
0
) coincides with the leaf

F�1(y
0
). Then

a) the \isoenergy" 3-manifold Q� is di�eomorphic to the direct product S1�S2 ,

b) the Liouville foliation on Q� is di�eomorphic to one of the model Liouville

foliations on S1�S2 for a suitable Morse function g:S2 ! R and a di�eomorphism

�:S2 ! S2 .

Proof. We begin with part (a). Consider the following smooth function on M4 :

h� (x) = (H(x) �H(x0))
2 + (f(x)� f(x0))

2 :

Clearly, the 3-manifold Q� is a level surface of this function: Q� = fh� (x) = "g,
where " > 0 is a small number. Note that h� is an integral of the Hamiltonian
system v = sgradH . Consider a two-dimensional transversal (local) section L3

to the orbit O(x
0
) in M4 (see Fig. 10.12). It is evident that the intersection of it

with the level surface Q� = fh� (x) = "g is homeomorphic to the two-dimensional
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sphere of \small" radius. This follows from the explicit form of h� and the fact
that the point x0 is an isolated point of local minimum of h� on the transversal
section L3 .

Figure 10.12

Consider the Poincar�emap �:L3 ! L3 generated by the Hamiltonian vector �eld
v = sgradH . Clearly, the sphere fh� = "g\L3 is invariant under the Poincar�e map,
since h� is an integral of v . The isoenergy 3-manifold Q� is obviously the union
of all integral curves of v starting from the 2-sphere fh� = "g \ L3 . By taking
the restriction of � to this sphere, we obtain a di�eomorphism of the sphere
S2 = fh� = "g \ L3 onto itself. Hence Q� can be viewed as the result of gluing
the bases of the cylinder D1 � S2 by some di�eomorphism. This di�eomorphism
preserves orientation and, consequently, is homotopic to the identity mapping.
Therefore, Q� is di�eomorphic to the direct product S1 � S2 . The �rst part
of Theorem 10.1 is proved.

We now turn to part (b). Consider the function f� (x) = F(x) = (H(x); f(x))
on Q� which determines the Liouville foliation structure on Q� . By our
assumption, f� is a Bott function on Q� . Therefore, its restriction to the 2-sphere
S2 = fh� = "g \ L3 is a Morse function, since this sphere is transversal to
the Hamiltonian ow v = sgradH . We denote this restriction by g(x). Note that
the function f� is constant along integral curves of sgradH and, therefore, can be
considered as an extension of g from the sphere to the whole cylinder. In other
words, the function f� has the required structure (see the description of the model
Liouville foliation above). This completes the proof. �

In fact, not every model foliation can be realized as a Liouville foliation on Q�

for a suitable degenerate orbit. The point is that the Morse function g and
the di�eomorphism � must satisfy some natural restrictions, which we now describe.
As is seen from the proof of Theorem 10.1, the sphere S2 lies in the transversal
section L3 . Since dH(x0) 6= 0, there exist local canonical coordinates p1; q1; p2; q2
such that H = p1 and f = f(p1; p2; q2). Clearly, p1; p2; q2 are local coordinates
on L3 . Hence H is a height function on the sphere S2 . But the foliations
on S2 given by the Hamiltonian H and the function g = f� jS2 coincide. Thus,
without loss of generality, the function g can be considered as a height function
on S2 . The condition on the di�eomorphism � is that � must be extendable
to the interior of the ball in L3 bounded by the sphere S2 . Moreover, for each ",
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the di�eomorphism � of the (contracting) sphere S2
" = fh� = "g onto itself

preserves the function g , and the topology of the one-dimensional foliation de�ned
on S2

" = fh� = "g by the function g does not depend on ".
The analysis of these restrictions leads to the fact that, among the model

foliations on S1 � S2 described above, it su�ces to consider only the following
(see [269] for details).

Let g be a height function on the sphere S2 smoothly embedded into R
3 .

Suppose that the sphere S2 and the function g on it are invariant under the rotation
about the vertical axis Oz through the angle 2�p=q for some integers p and q .
This rotation is taken as the di�eomorphism � . After that, we construct
the Liouville foliation on S1�S2 corresponding to the pair (g; �) as described above.
The Liouville foliations constructed in this way are exactly those which are realized
on Q� in the case when the degenerate orbit O(x

0
) coincide with the leaf F�1(y

0
).

All possible loop molecules W �(y
0
) that appear in the above situation are

described in [269].
It follows from the description of model foliations that the isoenergy manifold Q�

has natural structure of a Seifert �bration compatible with the Liouville foliation
(i.e., each �ber of the Seifert �bration lies on a certain leaf of the Liouville foliation).
Moreover, this Seifert �bration either has no singular �bers (and is then trivial) or
has exactly two singular �bers of the same type (p; q).

We now turn to the analysis of the second case when together with O(x
0
) the leaf

F�1(y
0
) contains some other orbits. The most typical situation is that F�1(y

0
)

contains a one-dimensional orbit N homeomorphic to an annulus S1 � R
1 , and

O(x
0
) belongs to the closure of N , i.e., lies on the boundary of the annulus. In what

follows, we shall assume this condition to be ful�lled. In this case, the situation
is similar to the �rst case. However, the Seifert �bration on Q� may have a more
complicated structure.

We also assume that all the objects are real-analytic.

Theorem 10.2 [44]. Under the above assumptions, the isoenergy manifold Q�

has natural structure of a Seifert �bration compatible with the Liouville foliation.

Proof. Consider the two-dimensional orbit N such that O(x0) � N . By our
assumption, the orbit N is homeomorphic to an annulus S1�R1 . Then there exists
a linear combination

w = � sgradH + � sgrad f

such that the integral trajectories of w are all closed on the annulus N = S1 �R1 .
Moreover, one can construct such a function F (H; f) that w = sgradF and
trajectories of w are closed not only on N , but also on all the orbits O(x) passing
near N . The construction of this function F was described in Chapter 3, where
F was called a periodic integral. Recall that, to construct F , we consider a closed
trajectory 0 � N of w and move it isotopically to the nearest orbits O(x).
Denoting the cycles obtained on these orbits by  , we can de�ne F by the explicit
formula:

F =

I


� ;

where d� = ! . Here we use the standard method for constructing action variables
in a neighborhood of a Liouville torus (see Section 1.4). As a result, we obtain
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a function F which is de�ned on all the orbits O(x), where x is su�ciently close
to 0 . It is clear that the trajectories of w = sgradF are closed on all such
orbits.

Now we observe that F is a real-analytic function of H and f in a neigh-
borhood V of the point (H(x0); f(x0)) = y0 . Therefore, it can be naturally
extended to the whole neighborhood U of the singular leaf F�1(y0) of the form
U = F�1(V ) by setting F (x) = F (H(x); f(x)). Being closed on some open subset
in M4 , the trajectories of w = sgradF will be closed on the whole neighborhood U
(due to the analyticity of F ) and, in particular, on the isoenergy manifold Q� � U .
Thus, Q� is foliated into closed trajectories each of which lies on a certain leaf
of the Liouville foliation. As a result, we obtain on Q� the required structure
of a Seifert �bration. �

10.6. TYPICAL LOOP MOLECULES CORRESPONDING

TO DEGENERATE ONE-DIMENSIONAL ORBITS

We shall list the main examples of singularities of the above type (as well as the cor-
responding loop molecules) appearing in classical mechanics and mathematical
physics.

Example 1 (Parabolic orbits). Two types of non-degenerate periodic orbits
are well known: elliptic (stable) and parabolic (unstable) ones. One can often
meet a situation when, under the change of some parameters, a trajectory changes
its type, for example, from elliptic to hyperbolic. At the moment of transition,
the trajectory becomes degenerate, and the character of transition can be, as a rule,
described by the following model example (such a case is called parabolic).

Consider two functions H = p2 and f = f(p1; q1; p2) in R
3 (p1; q1; p2)

such that the level lines of f on horizontal planes fH = constg have the form
presented in Fig. 10.13. It is seen that, when the energy H increases, two non-
degenerate critical points appear \out of nothing" (one hyperbolic, the other
elliptic). The functions H and f de�ne a one-dimensional foliation in R

3 .
Starting from there, one can naturally construct a two-dimensional foliation
on R

3 � S1 by taking the Cartesian product with the circle S1 . We shall
assume that S1 is endowed with a periodic coordinate q2 so that we have
on R3�S1 four coordinates p1; q1; p2; q2 which we put by de�nition to be symplectic
(i.e., ! = dp1 ^ dq1 + dp2 ^ dq2 ). It is clear that H(p; q) and f(p; q) commute and
de�ne a Liouville foliation structure on the four-dimensional symplectic manifold
R
3 � S1 . (One can naturally consider R3 as a cross-section.)
The corresponding bifurcation diagram of the momentum mapping F :R3�S1 !

R
2 (H; f) is shown in Fig. 10.13. It has a cusp which is entirely located inside

the image of F . The corresponding loop molecule W� (obtained by going around
the cusp) is also shown in Fig. 10.13.

As an additional integral f , one can take a function which locally (near
the origin) has the form

f = p21 + q31 � p2q1 :
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Such a function is exactly the canonical form of a parabolic singularity [63].
In this case, the set of critical points of F on the three-dimensional cross-section is
a parabola in R3 lying on the plane fp1 = 0g and given by the equation q21 = p2=3.
For q1 > 0, the singular points are elliptic; for q1 < 0, they are hyperbolic.
For q1 = 0, we obtain the so-called parabolic singular point. The bifurcation
diagram � is given on the plane R2 (H; f) by the equation

f = � 2

3
p
3
H3=2 :

In the case when the system under consideration satis�es additional conditions,
for example, if it admits a Z2-symmetry, two parabolic orbits may appear

Figure 10.13 Figure 10.14

simultaneously on the same leaf of the Liouville foliation. Such a case is illustrated
in Fig. 10.14, where we also show the corresponding loop molecule.

Example 2. This is an integrable variant of the well-known pitch-fork and
period-doubling bifurcations.

The qualitative picture is again provided by two functions H = p2 and f =
f(p1; q1; p2) on R

3 (p1; q1; p2). The level lines of f on horizontal planes fH = constg
are shown in Fig. 10.15. When H increases, the elliptic singularity transforms into
three non-degenerate singularities: two elliptic and one hyperbolic. The functions
H and f de�ne a one-dimensional foliation in R3 , which can be transformed into
a Liouville foliation on R3 � S1 . But, unlike the parabolic case, there are now two
possibilities due to the symmetry.
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The �rst possibility is to take the Cartesian product with the circle S1 .
For a moment, we call this case orientable. As before, we take a 2�-periodic coordi-
nate q2 on S1 and de�ne the symplectic structure to be ! = dp1 ^ dq1 + dp2 ^ dq2 .
It is clear that H(p; q) and f(p; q) commute and de�ne a Liouville foliation
on the symplectic 4-manifold R3 � S1 .

Figure 10.15

The second case, which we call non-orientable, can be described as follows.
One needs to multiply the above picture in R3 by the circle S1 and to take then
the quotient with respect to the Z2-action on R3 � S1 given by

(p1; q1; p2; q2)! (�p1;�q1; p2; q2 + �) :

One can obtain the same result by multiplying the picture shown in Fig. 10.15
with the segment [0; �] and then gluing the basements of the cylinder so obtained
with a �-twist about the vertical line p2 .

The corresponding bifurcation diagram of the momentum mapping F :R3�S1 !
R
2 (H; f) is shown in Fig. 10.15. The two loop molecules W orient

� and W non-orient
�

obtained by going around the singular point are shown in the same Fig. 10.15.
As an additional integral f , one can take, for example, a function which locally

has the following form:

f = p21 + q41 � p2q
2
1 :
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The set of critical points on the cross-section R
3 is given by the following

equations (and looks like a fork; see Fig. 10.15):

q1 = 0 ; p1 = 0 (a vertical line) ;

2q21 = p2 ; p1 = 0 (a parabola in the vertical plane) :

The bifurcation diagram � in the (H; f)-plane consists of two pieces.
The �rst one is the straight line ff = 0g. The second is a half of the parabola
ff = �H2=2; H > 0g (Fig. 10.15).

Example 3. This case is analogous to the previous one but with elliptic and
hyperbolic singularities interchanged. As a result, we obtain the picture in R

3

presented in Fig. 10.16. One hyperbolic singularity transforms into one elliptic and

Figure 10.16

two hyperbolic singularities. Again we can distinguish two di�erent possibilities:
orientable and non-orientable. As before, we put H = p2 and take f with
the following local behavior:

f = p21 � q41 + p2q
2
1 :

The set of critical points is given then by the same equations as in Example 2.
The bifurcation diagram is also similar to the previous one. It consists of two
pieces: the straight line ff = 0g and a half of the parabola ff = H2=2; H > 0g
(Fig. 10.16).
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Example 4. This case is locally the same as the previous example. The formu-
las for H and f , the set of critical points, and the bifurcation diagram are identical.
But the global picture is di�erent. By connecting the separatrix in the other
way, we obtain the atom C2 (on the cross-section) instead of the atom D1 .
The corresponding loop molecules are shown in Fig. 10.17.

Figure 10.17

It is worth mentioning that, in the non-orientable case, we have obtained
the same molecule as in Example 3. The point is that the corresponding Liouville
foliations are actually di�eomorphic (although this is not obvious).

In conclusion we collect all the listed molecules in Table 10.2 (with referring
to those integrable cases where they occur).

We con�ned ourselves to the most frequently occurring degenerate singularities.
Among them, we can distinguish the class of the so-called topologically stable
singularities (which preserve their topological structure under small integrable
perturbations of the system). The classi�cation of such singularities has recently
been obtained by V. V. Kalashnikov (Jr.) [63]. In Table 10.2, the singularities
with numbers 1, 4, 6 are stable. Unstable singularities (numbers 2, 3, 7
in Table 10.2) usually occur due to some additional Z2-symmetry which obstructs
their destruction.
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Table 10.2. Typical loop molecules for degenerate singularities
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10.7. COMPUTATION OF r- AND "-MARKS

BY MEANS OF ROTATION FUNCTIONS

We now describe a method which allows us to calculate the gluing matrix on an edge
of the molecule in the case when the rotation function is known. The idea is
as follows. Suppose that we know the rotation function �(t) on the given edge
in terms of some basis (�; �). As we know, under a change of basis, the rotation
function � is transformed according to the rule given by Proposition 1.13.
On the other hand, the rotation function � written in an admissible coordinate
system has very speci�c properties. This gives us a possibility to �nd the transition
matrix from (�; �) to the admissible coordinate system. We now explain this idea
more precisely.

Consider an edge e adjacent to a saddle atom V . Recall that e represents a one-
parameter family of Liouville tori T 2(t). Let (��; ��) be a basis on the torus T 2(t).

Proposition 10.5 (Admissibility criterion). The basis (��; ��) is admissible

with respect to the atom V (without taking into account orientations on the cycles)
if and only if the rotation function �(t) written in this basis tends to in�nity
as the Liouville torus approaches the atom V .

Proof. The necessity of this condition follows from the Corollary to Lemma 8.5.
The su�ciency follows from the transformation formula for the rotation function:

� =
a�� + c

b�� + d
:

Let us assume that � is written in an admissible coordinate system. Then
lim � = 1. On the other hand, we have lim �� = 1. It is easy to see that such
a situation is possible if and only if b = 0. Therefore, the transition matrix between
(��; ��) and (�; �) has the form ��1 0

c �1
�
:

This transformation is obviously admissible and, consequently, the basis (��; ��) is
admissible, as was to be proved. �

Using this assertion, we can now construct an admissible coordinate system if we
know the rotation function in a certain basis (�; �). First suppose that the edge e
joins two saddle atoms V � and V + .

For de�niteness, we assume that the basis (�; �) is positively oriented in the sense
of the atom V � . Let (��; ��) be an admissible coordinate system on V � and let�

��

��

�
=

�
c1 c2
c3 c4

��
�
�

�
be the desired coordinate change. Then we have

� =
c1�

� + c3
c2�

� + c4
:

Passing to the limit as the torus tends to the atom V � , we see that lim � = c1=c2 .
Since the rotation function � is known, we easily �nd the �rst row (c1; c2)
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of the transition matrix up to sign (here we use the fact that the transition matrix
is unimodular and ci 2 Z). The second row (c3; c4) can be chosen arbitrarily.
The only condition is detC = 1.

Just in the same way we can �nd the transition matrix B from the basis (�; �)
to the basis (�+; �+): �

�+

�+

�
=

�
b1 b2
b3 b4

��
�
�

�
Note that the second row (b3; b4) should be chosen so that detB = �1. This
is necessary in order for the gluing matrix (i.e., the transition matrix from (��; ��)
to (�+; �+)) to have determinant �1.

Thus the gluing matrix is the product of B and C�1 :�
b1 b2
b3 b4

��
c1 c2
c3 c4

��1
:

It is an important fact that the ambiguity in the choice of the second
rows (b3; b4) and (c3; c4) of the transition matrices C and B has no inuence
on the r-mark.

However, the constructed admissible bases (��; ��) and (�+; �+) are de�ned
up to the simultaneous change of orientation on the basis cycles. Therefore,
the resulting gluing matrix is also de�ned up to multiplication by �1. This choice
determines the mark ". So, we need to avoid this ambiguity.

Let us turn to the rotation function � again. We now use its global behavior
along the whole edge.

We distinguish two cases: �nite and in�nite edges.
The condition that an edge e is in�nite (i.e., r =1) can be reformulated in terms

of � as follows. The edge e is in�nite if and only if the limits of � at the beginning
and end of this edge are the same. Indeed, as the Liouville torus approaches a saddle
atom, the Hamiltonian vector �eld v(t) tends to the direction of the �rst basis
cycle, i.e., tends to �� at the beginning and to �+ at the end. The coincidence
of the limits means exactly that these two cycles are parallel, or equivalently, r =1.

We begin with the case of a �nite edge. The cycles �� and �+ are
independent; therefore, we can write � with respect to this pair of cycles and
compute the corresponding rotation index (see Section 8.6.1). If the orientations
on �� and �+ have been chosen correctly, then ind = 1mod4. Otherwise,
ind = 3mod4. To correct such a situation, we only need to multiply the gluing
matrix by �1. Let us formulate this statement as a lemma.

Lemma 10.1. Suppose that the edge e is �nite. If the matrix BC�1 coincides

with the real gluing matrix, then the rotation index for the function � written

in terms of (��; �+) is equal to 1mod 4. If BC�1 di�ers from the gluing matrix

by sign, then this index is equal to 3mod4.

Proof. In the case of a �nite edge, we may consider the pair of cycles ��; �+

to be a basis in the tangent plane to the Liouville torus. The Hamiltonian vector
�eld v can be written in terms of this basis so that the coordinates of v will be
constant on each �xed Liouville torus. Let us draw the curve v(t) on the plane
(��; �+), where t is a parameter of the family of tori (i.e., t is a parameter
on the whole edge e from V � to V +). The qualitative picture is shown in Fig. 10.18.
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Figure 10.18

Case (a) corresponds to the correct choice of orientations on the basis cycles, case (b)
corresponds to the wrong one. Here we use the following fact: if the orientations
are correct, then the initial point of v(t) belongs to the ray generated by �� ,
and the end-point of v(t) must belong to the ray generated by �+ . It is seen
from Fig. 10.18(a) that, in this case, the index of � is indeed 1mod 4. In fact,
the same situation happens if we make the double mistake, i.e., the orientations
on �+ and �1 are both wrong. But, in this situation, the gluing matrix is correct
anyway. Finally, if only one of the orientations is wrong, then ind = 3mod4
(Fig. 10.18(b)). �

Now we consider the case of an in�nite edge. This case is simpler. We need
to compute the index of the rotation function �� written in terms of the basis
(��; ��).

Lemma 10.2. If the index is equal to 0mod 4, then " = 1. If the index is equal
to 2mod4, then " = �1.

Proof. It is seen from Fig. 10.19 that the end-points of the curve v(t) in both
cases belong to the line generated by �� . On the other hand, the curve v(t) ends
on the ray generated by �+ . Figure 10.19 shows that the cycles �+ and �� have

Figure 10.19

the same direction if and only if the index of � is equal to 0mod4. Conversely,
the cycles �+ and �� have opposite orientations if and only if the index of � is equal
to 2mod 4. In the �rst case, by de�nition we have " = +1, whereas the second case
corresponds to " = �1. �

Thus, we see that the rotation function � allows us to compute the invariants
r and " on an edge joining two saddle atoms.

In the case when one of the atoms has type A, or both atoms have type A, we can
apply a similar construction. However, here we need some additional information
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on the admissible coordinate system on the atom A. The point is that the limit
of the rotation function can be arbitrary. But in fact, in speci�c examples, one often
succeeds in �nding an admissible coordinate system on the atom A directly, since
usually the contractible cycles are easily detected.

10.8. COMPUTATION OF THE n-MARK

BY MEANS OF ROTATION FUNCTIONS

In the preceding section, we have explained how to �nd an admissible coordinate
system on an individual boundary torus of a 3-atom. The natural question is
how to make these admissible coordinate systems compatible in order to obtain
a uniform admissible coordinate system for the whole atom U(L). We recall that,
although the second basis cycle �i on an individual torus Ti � @U(L) can be
chosen more or less arbitrarily, all these cycles together must satisfy one important
additional property: there must exist a global section P � U(L) such that
�i = P \ Ti or, equivalently, @P =

S
�i . Is it possible to �nd whether such

a section exists for a given collection of cycles �i? The answer is positive and
given by the following construction. For simplicity, we restrict ourselves to the case
of atoms without stars.

Let V = U(L) be a saddle atom (without stars), and e1; : : : ; em be the edges
incident to it. Each edge in fact denotes a one-parameter family of Liouville tori.
Suppose that, on each edge ei , we have a basis (�i; �i) and the corresponding
rotation function �i(t). We assume here that the parameter t on each edge is
taken to be the value of the additional integral f . This is necessary in order for
the parameters on di�erent edges to be compatible. Without loss of generality, we
shall assume that f(L) = 0, where L is the singular leaf. As usual, we separate
the edges into two classes: positive and negative ones depending on the sign of f .

Proposition 10.6 (Admissibility criterion for a coordinate system on an atom).
The collection of bases f(�i; �i)g form an admissible coordinate system for the atom

V = U(L) if and only if the rotation functions f�ig satisfy the following conditions.

1) The limit lim
t!0

�i(t) is in�nite; in this case, the asymptotic behavior of �i has
the form

�i(t) = ai ln jtj+ bi(t) ;

where bi(t) is a continuous function including the point t = 0.
2) Either

�i(t)! +1 as t! 0 for positive edges ei ;

�i(t)! �1 as t! 0 for negative edges ei

or, on the contrary,

�i(t)! �1 as t! 0 for positive edges ei ;

�i(t)! +1 as t! 0 for negative edges ei :

3) The equality
P
i
bi(0) = 0 holds, where the sum is taken over all the edges

(both positive and negative).
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Proof. In fact, the necessity of the listed conditions has been already proved.
Namely, parts (1) and (2) follow from Proposition 10.5 and Lemma 8.5; part (3) is,
in essence, a reformulation of the remark to Lemma 6.7.

Let us prove the su�ciency. The fact that, on each individual edge, the basis
f(�i; �i)g is admissible follows from Proposition 10.5. In particular, each �i is
a �ber of the trivial S1 -�bration on U(L). Thus, it remains to show that there exists
a global section P (of this �bration) such that @P =

S
�i .

Consider an arbitrary admissible coordinate system f(�0i ; �0i )g on V and extract
the collection of the second basis cycles f�0i g. Since �0i = �i , the second basis cycles
are connected by the relation

�0i = �i + ki�i ;

where ki are some integers. Then the rotation functions �i and �0i (computed
in terms of the bases f(�i; �i)g and f(�0i ; �0i )g respectively) are connected as follows:

�i = �0i + ki :

Similar relations hold for the \�nite parts" of �i and �0i , i.e.,

bi(0) = b0i (0) + ki :

Taking the sum over all i's, we obtainX
bi(0) =

X
b0i (0) +

X
ki :

By our assumption,
P

bi(0) = 0. On the other hand,
P

b0i (0) = 0 because
of the admissibility of f(�0i ; �0i )g. Therefore,

P
ki = 0. But this implies that

the change �0i ! �i is admissible and, consequently, the coordinate system
f(�i; �i)g is admissible as required. �

Sometimes, the condition
P

bi(0) = 0 is hard to verify, since it is not clear
how to extract the \�nite parts" of rotation functions. The following reformulation
allows us to avoid this procedure.

Proposition 10.7. The condition
P

bi(0) = 0 is equivalent to the following

relation:

lim
t!0

 X
positive
edges

�i(t) +
X

negative
edges

�i(�t)
!
= 0 :

Proof. We should verify that all the logarithmic terms in the above sum are
canceled. This follows from the fact that the coe�cient of a logarithmic term is
equal (up to sign) to the sum of �-invariants of those critical circles which are
adjacent to the corresponding one-parameter family ei of Liouville tori. Note that
each circle is adjacent to four families of tori: two of them are positive, and the other
two are negative. Therefore, taking the sum over all families, we see that the sum
of the logarithmic terms vanishes, since each �-invariant enters the sum twice with
sign \+" and twice with sign \�". This completes the proof. �
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We now discuss the question of how to compute n-marks by means of the rotation
functions �i .

Consider an arbitrary edge e of the molecule. We showed in the preceding
section how to �nd admissible bases f(��; ��) and (�+; �+)g on e. In particular,
on each �nite edge, we can rewrite the rotation function with respect to the pair
of cycles (��; �+). On an in�nite edge, we consider the function �� , which is
de�ned up to an additive integer constant. Thus, we assume that exactly these
rotation functions are determined on all the edges.

Consider an arbitrary family in the molecule. Suppose, for de�niteness, that
all the exterior edges are outgoing from the family. Recall that each rotation
function � has the following asymptotic behavior as the torus approaches a singular
leaf: �(f) = a ln jf � f0j + b(f), where f0 is the value of the additional integral f
on the singular leaf. Let us de�ne the following number:

�en =
X

exterior
edges ei

�
lim

T 2!e�
i

b(f)

�
+

X
interior
edges ej

�
lim

T 2!e�
j

b(f)� lim
T 2!e+

j

b(f)

�
;

where e� and e+ denote the beginning and end of the edge e, respectively.
In a slightly di�erent way, the same number can be de�ned as follows (without

using the \�nite parts" of rotation functions). Consider an arbitrary atom and
the edges incident to it. These edges are divided into two parts: positive and
negative ones; and, on each of them, we have a rotation function �(f). Assume
that f is equal to zero on the singular leaf of the atom and consider the function

N(f) =
X

positive
edges

��(f) +
X

negative
edges

��(�f) ; for f > 0:

Here the sign � is chosen in the following way. If an edge is incoming, we take \�";
if an edge is outgoing, we take \+".

We assert that, although each function in this sum tends to in�nity, the func-
tion N(f) is continuous on [0; ") and has a �nite limit at zero. This is equivalent
to the fact that all the logarithmic terms are canceled, which can be proved just
by the same method as in Proposition 10.7.

Let N(�; V ) denote the limit of N(f) as f ! 0; here � denotes the collection
of the rotation functions on the edges incident to the atom V . If the value of f
on the singular leaf is not zero, but f0 , then the formula for N(�; V ) can be
rewritten as

N(�; V ) = lim
"!0

 X
positive
edges

��(f0 + ") +
X

negative
edges

��(f0 � ")

!
:

It is easy to see that, as a result, the expression for en can be rewritten as follows:

en(family) = �
X

V 2family

N(�; V ) :
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Let us note that, in general, en is not integer. But, as we shall see soon, it is
always rational.

We now recall the de�nition of the n-mark. To each edge ei incident to the given
family, we assign an integer number �i according to the following rule:

�i =

8><>:
[�i=�i] if ei is an outgoing edge ;

[��i=�i] if ei is an incoming edge ;

�i=�i if ei is an interior edge ;

where �i; �i; i; �i are the elements of the gluing matrix Ci on the edge ei .
Then n is de�ned to be the sum

P
�i . Since we have oriented the exterior

edges in such a way that all of them are outgoing, this formula becomes simpler,
and �nally we have

n =
X

exterior
edges

[�i=�i] �
X

interior
edges

i=�i :

Proposition 10.8. The number en depends neither on the rotation func-

tions �i(f) nor on the choice of the additional integral f . In fact, en is an invariant

of the Liouville foliation, which can be de�ned by the following explicit formula:

en =
X

exterior
edges

�i=�i �
X

interior
edges

i=�i :

In particular, the rational number en and the integer mark n (both de�ned for

the given family) are connected by the simple formula:

n = en � X
exterior
edges

ri ;

where ri = f�i=�ig is the r-mark on the edge ei .

Proof. By de�nition, we have

en(family) = �
X

V 2 family

N(�; V ) = �
X

V 2 family

lim
"!0

 X
positive
edges

��(f0+") +
X

negative
edges

��(f0�")
!
:

Let us rewrite this sum in a di�erent way by decomposing it into two sums: over
all exterior edges and over all interior edges. Recall that, on the exterior edges,
we have �i = ��i � �i=�i ; and, on the interior edges, �i = ��i . (Here ��(t) is
the rotation function in terms of the basis ��; �� .) Each interior edge enters this
sum twice: for its beginning, we take ��i ; and, for its end, the corresponding term
can be represented as ���i = �+i + i=�i . Taking the sum over all the atoms
V 2 family, we can distinguish two groups of terms. The �rst group is the sum
of all the rotation functions ��i and �+i . The second group consists of the terms
of the form ��i=�i and i=�i . Thus, the second group takes the formX

exterior
edges

(��i=�i) +
X

interior
edges

i=�i :
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It remains to observe that, according to Proposition 10.7, the sum of the �rst
group is zero. This gives the desired formula for en, which immediately implies
the independence of en of �i(f) and f . �

In what follows, we shall sometimes call en the energy of the family, following
P. Topalov [198], who used this invariant to describe the relationship between
the marks of the molecule W � and the topology of the corresponding isoenergy
manifold Q3 .

10.9. RELATIONSHIP BETWEEN THE MARKS OF

THE MOLECULE AND THE TOPOLOGY OF Q3

In this section, we briey describe a construction suggested by P. Topalov. Let W �

be the marked molecule of a certain Liouville foliation on a 3-manifold Q3 . The idea
is that the topology of Q3 is completely determined by the marked molecule W � .
This means that topological invariants of Q3 (the fundamental group, homology
groups, etc.) can be expressed as some functions of the marked molecule W � .
In many cases, these functions can be written explicitly. On the other hand, for
speci�c integrable problems in physics, mechanics, and geometry, the topology
of the isoenergy 3-manifold Q3 is often known in advance. Moreover, in real
examples, Q3 is rather simple (like S3 , RP 3 , S1 � S2 , T 3). Therefore, if we know
the topology of Q3 in advance, then we obtain some relations among numerical
marks of the molecule W � . Sometimes, these relations allow us to compute
the marks r; "; n. In fact, we have already demonstrated how this idea works
in the case of the simplest molecules A��A (see Proposition 4.3).

We begin with some preliminary constructions. Let us cut the molecule W �

along all the �nite edges. As a result, W � splits into pieces of three types. The pieces
of the �rst type are families, i.e., the subgraphs that contain saddle atoms only.
The pieces of the second type are isolated atoms A. The third type consists
of the pieces that contain both saddle atoms and atoms A.

Each piece of the third type necessarily contains at least one in�nite edge joining
a saddle atom with an atom A. We choose and �x one of such edges in each piece
(they will be called �xed).

An edge of W � is said to be essential if it is not �xed and none of its end-points
belongs to any family. Note that essential edges can be of two kinds. They are
either interior edges of pieces of the third type or edges between pieces of the second
and third types (all variants are possible: second with second, second with third,
and third with third).

Let g(V ) denote the genus of an atom V , i.e., the genus of the closed surface eP
obtained from the base P of the Seifert �bration on V = U(L) by gluing discs
to each component of the boundary @P . The valency of the atom V is denoted
by q(V ). Recall that the valency is the number of edges incident to V , if V is
considered as a vertex of the graph W . In other words, the valency is the number
of families of Liouville tori incident to the singular leaf L � U(L) = V . Similarly,
we introduce the genus g(F ) and the valency q(F ) of a family F . Recall that each
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family F carries the structure of a Seifert �bration over some two-dimensional base.
In what follows, we shall assume for simplicity that this base is orientable.

By W 0 we shall denote the graph obtained from the molecule W � by shrinking
each of its families into a point (i.e., a vertex of W 0). Thus, the graph W 0 has
vertices of three kinds:

1) families,
2) atoms A,
3) saddle atoms which do not belong to any family.

We denote the vertices of W 0 by U .
We now introduce the notion of the energy of the marked molecule. By de�nition,

we set

N(W �) =

�
0 if rankH1(Q

3) > rankH1(W
0) + 2

P
U 6=A

g(U) ;

jTorH1(Q
3)j otherwise :

Here jTorH1(Q
3)j denotes the order of the subgroup of elements of �nite order

in the one-dimensional homology group H1(Q
3) (i.e., the order of the torsion

subgroup TorH1(Q
3)). If TorH1(Q

3) is trivial, then we set its order to be 1.
It turns out that the energy of the marked molecule can be expressed in terms

of the marks ri; "i; nk by a rather simple formula. A general algorithm which gives
such a formula for an arbitrary molecule W � has been obtained by P. Topalov
in [344]. We do not discuss this algorithm here in detail, restricting ourselves
to several examples.

Example 1. Suppose that the molecule W has the form shown in Fig. 10.20,
where e1; e2; : : : ; em are edges of the molecule, and F is a family. The edges
e1; e2; : : : ; em are all incident to the family F . Moreover, the edges e1; e2; : : : ; em are
all �nite, i.e., the corresponding r-marks are �nite. Then the energy of the molecule
is given by the following formula:

N(W �) = ��1�2 : : : �men(F ) ;
where �1; : : : ; �m are the denominators of the r-marks r1=�1=�1; : : : ; rm=�m=�m
corresponding to the edges e1; : : : ; em , and en(F ) is the energy of the family F
introduced in the preceding section.

Thus, if we know all the r-marks and the topology of Q3 , then we can uniquely
determine the n-mark for the family F . It is expressed in terms of en by the formula
from Proposition 10.8.

Example 2. Suppose that the molecule W has the form shown in Fig. 10.21,
where F1 and F2 denote some families. The edges e0; e1; e2; : : : ; em incident to them
are all �nite. In this case, we have

N(W �) = ��0�1�2 : : : �m
�en(F1)en(F2)� 1

�20

�
:

Here �i are the denominators of the marks ri on the edges ei , and en(Fj) is
the energy of the family Fj .
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Example 3. Suppose that the molecule W has the form shown in Fig. 10.22,
where F0; F1; F2 are families and, consequently, the edges e0; e1; : : : ; em incident
to them are all �nite. The family F2 may, in general, have no interior edges except
for e0 and e1 . Then

N(W �) = ��0�1�2 : : : �m
�en(F0)en(F1)en(F2)� en(F0)�20

� en(F1)
�21

�
:

Here �i are the denominators of the marks ri on the edges ei , and en(Fj) is
the energy of Fj .

Example 4. Suppose that the molecule W has the form shown in Fig. 10.23,
where F is a family and the edges e0; e1; : : : ; em are all �nite. One of these edges,
namely e0 , is a loop. In this case, the energy of W � is given by the formula

N(W �) = ��0�1 : : : �m
�en(F )� 2

�0

�
:

Here �i are the denominators of the marks ri on the edges ei , and en(F ) is the energy
of the family F .

Figure 10.20 Figure 10.21

Figure 10.22 Figure 10.23
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In these examples, we assumed that the molecule W had no atoms with
stars. If such atoms exist, then this situation is reduced to the previous one
in the following way. If a certain atom V contains a star-vertex, then, without
changing the manifold Q3 , we can change its decomposition into 3-atoms. For this,
we consider the Liouville foliation in a neighborhood of the singular �ber S
of type (2; 1) of the Seifert �bration on V , which corresponds to the star-vertex.
Let us formally cut Q3 along an additional torus which is the boundary of a tubular
neighborhood U(S) of S . As a result, a new 3-atom of type A appears together
with a new edge incident to it. This atom is just the neighborhood of S .
By cutting out the tubular neighborhood of all singular �bers from the atom V ,
we obtain the structure of a trivial S1 -�bration on the remaining part of V .
This remaining part V nSU(Si) can be considered as a new atom without stars.
As a result, we transform each star-vertex into an additional edge of the form �! A,
on which we should put the marks r = 1=2 and " = 1. The structure of families
does not change.

After such a reduction, it is not hard to obtain the explicit formulas for
the energies of the molecules shown in Figs. 10.20, 10.21, 10.22, 10.23 in the case
of atoms with stars.

If the molecule W from Example 1 (Fig. 10.20) contains p star-vertices, then
the formula for its energy becomes

N(W �) = �2p�1�2 : : : �men(F ) ;
where the \new" energy en(F ) of a family containing star-vertices is computed
as follows:

(en(F ))new = (en(F ))old + p

2
;

where (en(F ))old is given by Proposition 10.8.
Just the same happens in all the remaining Examples 2, 3, and 4. As a result,

the energies of the molecules shown in Figs. 10.21, 10.22, and 10.23, become

N(W �) = �2p�0�1�2 : : : �m
�en(F1)en(F2)� 1

�20

�
;

N(W �) = �2p�0�1�2 : : : �m
�en(F0)en(F1)en(F2)� en(F0)�20

� en(F1)
�21

�
;

N(W �) = �2p�0�1�2 : : : �m
�en(F )� 2

�0

�
;

respectively, where p is the total number of star-vertices in all the families Fi , anden(F ) is the \new" energy of the family F .
The listed examples help to calculate the numerical marks of W � in many

situations.
In conclusion we formulate some more results by P. Topalov which demonstrate

links between the topology of Q3 and the marks of the molecule W � .
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Theorem 10.3 (P. Topalov [344]). Let W � be the marked molecule of a certain

integrable Hamiltonian system on an isoenergy 3-manifold Q3 , and let W 0 be

the graph obtained from W by contracting each family into a point (see above).
1) The following relations hold :

rankH1(Q
3) � rankH1(W

0) + 2
X
U 6=A

g(U) ;

rankH1(Q
3) � rankH1(W

0) + 2
X
U 6=A

g(U) +
X
U 6=A

q(U) ;

where each sum is taken over all vertices of W 0 di�erent from an atom A.

2) Any essential edge e of the molecule W � gives one term of the form Z�(e)

in the decomposition of the one-dimensional homology group H1(Q
3;Z) into cyclic

subgroups, where �(e) is the denominator of the r-mark �=� on the edge e. (Here
we formally assume that for � = 0 the group Z�(e) is isomorphic to Z, and for

� = 1 the group Z�(e) is trivial.) If an atom with stars V does not belong to any

family, then each star-vertex gives one term of the form Z2 in this decomposition.

Corollary. If rankH1(Q
3) < 2 (in particular, if Q3 ' S3 or Q3 ' RP 3 ), then

all the atoms V in the molecule W � are planar, i.e., g(V ) = 0.

Corollary.

1) If Q3 is homeomorphic to the sphere S3 or the torus T 3 , then the r-marks

on the essential edges of W � are all zeros.

2) If Q3 is homeomorphic to RP 3 , then the r-marks on the essential edges of W �

are either zeros or 1=2. Moreover, the mark r = 1=2 may appear only once.

3) If Q3 is homeomorphic to S1 � S2 (or the connected sum of several copies

of S1 � S2), then the r-marks on the essential edges of W � are either zeros or 1.

Corollary. If the molecule W � contains no families, then the product

of the denominators �i of all the �nite r-marks is less than or equal to the order

of the torsion group TorH1(Q
3). If the molecule W � contains p star-vertices, then

the following stronger estimation holds :

2p
Y

�i � jTorH1(Q
3)j :

As an application of the above construction, we consider an example of
the molecule W � of the form

A � A� �! A

with the r-marks r1 = f�1=�1g, r2 = f�2=�2g, and one mark n on the atom A� .
The molecule of this kind occurs, in particular, in the integrable Goryachev{
Chaplygin case (see Chapter 14). In this case, the corresponding isoenergy
3-manifold is homeomorphic to the 3-sphere. Applying the above results (see
Example 1), we obtain the following relation between the r-marks and the mark
n = [�1=�1] + [�2=�2] (where [x] is the integer part of x):

2�1�2

�
�1
�1

+
�2
�2

+
1

2

�
= 1 :
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In the Goryachev{Chaplygin case, the marked molecule A  � A� �! A is
symmetric with respect to the atom A� (this easily follows from some additional
symmetry of the system). Hence the r-marks coincide. This implies that
f�1=�1g = f�2=�2g and, consequently, �1 = �2 . Therefore, the above relation can
be rewritten as

2�2
�
�1
�

+
�2
�

+
1

2

�
= 1 :

Thus, �(2(�1 + �2) + �) = 1, and we obtain two possibilities: either � = 1,
�1 + �2 = 0 (Fig. 10.24(a)), or � = �1, �1 + �2 = 1 (Fig. 10.24(b)).

Figure 10.24

Remark. Recall that n depends on the choice of orientation on Q3 (see
Chapter 4). In our situation, under change of the orientation, the mark n = 0 is
transformed into n = �1 and vice versa. In this sense, \n = 0" and \n = �1"
mean actually the same.

This example shows that the above method allows us to compute non-trivial
topological invariants of integrable Hamiltonian systems for concrete examples or,
at least, to reduce the problem to the analysis of several possibilities.
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Chapter 11

Integrable Geodesic Flows

on Two-dimensional Surfaces

11.1. STATEMENT OF THE PROBLEM

Let Mn be a smooth Riemannian manifold with a Riemannian metric gij(x). Recall
that geodesics of the given metric are de�ned as smooth parameterized curves

(t) = (x1(t); : : : ; xn(t))

that are solutions to the system of di�erential equations

r _ _ = 0 ;

where _ =
d

dt
is the velocity vector of the curve  , and r is the covariant derivation

operator related to the symmetric connection associated with the metric gij . In local
coordinates, these equations can be rewritten in the form

d2xi

dt2
+
X

�ijk
dxj

dt

dxk

dt
= 0 ;

where �ijk(x) are smooth functions called the Christo�el symbols of the connec-
tion r and de�ned by the following explicit formulas:

�ijk(x) =
1

2

X
gis
�
@gsj
@xk

+
@gks
@xj

� @gkj
@xs

�
:

The geodesics can be interpreted as trajectories of a single mass point that moves
on the manifold without any external action, i.e., by inertia. Indeed, the equation
of geodesics means exactly that the acceleration of the point equals zero.
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Recall the main properties of geodesics (see [31], [75], [101], [148], and [183]).
1) They are locally shortest, i.e., for two su�ciently close points lying on

a geodesic, the length of the geodesic segment between them is strictly less than
the length of any other smooth curve connecting these points.

2) For every point x 2 M and for every tangent vector � 2 TxM , there exists
a unique geodesic  such that (0) = x and _(0) = � .

3) If M is compact, then any geodesic can be in�nitely extended in the sense
of its parameter. In other words, every solution (t) to the equation of geodesics is
de�ned for any t 2 R.

4) If M is compact, then any two points x; y 2M can be connected by a geodesic
(there can be many such geodesics in general).

5) If M is compact, then any homotopy class of closed curves (i.e., mappings
of the circle into the manifold) contains a closed geodesic. Such a geodesic may
have self-intersections.

6) If M is compact, then for any point x 2 M and for any element
of the fundamental group �1(M;x), there exists a geodesic starting from this point
and returning to it which realizes the chosen element of the fundamental group.
This geodesic is not necessarily closed. In other words, the initial and terminal
velocity vectors can be di�erent, i.e., x can be a transversal self-intersection point
of this geodesic.

One can consider the equation of geodesics as a Hamiltonian system on
the cotangent bundle T �M , and the geodesics themselves can be regarded
as the projections of trajectories of this Hamiltonian system onto M . To this end,
consider natural coordinates x and p on the cotangent bundle T �M , where
x = (x1; : : : ; xn) are the coordinates of a point on M and p = (p1; : : : ; pn)
are the coordinates of a covector from the cotangent space T �

xM in the basis
dx1; : : : ; dxn . Take the standard symplectic structure ! = dx ^ dp on T �M and
consider the following function as a Hamiltonian:

H(x; p) =
1

2

X
gij(x)pipj =

1

2
jpj2 :

Proposition 11.1.

a) Let (t) = (x(t); p(t)) be an integral trajectory of the Hamiltonian system
v = sgradH on T �M . Then the curve x(t) is a geodesic, and its velocity vector _x(t)
is connected with p(t) by the following relation:

dxi(t)

dt
=
X

gij(x)pj(t) :

b) Conversely, if a curve x(t) is a geodesic on M , then the curve (x(t); p(t)),

where pi(t) =
P
gij(x)

dxj

dt
, is an integral trajectory of the Hamiltonian system

v = sgradH .

Proof. Consider the Hamiltonian equations related to the Hamiltonian H :

dpi
dt

= �@H
@xi

;
dxi

dt
=
@H

@pi
:
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In local coordinates, we get

dxi

dt
=
@H

@pi
=
X

gijpj ;
dpi
dt

= �@H
@xi

= �1

2

X @g��

@xi
p�p� :

Identifying vectors and covectors by means of the Riemannian metric g , i.e.,
by substituting pi =

P
gij _x

j , we obtain

_xi =
dxi

dt
(the �rst equation) ;

d

dt

�
gis

dxs

dt

�
= �1

2

X @g��

@xi
g�k

dxk

dt
g�j

dxj

dt
(the second equation) :

By transforming the second equation, we get

@gik
@xj

dxk

dt

dxj

dt
+ gis

d2xs

dt2
=

1

2

X @gkj
@xi

dxk

dt

dxj

dt
:

Using the evident identity

@gik
@xj

dxk

dt

dxj

dt
=

1

2

�
@gki
@xj

+
@gij
@xk

�
dxk

dt

dxj

dt
;

we rewrite the equation obtained in the form

gis
d2xs

dt2
+

1

2

X�
@gij
@xk

+
@gki
@xj

� @gkj
@xi

�
dxk

dt

dxj

dt
= 0 :

Hence, we have

d2xs

dt2
+

1

2

X
gis
�
@gij
@xk

+
@gki
@xj

� @gkj
@xi

�
dxk

dt

dxj

dt
= 0 :

That is
d2xs(t)

dt2
+
X

�sjk
dxj(t)

dt

dxk(t)

dt
= 0 :

�

A natural and important question arises: in what cases it is possible to solve
the equations of geodesics explicitly, for example, in quadratures? How to describe
the behavior of geodesics in a qualitative way? Since we study integrable
Hamiltonian systems in our book, the most interesting problem for us would be
the description of those cases where the geodesic ow is completely Liouville
integrable. In fact, the following two substantive questions arise.

a) On which manifolds do there exist Riemannian metrics whose geodesic ows
are integrable?

b) Given a manifold on which such metrics exist, how does one describe them?
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A large number of papers, both classical and contemporary, are devoted to
studying these problems. See, for example, G. Darboux [92], [93], M. L. Ra�y [303],
G. Birkho� [32], S. I. Pidkuiko, A. M. Stepin [290], A. M. Stepin [327],
A. Thimm [337], M. Adler, P. van Moerbeke [1], [2], V. N. Kolokol'tsov [187], [189],
A. S. Mishchenko [243], M. L. Bialy [76], I. A. Taimanov [329], [330], [331],
V. V. Kozlov, D. V. Treshchev [201], [202], V. V. Kozlov, N. V. Denisova [198], [199],
G. Paternain [283], [285], R. Spatzier [321], G. Paternain, R. Spatzier [284],
I. K. Babenko, N. N. Nekhoroshev [26]. In our book, we restrict ourselves to the case
of two-dimensional surfaces, which has been studied most explicitly.

11.2. TOPOLOGICAL OBSTRUCTIONS

TO INTEGRABILITY OF GEODESIC FLOWS

ON TWO-DIMENSIONAL SURFACES

Theorem 11.1 (V. V. Kozlov [192], [195]). Let a two-dimensional compact
real-analytic manifold with a negative Euler characteristic be endowed with a real-
analytic Riemannian metric. Then the geodesic ow of this metric does not admit
any non-trivial real-analytic integral.

Comment. Recall that any two-dimensional compact manifold M is repre-
sented either as the sphere with handles (in the orientable case) or as the sphere
with M�obius strips (in the non-orientable case). The Euler characteristic of M is
then computed as � = 2 � 2g , where g is the number of handles, or � = 2 �m,
where m is the number of M�obius strips. The condition � � 0 means that,
in the orientable case, the number of handles is not greater than 1 (then the manifold
is either the sphere or the torus), and, in the non-orientable case, the number
of M�obius strips is not greater than 2 (such a manifold is either the projective space
or the Klein bottle). Therefore, real-analytic Riemannian metrics with integrable
geodesic ows cannot exist on any 2-manifold, except for the sphere, the torus,
the projective plane, and the Klein bottle. We shall show below that on these
manifolds, they really exist.

Comment. We shall give a proof of Theorem 11.1 that is di�erent from
the original proof by V. V. Kozlov and based on some general properties of Liouville
foliations. In our opinion, such a new approach clari�es the topological nature
of that kind of obstructions to integrability which was discovered by V. V. Kozlov.
The analyticity condition is needed, in fact, only in order for the Liouville foliation
singularities not to be pathologically bad. Roughly speaking, there should not be
too many of them. For example, instead of the analyticity condition, one can require
the integral of the ow to be tame (see [236] for de�nition) or geometrically simple
(see [329]).

Comment. Note that in Kozlov's theorem, it is su�cient to require that
an additional integral of the ow is analytic only on the isoenergy surface
(the integral is allowed to have singularities on the zero section). If we assume
the integral to be analytic on the whole phase space, then the problem is reduced
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to the study of ows that admit polynomial (in momenta) integrals. To see this, one
can expand the integral into a power series in momenta and take its homogeneous
polynomial components as new integrals. In this case, the theorem can be
proved by the method suggested by V. N. Kolokol'tsov [187]. The analyticity
(in coordinates x) is no longer important. One only assume that the integral is
a polynomial in momenta, but the coe�cients of the polynomial can be arbitrarily
smooth functions.

Comment. In fact, the statement of Kozlov's theorem remains valid for
Finsler metrics [41]. This circumstance shows that the main cause that obstructs
integrability is actually the topology of a manifold. In other words, the property
of the Hamiltonian to be a quadratic form is not important here.

Proof (of Theorem 11.1). Let M be a two-dimensional compact smooth
manifold with an integrable geodesic ow. First, for simplicity, we assume that
the geodesic ow possesses a Bott integral F . We shall explain afterwards how
to pass from the situation with non-degenerate singularities (i.e., Bott singularities)
to the analytic case.

Consider a regular isoenergy 3-surface Q = fH = constg. It has the structure
of an S1 -�ber bundle over M2 (i.e., the space of unit (co)tangent vectors).
As we know from the general theory, the structure of the Liouville foliation on Q3 is
described by a marked molecule W � . Since F is a Bott function, the molecule W �

consists of a �nite number of atoms and a �nite number of edges. In other words,
the manifold Q3 can be divided into a �nite number of one-parameter families
of Liouville tori and a �nite number of singular leaves.

Consider the natural projection p of Q3 onto the base M2 and the induced ho-
momorphism p

�
:H1(Q

3;Z) ! H1(M
2;Z) between the one-dimensional homology

groups with integer coe�cients. It follows from property (5) of geodesics (see above)
that each element � 2 H1(M

2;Z) can be realized by a closed geodesic  on M2 .
In turn, this geodesic  is the projection of a closed trajectory 0 of the geodesic
ow on Q3 . Since the geodesic ow is integrable, 0 lies on some leaf of the Liouville
foliation (either singular or regular one).

1) Let 0 lie on a Liouville torus T 2 . Then � is contained in the image
of the group H1(T

2;Z) ' Z � Z. Note that all Liouville tori that belong
to the same one-parameter family as the torus T 2 itself are isotopic to each other,
and therefore, their one-dimensional homology groups are mapped into the same
group p

�
H1(T

2;Z).
2) Let 0 lie on some singular leaf of the Liouville foliation. As we know,

this leaf consists of a �nite number of one-dimensional orbits of the Poisson
R2 -action (generated by commuting functions H and f ) and a �nite number
of two-dimensional orbits each of which is homeomorphic to the annulus S1 �D1 .
In each of these cases, the one-dimensional homology group of the orbit is isomorphic
to Z. Since 0 lies in a certain orbit Oi , the element � is contained in the image
of the group H1(Oi;Z)' Z.

Thus, taking into account that the Liouville foliation on Q3 has a �nite number
of one-parameter families of Liouville tori and a �nite number of singular orbits Oi

(i.e., di�erent from tori), we see that the whole group H1(M
2;Z) (as a set) is

the union of a �nite number of its subgroups each of which has at most two
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generators. Since H1(M
2;Z) is isomorphic either to Z2g (in the orientable case) or

to Zk�Z2 (in the non-orientable case), it follows immediately from this that the one-
dimensional homology group of the manifold M2 should be one of the following
four groups feg, Z�Z2, Z2;Z�Z. All the other groups are too large.

Therefore, M2 is di�eomorphic to one of the following four manifolds:
the sphere S2 , the projective plane RP 2 , the torus T 2 , and the Klein bottle K2 .
Thus, Theorem 11.1 is proved for the case where the geodesic ow admits a Bott
integral.

It is easily seen from our proof that the Bott condition for F is too strong.
The same arguments can literally be repeated in the case where the integral is
not a Bott function, but the foliation of Q3 into orbits of the Poisson action contains
only �nite number of singular orbits and one-parameter families of regular Liouville
tori. For example, the arguments remain valid for the so-called tame integrals
studied in [236].

To complete the proof of Theorem 11.1, it remains to observe that the analytic
integrals are tame. �

The proof of Theorem 11.1 implies the following consequence.

Corollary. For any integrable geodesic ow on a two-dimensional compact
surface that admits a non-trivial tame integral, there exists a Liouville torus T 2

such that p
�
H1(T

2;Q) = H1(M;Q), i.e., under the natural projection p:Q3 !M2 ,
the one-dimensional rational homology group of the torus covers completely
the one-dimensional rational homology group of the surface M .

The similar statement is also true in the multidimensional case.

Theorem 11.2 (I. A. Taimanov [329]). Let a real-analytic geodesic ow
on a real-analytic n-dimensional compact manifold M be Liouville integrable
in the class of real-analytic integrals. Then the one-dimensional Betti number b1(M)
is not greater than n.

Proof. The scheme of the proof is, in essence, the same as that in the two-
dimensional case. As before, each element � of the homology group H1(M

n;Z)
can be realized by a closed trajectory 0 of the geodesic ow on Q2n�1 lying either
on a regular Liouville torus or on a singular leaf of the Liouville foliation. If 0 lies
on a singular leaf, then there exists a small isotopy of this trajectory (perhaps,
taken with some multiplicity) which sends (pushes) the trajectory onto a close
Liouville torus Tn .

To show this, consider a transversal section P 2n�2 at an arbitrary point x 2 0
and de�ne the Poincar�e map � on it.

Let f1; : : : ; fn�1 be independent �rst integrals of the geodesic ow restricted
to the isoenergy surface Q2n�1 = fH = 1g. We assume that the Hamiltonian H
is fn . Next consider a regular Liouville torus Tn passing near the point x.
We can suppose that this torus is given as a common level surface of the integrals:
ff1 = c1; : : : ; fn�1 = cn�1g. Consider the intersection of the torus Tn and
the transversal section P 2n�2 . In the analytic case, without loss of generality, we
can assume that the intersection Tn \ P 2n�2 consists (locally) of a �nite number
of components, and moreover, this number is bounded below by the same constant
for all Liouville tori. This fact easily follows from the general properties of real-
analytic functions.
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Let y belong to one of such components su�ciently closed to x. The Poincar�e
map � sends the set Tn \ P 2n�2 into itself, permuting somehow its connected
components (Fig. 11.1). Since the number of connected components is �nite,
there is a number q such that �q sends each connected component of Tn \ P 2n�2

into itself.

Figure 11.1

Now the points y and �q(y) lie in the same component and, therefore, can be
connected by a curve � inside this component (Fig. 11.1). Consider the closed
curve � that consists of the geodesic segment connecting the points y and �q(y),
and the curve � . By construction, � lies entirely on the Liouville torus and,
besides, is isotopic to the trajectory  taken with multiplicity q .

Thus, we have proved that any closed trajectory of the geodesic ow (taken,
perhaps, with some multiplicity) can be isotopically deformed onto a regular
Liouville torus. It follows immediately from this that for any � 2 H1(M;Q) there
exists a Liouville torus Tn and a one-dimensional homology class �0 2 H1(T

n;Q)
such that � = p

�
(�0), where p

�
:H1(T

n;Q) ! H1(M;Q) is the homeomorphism
induced by the natural projection p:Tn !M .

Thus, the whole rational homology group H1(M;Q) is the set-theoretical union
of the images of the one-dimensional homology groups Qn = H1(T

n;Q) of Liouville
tori Tn . Notice that the number of families of (homologically) di�erent Liouville
tori is �nite. (This follows again from the properties of real-analytic functions.)
Therefore, the group H1(M;Q) is the union of a �nite number of its subgroups
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of the form p
�
H1(T

n;Q) and, consequently, has to coincide with one of them. This
claim repeats exactly the corollary of Theorem 11.1. Hence

b1(M) = dimH1(M;Q) = dim p
�
H1(T

n;Q) � dimH1(T
n;Q) = n ;

as was to be proved. �

There are some other generalizations of Theorems 11.1 and 11.2. Here are,
for example, several statements proved by I. A. Taimanov [330].

Theorem 11.3. Suppose a real-analytic geodesic ow on Mn is integrable
in the class of real-analytic integrals.

1) The fundamental group �1(M
n) is almost commutative, i.e., contains

a commutative subgroup of a �nite index.
2) If dimH1(M

n;Q) = d, then the cohomology ring H�(Mn;Q) contains
a subring isomorphic to the rational cohomology ring of the d-dimensional torus T d .

3) If dimH1(M
n;Q) = n, then the rational cohomology rings of the mani-

fold Mn and n-dimensional torus Tn are isomorphic: H�(Mn;Q) ' H�(Tn;Q).
4) There always exists an n-dimensional Liouville torus Tn � T �Mn such that

the image of its fundamental group in �1(M
n) under the natural projection has

a �nite index.

Remark. As we have already noticed, the analyticity condition in the above
statements is needed only in order for the structure of momentum mapping
singularities not to be too complicated. In particular, Theorems 11.2 and 11.3 are
still valid under a weaker assumption on the geometrical simplicity of the geodesic
ow [330].

There are a number of results by I. A. Taimanov [330], G. Paternain [285],
E. I. Dinaburg [96], and others which are devoted to the investigation of links be-
tween the integrability, the topological entropy of a geodesic ow, and the topology
of the manifold.

The obstructions to the integrability of a rather di�erent kind have been
discovered, in particular, by S. V. Bolotin [42], [40]. Side by side with the papers
on topological obstructions to integrability, there are many works connected with
the construction of explicit examples of integrable geodesic ows on Riemannian
manifolds. See, in particular, A. S. Mishchenko and A. T. Fomenko [245],
A. V. Brailov [72], A. S. Mishchenko [243], A. Thimm [337], G. P. Paternain and
R. J. Spatzier [284].

11.3. TWO EXAMPLES OF INTEGRABLE

GEODESIC FLOWS

11.3.1. Surfaces of Revolution

Consider a two-dimensional surface of revolution M2 in R3 given by the equation
r = r(z) in the standard cylindrical coordinates r; '; z . As local coordinates on M2 ,
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we take z and '. Then the Riemannian metric induced on M2 by the Euclidean
metric has the form

ds2 = (1 + r0
2
) dz2 + r2(z) d'2 :

Let z = z(t), ' = '(t) be a geodesic on M2 , and let  be the angle between
the velocity vector of the geodesic and a parallel on the surface of revolution.

Theorem 11.4 (A. Clairaut).
1) The geodesic ow of the surface of revolution in R3 is completely integrable.

The function r cos is constant along each geodesic, i.e., is its �rst integral.
2) The equation of geodesics on the surfaces of revolution has the form

d'

dz
=
c
p
1 + r02

r
p
r2 � c2

;

where c is an arbitrary constant and the geodesics themselves (without taking into
account their parameterization) are de�ned by the following explicit formula:

'(z) =

Z
d'

dz
dz =

Z
c
p
1 + r02

r
p
r2 � c2

dz :

Proof. Write down the Hamiltonian of the geodesic ow in the natural
coordinates z; '; pz; p' on the cotangent bundle:

H(z; '; pz; p') =
p2z

1 + r02
+
p2'
r2
:

Since r = r(z), the Hamiltonian H does not depend on ', and the function p'
is an additional integral of the ow. To clarify the geometrical meaning of this
integral, we pass to coordinates on the tangent bundle. Recall (see Proposition 11.1)
that momenta and velocities are connected by the following relations:

pz = (1 + r0
2
) _z and p' = r2 _' :

Let e' = (0; 1) be a tangent vector to a parallel on the surface of revolution M2 .
Computing the angle  between this vector and the velocity vector _ = ( _z; _')
of a geodesic (t) = (z(t); '(t)), we obtain

cos =
h _; e'iq

h _; _ihe'; e'i
=

r2 _'

r
p
E

=
p'

r
p
E
:

Hence p' = r cos 
p
E .

The value of
p
E coincides with the length of the velocity vector and,

consequently, is constant along any geodesic. Therefore, the function r cos is
an additional integral of the geodesic ow on the surface of revolution. This integral
is usually called the Clairaut integral.
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We now write the equations of geodesics on the surface of revolution in an explicit
form. Using the condition r cos = c = const, we obtain

r cos = c =
r2 _'q

(1 + r02) _z2 + r2 _'2
:

In this equation, the parameter t on a geodesic can be arbitrary, i.e., it is
not necessary the arclength. If we take the coordinate z as t, then the equation
can easily be rewritten in the desired form. By integrating its right-hand side,
we obtain explicit formulas for geodesics on the surface of revolution. The theorem
is proved. �

11.3.2. Liouville Metrics

De�nition 11.1. A Riemannian metric on a two-dimensional surface M2 is called
a Liouville metric if, in appropriate local coordinates x and y , it has the form

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f(x) and g(y) are some smooth positive functions.

Theorem 11.5.

1) The geodesic ow of the Liouville metric on a two-dimensional surface is
completely integrable.

2) The equation of geodesics of the Liouville metric can be written as follows :

dx

dy
= �

p
f(x) + ap
g(y)� a

;

and the geodesics themselves are de�ned by the relationZ
dxp

f(x) + a
�
Z

dyp
g(y)� a

= c ;

where a and c are arbitrary constants.

Proof. Writing the Hamiltonian of the geodesic ow on the cotangent bundle
in standard coordinates x; y; px; py , we have

H =
p2x + p2y
f + g

:

It is easy to verify that the function

F = p2x � fH

is an integral of this ow.
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Since the function H is preserved by the geodesic ow, the function
F

H
=
p2x
H
� f

is an integral, too. Using the standard change of coordinates

px = (f + g) _x ; py = (f + g) _y ;

we pass to the tangent bundle.
By rewriting the integral F=H in these coordinates, we obtain

(f + g)2 _x2

(f + g)( _x2 + _y2)
� f = a ;

or
g _x2 � f _y2

_x2 + _y2
= a = const :

In this equation, the parameterization is not important because of the homogene-
ity of the above expression with respect to derivatives. After simple transformations,
we obtain the following equation in total di�erentials:

dxp
f(x) + a

� dyp
g(y)� a

= 0 ;

which can easily be solved. The theorem is proved. �

Remark. The integral
g _x2 � f _y2

_x2 + _y2
can be rewritten in the following form, which

allows us to reveal its geometrical meaning:

g
_x2

_x2 + _y2
� f

_y2

_x2 + _y2
= g cos2  � f sin2  ;

where  is the angle between the velocity vector of a geodesic and the level lines
of coordinate x on the surface. This expression resembles an analogous formula
from the Clairaut theorem for a surface of revolution. It is not by chance, but
can be explained by the observation that the metrics on a surface of revolution is
a particular case of a Liouville metric. To see this, one needs to make the change
of coordinates z = z(y), ' = x, which reduces the metric on a surface of revolution
to the conformal form. This form will be obviously of the Liouville type. It is
su�cient to set g = r2 and f = 0. Then the integral of the Liouville metric turns
into the square of the Clairaut integral.

Remark. Sometimes in the literature, by the Liouville form of a metric, one
means its representation in the form

ds2 = (f(x) + g(y))(�(x)dx2 + �(y)dy2) ;

where f , g , �, and � are smooth functions. Such metrics are called almost Liouville.
Of course, it is not di�cult to reduce this metric to the Liouville form (in the above
sense). It can be done just by setting

x0 =

Z p
�(x) dx ; y0 =

Z p
�(y) dy :
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However, even without such a reduction, it is possible to write explicit formulas
for the geodesics of almost Liouville metrics. The formulas are as follows:Z p

�(x) dxp
f(x) + a

�
Z p

�(y) dyp
g(y)� a

= c ;

where a and c are some constants.

Let us notice that in the two considered examples of Riemannian metrics,
the integrals of the geodesic ows are either linear or quadratic in momenta.
It turns out (see the next section) that these two types of metrics, in essence,
exhaust all the cases where the geodesic ow (on a two-dimensional surface) admits
a linear or quadratic integral.

11.4. RIEMANNIAN METRICS WHOSE GEODESIC

FLOWS ARE INTEGRABLE BY MEANS OF

LINEAR OR QUADRATIC INTEGRALS.

LOCAL THEORY

De�nition 11.2. Geodesic ows that are integrable by means of an integral which
is linear or quadratic in momenta (but not reducible to a linear one) are said to be
linearly or quadratically integrable respectively.

In this section, we describe local properties of Riemannian metrics with
such geodesic ows. This description was in fact obtained in classical papers
by G. Darboux [92], [93], U. Dini [97], M. L. Ra�y [303], G. Birkho� [32]. In modern
terms, this theory was then developed by V. N. Kolokol'tsov [187], [189]; see also
the book by V. V. Kozlov [196] and papers by K. Kiyohara [181], [182].

11.4.1. Some General Properties of Polynomial Integrals of Geodesic Flows.
Local Theory

Let a Riemannian metric be locally (i.e., in a neighborhood of some point
on a surface) written as ds2 = �(x; y)(dx2+dy2). In other words, x and y are local
conformal (isothermal) coordinates for the given metric. Suppose that its geodesic
ow is integrable by means of some polynomial (in momenta) integral

F =
X

bi(x; y)p
n�i
x piy

of degree n. Consider the function

R(z) = (b0 � b2 + b4 � b6 + : : :) + i(b1 � b3 + b5 � b7 + : : :) ;

where z = x + iy . Note that the function R(z) and the integral F (x; y; px; py)
are connected by a simple relation. It is su�cient to set px = 1 and py = i
(the imaginary unit) in the expression for F . In other words,

R(z) = F (x; y; 1; i) :
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The following two statements (Propositions 11.2 and 11.3) were proved
by G. Birkho� for n = 1; 2 [32]. For arbitrary n, this result was obtained
by V. N. Kolokol'tsov [187].

Proposition 11.2. R(z) is a holomorphic function of z .

Proof. Let us compute the Poisson bracket of the integral F and the Hamiltonian
H = (p2x + p2y)=�(x; y):

fF;Hg =2��1
X
k

�
@bk
@x

pn�k+1x pky +
@bk
@y

pn�kx pk+1y

�
�
X
k

bk(n� k)
@��1

@x
(p2x + p2y)p

n�k�1
x pky

�
X
k

bkk
@��1

@y
(p2x + p2y)p

n�k
x pk�1y = 0 :

If we put px = 1 and py = i in this identity, then we obtain p2x + p2y = 0 and,
therefore,

@

@x

X
k

bki
k + i

@

@y

X
k

bki
k = 0 :

This equality coincides with the Cauchy{Riemann equations for the complex
function R(z). Indeed, since

P
k

bki
k = R(z), the condition obtained means

@R

@x
+ i

@R

@y
= 0 ;

i.e.,
@

@z
(R(z)) = 0. �

Thus, the polynomial integral F allows us to assign a certain holomorphic
function R(z) to each isothermal coordinate system x; y . We wish now to �nd out
how this function changes under transition to another isothermal coordinates u; v .
For de�niteness, we shall consider only orientation preserving changes of coordi-
nates. Recall that, under this condition, the new coordinates u; v are isothermal
if and only if the transformation w = w(z), where w = u + iv , is a holomorphic
function.

Denote by S(w) the holomorphic function constructed from the integral F and
related to the new coordinate system u; v .

Proposition 11.3. Let w = w(z) be a holomorphic change of isothermal
coordinates on the surface. Then the functions R(z) and S(w) are connected
by the relation R(z) = S(w(z))(w0(z))�n , where w0(z) is the complex derivative.

Proof. Let w = u+ iv , and pu; pv be the new canonical momenta. Then�
px
py

�
=

�
@u=@x @v=@x
@u=@y @v=@y

��
pu
pv

�
:

Taking into account the Cauchy{Riemann equations, we transform this matrix
to the following form: �

@u=@x @v=@x
�@v=@x @u=@x

�
:
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We have

F =

nX
k=0

bk

�
@u

@x
pu +

@v

@x
pv

�n�k�
�@v
@x
pu +

@u

@x
pv

�k

:

To compute the function S(w(z)), we substitute pu = 1 and pv = i into
the above expression. We obtain

S(w(z)) =

nX
k=0

bk

�
@u

@x
+ i

@v

@x

�n�k�
�@v
@x

+ i
@u

@x

�k

=
X
k=0

bki
k

�
@u

@x
+ i

@v

@x

�n

= R(z)(w0(z))n :

Proposition 11.3 is proved. �

Propositions 11.2 and 11.3 can be reformulated as follows: an additional
polynomial integral F of degree n in momenta de�nes a \di�erential form"

(dz)n

R(z)

on M which is invariant with respect to holomorphic coordinate changes. Such
a form is usually called an n-di�erential. As a complex structure on M we
consider the structure that is uniquely de�ned by the Riemannian metric. Namely,
as a local complex coordinate we take z = x + iy , where x; y are isothermal
coordinates.

Corollary (V. N. Kolokol'tsov). On a closed two-dimensional surface M2 with
negative Euler characteristic there exist no polynomially integrable geodesic ows.

Proof. Without loss of generality, we may assume that the surface M2 is
orientable. Otherwise one should consider its two-sheeted covering. Suppose
the polynomial integral has the least possible degree. Note that the form
(dz)n

R(z)
has no zeros, since the function R(z) is locally holomorphic (Proposi-

tion 11.2). But there are no such n-di�erentials on the surfaces di�erent from
the sphere and torus, since their zeros and poles must satisfy the following relation
(see, for example, [112]):

(the number of zeros)� (the number of poles) = 2n(�� 1) ;

where � is the genus of the surface. The only possibility is that R(z) � 0.
In this case, as it is easy to verify, the integral F is divisible (without a remainder)
by the Hamiltonian H (see [150] for details). But this contradicts the fact that F
has the least possible degree. �

Let us note that Kozlov's theorem (Theorem 11.1) does not follow from this
statement, because in this theorem the polynomial integrability is not assumed.
Moreover, in Kozlov's theorem, the additional assumptions on the character
of the integral F must be ful�lled for a single isoenergy surface only.
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11.4.2. Riemannian Metrics Whose Geodesic Flows Admit a Linear Integral.
Local Theory

Consider a smooth Riemannian metric ds2 = E dx2 + 2F dx dy + Gdy2 on
a two-dimensional surface M2 . Suppose that in a neighborhood of some point
P 2 M2 the geodesic ow of this metric possesses an integral F (x; y; px; py) =
a(x; y)px + b(x; y)py , linear in momenta. The following theorem yields a local
description of such metrics at a generic point.

Theorem 11.6. Let the geodesic ow of the metric ds2 possess a linear
(in momenta) integral F in a neighborhood of a point P 2 M2 . Suppose that F
is not identically zero on the (co)tangent plane at the point P . Then, in some
neighborhood of this point, there exist local coordinates x and y in which the metric
has the form

ds2 = �(x)(dx2 + dy2) :

Proof. The linear integral F can be considered as a smooth vector �eld wF

on the surface M2 , since at each point, it is represented as a linear function
on the cotangent plane of M2 . The additional condition of the theorem means that
the �eld wF does not vanish at the point P . It is well known that in this case,
in some neighborhood of P , there exist local regular coordinates u and v such that
wF = @=@v , or which is the same, F = pv . Since the Hamiltonian H commutes
with the integral F , this means exactly that the function H does not depend
on the variable v . Therefore, the metric takes the form

ds2 = E(u) du2 + 2F (u) du dv +G(u) dv2 :

Now consider the following coordinate change which transform the metric
to the diagonal form:

u = u0 ; v = v0 �
Z
F (u0)

G(u0)
du0 :

Then, in the new coordinate system we have

ds2 = A(u0) du0
2
+ B(u0) dv0

2
:

It remains to make one more coordinate change to reduce the metric to the con-
formal form. Let us set

u0 = u0(x) ; v0 = y ;

where u0(x) is the solution of the di�erential equation

du0

dx
=

s
A(u0)

B(u0)
:

After this change, the metric takes the desired form

ds2 = �(x)(dx2 + dy2) ;

where �(x) = A(u0(x)). �
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Let us indicate one more important property of the metrics with linearly
integrable geodesic ows. It is easy to verify that the commutativity condition
for the Hamiltonian H and linear integral F can be expressed in terms of wF as
Lw

F

(gij) = 0, where Lw
F

is the Lie derivative along wF and fgijg is the tensor
inverse to the metric. This immediately implies

Lw
F

(gij) = 0 ;

i.e., the vector �eld wF generates a one-parameter group of local di�eomorphisms
each of which is an isometry of the metric. The converse statement is also true:
every one-parameter isometry group generates a linear integral of the geodesic ow.
In other words, the linear integrability is equivalent to the existence of a one-
parameter isometry group. This statement is a particular case of the well-known
Noether theorem.

Remark. We assume in Theorem 11.6 that the vector �eld wF that determines
the linear integral F does not vanish at the point P . In a certain sense, this is
the non-degeneracy condition for F . What happens if F has singularity at the given
point, i.e., if wF (P ) = 0? To what canonical form can the metric be reduced
in the neighborhood of such a point? Which singularities of the vector �eld wF are
admissible? We show below that all such singularities have the simplest form, and
the �eld wF in the neighborhood of a singular point can be reduced to the form
wF = c (�y; x) = c @=@', where c is some constant.

11.4.3. Riemannian Metrics Whose Geodesic Flows Admit
a Quadratic Integral. Local Theory

Theorem 11.7. Let the geodesic ow of a metric ds2 possess a quadratic integral F
in a neighborhood of a point P 2M . Suppose that this integral is not proportional
(as a quadratic form) to the Hamiltonian H on the (co)tangent space at the point P .
Then, in some neighborhood of this point, the metric is a Liouville one, i.e.,
there exist local coordinates u and v in which the metric takes the form

ds2 = (f(u) + g(v))(du2 + dv2) ;

where f(u) and g(v) are smooth positive functions. Moreover,

F (u; v; pu; pv) =
�(f(u)� C)p2v + (g(v) + C)p2u

f(u) + g(v)
;

where C is some constant.

Proof. From the very beginning, we can assume that local coordinates x; y are
chosen to be conformal and the metric has already the form ds2 = �(x; y)(dx2+dy2).
Then

H =
p2x + p2y
2�

;

where px and py are momenta.
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Write the integral F (x; y; px; py) in the form

F = b1p
2
x + 2b2pxpy + b3p

2
y ;

where bi(x; y) are some smooth functions. Consider the following function:
R(z) = (b1 � b3) + 2ib2 , where z = x + iy . According to Proposition 11.2,
this function is holomorphic. Note that the non-proportionality condition for
the Hamiltonian H and the integral F on the tangent space implies that there exists
a change of coordinates under which the function R becomes constant. Indeed,
consider the holomorphic transformation w = w(z) by taking w(z) to be a solution
to the di�erential equation w0(z) = (R(z))�1=2 . Then, by virtue of Proposition 11.3,
a new function S(w) takes the form S(w) = (w0(z))2R(z) � 1.

We now consider the quadratic integral F in the coordinate system u; v , where
w = u+ iv . We get

F = a(u; v)p2u + 2b(u; v)pupv + c(u; v)p2v :

However, (a� c) + 2ib = S(w) � 1; therefore,

F = (c+ 1)p2u + cp2v ;

where c is some smooth function. The Hamiltonian of the geodesic ow preserves
its conformal form in the new coordinate system:

H =
p2u + p2v
2�

;

where �(u; v) = �(x; y)jw0(z)j�2 .
Let us write explicitly the condition that H and F commute. After standard

transformations, we obtain

fH;Fg =
�
p2u + p2v
2�

; (c+ 1)p2u + cp2v

�
=
p2u + p2v
�2

�
pu

@

@u
(�(c+ 1)) + pv

@

@v
(�c)

�
= 0 :

Finally, we have the following simple system of two equations:

@

@u
(�(c+ 1)) = 0 ;

@

@v
(�c) = 0 :

Di�erentiating the �rst equation in v and the second one in u, and then subtracting
one from the other, we obtain the following equation for the conformal multiplier:

@2�

@u@v
= 0 :

This means exactly that
�(u; v) = f(u) + g(v) ;

where f(u) and g(v) are some smooth functions, which can be supposed to be
positive, since �(u; v) > 0.
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Now it is easy to �nd a general form for the function c(u; v):

c =
�f(u) + C

f(u) + g(v)
;

where C is an arbitrary constant. Thus,

ds2 = (f(u) + g(v))(du2 + dv2) ;

F =
(g(v) + C)p2u � (f(u)� C)p2v

f(u) + g(v)
:

The theorem is proved. �

In Theorem 11.7, we have studied the canonical form of a metric with
the quadratically integrable geodesic ow in a neighborhood of a generic point P
at which the Hamiltonian H and integral F are not proportional (as quadratic
forms on the (co)tangent plane). What happens if, however, they turn out
to be proportional? What is the local classi�cation of such metrics in this case?
The answer is given by the following theorem, which also includes the case of linearly
integrable geodesic ows.

Theorem 11.8. Let the geodesic ow of a Riemannian metric ds2 possess
a quadratic integral F in the neighborhood of a point P 2 M2 . Suppose that
on the (co)tangent plane at this point, the Hamiltonian H and integral F are
proportional as quadratic forms. Then the following two cases are possible.

1) In some neighborhood of the point P , there exist local regular coordinates u; v
in which the metric has the form

ds2 = f(u2 + v2)(du2 + dv2) ;

where f(t) is a positive smooth function. In this case, the geodesic ow possesses

one more integral that is linear and has the form eF = vpu � upv .
2) In some neighborhood of the point P , there exist local regular coordinates u; v

in which the metric has the form

ds2 =
h(r + u)� h(u� r)

2r
(du2 + dv2) ;

where r =
p
u2 + v2 and h is a smooth (in a neighborhood of zero) function

satisfying the condition h0(0) > 0. The quadratic integral F of the geodesic ow
(up to a linear combination with the Hamiltonian) has the form

F (u; v; pu; pv) = �r(h(u+ r) + h(u� r))

h(u+ r)� h(u� r)
(p2u + p2v) + (up2u + 2vpupv � up2v) :

Remark. Obviously, the converse statement is also true: any metric given
by the above explicit formulas is smooth and its geodesic ow admits a smooth
linear or quadratic integral of the type described.
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Proof (of Theorem 11.8). The condition that the integral F and Hamiltonian H
are proportional at the point P is equivalent to the fact that the function R(z)
vanishes at P , where z = x + iy (see the proof of Theorem 11.7). Let us study
the character of its zero.

Lemma 11.1. Let R(z) be given and di�erent from zero in a neighborhood
of a point z0 . Then the local Liouville coordinates x0; y0 corresponding to this
function (i.e., those in which R(z) � 1) are uniquely de�ned in this neighborhood
up to a parallel translation on the plane and the reection (x0; y0) ! (�x0;�y0).
In particular, the coordinate lines x0 = const and y0 = const are uniquely de�ned.
These two families of coordinate lines are determined as solutions to the following
two di�erential equations on the plane (x; y):

dz

dt
=
p
R(z) ;

dz

dt
= i
p
R(z) :

Proof. Proposition 11.3, which gives the transformation rule for the function R

under holomorphic coordinate changes, implies that dz0 =
dz

�
p
R(z)

where x0; y0

are Liouville coordinates, and z0 = x0 + iy0 .

Therefore, z0 = z0(z) is the primitive of the function
1

�
p
R(z)

in a neighborhood

of the point z0 , where R(z0) 6= 0, and, consequently, is uniquely de�ned up to
transformation z0 ! �z0 + const, as required.

Further, the coordinate lines x0 = const and y0 = const of the Liouville

coordinate system are given by the equations
dz0

dt
= 1 and

dz0

dt
= i, which can be

rewritten in the desired form

dz

dt
=
p
R(z) ;

dz

dt
= i
p
R(z) :

The lemma is proved. �

Remark. The above di�erential equations determine the coordinate lines only
as geometrical curves, i.e., without orientation on them. The point is that the right-
hand side of the equations does not determine a vector �eld but only a direction
�eld.

Let z = 0 be a singular point, i.e., R(0) = 0.

Lemma 11.2. Let R(z) have a �rst order zero at the point z = 0. Then,
in a neighborhood of z = 0, there exists a holomorphic transformation w = w(z)
that transforms the function R to a linear function S(w) = w.

Proof. According to Proposition 11.2, the desired function w(z) must be
the solution of the di�erential equation�

dw

dz

�2

=
w

R(z)
:

It su�ces, therefore, to show that in a neighborhood of zero this equation has
a holomorphic solution satisfying the condition w0(0) 6= 0.
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We indicate this solution explicitly. Let us represent the function R(z)

in the form R(z) = z b(z), where b(0) 6= 0. Then the function
1p
b(z2)

is an even

holomorphic function in the neighborhood of zero. Consider its primitive a(z)
satisfying the condition a(0) = 0. The function a(z) will be an odd function

(due to the evenness of its derivative). This implies that the function w(z) =
�
a
p
z
�2

is holomorphic. It is not hard to verify that w(z) is a solution of the equation

in question and, moreover, w0(0) 6= 0, since a0(0) =
1p
b(0)

6= 0. �

Lemma 11.3. Let R(z) have a second order zero at the point z = 0. Then,
in a neighborhood of z = 0, there exists a holomorphic transformation w = w(z)
which makes the function R into the function S(w) = A2w2 , where A is a complex
number.

Proof. As in Lemma 11.2, we must �nd a holomorphic (in a neighborhood
of zero) solution of the di�erential equation

�
dw

dz

�2

=
A2w2

R(z)

for an appropriate complex number A 6= 0. It can be done explicitly again.
In the neighborhood of zero, the function R(z) can be represented in the form

R(z) = A2z2(1 + c1z + c2z
2 + : : :) :

That is why we can take a root of it, that is, there exists a holomorphic function
q(z) = Az b(z) such that q(z)2 = R(z) and, moreover, b(0) = 1. Thus, it su�ces
to solve the following equation:

dw

w
=

dz

z b(z)
:

We shall search the solution in the form w(z) = z c(z). By substituting this
in the equation, we obtain

c dz + z dc

cz
=
dz

zb
; i.e.,

dc

dz
=
c (1� b)

zb
:

By virtue of the fact that b(0) = 1, the function m(z) =
1� b

zb
is holomorphic.

Therefore, the equation has the holomorphic solution of the form

c(z) = exp
�R
m(z) dz

�
:

Thus, w(z) = z exp
�R
m(z) dz

�
is the desired change. �

Comment. Lemmas 11.2 and 11.3 can be obtained as a consequence of general
theorems on the normal forms of analytic di�erential equations at singular points.
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Lemma 11.4. The order of a zero of R(z) is at most 2.

Proof. Consider the coordinate lines of the Liouville coordinate system
in a punctured neighborhood of the point z = 0, where R(0) = 0. As we have
already shown, these lines are uniquely de�ned (since the function R is given and
�xed). They are solutions to the equations

dz

dt
=
p
R(z) and

dz

dt
= i

p
R(z) :

We assert that, if the order of zero of R(z) at z = 0 is greater than 2, then z = 0 is
a limit point for each of these coordinate lines (i.e., each line enters zero). Indeed,
consider, �rst, the case where R(z) has the form zk , where k > 2. Then one can
easily see that these lines have the form shown in Fig. 11.2 (for even and odd k).
It is seen that each line enters zero. In a general case, we have

R(z) = zk + : : : = zk(1 + n(z)) ;

where n(z) is a holomorphic function. It is clear that, for small z , the picture
shown in Fig. 11.2 does not change from the qualitative point of view. That is, each
coordinate line still enters zero.

Figure 11.2

Consider now the metric. By writing it in the Liouville coordinates and returning
to the initial coordinate system z = x+ iy , we see that it can be represented as

(f + g) dz dz

jR(z)j ;

where f is a function that is constant on coordinate lines of the �rst family, and g
is a function that is constant on coordinate lines of the second family.
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Figure 11.3

Since all these lines, as just shown, enter zero, i.e., become arbitrarily close
to one another (see Fig. 11.3), the functions f and g are both constant in

a neighborhood of the point z = 0. Moreover, the function
f + g

jR(z)j is smooth in this

neighborhood. Taking into account that R(0) = 0, we conclude that f(0)+g(0) = 0.
Hence f + g � 0, but this is impossible by virtue of non-degeneracy of the metric.
We arrive at a contradiction, which completes the proof. �

These three lemmas in fact give us a complete list of possible singularities
of Liouville coordinates.

Let us turn to the proof of Theorem 11.8.
Thus, we have shown that the function R can be reduced by a holomorphic

transformation in a neighborhood of its zero to one of the following canonical forms:
it can be either w or A2w2 , where A is a complex number. Let us examine both
these cases. This function written in a canonical coordinate system w will be still
denoted by R = R(w) (but not by S(w) as in Lemmas 11.2 and 11.3).

Case R(w) = w . It is convenient to take 2w here instead of w , i.e., we set
R(w) = 2w . Then, to �nd the change of coordinates that reduces the metric
to the Liouville form, we need to solve the equation

dz =
dwp
2w

:
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This equation has an obvious solution w = z2=2. The coordinate lines of
the Liouville coordinates x; y in a neighborhood of P are shown in Fig. 11.4
(here, as above, z = x+ iy and w = u+ iv).

Figure 11.4

Being written in coordinates x; y , the metric becomes (f(x) + g(y))(dx2 + dy2).

Doing the inverse change x =
p
r + u, y =

p
r � u, where r =

p
u2 + v2 , we obtain

the following form of this metric in coordinates u; v :

f
�p

r + u
�
+ g

�p
r � u

�
2r

(du2 + dv2) :

Let us show that the functions f and g are closely related and, in fact, both
arise from some smooth function h.

Let ds2 = �(u; v)(du2 + dv2). Set h(t) = t�(t=2; 0). We assert that

�(u; v) =
h(u+ r)� h(u� r)

2r
:

To verify this, notice that the denominator in the right-hand side has the desired
form, i.e., is represented as a sum of two functions, one of which depends only on x
and the other depends only on y . Hence it is su�cient to verify our identity only
on two coordinate lines, for example, fx = 0g and fy = 0g. From the viewpoint
of coordinates w = u+iv , this means that the veri�cation should be done on the real
axis fv = 0g only. Let us do it.

Copyright 2004 by CRC Press LL



For u � 0 and v = 0, we have r = u. Then

h(u+ r)� h(u� r)

2r
=

h(2u)� h(0)

2u
=

2u�(u; 0)� 0

2u
= �(u; 0) :

Analogously, if u < 0 and v = 0, then r = �u and

h(u+ r)� h(u� r)

2r
=

h(0)� h(2u)

�2u =
0� 2u�(u; 0)

�2u = �(u; 0) :

Thus, in a neighborhood of P , the Riemannian metric has the form

ds2 =
h(u+ r) � h(u� r)

2r
(du2 + dv2) ;

where h is a smooth function (and even analytic in the case of an analytic metric);
moreover, h0(0) = �(0; 0) 6= 0, as was to be proved.

It is useful to point out the following relation between the function h and
the functions f; g :

f(t) = h(t2) ; g(t) = �h(�t2) :

It remains to write the explicit form for the integral

F =
g(y)p2x � f(x)p2y
f(x) + g(y)

after the transformation w = z2=2. Substituting the explicit expressions for
the momenta and coordinates

�
px
py

�
=

�
x y

�y x

��
pu
pv

�
;

x =
p
r + u ; y =

p
r � u ;

into the above formula for F , we obtain the required expression for the integral,
that is,

F (u; v; pu; pv) = �r h(u+ r) + h(u� r)

h(u+ r) � h(u� r)
(p2u + p2v) + (up2u + 2vpupv � up2v) :

Thus, the case where P is a �rst order zero of F is examined.

Case R(w) = A2w2 . We show �rst that the number A2 has to be real.
The proof of this fact is similar to that of Lemma 11.4. Consider the level lines
of the Liouville coordinate system in a neighborhood of a zero of R. They are
de�ned by equations

dw

dt
= Aw ;

dw

dt
= iAw :
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If A = a + ib, a 6= 0, and b 6= 0, then all these level lines enter zero
as shown in Fig. 11.5. Two orthogonal families of in�nite spirals wind around
zero. The arguments completely similar to those which have been used in the proof
of Lemma 11.4 show us that the function f + g becomes identically zero, which is
impossible. Therefore, the number A2 is necessarily real.

Figure 11.5 Figure 11.6

Suppose, for de�niteness, A2 > 0, i.e., A 2 R (the case A 2 iR can be
examined analogously). Here the transformation has the form w = exp(Az), and
the coordinate lines of Liouville coordinates x; y are radial rays going out from
the origin and the concentric circles (Fig. 11.6). The metric can be written again as

( ef(x) + eg(y))(dx2 + dy2) =
ef + eg
A2r2

(du2 + dv2) ;

where the �rst function ef is constant on the circles and the second eg is constant
on the rays going out from the point P . But a smooth function, being constant
on the rays, has to be constant identically, since all rays meet at the point P .
The �rst function should depend on the sum of squares r2 = u2+v2 only. As a result,

we conclude that the conformal multiplier � in coordinates u and v becomes
ef(r2)
A2r2

.
Denoting this expression by f(r2), we have

ds2 = f(r2)(du2 + dv2) :

The smoothness of the function f(t) is implied by the smoothness of the conformal
multiplier f(r2) = f(u2+v2) in the variables u and v . Theorem 11.8 is proved. �

Thus, Liouville coordinates can have only two types of singularities shown
in Figs. 11.4 and 11.6. This observation will essentially be used for the global
description of Riemannian metrics with quadratically integrable geodesic ows
on the sphere.
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11.5. LINEARLY AND QUADRATICALLY INTEGRABLE

GEODESIC FLOWS ON CLOSED SURFACES

A number of papers by several authors have been devoted to the classi�cation
of linearly and quadratically integrable geodesic ows on two-dimensional closed
surfaces. The examples of such ows have, of course, been well known since
Jacobi and Liouville. However, the �rst results on their complete description
have been obtained quite recently by V. N. Kolokol'tsov. Then his results have
been developed and completed in the papers by K. Kiyohara [182], I. K. Babenko
and N. N. Nekhoroshev [26], I. K. Babenko [25], V. S. Matveev [224]. In our
book we shall follow the terminology and notation suggested by V. S. Matveev,
because they are most convenient for the further study of integrable geodesic ows
in the framework of the Liouville and orbital classi�cation theory.

11.5.1. The Torus

Consider the standard two-dimensional torus T 2 . Every point is given as
a pair (x; y), where x 2 Rmod Tx , y 2 Rmod Ty . In other words, we consider

the torus as the quotient space R2=� , where � is the lattice generated by vectors
e
1
= (Tx; 0) and e

2
= (0; Ty). Two real numbers x and y de�ned modulo Tx and Ty

respectively are called global periodic coordinates on the torus, Tx and Ty are called
their periods. Note that on the same torus there exist in�nitely many di�erent
global periodic coordinates.

Theorem 11.9 (The case of a linear integral).
1) Let the geodesic ow of a Riemannian metric ds2 on the torus T 2 be linearly

integrable. Then there exist global periodic coordinates x; y , where x = x (mod 2�)
and y = y (mod 2�), on the torus in which the metric has the form

ds2 = h(y)(a dx2 + c dx dy + b dy2) ;

where h(y) is some positive 2�-periodic smooth function, a; b; c are real numbers
such that the form a dx2 + c dx dy + b dy2 is positively de�ned.

2) And conversely, the geodesic ow of such a metric on the torus T 2 is linearly

integrable.

This theorem can be reformulated as follows.
Recall that, by virtue of the uniformization theorem, for any Riemannian

metric ds2 on the torus T 2 = R2=� there exist global isothermal coordinates.
More precisely, this means that on the covering plane R2 there exist global
coordinates x; y in which the metric has the form ds2 = �(x; y)(dx2 + dy2),
where � is a doubly periodic function (i.e., invariant with respect to transitions
by the elements of the lattice). Here, of course, we suppose that the action
of the lattice � in coordinates x; y is the standard linear action: each element
g 2 � is an integer linear combination mf

1
+ nf

2
, where f

1
; f

2
2 R2 is a basis

of � , and its action to a point X = (x; y) is simply g(X) = X + g . Note that from
the point of view of global isothermal coordinates x; y the lattice � can be distorted.
In particular, the coordinate lines fx = constg and fy = constg do not have to be
closed (in contrast to the case of global periodic coordinates).
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It is worth mentioning that global isothermal coordinates on the torus are de�ned
uniquely up to transformation w = az + b or w = az + b. We shall use this fact
below.

The following theorem indicates the form of the conformal multiplier � in global
isothermal coordinates for linearly integrable geodesic ows.

Theorem 11.10. Let the geodesic ow of a Riemannian metric ds2 on the torus

T 2 = R2=� be linearly integrable and x; y be global isothermal coordinates. Then

ds2 = f(��x+ y)(dx2 + dy2) ;

where (; �) are the coordinates of some vector of the lattice � .

Proof (of Theorem 11.9). Let u; v be arbitrary global isothermal coordinates
on the torus T 2 .

Consider a linear integral of the geodesic ow F = b
0
pu + b

1
pv lifted

to the covering plane and written in coordinates u; v; pu; pv . It is clear that F is
a doubly periodic function with respect to variables u; v . Therefore, the function
R(z) = b

0
+ ib

1
constructed above (see Proposition 11.2) has the same property.

Since R(z) is holomorphic on the whole torus, it has to be constant. Then R(z)
can be made equal to 1 identically by means of a linear complex transformation
(note that after such transformations the coordinates remain global isothermal).
Therefore, without loss of generality we can assume that b

0
+ ib

1
= 1, hence b

0
= 1,

b
1
= 0, i.e., F = pu . Thus, the conformal multiplier �(u; v) of the Riemannian

metric does not depend on u, since H commutes with F = pu .
Thus, �(u; v) = q(v) and ds2 = q(v)(du2+dv2), where q is some smooth function

which is periodic with respect to the lattice � .
Consider two cases.
a) Let q(v) = const. Then we obtain a at torus with the metric ds2 =

const(du2+ dv2). Passing from the global isothermal coordinates u; v to the global
periodic coordinates x; y on the covering plane, we turn the metric ds2 =
const(du2 + dv2) into the metric ds2 = const(a dx2 + c dx dy + b dy2), as was
to be proved.

b) Suppose that the function q(v) is not constant. Then there exists a basis f
1
; f

2

of the lattice � such that f
1
= (�; 0). Indeed, if it is not so, then on the straight

line fv = 0g there is no element of the lattice, and its image on the torus (under
the natural projection R2 ! T 2 = R2=� ) is everywhere dense. But in this case
the function q(v), being constant on this line, has to be constant on the whole torus,
which contradicts our assumption.

Take such a vector f
1
= (�; 0) and complement it up to a basis by another

vector f
2
2 � . Consider a linear change of coordinates (u; v) ! (x; y) such that

in new coordinates x; y the basis vectors of the lattice become f
1
= (2�; 0) and

f
2
= (0; 2�). The coordinates x; y will be obviously global 2�-periodic coordinates

on the torus. It is easy to see that they are connected with the isothermal

coordinates u; v by the relations u =
�

2�
x+�y , v = y . Substituting these relations

into the above expression for the metric in isothermal coordinates, we obtain

ds2 = h(y)(a dx2 + c dx dy + b dy2) ;

where h(y) = q(y). The theorem is proved. �
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Proof (of Theorem 11.10). We have already proved (Theorem 11.9) that
there exist global isothermal coordinates u; v in which the metric has the form
q(v)(du2 + dv2). Moreover, we have shown that one of vectors of the lattice �
is collinear to the basic vector of the isothermal coordinate system. Thus, this
form of the metric satis�es the assertion of Theorem 11.9. If we take another
isothermal coordinate system on the torus, then it su�ces to remember that any two
such systems are obtained one from the other by some transformation of the form
w = az + b, where a; b 2 C (the case w = az + b can be considered by analogy).
It is easy to see that such transformation preserves the desired form of the metric.
Indeed, by writing this transformation as

u = a
1
x� a

2
y + b

1
;

v = a
2
x+ a

1
y + b

2
;

where a = a
1
+ ia

2
, b = b

1
+ ib

2
, we obtain

ds2 = (a2
1
+ a2

2
)q(a

2
x+ a

1
y + b

2
)(dx2 + dy2) :

On the other hand, the basic vector f
1
of the lattice � , which had coordinates

(�; 0), after the transformation will have coordinates (; �) =
�

a2
1
+ a2

2

(a
1
;�a

2
).

That is why the metric can be rewritten in the desired form

ds2 = f(��x+ y)(dx2 + dy2) ;

where f(t) = (a2
1
+ a2

2
) q

�
a2
1
+ a2

2

�
t+ b

2

�
. �

Comment. As we know, a linear integral of the geodesic ow can be viewed
as a vector �eld on the surface, i.e., on the torus in our case. It follows from
the explicit form of the integral F (see the proof of Theorem 11.9) that this vector
�eld has no singular points on the torus. Its integral curves are just level lines

Figure 11.7

of the function f (Fig. 11.7), which are parallel to one of the vectors of � . Therefore,
a Riemannian metric whose geodesic ow is integrable admits a one-parameter
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isometry group G , which is isomorphic to S1 ' SO(2) and acts freely by translations
along one of basis vectors of the lattice. The converse is also true: if a non-at
metric on the torus admits a one-parameter isometry group G , then its geodesic
ow is linearly integrable (E. Noether's theorem), and the group G is isomorphic
to the circle which acts on the torus just in the same way as above.

De�nition 11.3. A Riemannian metric on the torus is called a global Liouville

metric if there exist global periodic coordinates x and y on the torus in which
the metric has the form

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f(x) and g(y) are some smooth positive functions with periods Tx and Ty ,
respectively, di�erent from constants.

Note that this property of a metric implies, in particular, that the lattice � has
an orthogonal basis. In general, it is not the case.

It is clear that the geodesic ow of a global Liouville metric is integrable.
However, a Riemannian metric on the torus with quadratically integrable geodesic
ow, as we shall see now, does not have to be a global Liouville one.

Theorem 11.11 (The case of a quadratic integral [26]).
1) The geodesic ow of a Riemannian metric ds2 on the torus T 2 is integrable

by means of a quadratic integral (irreducible to a linear one) if and only if there exists

�nite-sheeted covering of T 2 by another torus eT 2

�: eT 2 ! T 2

such that the metric des2 = ��ds2 lifted from T 2 to eT 2 is a global Liouville metric

on the torus eT 2 .

2) There exist Riemannian metrics on the torus which are not global Liouville

ones, but, nevertheless, whose geodesic ows are quadratically integrable.

Such metrics ds2 are said to be �nite-sheeted Liouville metrics on the torus
(unless they are global Liouville ones themselves).

Proof. The beginning of the proof is quite similar to that of Theorem 11.9.
It follows from the uniformization theorem that on the torus there exist global
isothermal coordinates x; y in which the metric becomes �(x; y)(dx2 + dy2). From
the local theory we already know that every isothermal coordinate system leads
to a holomorphic function R(z), which will be globally holomorphic on the torus
due to globality of the coordinates x; y . Since the torus is compact, R(z) has to be
constant. It is clear that R(z) 6= 0; otherwise the Hamiltonian and the integral are
linearly dependent. By means of a complex linear change of coordinates, we can
make the function R(z) = R

0
equal 1 identically on the whole torus.

As was shown above, in this case �(x; y) = f(x) + g(y). Since we assume
the quadratic integral not to be reducible to a linear one, neither f(x) nor g(y) is
a constant.

Thus, there exist global isothermal coordinates on the torus in which the given
metric takes the form

ds2 = (f(x) + g(y))(dx2 + dy2) :

Such coordinates are said to be global Liouville coordinates.
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A priori it is not clear how these global Liouville coordinates x; y are connected
with the lattice � related to the torus. Let us examine this question.

Denote by e
1

and e
2

the basis vectors of the global Liouville coordinate
system x; y on the covering plane, i.e., the vectors with coordinates (1; 0) and (0; 1).
Let us show that the periodicity of the function f(x) + g(y) (as a function
on the covering plane) with respect to the lattice � implies the following statement.

Lemma 11.5. There exist elements ef
1
and ef

2
of the lattice � such that

efi = �iei ; where i = 1; 2 :

Proof. Note, �rst of all, that it follows from the boundedness of the function
f(x) + g(y) on the torus that each of the functions f(x) and g(y) is also bounded
on the covering plane. Besides, the fact that the function f(x) + g(y) is doubly
periodic with respect to � implies that each of the functions f(x) and g(y) is
individually periodic with respect to the same lattice � . Indeed, by writing down
the periodicity condition for the function f(x) + g(y), we obtain

f(x+ !
1
) + g(y + !

2
) = f(x) + g(y) ;

where (!
1
; !

2
) is an arbitrary element of the lattice � . Rewrite this identity in

the following way:
f(x+ !

1
)� f(x) = g(y + !

2
)� g(y) :

Since the left-hand side of this identity depends only on x, and the right-hand
side depends only on y , then they are both equal to a certain constant C . Hence

f(x+ !
1
) = f(x) + C :

But it follows immediately from the boundedness of f that the constant C is
actually zero. Therefore, f is a periodic function. Analogously we obtain that g
is also periodic. Thus each of the functions f(x) and g(y) is in fact a function
on the torus (not only on the covering plane).

Take the function f(x) and consider one of its level lines on the torus given
by the equation x = 0. This level line is necessarily closed. Indeed, if it is not
the case, then the line fx = 0g, being the projection of a straight line under
the standard projection R2 ! T 2 , has to be everywhere dense on the torus. Then f
is identically constant, which contradicts the irreducibility of the quadratic integral
to a linear one. In other words, if we consider the line fx = 0g on the covering
plane R2 , then it necessarily contains one of the vectors of � . Therefore, there exists

an element ef
2
2 � such that ef

2
= �

2
e
2
. By analogy, we prove the existence

of an element ef
1
such that ef

1
= �

1
e
1
. Lemma 11.5 is proved. �

Consider the sublattice e� � � generated by elements ef
1

= (�
1
; 0) andef

2
= (0; �

2
) and the torus eT 2 = R

2= e� related to the sublattice e� . It is clear that
the initial torus T 2 is covered by eT 2 . On the new torus eT 2 , consider the coordinates
x and y taken from the covering plane R2 . It is clear that they are global periodic

coordinates on the torus eT 2 with periods Tx = �
1
and Ty = �

2
. At the same time

the metric in these coordinates has the Liouville form and is, therefore, a global

Liouville metric on the torus eT 2 .
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The �rst statement of Theorem 11.11 is proved.
It remains to show that on the two-dimensional torus there exist Riemannian

metrics with quadratically integrable geodesic ows which are not global Liouville
ones. In other words, the �nite-sheeted coverings that appear in Theorem 11.11 are
actually essential for the complete description of integrable geodesic ows. We give
an example.

Consider the metric on the plane R2

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f(x) is periodic with period 1, and g(y) is periodic with period

p
3

2
. Take

the lattice � on the plane generated by the vectors f
1
= (2; 0) and f

2
= (1;

p
3)

(Fig. 11.8). Consider ds2 as a Riemannian metric on the corresponding torus
T 2 = R2=� . Its geodesic ow is obviously quadratically integrable. But the metric

Figure 11.8

itself is not a global Liouville metric on the torus. Indeed, if it had been a global
Liouville metric, then the lattice � would have admitted an orthogonal basis.
However, it is quite clear that such an orthogonal basis does not exist.

The theorem is proved. �

Note that Theorem 11.11 can be easily derived from the paper by I. K. Babenko
and N. N. Nekhoroshev [26], as well as the next result, where the tori T 2 and eT 2

are interchanged in some sense.

Theorem 11.12. The geodesic ow of a Riemannian metric ds2 on the torus T 2

is integrable by means of a quadratic integral (irreducible to a linear one)

if and only if there exists another torus eT 2 with a global Liouville metric des2 and

the covering

�:T 2 ! eT 2

such that ds2 = ��des2 .
In other words, all Riemannian metrics on the torus with quadratically integrable

geodesic ows can be obtained from global Liouville metrics by taking �nite-sheeted

covering.
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Proof. As was proved above, there exist global isothermal coordinates x; y
on the covering plane in which the metric ds2 takes the form (f(x)+g(y))(dx2+dy2).
Besides, we have proved that each of the functions f(x) and g(y) is periodic.
Consider the smallest periods of these functions. Let a be the smallest period
for f(x), and b be the smallest period for g(y). Consider the new orthogonal

lattice e� generated by vectors (a; 0) and (0; b) (Fig. 11.9). Recall that on the plane

Figure 11.9

there is the initial lattice � that determines the given torus. This lattice � does not
have to be orthogonal, and its basis vectors do not have to go along the directions
of x and y . We assert that the lattice � is in fact a sublattice of the new

lattice e� . Indeed, if (!
1
; !

2
) is an arbitrary element of � , then, as was proved

above, f(x + !
1
) = f(x) and g(y + !

2
) = g(y), i.e., !

1
is a period of the function

f(x), and !
2
is a period of the function g(y). Since a and b are the smallest

periods of these functions, !
1
and !

2
must be multiples of them, i.e., !

1
= k

1
a

and !
2
= k

2
b for some integers k

1
and k

2
. Therefore,

(!
1
; !

2
) = k

1
(a; 0) + k

2
(0; b) :

This just means that (!
1
; !

2
) is an element of the lattice e� as claimed.

Consider the new torus eT 2 = R2= e� that corresponds to the lattice e� . On this
torus we de�ne the metric given formally by the same formula as above, i.e.,
(f(x) + g(y))(dx2 + dy2). The point is that the conformal multiplier f(x) + g(y)

is invariant with respect to the lattice e� . The obtained metric on the torus eT 2

is obviously a global Liouville metric. On the other hand, the torus T 2 covers

the torus eT 2 , as was to be proved. �

We now prove one more useful statement.

Proposition 11.4.

a) Let the geodesic ow of a metric ds2 on the torus be linearly integrable.

If the metric ds2 is not at, then the linear integral of the ow is de�ned uniquely

up to a constant multiplier.

b) Let the geodesic ow of a metric ds2 on the torus be quadratically integrable.

Then its quadratic integral F is de�ned uniquely up to an arbitrary linear

combination with the Hamiltonian H .
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Proof. a) As we showed, the linear integral must have the form F = b
0
pu+b

1
pv ,

where b
0
and b

1
are constants. By taking the Poisson bracket of this expression

with the Hamiltonian H =
p2u + p2v
q(v)

, we obtain the following necessary condition:

b
1

@

@v
(q(v)) � 0. Hence we see that, for a not at metric, b

1
� 0, i.e., F = const �pu .

b) Suppose F and F 0 are two quadratic integrals of the geodesic ow. Each
of them corresponds to a certain global Liouville coordinate system. Denote these
coordinates by x; y and u; v and consider the corresponding conformal factors
�(x; y) = f(x) + g(y) and �0(u; v) = f 0(u) + g0(v). Recall that then, according
to Theorem 11.7, we have

F (x; y; px; py) =
�(f(x)� C)p2y + (g(y) + C)p2x

f(x) + g(y)
;

F 0(u; v; pu; pv) =
�(f 0(u)� C 0)p2v + (g0(v) + C 0)p2u

f 0(u) + g0(v)
;

where C and C 0 are certain constants.
Since the coordinate systems are both isothermal, they are connected by a linear

transformation either complex or anti-complex. Therefore, the functions � and �0

di�er from each other by a constant factor, i.e.,

f(x) + g(y) = const (f 0(u) + g0(v)) :

When is such a situation possible? If the axes of the new and old coordinates
are not parallel, it is easy to verify that f(x)+ g(y) = a(x2+ y2)+ bx+ cy+ d. But
this is impossible due to the periodicity of the conformal factor.

Thus, the axes of the Liouville coordinate systems under consideration are
parallel. This exactly means that the coordinates z = x + iy and w = u + iv are
connected by one of the following transformations:

a) w = az + b,
b) w = i(az + b),
c) w = az + b,
d) w = i(az + b),

where a is real, and b is a complex number.
Applying any of them to the integral F 0 , we can rewrite it in the same coordinate

system x; y as that related to the integral F , and verify the claim. �

Above we have described linearly and quadratically integrable geodesic ows
on the torus. However, if we want to deal with the classi�cation problem
in a more formal way, we must produce the complete list of canonical forms for
the corresponding metrics, and indicate afterwards which metrics from the list
are isometric. As a result, the problem of isometry classi�cation for the metrics
in question will be solved in the strict sense. Such an approach was carried out
by V. S. Matveev [224].

We begin with the case of linearly integrable geodesic ows. As was seen above,
for every such metric ds2 on the torus T 2 = R2=� there exist global isothermal
coordinates u; v on the covering plane in which ds2 = q(v)(du2 + dv2); here
the function q(v) is invariant under translations by the elements of the lattice � .
Besides, we have shown that the �rst basis element of � can be taken in the form
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f
1
= (�; 0) (unless ds2 is at). After scaling u0 = u=�, v0 = v=�, we can assume

that f
1
= (1; 0). Then the second basis vector f

2
can be chosen as f

2
= (t; L),

where t 2 [0; 1), L > 0. Since q(v) is invariant with respect to the lattice, L is
a period of the function q . So, the metric ds2 can be determined (coded) by means
of the triple (q; t; L), where t 2 [0; 1), L > 0, q(v) is a function with period L.

Conversely, if we are given an arbitrary triple (q; t; L), then, using it, we can
construct a natural metric on the torus. Namely, we need to consider the metric
ds2 = q(v)(du2+dv2) on the plane R2 with Cartesian coordinates u; v and then take
the quotient space R2=� , where � is the lattice generated by vectors f

1
= (1; 0)

and f
2
= (t; L). For brevity, we shall call such metrics (q; t; L)-metrics.

Theorem 11.13 (V. S. Matveev). If the geodesic ow of a metric on the torus

admits a linear integral, then the metric is either at or isometric to a (q;t;L)-

metric. Two metrics corresponding to the triples (q; t; L) and (bq;bt; bL) are isometric

if and only if for some real number c one of the following four relations is ful�lled :

1) (bq(v);bt; bL) = (q(v + c); t; L),

2) (bq(v);bt; bL) = (q(v + c); 1� t; L),

3) (bq(v);bt; bL) = (q(�v + c); t; L),

4) (bq(v);bt; bL) = (q(�v + c); 1� t; L).

Proof. For every linearly integrable geodesic ow on the torus, we have described
the procedure of constructing the corresponding (q; t; L)-model. This task is
reduced to searching global isothermal coordinates u; v satisfying two conditions:

a) in terms of these coordinates the metric takes the form q(v)(du2 + dv2),
b) the �rst basic vector of the lattice has coordinates (1; 0).
Therefore, the only ambiguity in coding a given metric by its (q; t; L)-models is

that one can choose such coordinates u; v on the covering plane in di�erent ways.
Let us describe the transformations preserving conditions (a) and (b). We know

that any transformation between two global isothermal coordinate systems must
have the form w = az + b (or w = az + b), where a; b are some complex numbers.
But in our case, these transformations have, in addition, to preserve the form
of the function q in the sense that it must remain a function of the second variable v
only. That is why the indicated transformations have to preserve the level lines
fv = constg. Hence a is a real number. Condition (b) (the norming condition)
then implies a = �1. The number b can be arbitrary. As a result, we obtain four
types of transformations illustrated in Fig. 11.10. By dotted lines we show the new
coordinates on the covering plane after the corresponding transformation.

Figure 11.10
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Every such transformation changes the global isothermal coordinate system and,
consequently, changes the (q; t; L)-model, i.e., the conformal factor of the metric
and the coordinates of the basic vectors of the lattice.

The cases (1); (2); (3); (4) presented in Fig. 11.10 exactly correspond to
the transformations (1); (2); (3); (4) indicated in the theorem. �

Consider now the case of Riemannian metrics on the torus whose geodesic ows
admit quadratic integrals (irreducible to linear ones). To begin with we shall
construct a canonical form for every such metric by using Theorem 11.12. According

to this theorem, such a metric is presented as a triple (�; ( eT 2; des2)), where des2 is

a global Liouville metric on a torus eT 2 , and �:T 2 ! eT 2 is a �nite-sheeted covering.
Such a representation is very useful, but, generally speaking, not uniquely de�ned.
Our goal now is to choose one canonical representation among these triples. To this
end we need to choose a canonical covering

�
0
:T 2 ! eT 2

0
:

To explain the main point, we shall say at once that �
0
must be chosen to be

the covering with the least possible number of sheets.

Figure 11.11

Formally we proceed as follows. Consider the Liouville coordinate system x; y
on the covering plane of the torus T 2 and the lattice � that determines the torus.
As we noted above, the lattice � can be distorted with respect to the orthogonal

coordinate system x; y (Fig. 11.11). We construct a new lattice e�
0
in the following

way. Through each node of the lattice � we draw vertical and horizontal straight
lines (Fig. 11.11). As a result, we obtain an orthogonal lattice on the plane. It is

just that lattice which we shall take as e�
0
.

Let us indicate the following important property of the lattice e�
0
.

Lemma 11.6. Let e� be any other orthogonal lattice on the covering plane,

which contains � and whose basis vectors are directed along the axes x and y . Thene�
0
is a sublattice of e� . In particular, e�

0
does not contain non-trivial sublattices

satisfying the above properties.
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Proof. The proof follows from the following obvious remark. If e� is an arbitrary
orthogonal lattice with the indicated properties and P and Q are two its nodes,
then the intersection point of two straight lines passing through P and Q in parallel

to the axes x and y respectively also belongs to the lattice e� . Lemma 11.6
is proved. �

This statement implies the following important property of the lattice e�
0

and the corresponding covering �
0
:T 2 ! eT 2

0
. Consider an arbitrary covering

�:T 2 ! eT 2 such that ds2 = ��des2 , and let des2 be a global Liouville metric

on the torus eT 2 . Then the lattice e� corresponding to the torus eT 2 satis�es
the assumptions of Lemma 11.6, and, therefore, the covering � factors through �

0
.

In other words, there exists a covering �: eT 2

0
! eT 2 such that � = � � �

0
.

It follows from this, in particular, that ds2 = (�
0
)�des2

0
, and the metric des2

0

on the torus eT 2

0
is a global Liouville one. Moreover, the covering �

0
has the least

number of sheets among all the coverings over the tori with global Liouville metrics.
The next step is to choose a canonical basis in the lattice � . Denote by e

1
; e

2

an orthogonal basis in the lattice e�
0
. Here we assume that e

1
is parallel

to the axis x, and e
2
is parallel to the axis y , where x; y are global Liouville

coordinates on the covering plane. It is clear that such a basis is de�ned uniquely
up to multiplication of its vectors by �1. As the basis f

1
; f

2
in the lattice � , we take

two following vectors: f
1
= me

1
, where m > 0 is some integer, and f

2
= ke

1
+ne

2
,

where 0 � k < m and n > 0. These two properties determine the basis vectors
f
1
= (m; 0) and f

2
= (k; n) uniquely.

Lemma 11.7. In fact, n = 1, and k and m are relatively prime.

Proof. Assume the contrary, that is, n is a positive integer number greater

than 1. Consider the lattice � 0 generated by vectors e
1
and ne

2
. Then � � � 0 � e�

0

that contradicts Lemma 11.6.
Let the integers k and m be not relatively prime. Then k = sk0 and m = sm0 ,

where s 6= 1. Considering the lattice � 0 generated by vectors se
1
and e

2
, we see

again that it satis�es the property � � � 0 � e�
0
, which contradicts Lemma 11.6.

Lemma 11.7 is proved. �

Thus, the canonical covering �
0
:T 2 ! eT 2

0
constructed above is determined

by the matrix �
m k
0 1

�
;

composed from the coordinates of vectors f
1
; f

2
with respect to the basis of

the lattice e�
0
.

Let (x; y) be global Liouville coordinates on the torus eT 2

0
. In these coordinates,

e
1
= (Tx; 0) and e

2
= (0; Ty). Here Tx and Ty are the periods of Liouville

coordinates. Passing to other Liouville coordinates

x0 =
x

Tx
; y0 =

y

Tx
;

we may always assume that the period Tx equals 1.
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Thus, each Riemannian metric with quadratically integrable geodesic ow
on the torus can be determined (coded) by means of the following quadruple:

(L; f; g; k=m) ;

where L = Ty (after rescaling so that Tx = 1) is an arbitrary positive number,
f and g are two periodic smooth function with periods 1 and L respectively, and
k=m is a rational number from [0; 1).

Given such a quadruple, the torus T 2 with a quadratically integrable geodesic
ow is constructed as follows.

First consider a global Liouville metric on the Euclidean plane (x; y):

(f(x) + g(y))(dx2 + dy2) :

Then, by taking the quotient with respect to the lattice � generated by vectors
f
1
= (m; 0) and f

2
= (k; L), one gets the torus T 2 with the desired quadratically

integrable metric gij , which will be, for brevity, called an (L; f; g; k=m)-metric or
(L; f; g; k=m)-model. Thus, we have proved the following statement.

Proposition 11.5. Any Riemannian metric on the torus with quadratically

integrable geodesic ow can be represented as an (L; f; g; k=m)-metric.

As we already pointed out, the coding of a quadratically integrable metric
by means of the quadruple (L; f; g; k=m) is not, generally speaking, uniquely
de�ned. We examine the character of this ambiguity below.

Proposition 11.6. Let (x; y) and (u; v) be two global Liouville coordinate

systems on the covering plane of the torus for a given Liouville metric (global or
�nite-sheeted). Then the coordinates (x; y) and (u; v) are connected by a sequence

of the following four transformations :
1) z ! z + b, where b is a real number (translation along the axis x),
2) z ! z (complex conjugation),
3) z ! �iz (interchanging x and y),
4) z ! az , where a is a positive real number (homothety).

Remark. The compositions of these transformations form a group consisting
of eight connected components:

a) w = az + b,
b) w = i(az + b),
c) w = az + b,
d) w = i(az + b),

where a 2 R n f0g, and b 2 C .
Observe that the real number a can be either positive or negative. Changing

the sign changes the connected component in the group.

Proof (of Proposition 11.6). We have already shown (see the proof of
Proposition 11.4) that two global Liouville coordinate systems must be connected
by one of the above transformations (a), (b), (c), (d). Each of these transfor-
mations can, in turn, be represented as a superposition of the transformations
(1), (2), (3), (4). �
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Let us describe four elementary operations, which we shall use to transform
the codes (L; f; g; k=m).

Operation �b : �b(L; f; g; k=m) = (L; bf; g; k=m) ; where bf(x) = f(x � b).
The meaning of this operation is that we make the transformation z ! z + b
(see Proposition 11.6).

Operation � : �(L; f; g; k=m) = (L; f; bg; (m � k)=m) ; where bg(y) = g(�y).
The meaning of this operation is that we make the conjugation z ! z (see Propo-
sition 11.6).

Operation  : (L; f; g; k=m) = (1=L; bf; bg; bk=m) ; where bf(x) = L2g(Lx),bg(y) = L2f(Ly), and m > bk � 0, kbk = 1 (mod m). The meaning of this
operation is interchanging variables x and y and rescaling. More precisely, in terms
of Proposition 11.6 the operation  corresponds to the complex transformation
w(z) = �iz=L. One has to rescale the complex coordinate in order for the �rst real
coordinate x to have period 1.

Operation �c : �c(L; f; g; k=m) = (L; bf; bg; k=m) ; where bf(x) = f(x) + c,bg(y) = g(y) � c, and c is an arbitrary constant. The meaning of this operation
is that the conformal multiplier � can be decomposed into a sum of two functions

f(x) and g(y) in two di�erent ways, namely, bf(x) + bg(y) = f(x) + g(y).

Theorem 11.14 (V. S. Matveev). Two Riemannian metrics on the torus given

by the quadruples (L; f; g; k=m) and (bL; bf; bg; bk=bm) are isometric if and only if these

sets of parameters can be transformed to each other by a composition of the four

elementary operations �b; �; ; �c .

Proof. As we already explained, after �xing global Liouville coordinates
on the covering plane, the construction of the quadruple (L; f; g; k=m) related
to the given metric is unambiguous (modulo the representation of the con-
formal factor � as the sum f + g , i.e., up to the operation �c). Thus,
the only ambiguity of the (L; f; g; k=m)-model consists in the choice of global
Liouville coordinates on the covering plane of the torus. But we already
know that any two global Liouville coordinate systems can be obtained from
each other by means of elementary transformations described in Proposition 11.4.
These elementary transformations induce some transformations of quadruples
(L; f; g; k=m). It remains to observe that these induced transformations are
exactly the operations �b; �;  . The operation � has been already taken into
account. It should be noted that we do not discuss here the homothety
transformation z ! az , where a is real and positive. The point is that we have
the additional norming condition for the Liouville coordinate system: we choose

the coordinates x; y in such a way that the �rst basic vector of the lattice e�
0
has

the form (1; 0).
Let us prove the converse statement. It is required to verify that the transfor-

mations �b; �; ; �c do not change the metric, i.e., more precisely, transfer it into
an isometric one. But this is evident, because each of these transformations can
be considered as just a change of global Liouville coordinates without changing
the metric and lattice. �
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11.5.2. The Klein Bottle

Consider integrable geodesic ows on the Klein bottle K2 . As we shall see, among
them there exist ows of di�erent types, in particular, linearly and quadratically
integrable. Moreover, on the Klein bottle there are metrics whose geodesic ows
admit a polynomial integral of degree 4, which cannot be reduced to linear and
quadratic ones.

Recall that the Klein bottle admits a two-sheeted covering by the torus. Such
a covering is uniquely de�ned (up to the natural equivalence of coverings). It is clear
that by lifting an integrable geodesic ow from the Klein bottle K2 to the torus,
we obtain an integrable geodesic ow on the torus. However, as we shall see,
the degree of the integral can become lower. For example, from a quadratically
integrable ow we may obtain a linearly integrable geodesic ow on the torus. And
from the geodesic ow with an integral of degree 4 we may obtain a quadratically
integrable geodesic ow. See I. K. Babenko [25] and V. S. Matveev [222], [223].

De�nition 11.4. Let the geodesic ow of a Riemannian metric on the Klein
bottle be quadratically integrable. This metric is called a global Liouville metric if
after lifting to the covering torus it becomes a global Liouville metric on the torus.

De�nition 11.5. Let the geodesic ow of a Riemannian metric on the Klein
bottle be quadratically integrable. This ow is called quasi-linearly integrable if
after lifting to the covering torus it becomes linearly integrable.

A priori we could expect that on the Klein bottle there exist �nite-sheeted
Liouville metrics by analogy with the case of the torus. However, on the Klein
bottle no such metrics occur. It turns out that the lattice of the covering torus is
always orthogonal. Thus, unlike the torus, there are no distorted lattices here.

We begin with the complete description of quadratically integrable geodesic
ows on the Klein bottle. Consider two positive functions f(x) and g(y) with
the properties

1) f(x) is periodic with period 1=2 and is not constant,
2) g(y) is an even periodic function with period L,

and take the Liouville metric ds2 = (f(x) + g(y))(dx2 + dy2) on the plane R2 .
Consider the torus T 2 as a quotient space R2=� , where the orthogonal lattice � is
generated by the vectors

f
1
= (1; 0) and f

2
= (0; L) :

Due to the periodicity of the functions f and g under the translations by
the elements of � , the metric ds2 can be viewed as a metric on the torus T 2 .

Consider an involution � on this torus de�ned by

�(x; y) = (x+ 1=2;�y) :

This is the standard involution which has no �xed points and changes orientation.
Therefore, the Klein bottle can be represented as K2 = T 2=� . It is easy to see that
the metric ds2 is invariant with respect to � and, consequently, can be dropped
from the torus down to the Klein bottle. We obtain a Riemannian metric on K2 .
By construction, such metrics are determined by three parameters L; f; g , where
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L is one of the periods of the lattice, f and g are two functions satisfying the above
properties.

De�nition 11.6. Such a metric on the Klein bottle is called an (L; f; g)-metric.

Theorem 11.15.

a) If the geodesic ow of a Riemannian metric on the Klein bottle is quadratically

integrable, then the metric is isometric to some (L; f; g)-metric with appropriate

parameters L; f; g .
b) An (L; f; g)-metric is a Liouville metric on the Klein bottle if and only if

the function g(y) is not constant. Otherwise, the geodesic ow of the (L; f; g)-
metric is quasi-linearly integrable.

Proof. Consider a quadratically integrable geodesic ow on K2 and cover K2

by the torus T 2 and, then, by the plane R2 . On the plane R2 there appears
a metric whose geodesic ow is either quadratically integrable or linearly integrable
(if the degree of the integral is reduced after unfolding the Klein bottle). In this
case, as was shown above, there exist global Liouville coordinates x; y on the plane
in terms of which the metric has the form (f(x)+g(y))(dx2+dy2). Here at least one
of the functions f(x) and g(y) is not constant, because otherwise the metric on K2

is at and admits, consequently, a linear integral. Let, for de�niteness, f(x) be
non-constant. Denote the lattice of the torus by � , as before.

Let us lift the involution � from the torus onto the plane R2 . It can always be
done (however, not uniquely). We denote the new involution again by � . Let us
�nd the explicit formula for its action in terms of coordinates x; y . First notice that
� preserves the metric and, in particular, its Liouville form. That is why, as we saw
above, � must have one of the following forms:

z ! az + b,
z ! az + b,
z ! iaz + b,
z ! iaz + b,

where a is a real number, and b is a complex one.
Since �2 is identical on the torus, �2 on the plane R2 preserves the lattice � ,

i.e., maps it into itself. Hence a2 = 1, i.e., a = �1 and no dilatations exist.
Besides, the mapping � changes orientation and, therefore, only the following

possibilities of the list remain:
1) z ! z + b,
2) z ! �z + b,
3) z ! iz + b,
4) z ! �iz + b.
Let us show that the cases 3 and 4 are not allowed.

Lemma 11.8. The involution � can be neither of type 3 nor of type 4.

Proof. Consider the case 3. Since the involution � has the form z ! iz + b,
in terms of coordinates x and y it becomes

x! y + b
1
; y ! x+ b

2
:

As � preserves the metric on the torus, we obtain the following conditions
on the functions f and g :

f(x) + g(y) = f(y + b
1
) + g(x+ b

2
) :
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Evidently, it follows from this that

f(x) = g(x+ b2) + C0 ; g(y) = f(y + b1)� C0 :

Since the involution � is de�ned on the torus, it also preserves the integral F
which is the pull-back of the initial integral from the Klein bottle. Now remember
that, according to Proposition 11.4, the form of this quadratic integral on the torus
is de�ned uniquely up to a linear combination with the Hamiltonian. This form is
as follows:

F (x; y; px; py) =
�(f(x)� C)p2y + (g(y) + C)p2x

f(x) + g(y)
;

Let us act on this form by the involution � , taking into account the relations for
f and g obtained above. We get

��F =
�(f(y + b1)� C)p2x + (g(x+ b2) + C)p2y

f(y + b1) + g(x+ b2)

=
�(g(y) + C0 � C)p2x + (f(x)� C0 + C)p2y

f(x) + g(y)
:

By equating ��F and F , we obtain

�g(y)� C0 + C = g(y) + C ; f(x)� C0 + C = �f(x) + C :

Hence the functions f(x) and g(y) are both constants whose sum is zero. But
this is impossible because the conformal factor � = f(x) + g(y) must be a positive
function. Thus, case 3 is completely treated.

Case 4 is examined just in the same way. It su�ces to make the change x! �x,
after which we get exactly the previous case 3. �

Let us now analyze the involution of type 2. First suppose that none
of the functions f(x) and g(y) is constant. Then, by interchanging x and y , we turn
type 2 into type 1. In other words, in this case the variables x and y have equal
status. Case 1 itself will be analyzed later.

If in the case 2 the function g(y) turns out to be a constant equal to some
number g , and f(x) is not constant, then the metric has the form

(f(x) + g)(dx2 + dy2)

and evidently admits the linear integral py . At the same time, the involution �
acts as follows: (x; y) ! (�x + b1; y + b2). Clearly, the integral py is invariant
under � , and, therefore, can be descended down, i.e., to the Klein bottle. As a result
we obtain a linear integral on the Klein bottle. This contradicts our assumption
that the initial quadratic integral is not reduced to a linear one.

Thus, we can assume that the involution � has the form z ! z + b, i.e.,
�(x; y) = (x+ b1;�y+ b2) (case 1). By a translation of the coordinate system along
the axis y one can achieve that b2 = 0, i.e., �(x; y) = (x+ b1;�y).
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Consider the lattice � of the torus T 2 = R2=� .

Lemma 11.9. There exists an orthogonal basis f1; f2 of the lattice � such that
f1 = (a; 0), f2 = (0; b), and, moreover, b1 = (n+ 1=2)a.

Proof. Consider the involution � on the torus. Then �2 is identical on the torus
and, consequently, by considering �2 on the covering plane, we obtain that �2 maps
the lattice � into itself and has the form �2(x; y) = (x+2b1; y), i.e., � is a translation
along the axis x. Hence, the vector (2b1; 0) is an element of the lattice � . Therefore,
there exists a basic vector f1 of the lattice � such that kf1 = (2b1; 0) for some
natural k , i.e., f1 = (a; 0). Let us show that k is in fact odd. Assume the contrary,
then the vector (b1; 0) belongs to the lattice � . But in this case, the point (0,0) is
mapped to the point (b1; 0) under the action of � . In particular, this point remains
in the lattice and, consequently, from the point of view of the torus, is a �xed point
of the involution � . But this contradicts the de�nition of � . As a result, it follows
from this that b1 = (n+ 1=2)a.

By �0 we denote the linear part of the a�ne mapping � on the plane, i.e.,
�0(x; y) = (x;�y). We claim that �0 maps the lattice � into itself. Indeed, since
� is well-de�ned on the torus, it follows that �(P + !) = �(P ) + !0 , where P is
an arbitrary point in the plane, ! and !0 belong to the lattice. On the other hand,
�(P + !) = �(P ) + �0(!). Thus, �0(!) = !0 , i.e., the lattice is actually mapped
into itself.

Observe that �0 is the symmetry of the plane with respect to the axis x
(see the above formula), which preserves the lattice � . There exist only two types
of such lattices. They are shown in Fig. 11.12. The �rst type is an orthogonal
lattice, i.e., just that we need. Lattices of the second type are generated by isosceles
triangles (Fig. 11.12(b)). We now give the formal proof of this fact.

Figure 11.12

Choose the second basic vector of the lattice in the form f2 = (c; b), where
b > 0 and 0 � c < a. Then �0(f2) = (c;�b). Consider the element �0(f2) + f2 =
(2c; 0) 2 � . Recall that the �rst basic vector is f1 = (a; 0). Consequently, c is
equal to either zero or a=2. This exactly corresponds to the two types of lattices
presented in Fig. 11.12.

Actually, the lattices of the second type cannot appear. The point is that,
in this case, the involution � would have a �xed point on the torus, but this is
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forbidden. Indeed, consider the point (0;�b=2). Its image under � has the form
((n+ 1=2)a; b=2). These two points di�er by the vector

((n+ 1=2)a; b) = n(a; 0) + (a=2; b) = nf1 + f2 :

But this vector belongs to the lattice, i.e., the point (0;�b=2) is �xed under
the action of � on the torus.

Thus, the only admissible lattice is the orthogonal lattice with basis f1 = (a; 0)
and f2 = (0; b). The lemma is proved. �

We now turn to the proof of the theorem. Consider the conformal coordinate
change x ! x=a, y ! y=a. Then the basis of the lattice becomes f1 = (1; 0) and
f2 = (0; L), where L = b=a. The involution � in terms of the new coordinate system
(which we still denote by x; y) is written as

�(x; y) = (x + n+ 1=2;�y) :
However, this involution and the involution of the form (x; y) ! (x + 1=2;�y)
coincide on the torus, because n is even. Therefore, one can suppose that
�(x; y) = (x+ 1=2;�y).

Summarizing, we can say that we have represented the metric on the Klein bottle
as an (L; f; g)-metric. This completes the proof of item (a).

We now discuss the question in what case this metric is a global Liouville metric
on the Klein bottle. This means that it must be such after lifting from the Klein
bottle to the torus. Clearly, in our case, this is equivalent to the fact that none
of the functions f(x) and g(y) is constant. This is exactly the �rst part of (b).

It remains to analyze the case when g(y) is constant. In this case, the degree
of the integral can be reduced after lifting to the torus, because one can take py
as a new linear integral. It needs to show that the initial integral on the Klein
bottle remains quadratic (that is, cannot be reduced to a linear one). This will
mean the quasi-linearity of the given (L; f; g)-metric on the Klein bottle. In order
for the linear integral py to determine a linear integral on the Klein bottle, it
is necessary for py to be invariant under the involution � on the torus. But py
evidently changes sign under � and, consequently, cannot be descended onto K2 .
Only by squaring it, we obtain the quadratic integral p2y which can be successfully

descended onto K2 and determines a quadratic integral there.
It remains to notice that such a linear integral on the torus is de�ned uniquely

up to a constant factor. This completes the proof of (b). �

To complete the classi�cation of quadratically integrable geodesic ows on

the Klein bottle, we need to answer the question: which triples (L; f; g) and (bL; bf; bg)
correspond, in fact, to the same metric on the Klein bottle? Or, more precisely:
which (L; f; g)-metrics are isometric among themselves?

Consider the following four operations �v ; �; ; �c on the set of triples f(L; f; g)g:

�v(L; f(x); g(y)) = (L; f(x+ v); g(y)) ;

� (L; f(x); g(y)) = (L; f(x); g(y + L=2)) ;

 (L; f(x); g(y)) = (L; f(�x); g(y)) ;
�c (L; f(x); g(y)) = (L; f(x) + c; g(y)� c) :
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Theorem 11.16 (V. S. Matveev). The (L; f; g)-metric and (bL; bf; bg)-metric

on the Klein bottle are isometric if and only if the triples (L; f; g) and (bL; bf; bg) can
be obtained from each other by compositions of the operations �v ; �; ; �c .

Proof. The scheme of reasoning repeats, of course, the proof of the analogous
theorem for the torus case. We only note some distinctions. The di�erence is that
in this case we should take into account the involution � , which has the special form
in global Liouville coordinates:

�(x; y) = (x+ 1=2;�y) :

It is seen that, unlike the torus case, here the coordinates x and y are
not equivalent. In particular, among the transformations of triples (L; f; g)
there is not the permutation of x and y which appears in the torus case.
The transformations generated by translations along the axis y are also absent.
It is explained by the fact that the axis y = 0 is an invariant line with
respect to � . This line generates an invariant cycle on the torus. There is
one more invariant cycle corresponding to the straight lines on the plane given
by y = L=2 + kL, where k is integer. The set of such lines is invariant
under translation by L along the axis y . There are no other � -invariant
cycles on the torus. That is why y can be shifted only by L=2, as reected
in the operation � .

Finally, the symmetry with respect to the axis x does not change anything
due to the evenness of g(y); therefore, this operation is also excluded from the list
of elementary operations. �

We now describe the class of linearly integrable geodesic ows on the Klein
bottle. Consider an orthogonal lattice with the basis f1 = (1; 0) and f2 = (0; L)
on the plane R2 with Cartesian coordinates x and y , where L is an arbitrary
positive number. Consider the metric

g(y)(dx2 + dy2) ;

where g(y) is an even function with period L. As we already know, this metric
gives us a linearly integrable geodesic ow on the torus. Consider an involution �
on the torus, de�ned by the following formula (in coordinates on the covering plane):

�(x; y) = (x+ 1=2;�y) :

It is easy to see that the function g(y) is invariant with respect to � , and, therefore,
taking the quotient T 2=� , we obtain the Klein bottle with the Riemannian metric
g(y)(dx2 + dy2).

We shall call such metrics on the Klein bottle (L; g)-metrics. It is easy to see
that their geodesic ows are all linearly integrable. Indeed, the linear integral
of the metric lifted back to the torus is px . But since this function px is
� -invariant, we can drop this integral down and obtain, as a result, a linear integral
of the geodesic ow of the (L; g)-metric on the Klein bottle. It turns out that
no other linearly integrable geodesic ows on the Klein bottle exist.

Copyright 2004 by CRC Press LL



Theorem 11.17 (V. S. Matveev). If the geodesic ow of a Riemannian
metric on the Klein bottle admits a linear integral, then the metric is either
at or isometric to some (L; g)-metric with appropriate parameters L and g .

Moreover, the (L; g)-metric and (bL; bg)-metric corresponding to di�erent parameters

are isometric if and only if L = bL and g(y) = bg(y + L=2).

Proof. In essence, the proof repeats the arguments for the case of a quadratic
integral. Moreover, we may formally square px and repeat all the preceding
arguments. We assume here, of course, that the metric is not at.

Choose orthogonal coordinates x; y on the covering plane in such a way that
the metric takes the form g(y)(dx2 + dy2) and then analyze the admissible form
of the involution � written in terms of these coordinates. There are four possible
cases only (see above):

1) z ! z + b,
2) z ! �z + b,
3) z ! iz + b,
4) z ! �iz + b.
The same argument as in the case of a quadratic integral shows that cases

3 and 4 cannot appear. Under the involution of type 2, i.e., the symmetry with
respect to the axis y , the linear integral px of the system on the covering plane
(or on the torus) turns into �px , i.e., is not invariant under � . Therefore, it cannot
be obtained by lifting a linear integral from the Klein bottle. Thus, the case 2 is
also impossible.

It remains to consider case 1. But for this case we have already shown (see
the proof of Theorem 11.15) that the lattice has to be orthogonal, and the involution
must have the desired form.

Thus, it is always possible to �nd a coordinate system x; y on the covering plane
in terms of which the lattice � is orthogonal and generated by the vectors f1 = (1; 0)
and f2 = (0; L), the metric becomes g(y)(dx2 + dy2), and the involution � has
the form �(x; y) = (x + 1=2;�y). Thus, it is proved that any Riemannian metric
on the Klein bottle whose geodesic ow admits a linear integral is either at or
isometric to some (L; g)-metric.

To prove the second statement of the theorem, it su�ces to turn to the descrip-
tion of operations �v ; �; ; �c in the proof of Theorem 11.16 and to take only those
of them which correspond, from the formal viewpoint, to the case f(x) = 0. Such
an operation is � . The others act trivially. �

Finally, consider one more family of metrics on the Klein bottle, whose
geodesic ows can be naturally called quasi-quadratically integrable. They possess
a polynomial integral F of degree 4, which can be locally (but not globally)

presented in the form F = eF 2 , where eF is a quadratic polynomial. In particular,
being lifted to the covering torus this geodesic ow becomes quadratically integrable.

Let m and n be natural relatively prime numbers, and f be a positive periodic
function of one variable with period 1 (di�erent from a constant). Consider
the standard Cartesian coordinates x; y on the plane and de�ne a metric by

ds2 = (f(x) + f(y + n=2))(dx2 + dy2) :
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Let � be an orthogonal lattice on the plane generated by vectors f1 = (m;�m)
and f2 = (n; n) (Fig. 11.13). It is obtained from a standard lattice by rotating
through the angle �=4. By a standard lattice we mean here a lattice with basis
vectors directed along the axes x and y . It is easy to see that the described metric
is invariant with respect to � and, therefore, de�nes some metric on the torus
T 2 = R2=� . By the way, the latter is a �nite-sheeted Liouville metric on the torus
(since � is not standard).

Figure 11.13

We now de�ne an involution �: (x; y)! (y+n=2; x+n=2) on the torus. It is easy
to see that the metric on the torus is invariant with respect to � and, consequently,
determines some metric on the Klein bottle K2 = T 2=� . We denote this metric
by ds2m;n;f .

Theorem 11.18 (V. S. Matveev).
1) The geodesic ow of the metric ds2m;n;f on the Klein bottle has a polynomial

(in momenta) integral of degree 4. This integral is not reduced to integrals of degree
less than 4.

2) The metrics of type ds2m;n;f exhaust (up to isometries) all metrics on the Klein
bottle whose geodesic ows do not have an additional quadratic integral, but obtain
such an integral after lifting to the covering torus. (It is natural to call such geodesic
ows quasi-quadratically integrable.)

3) Two such metrics ds2m;n;f and ds2
bm;bn;bf

are isometric if and only if their

parameters are connected by the relations m = bm, n = bn, f(x+ t) = bf(x) for some
real number t.

Proof. We begin with constructing the integral of degree 4 on K2 . Since
ds2m;n;f is a �nite-sheeted Liouville metric, its geodesic ow on the torus admits
the quadratic integral

F (x; y; px; py) =
p2xf(y + n=2)� p2yf(x)

f(y + n=2) + f(x)
:

This function is not invariant under the involution � and, consequently, cannot
be descended onto K2 as a single-valued integral. More precisely, ��F = �F .
Therefore, this integral can be considered as a two-valued function on T �K2 .
Clearly, to construct a well-de�ned single-valued integral on the Klein bottle it
su�ces to square F . Thus, as the desired integral of degree 4 on K2 we take F 2 .
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Let us prove that this metric does not admit any non-trivial quadratic integrals.
Note that at the same time we shall show that it has no linear integrals either
(because, by squaring a linear integral, we would get a quadratic one).

As we showed in Proposition 11.4, the quadratic integral of the above metric
on the torus is de�ned uniquely up to a linear combination with the Hamiltonian,
i.e., has the form c1F + c2H , where H is the Hamiltonian, and c1; c2 are some
constants. Acting on this integral by the involution � we see that �(c1F + c2H) =
�c1F + c2H . In order for this integral to descend correctly down to the Klein
bottle, it is necessary that c1 = 0. Therefore, any quadratic integral of our metric
on the Klein bottle is proportional to H , that is, trivial. Thus we have shown that
in this case neither linear nor quadratic integrals exist.

We now prove that the metric ds2m;n;f admits no integrals of degree 3.
It turns out that the more general statement holds.

Lemma 11.10. The geodesic ows of global Liouville metrics on the torus
do not admit any cubic integrals.

Remark. It follows immediately from this that the same property is ful�lled
for �nite-sheeted Liouville metrics on the torus.

Corollary. The geodesic ow of the metric ds2m;n;f on the Klein bottle admits
no cubic integrals.

The proof of the corollary follows from the fact that the metric ds2m;n;f is covered
by a �nite-sheeted Liouville metric on the torus. It remains to apply Lemma 11.10
and to use the above remark. �

Proof (of Lemma 11.10). Let the Liouville metric have the form

(f(x) + g(y))(dx2 + dy2) :

Consider the quadratic integral F of the corresponding geodesic ow:

F (x; y; px; py) =
�p2xg(y) + p2yf(x)

g(y) + f(x)
:

To prove the lemma we need to analyze the structure of the Liouville tori.
The common level surface fH = 1; F = a = constg is given by the following
equations:

p2x = f(x)� a ; p2y = g(y) + a :

Indeed,
p2x + p2y
f + g

= 1 ;
fp2y � gp2x
f + g

= a :

By multiplying the �rst equation by f and subtracting the second equation
from it, we obtain

fp2x
f + g

+
gp2x
f + g

= f � a ;

that is, p2x = f � a. Analogously, we get p2y = g(y) + a.
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For regular values of a this level surface consists, generally speaking, of several
Liouville tori. Consider a positive number a closed to the absolute minimum f0
of the function f(x). More precisely, set a = f0 + ", where " is a small positive
number (Fig. 11.14). Select that part of the graph of f(x) which lies above
a = f0 + ". This part of the graph is projected onto the axis x. Consider

Figure 11.14

one of the connected components of this projection, i.e., the arc on the circle
parameterized by x. Denote the ends of this arc by x�a and x+a . It is easy to see
that the set of points

�
px = �

p
f � a ; py =

p
g + a ; x 2 [x�a ; x

+
a ] ; y is arbitrary

	
is a Liouville torus. Denote this torus by Ta . By varying a, we obtain
a family of Liouville tori. The rotation function � of the geodesic ow cannot
be constant on all of these tori. This follows from the fact that the rotation
function � tends to in�nity as a ! f0 , i.e., as " ! 0. In particular,
our geodesic ow is non-resonant at least for small ". We shall show this
below in Chapter 13, where the orbital classi�cation of integrable geodesic ows
on the torus is discussed. That is why, without loss of generality, we can assume
that every integral of the geodesic ow is constant on each Liouville torus from
the family Ta .

Suppose now that there exists an integral K of degree 3:

K(x; y; px; py) = A1(x; y)p
3
x +B1(x; y)p

2
xpy +A2(x; y)pxp

2
y +B2(x; y)p

3
y :

Let us prove that all the coe�cients of this integral are identically zero. Let us
write down the conditions to the coe�cients which appear from the non-resonance
condition. It is clear that the Liouville torus Ta is projected onto the annulus lying
on the torus T 2 and having the form

[x�a ; x
+
a ]� S1(y) :
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Consider an arbitrary interior point (x; y) of this annulus. This point has
two di�erent preimages under the natural projection Ta ! T 2 . It is important
for us that these two preimages (i.e., two covectors) are symmetric with respect
to the axis y in the sense that their coordinates have the form

(px(a); py(a)) and (�px(a); py(a)) :

Since both the points belong to the same Liouville torus Ta , the values
of the polynomial K must coincide at these points. Hence we obtain the relation
to the coe�cients

A1(x; y)p
3
x(a) +A2(x; y)p

2
x(a)py(a) = 0 ;

which evidently remains valid under small perturbations of the point (x; y)
and the parameter a. This implies that the coe�cients of the polynomial K
vanish in the neighborhood of (x; y). Now it remains to note that, by our
construction, (x; y) can be an arbitrary point on the torus T 2 provided x is not
the global minimum point for the function f . Therefore, A1 and A2 vanish
identically.

It is analogously shown that B1 � B2 � 0. This completes the proof
of Lemma 11.10 (as well as the �rst statement of Theorem 11.18). �

The proof of the two remaining statements of Theorem 11.18 is carried out
by the scheme that we already applied several times, and we omit it. We only
notice that the metrics ds2m;n;f are, in essence, just those metrics which were
rejected when we studied quadratically integrable geodesic ows on the Klein bottle
(Theorem 11.15).

Remark. The fact that the described geodesic ow on the Klein bottle
does not have one-valued quadratic integral (but possesses only an integral
of degree 4) is reected on the qualitative properties of the metric ds2m;n;f .
For example, this metric does not admit any non-trivial geodesic equivalence.
This means that on the Klein bottle there are no other metrics with the same
geodesics as the metric ds2m;n;f has (here geodesics are considered geometrically,

i.e, as curves without parameterization). That is one of the distinctions between
the metric ds2m;n;f and the metrics with linearly and quadratically integrable
geodesic ows. This result follows from the global Dini theorem, which we discuss
in Chapter 15.

11.5.3. The Sphere

In the case of the sphere the description of linearly and quadratically integrable geo-
desic ows was obtained by V. N. Kolokol'tsov [187], [189]. Later Nguyen Tien Zung,
E. N. Selivanova, L. S. Polyakova [263], [264], and V. S. Matveev [224] suggested
an apt geometrical formulation of these results. This geometrical approach
turned out to be more convenient for studying the global topology of integrable
geodesic ows on the sphere.
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We begin with the case of linearly integrable geodesic ows. Let the standard
unit sphere S2 be given in R3 (x; y; z) by equation

x2 + y2 + z2 = 1 ;

where z is the vertical coordinate. Denote by ds20 the standard metric on it induced
by the ambient Euclidean metric in R3 . In the usual spherical coordinates �; ' this
metric takes the form

ds20 = d�2 + sin2 �d'2 :

Let f(z) be an arbitrary positive smooth function on the segment [�1; 1].
Theorem 11.19.

a) The geodesic ow of a Riemannian metric ds2 on the sphere is linearly
integrable if and only if ds2 is isometric to a metric of the form f(z)ds20 , where
f(z) is a smooth positive function on [�1; 1].

b) Two metrics of this kind f(z)ds20 and bf(z)ds20 are isometric if and only if

the functions f(z) and bf(z) are connected by one of the two following relations :

either � bf(z) = f

�
(� + 1)z � (1� �)

(� � 1)z + (1 + �)

�

or � bf(�z) = f

�
(� + 1)z � (1� �)

(� � 1)z + (1 + �)

�
;

where � is some real number.

This theorem can be reformulated in other terms, by using global conformal
coordinates on the sphere.

Theorem 11.20.

a) The geodesic ow of a Riemannian metric on the sphere is linearly integrable
if and only if there exist global conformal coordinates x; y in which the metric has
the form

ds2 = f(x2 + y2)(dx2 + dy2) ;

where f(t) is a positive smooth function on the semi-axis [0;+1) such that

the function
f(1=t)

t2
is positive and smooth on the semi-axis [0;+1) too.

b) Two metrics of this kind f(x2 + y2)(dx2 + dy2) and bf(x2 + y2)(dx2 + dy2)
are isometric if and only if

either f(t=�) = � bf(t) or
f(�=t)

t2
=
bf(t)
�

for some positive number �.

Remark. The indicated conditions for the function f actually mean that ds2 is
a smooth metric on the whole sphere.

It is seen from Theorem 11.19 that the metrics on the sphere with linearly
integrable geodesic ows are invariant under rotations of the sphere around
the vertical axis z . In other words, they admit a one-parameter isometry group.
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Corollary. The geodesic ow of a metric on the sphere is linearly integrable
if and only if the metric admits a smooth action of the circle S1 = SO(2)
by isometries. Moreover, such an action is conjugate to the standard one
(i.e., to the rotation of the sphere about axis z).

In particular, such an action has exactly two �xed points (the poles of the sphere).
The complement to the poles is foliated into smooth circles, which are one-
dimensional orbits of the action (Fig. 11.15).

Figure 11.15

Note that the metrics on surfaces of revolution in R3 are particular cases
of metrics with linearly integrable geodesic ows. They, however, do not exhaust
all linearly integrable metrics described above. In other words, not every metric
with linearly integrable geodesic ow admits an isometrical imbedding of the sphere
into R3 as a surface of revolution.

The proofs of Theorems 11.19 and 11.20 shall be obtained below in the framework
of a general construction which works both in linear and quadratic cases.

We now describe the list of all Riemannian metrics on the sphere with
quadratically integrable geodesic ows.

We begin with constructing a series of model examples of such metrics. Then
we shall show that the list obtained is complete, i.e., includes all the metrics with
quadratically integrable geodesic ows.

Consider the two-dimensional torus T 2 as a quotient space of the plane R2

with Cartesian coordinates x; y with respect to an orthogonal lattice � whose
basis consists of two orthogonal vectors f1 = (1; 0) and f2 = (0; L), where L
is an arbitrary positive number. Consider the involution � on the torus given
(on the covering plane) by the following symmetry:

�(x; y) = (�x;�y) ;
i.e., central symmetry with respect to the origin.

It is clear that the lattice � sustains this symmetry, hence � is actually
an involution on the torus. Consider the natural projection {:T 2 ! T 2=� .

Lemma 11.11. The quotient space T 2=� is homeomorphic to the two-
dimensional sphere S2 . The projection {:T 2 ! S2 = T 2=� is a two-sheeted
branching covering over the sphere with four branch points, each of which has exactly
one preimage on the torus.
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Proof. Divide the square in halves by its middle horizontal line (Fig. 11.16).
One of the rectangles obtained (for example, the upper one) is glued according
to the rule of identi�cation for its edges as shown in Fig. 11.16. As a result we get

Figure 11.16

the sphere. The four branch points of this covering are the points with coordinates
(0; 0), (0; L=2), (1=2; 0), (1=2; L=2) depicted as �lled points A;B;C;D in Fig. 11.16.
These points are projected onto four di�erent points of the sphere. To simplify
notation, we denote their images on the sphere by the same letters A;B;C;D .
Under the projection onto the sphere, the boundary of the rectangle becomes the arc
connecting points A and D . The points B and C are interior points of the arc.

Figure 11.17

By cutting the sphere along this arc we obtain the initial rectangle. It is shown
in Fig. 11.17 how the orthogonal coordinate net on the torus is projected onto
the sphere. As a result, on the sphere we obtain two families of closed curves.
Lemma 11.11 is proved. �
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It turns out that the projection { can be described in terms of complex structures
on the torus and on the sphere. Note that, in fact, we have already de�ned a complex
structure on the torus by having represented the torus as the quotient space R2=� ,
where R2 is identi�ed with the complex plane C 1 , and z = x+ iy , where x and y
are the Cartesian coordinates. Fix this complex structure on the torus.

Lemma 11.12.

a) One can choose a complex structure on the sphere S2 in such a way that
the projection { becomes a holomorphic mapping of the torus T 2 onto the sphere S2 .

b) Each of the four branch points of { is a branch point of order two. In other
words, in a neighborhood of such a point and in a neighborhood of its image
there exist local complex coordinates ez and ew in which { takes the form ew = ez2=2.

Remark. The holomorphic mapping {:T 2 ! S2 in fact presents the well-
known meromorphic Weierstrass function w = }(z). Recall that the Weierstrass
function can be de�ned by the following formula:

}(z) =
1

z2
+
X
!2�

0

�
1

(z � w)2
� 1

w2

�
;

where the sign 0 means that ! runs over all elements of the lattice � except
zero. This series converges to a doubly periodic holomorphic function for all z that
do not belong to the lattice � . At all the nodes of � this function has second order
poles. Thus, } is a meromorphic function on the whole torus. For more detailed
description of the properties of the Weierstrass function see [113], [160], [302], [308].

Proof (of Lemma 11.12). In fact, the formulation of the statement itself contains
the rule for de�ning a complex structure on the sphere. If the point (x; y) 2 T 2 is
not a singular point of the projection { , then in a neighborhood of its image {(x; y)
on the sphere we introduce (locally) a complex structure just by taking ew = x+ iy
as a local complex coordinate. If P0 = {(z0) is a branch point on the sphere, then
as a local coordinate in its neighborhood we take ew(P ) = ({�1(P )� z0)

2 , where P
is an arbitrary point from the neighborhood of P0 (Fig. 11.18). This coordinate is
well-de�ned in spite of the fact that the point P 6= P0 has two preimages z and z0 .
Indeed, the de�nition of { immediately implies that z � z0 = �(z0 � z0) and,
consequently, after squaring, the ambiguity disappears.

Figure 11.18

Thus, locally, in a neighborhood of each point, we have introduced a complex
coordinate. It is easy to see that all the transition functions are complex-analytic.
This means that the complex structure is well-de�ned on the whole sphere. �
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It is important that as a result we have constructed a smooth two-sheeted
mapping of the torus onto the sphere which has exactly that topological structure
which we need, i.e., is the gluing of the torus by the involution � .

Let us now describe the class of Riemannian metrics on the sphere with
quadratically integrable geodesic ows. We shall use the mapping { and, instead
of describing the desired metric in terms of the sphere, we shall describe its pull-back
on the torus. It is clear that the metric on the sphere is uniquely reconstructed from
its pull-back on the covering torus. Such a description of a metric on the sphere
turns out to be much simpler than the one in terms of isothermal coordinates on
the sphere itself.

On the covering plane of the torus we de�ne two periodic smooth functions
f(x) and g(y) satisfying the following conditions.

a) f(x) is non-negative smooth even function with period 1.
b) g(y) is non-negative smooth even function with period L.
c) This condition describes the asymptotic behavior of f and g near their zeros.

The function f(x) vanishes at the points x = m=2, where m 2 Z. The function g(y)
vanishes at the points y = Lk=2, where k 2 Z. For every point (m=2; kL=2)
there exists a smooth (in a neighborhood of zero) function h(t) such that h(0) = 0,
h0(0) 6= 0, and

f(m=2 + t) = h(t2) ; g(kL=2 + t) = �h(�t2) :
If we want to consider real-analytic metrics on the sphere, then the functions

f and g (as well as the function h in the third condition) have to be analytic.
Concerning the third condition, the two following remarks seem to be useful.

Comment. Due to the periodicity of f and g , the condition (c) needs
to be checked only in four points (0; 0), (1=2; 0), (0; L=2), (1=2; L; 2). It can be
reformulated in terms of the Taylor expansions of these functions. Denote the Taylor

expansion of the function f at a point t0 by f#t
0

(t) =
P

ck(t � t0)
k . The similar

notation is used for the Taylor expansion of g . Then the condition (c) can be
rewritten as follows:

f#0 (t) = �g#0 (it) = f#
1=2(1=2 + t) = �g#L=2(L=2 + it) :

Hence these Taylor expansions in fact have the form

f#0 =
X

a2kt
2k ; g#0 = �

X
(�1)ka2kt2k ;

f#
1=2 =

X
a2k(t� 1=2)2k ; g#L=2 = �

X
(�1)ka2k(t� L=2)2k ;

where the �rst coe�cient a2 of the series is positive.

Comment. In the case of a real-analytic metric the functions f and g have to be
analytic. That is why the above conditions to their power series imply several useful
corollaries. First, since the Taylor expansions of f at the points t = 0 and t = 1=2
coincide, the function f in fact has period 1=2, but not 1. By the same reason

the function g has period L=2. Besides, the condition f#0 (t) = �g#0 (it) turns now
into a relation between the functions f and g themselves, namely:

f(t) = �g(it) :
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This means that the functions f and g appear from the same complex-analytic
function. In other words, on the complex plane z = x + iy there exists a doubly
periodic (with periods 1=2 and iL=2) even analytic function R which takes real
values on the real and imaginary axes and satis�es the relations

f(x) = R(x) and g(y) = �R(iy) :

Let us explain that the domain of de�nition of this function, generally speaking,
is not the whole complex plane C , but some neighborhood of the orthogonal net
generated by lines fx = m=2g, fy = kL=2g. In other words, if we consider R
as a function on the complex torus, then it is de�ned, generally speaking, only
in a neighborhood of the parallel and meridian.

Thus, in the real-analytic case the parameter of the metric is the only complex
function R, but not two functions f and g . In particular, the conformal multiplier �
takes the form

� = f(x) + g(y) = R(x) �R(iy) :

We now return to constructing model quadratically integrable geodesic ows
on the sphere. Consider a 2-form (f(x) + g(y))(dx2 + dy2) on the torus with
the above functions f and g . We use the word \2-form" instead of \a metric",
because it has zeros at the branch points of { and, consequently, is not a Riemannian
metric in the strict sense. It is easily seen that, by construction, this 2-form is
invariant on the torus with respect to � . Therefore, by pushing it down, we get some
well-de�ned 2-form on the sphere except for the four branch points. It turns out
that this form can be de�ned at these points in such a way that we obtain a smooth
Riemannian metric on the whole sphere.

Proposition 11.7.

1) Let (f(x)+g(y))(dx2+dy2) be a 2-form on the torus T 2 satisfying properties
(a), (b), (c) and {:T 2 ! T 2=� = S2 be the two-sheeted covering described above.
Then on the sphere S2 there exists the only smooth Riemannian metric ds2 such that
{�(ds2) = (f(x)+g(y))(dx2+dy2). If the functions f and g are real-analytic, then
the metric ds2 is real-analytic too.

2) Conversely, consider the 2-form {�(ds2) on the torus T 2 , where ds2 is
a smooth metric on the sphere S2 . If it has the form (f(x)+g(y))(dx2+dy2), then
the functions f and g satisfy the properties (a), (b), (c).

Proof. Conditions (a) and (b) exactly mean that the form (f(x)+g(y))(dx2+dy2)
is well-de�ned on the torus and is invariant under the involution � . Condition (c)
says that the zeros of this form coincide with the singular points of the mapping { ,
i.e., with the branch points A;B;C;D , and describes the character of these zeros.
The necessity and su�ciency of this condition follows immediately from the local
Theorem 11.8. �

As a result, to each triple (L; f; g) satisfying properties (a), (b), (c), we have
assigned a smooth Riemannian metric ds2 on the sphere S2 .

De�nition 11.7. By analogy with the case of the torus we call this metric
an (L; f; g)-metric on the sphere.
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Remark. In the analytic case, however, such a metric could be called
an R-metric, since here the complex function R (see the above commentary)
contains all information about the corresponding triple (L; f; g). Nevertheless,
in order not to complicate our notation, we shall use the term \an (L; f; g)-metric"
both in the smooth and analytic case.

Theorem 11.21. The geodesic ow of a smooth (or real-analytic) Riemannian
metric ds2 on the 2-sphere is quadratically integrable if and only if the metric ds2

is isometric to an (L; f; g)-metric with appropriate parameters L; f; g .

Proof. The proof of the fact that the geodesic ow of a (L; f; g)-metric
on the sphere admits a quadratic integral is rather simple. This integral
can be written explicitly on the torus and, then, descended to the sphere.
Let us do it.

Given an (L; f; g)-metric on the sphere, it is required to prove that its geodesic
ow possesses a non-trivial quadratic integral, which is smooth or analytic
depending on the type of the metric itself.

Lift this metric onto the covering torus and take the obtained 2-form
(f(x) + g(y))(dx2 + dy2) with the four degenerate points A;B;C;D . This form
corresponds to some geodesic ow with singularities given by the Hamiltonian

eH =
p2x + p2y

f(x) + g(y)
. However, outside the singular points A;B;C;D this is a usual

geodesic ow which possesses a quadratic integral

eF =
f(x)p2y � g(y)p2x
f(x) + g(y)

:

Evidently, this integral sustains the involution � and, consequently, can be
descended down to the sphere with four points removed. It remains to verify that
on the sphere this integral can be extended to these singular points (smoothly or
analytically respectively). But this follows immediately from local Theorem 11.8,
since the conditions imposed on the functions f and g correspond exactly
to the situation described in this theorem. The explicit form of the quadratic
integral is also indicated there.

The proof of the converse is not trivial and requires certain e�orts. Here we
shall follow the arguments by V. N. Kolokol'tsov. At the same time we shall get
the proof of Theorems 11.19 and 11.20.

The idea of the proof of Theorems 11.19, 11.20, and 11.21 is the following.
A geodesic ow with a quadratic integral uniquely determines a holomorphic
function R(z). This function, in turn, de�nes Liouville coordinates on the whole
sphere, except for those points, where R becomes zero. As was proved above,
the corresponding coordinate net (with singularities) is uniquely determined
by the function R. Moreover, according to the local theorem, the singularities
of the net can be only of two types shown in Figs. 11.4 and 11.6. It is natural
to try to draw all possible coordinate nets of this kind on the sphere. It can
be done, and it turns out that there are three possibilities. They are presented
in Fig. 11.19.
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Figure 11.19

The �rst net just coincides with the net of the standard spherical coordinates �; '
(Fig. 11.19(a)). The second net looks like the net of elliptic coordinates on the sphere
(Fig. 11.19(b)). The third one is shown in Fig. 11.19(c).

The third net is in fact impossible. The point is that in Liouville coordinates
the conformal multiplier � of the metric is presented as the sum of two functions
f and g , each of which is constant on the corresponding family of coordinate lines.
But the third net has a point (pole) which all the lines of one family enter. This leads
to the fact that the corresponding function (f or g) is constant. On the other hand,
the same net has a singular point of the second type for which none of the functions
f and g can be constant. In other words, the singularities of two di�erent types,
shown in Figs. 11.4 and 11.6, cannot occur simultaneously.

Thus, only two possibilities remain.
It follows from the local theory that in the �rst case (Fig. 11.19(a)) the geodesic

ow admits a linear integral, and the metric has the form �(dx2 + dy2), where �
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is a function which is constant on the circles of the coordinate net, i.e., � depends
on x2 + y2 only. It is just the statement of Theorem 11.19 (or Theorem 11.20),
which describes the linearly integrable geodesic ows on the sphere.

In the second case (Fig. 11.19(b)), it is easily seen that the net is the image
of the standard orthogonal coordinate net on the torus under a two-sheeted
covering {:T 2 ! S2 with four branch points. In other words, after lifting from
the sphere to the torus, the metric becomes a Liouville one. That is, in fact, what
Theorem 11.21 claims.

We now give a formally strong proof of the steps listed above.
Consider global isothermal coordinates x; y on the sphere and the corresponding

function R(z), where z = x+ iy (see Proposition 11.2).

Lemma 11.13. The function R(z) is a polynomial of degree at most 4.

Proof. Since the integral F is well-de�ned and smooth on the whole sphere,
the function R(z) and the function S(w) obtained from R(z) by transformation
z = 1=w are both holomorphic functions on the whole complex plane. At the same
time, we have shown that R and S are connected by the relation R(z)(w0)2 = S(w).

Hence the function
R(z)

z4
is bounded as z ! 1, since

R(z)

z4
tends to S(0), i.e.,

to a �nite number. Therefore, according to the well-known theorem of complex
analysis, R(z) is a polynomial, and its degree is at most 4, as was to be proved. �

Note that the function R(z) cannot vanish identically. Indeed, if R(z) � 0, then
the integral F is proportional to the Hamiltonian H at each point of the sphere, i.e.,
F = kH , where k(z) is some function on the sphere itself. Hence k(z) is an integral
of the geodesic ow and, consequently, is constant on the sphere. Then F and H
are functionally depended, which contradicts the assumptions of the theorem.

Without loss of generality we may assume that, being written in an appropriate
coordinate system, the polynomial R(z) has exactly degree 4. To check this,

it is su�cient to make a transformation w =
1

z � z0
, where z0 is chosen in such

a way that R(z0) 6= 0.
Let us list all possibilities for the roots of such a polynomial:
1) 1 + 1 + 1 + 1 ; i.e, all the roots are simple,
2) 2 + 1 + 1 ; i.e., one root is double, the other two are simple,
3) 2 + 2 ; i.e., two double roots,
4) 3 + 1 ; i.e., one root is triple, the other is simple,
5) 4 ; i.e., one root of multiplicity four.

Lemma 11.14. Only the cases 1 and 3 are possible.

Proof. The cases 4 and 5 are impossible, since, as was proved above,
the function R(z) cannot have zeros of order more than 2.

The case 2 is mixed, here there is one point of the type shown in Fig. 11.6
(second order zero) and two points of the type shown in Fig. 11.4 (�rst order zeros).
Consider two families of coordinate lines on the sphere corresponding to the given
function R(z). In a neighborhood of the second order zero these lines behave
as shown in Fig. 11.6. Therefore, one of the functions (for example, f ; recall
that � = (f + g)=jRj) has to be the same constant on the radial rays entering
this singular point. These radial rays, while moving o� from this point, must
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cover almost the whole sphere. Therefore, at some moment they will reach one
of the other singular points, namely, �rst order zeros of R. But in this case,
in a neighborhood of this point the function f becomes locally constant; this is
impossible by virtue of the local classi�cation theorem. The behavior of the lines
of both the families is shown in Fig. 11.19(c). It can be easily seen by drawing these
lines for the polynomial A2(1�z2). We can reduce a polynomial of degree 4 to such
a form in the case 2 + 1 + 1. This picture appears, of course, only for real A. If A
is a complex number, then in a neighborhood of the second order zero we shall see
the picture presented in Fig. 11.5. It is prohibited by the local theory (see above).
Lemma is proved. �

Consider the case 3 in more detail. Here we have two double roots. Using
a linear-fractional transformation, we may always assume that one of these roots
is zero, and the other is in�nity. Then the polynomial R(z) becomes A2z2

on the whole sphere. As we know from the local theory, the coe�cient A has to be
real. By repeating local arguments, we see that in the given coordinate system
on the sphere the metric have the form

f(x2 + y2)(dx2 + dy2) ;

where f(t) is a smooth function. The function
f(1=t)

t2
also must be smooth.

The point is that after the transformation w = 1=z the metric becomes

ef(jwj2) dw dw , where ef(jwj2) = f(1=jwj2)
jwj4 .

This completes the proof of the �rst part of Theorem 11.20.

We now pass to the second part of the theorem. Which of the described metrics
are isometric among themselves? This question can be reformulated as follows:
which global transformations of the sphere preserve the form of a metric, more
precisely, the form of its conformal multiplier? Consider such a transformation
of the sphere into itself: w = w(z). It must be linear-fractional, since it is
global and preserves the conformal form of the metric. Let the metric be di�erent
from the constant curvature metric. We need now to describe the transformations
w = w(z) which make the metric f(jzj2) dz dz into a metric of the same kindbf(jwj2) dw dw , where f and bf are smooth functions. We assert that, in the new
coordinate system w , the circles fjzj = constg are de�ned by the similar equation
jwj = const. To check this, we should characterize these circles intrinsically, i.e.,
independently of the choice of coordinate system. It can be easily done if we observe
that these circles are orbits of the isometry group action. This group is isomorphic
to S1 = SO(2) and uniquely de�ned (unless the metric has constant curvature).
So, the conformal transformation w = w(z) may have only the following form:
either az or a=z , where a is a constant. If we also consider the transformations
changing orientation, then two more transformations occur: az and a=z .

It remains to watch what happens to the function f(jzj2) under such transfor-
mations. By straightforward calculation we check that this function is changed just
according to the formulas indicated in Theorem 11.20. This completes the proof
of Theorem 11.20. �
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It remains to consider the case 1 + 1 + 1 + 1, i.e., when the roots of R(z)
are all simple.

We apply again a linear-fractional transformation which sends one of the roots
to in�nity. As a result, we lower the degree of the polynomial R and make it into
a cubic polynomial. Moreover, this polynomial can be always reduced to the form

R(z) = 4z3 � g2z � g3 ; where g32 � 27g23 6= 0 :

The condition g32 � 27g23 6= 0 is equivalent to the fact that all the roots of R(z)
are simple. Let us try now to �nd a holomorphic transformation z = z(w) after
which the function R(z) becomes identically equal to 1 on the whole sphere without
four points (zeros of R(z)). In other words, we want to �nd global Liouville
coordinates u; v (where w = u + iv). For this we need to solve the di�erential
equation

z0
2
= 4z3 � g2z � g3 :

The solution of such an equation is well known. It is the Weierstrass
function z = }(w) (see the formula above). Note that the parameters g2; g3 are
connected with the lattice � related to the Weierstrass function in the following way:

g2 = 60
X
!2�

0 1

!4
;

g3 = 140
X
!2�

0 1

!6
:

Without loss of generality, we assume here that the lattice is spanned on the vectors
f1 = (1; 0) and f2 = (b; L), where b 2 [0; 1) and L > 0.

The Weierstrass function is a doubly periodic (i.e., it is periodic with respect
to the lattice � ) meromorphic function on C , and, consequently, can be considered
as a meromorphic function on the torus C =� :

}:T 2 = C =� ! S2 = C :

It is well known that this mapping is a two-sheeted covering over the sphere with

four branch points 0;
1

2
f1;

1

2
f2;

1

2
(f1 + f2). The �rst branch point z = 0 goes

to in�nity under the mapping }, the others go to the roots of the polynomial R(z).
The topology of this mapping is very simple. As was already shown above, it can be
considered as factorization of the torus by the involution w ! �w (indeed, it is easy
to see that } is an even function).

Lemma 11.15. The lattice � is orthogonal, i.e., f2 = (0; L).

Proof. Clearly, in the general case, the lattice related to the Weierstrass function
(for an arbitrary cubic polynomial R(z)) may be arbitrary. However, the presence
of the Riemannian metric in our reasoning imposes some additional restrictions
to the mutual disposition of the roots and, consequently, to the lattice � itself.

To see this, we lift the Riemannian metric from the sphere onto the torus.
We obtain some quadratic form, which de�nes a Riemannian metric everywhere
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except for the branch points, where it becomes zero. On the other hand,
in coordinates w = u+ iv the lifted metric takes the form

(f(u) + g(v))(du2 + dv2) ;

where f(u) and g(v) are periodic functions. Since the function f(u) + g(v) is non-
negative on the whole plane, each of the functions f and g can be assumed to be

non-negative. Indeed, consider the functions ef = f�f
0
and eg = g+f

0
, where f

0
is

the minimum of f . It is a �nite number due to the smoothness and periodicity of f .

The function ef is obviously non-negative, so is eg . Otherwise there exists a point v
0

at which eg(v
0
) < 0, but then the sum f+g = ef+eg is negative at the point (u

0
; v

0
),

where f(u
0
) = f

0
, which contradicts the condition f + g � 0.

Thus, we assume the functions f and g both to be non-negative. Consider the set
of zeros of the sum f(u) + g(v). This set is the solution of two equations f(u) = 0,
g(v) = 0 (due to the non-negativity of both the functions). From the geometrical
point of view, the set of zeros has a very simple structure. These zeros are obtained
as intersections of two orthogonal families of straight lines: vertical and horizontal
ones. This set is illustrated in Fig. 11.20.

Figure 11.20 Figure 11.21

On the other hand, these zeros are exactly the branch points of the Weierstrass
function.

It is well known that the set of branch points of the Weierstrass function
is the lattice of its half-periods (Fig. 11.21). Thus, two pictures presented
in Figs. 11.20 and 11.21 must coincide. Clearly, this happens if and only if the lattice
of periods � is orthogonal. The lemma is proved. �

Thus, the lattice � has a basis consisting of two vectors f
1
= (1; 0) and

f
2
= (0; L) (or, in complex notation, f

1
= 1 and f

2
= iL). Besides, it follows

from the proof of the lemma that f(0) = f(1=2) = 0 and g(0) = g(L=2) = 0, and
there are no other zeros of f and g .

The evenness of functions f and g follows immediately from the fact that
the form (f(u) + g(v))(du2 + dv2) is obtained from the initial Riemannian metric
by lifting under the mapping that glues the pairs of points (u; v) and (�u;�v).

The condition (c) for f and g follows from the local theory (see Theorem 11.8).
Theorem 11.21 is proved. �
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The following useful statement about the uniqueness of a quadratic integral will
be used below to prove Theorem 11.22.

Proposition 11.8 (V. N. Kolokol'tsov [189]). Let ds2 be a metric on the sphere

with quadratically integrable geodesic ow. If this metric is di�erent from the con-

stant curvature metric, then the quadratic integral F of its geodesic ow is de�ned

uniquely up to a linear combination with the Hamiltonian.

Corollary. If the geodesic ow of a Riemannian metric ds2 on the sphere

possesses two quadratic integrals F
1

and F
2

such that F
1
, F

2
, H are linearly

independent (here H is the Hamiltonian of the geodesic ow), then ds2 is

the constant positive curvature metric.

Comment. Recall that, for non-resonant integrable Hamiltonian systems, any
integral F

2
must be functionally dependent with H and F

1
. This fact, however,

cannot be directly used to prove the above proposition. There are two reasons
for this. First, in our statement, it is said about the uniqueness up to linear
(but not functional) dependence of functions. Besides, as we shall show below,
there exist resonant quadratically integrable geodesic ows on the sphere whose
geodesics are all closed.

As before, a natural question arises: which (L; f; g)-metrics are isometric among
themselves? In other words, how ambiguous is the (L; f; g)-representation of a given
metric?

Introduce the following operations �
1=2 and  on (L; f; g)-metrics:

�
1=2(L; f(x); g(y)) = (L; f(x+ 1=2); g(y)) ;

 (L; f(x); g(y)) = (1=L; L2g(Lx); L2f(Ly) :

Each of these operations is an involution. However, they do not commute, but
generate the dihedral group.

Theorem 11.22 (V. S. Matveev). Let (L; f; g)-metric and (bL; bf; bg)-metric be

both di�erent from the constant curvature metric on the sphere. Then they are

isometric if and only if they can be transformed to each other by the compositions

of the transformations �
1=2 and  .

Proof. The statement will be proved if we give the answer to the following ques-
tion. Given a Riemannian metric on the sphere whose geodesic ow is quadratically
integrable, how many di�erent ways exist to represent it as an (L; f; g)-metric? This
means that we must �nd all the coverings { of the sphere by the torus branched
at four points such that there exist coordinates u and v on the torus in terms
of which the lifted metric on the torus (with four degenerate points) has the form
(f(u) + g(v))(du2 + dv2)?

If such a covering is given and �xed, then the triple (L; f; g) is uniquely de�ned.
Thus the non-uniqueness of an (L; f; g)-representation is reduced to the ambiguity
of the covering { and that of the choice of Liouville coordinates u; v on the torus.
However, no ambiguity of the choice of { exists. The point is that the branched
two-sheeted covering over the sphere with four branch points is unique from
the topological point of view. Namely, any two such coverings with �xed branch
points on the sphere are topologically equivalent in the sense that they are
transferred one onto the other by a homeomorphism of the torus. Moreover, taking
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into account that at branch points such a covering looks like raising to the second
power w = z2 , it is easy to see that such coverings are equivalent in the smooth
sense, i.e., the above homeomorphism of the torus is actually a di�eomorphism.
It remains to explain why the branch points can be considered as �xed, i.e.,
uniquely de�ned for a given metric. According to Proposition 11.8, the quadratic
integral is uniquely de�ned. But the branch points are just those points where
the integral (as a quadratic form on the tangent plane to the sphere) is proportional
to the Hamiltonian. Therefore, if the Hamiltonian (or the metric) is �xed, then
the branch points are uniquely de�ned.

Thus, the ambiguity of an (L; f; g)-representation takes place just because
of the non-uniqueness of global Liouville coordinates on the covering torus, and
our problem is reduced to the case of the torus. In Theorem 11.14, when we
studied this case, we indicated four operations �; �; ; � acting on the set of possible
(L; f; g; k=m)-representations. It remains to select only those of them which
correspond to the situation in question.

The �rst operation has the form �b and is just the shift of argument of f
by an arbitrary real number b. In other words, in the torus case we could change
the origin for x. But in our case, there is the additional condition on f , namely,
f(0) = 0. Therefore, we can shift the origin only by b equal to the distance
up to the next zero of f , that is, b = 1=2. Thus, the �rst operation � has exactly
the form announced in Theorem 11.22.

The next operation � is not interesting for us: it acts trivially, since g is an even
function.

The operation  corresponds exactly to the operation  described in Theo-
rem 11.22. It interchanges the coordinates u and v .

The operation � was connected with the non-uniqueness of the decomposition
of f(u) + g(v) into the sum of f(u) + c and g(v) � c. But in our case, there is no
ambiguity (see above), since there is one more additional condition: the minimum
of f (as well as the minimum of g) is zero. Therefore, in our case, f(u) + g(v)
is uniquely represented as the sum of f(u) and g(v). This completes the proof
of Theorem 11.22. �

This theorem can be also proved in another way.
We have explained above the method to reduce a given Riemannian met-

ric on the sphere with quadratically integrable geodesic ow to the form of
an (L; f; g)-metric. This method is not quite uniquely de�ned. Namely, the choice
of the integral was ambiguous (we might take any linear combination with
the Hamiltonian), consequently, the function R(z) was not uniquely de�ned
(only up to a real factor). Besides, we sent to in�nity one of the four roots
of R(z). There was no arbitrariness in the rest. How does this ambiguity
a�ect the (L; f; g)-representation of a given metric? It is easy to check that
multiplying R(z) by �1 leads to the permutation of coordinates u and v
in the (L; f; g)-model, i.e., just to the transformation  (see above). The ambiguity
in the choice of a root to be sent to in�nity leads to the translation of � by one
of three following vectors: (1=2; 0), (0; L=2), (1=2; L=2). The �rst translation can
be simulated by the operation �

1=2 , the other two can be realized by combinations

of operations � and  . Namely, the translation by (0; L=2) is the composition
 � �

1=2 �  , and the translation by (1=2; L=2) corresponds to  � �
1=2 �  � �1=2 .
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Corollary. The set of all linearly (quadratically) integrable geodesic ows

on the sphere is arcwise connected. In other words, for any two metric of this kind

G
1
and G

2
there exists a deformation of the metric G

1
in the class of metrics

with linearly (resp. quadratically) integrable geodesic ows such that, as a result,

we obtain a metric which is isometric to G
2
.

Proof. According to Theorem 11.21 all metrics with quadratically integrable
geodesic ows are coded up to isometry by three parameters (L; f; g). It is clear that
the space of parameters is arcwise connected. The metrics with linearly integrable
geodesic ows are coded by one parameter f . This space is evidently also arcwise
connected. Moreover, any metric whose geodesic ow is quadratically integrable
can be smoothly deformed into the standard metric induced on the triaxial ellipsoid
(with preserving the quadratic integrability). On the other hand, any metric whose
geodesic ow is linearly integrable can be deformed into the metric on the ellipsoid
of revolution (with preserving the linear integrability). It is clear that by deforming
the triaxial ellipsoid (in the class of all ellipsoids) into the ellipsoid of revolution,
we connect the metrics on them without losing the integrability. Thus, the set
of metrics with quadratically and linearly integrable geodesic ows is also arcwise
connected. �

Remark. In the case of the torus the analogous statement is not true.
The point is that for the torus one of the parameters, which determine metrics
with quadratically integrable geodesic ows, is discrete and cannot be changed
by a continuous deformation.

11.5.4. The Projective Plane

The classi�cation of linearly and quadratically integrable geodesic ows on
the projective plane was obtained by V. S. Matveev [224].

First we describe the class of metrics on RP 2 whose geodesic ows admit a linear
integral. Consider RP 2 as a quotient space S2=Z

2
, where the sphere S2 is presented

as the extended complex plane C = C + f1g with the involution �(z) = �1=z.
It is clear that this involution has no �xed points on the sphere and changes
orientation, so C =� = RP 2 . We now take the following metric on the sphere S2 = C :

ds2 = f(jzj2) dz dz ;

where f(t) is a smooth positive function on the semi-axis [0;1) satisfying

an additional property f(t) =
f(1=t)

t2
. This in fact means that the above metric is

invariant under � and, consequently, determines a metric on the projective plane.

De�nition 11.8. The metrics of this kind on the projective plane are called
f -metrics.

Theorem 11.23 (V. S. Matveev).
a) The geodesic ow of a Riemannian metric ds2 on RP 2 is linearly integrable

if and only if ds2 is isometric to an f -metric.

b) Two such metrics, i.e., an f -metric and an bf -metric, are isometric

if and only if the functions f and bf coincide identically.
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Proof. The above f -metrics are indeed linearly integrable. The linear integral
on the sphere can be presented (see above) as the vector �eld @=@', where ' is
the standard angle coordinate (longitude) on the sphere.

It is seen that this �eld is invariant with respect to the involution � and,
therefore, can be considered as a well-de�ned vector �eld on RP 2 . As a result,
we obtain a linear integral of the f -metric on RP 2 .

Conversely, let us be given a smooth metric on RP 2 whose geodesic ow
is linearly integrable. By lifting it to the sphere, we obtain a smooth metric
on the sphere with the same property. The structure of such metrics is completely
described by Theorem 11.20. That is, there exists a global conformal coordinate
z = x+ iy such that the metric has the form f(x2 + y2)(dx2 + dy2). We now need
to understand how the involution is arranged in terms of these coordinates.

It must preserve the above metric and, in particular, the form of its conformal
factor. But all such transformations have been described in Theorem 11.20. They
must have one of the following forms: z ! az , z ! az , z ! a=z , z ! a=z . But
since we are interested only in orientation-reversing involutions without �xed points,
it follows that the only admissible involution is �(z) = �a=z , where a > 0 is a real
constant. If a 6= 1, then we make the coordinate change z = a1=2w . As a result,
the involution �(z) = �a=z turns into the involution �(w) = �1=w. The desired
additional property of the function f follows then from the fact that f is preserved
under this involution. This completes the proof of the �rst statement (a).

Let us prove statement (b). Suppose we are given an f -metric and an bf -metric
on RP 2 , and they are isometric. By lifting them onto the covering sphere,
we obtain two isometric metrics with linearly integrable geodesic ows. According

to Theorem 11.20, two such metrics corresponding to the functions f and bf are
isometric if and only if

either f(t=�) = � bf(t) or
f(�=t)

t2
=
bf(t)
�

for some positive number �. Consider the �rst case. Then f and bf must satisfy
the following relations:

f(t=�) = � bf(t) ; f(t) =
f(1=t)

t2
; bf(t) = bf(1=t)

t2
:

But these three conditions imply one more property of the function f (the analogous

property is, of course, ful�lled also for bf ):
�2f(t) = f(t=�2) :

This is possible if and only if � = 1. But then the �rst of the above conditions

f(t=�) = � bf(t) becomes the identity f = bf , as required.
The second case

f(�=t)

t2
=

bf(t)
�

can be studied analogously. It is reduced

to the �rst one, because of the additional relation
f(1=t)

t2
= f(t). These two

relations imply that f(t=�) = � bf(t). This case has already been examined. Thus,

we obtain again f = bf . This completes the proof of the second statement (b). �
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Remark. In fact, the proof is based on a simple fact which explains why,

in the case of the sphere, the functions f and bf may be di�erent, whereas in the case
of RP 2 they must coincide. The point is that here we have an additional condition:
the involution must have the form �(z) = �1=z . This condition uniquely determines
that coordinate system in terms of which we write the metric in conformal form.
No possibilities for its deformation by means of dilatation remain.

We now describe quadratically integrable geodesic ows on RP 2 . In Sec-
tion 11.5.3 we presented the sphere as the quotient space of the torus by an involu-
tion � and introduced a class of (L; f; g)-metrics as

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f and g satisfy conditions (a), (b) (c) (see above). Now we present RP 2

as a quotient space of the sphere by de�ning an involution � on it, namely

�((x; y); (�x;�y)) = ((�x+ 1=2; y + L=2); (x� 1=2;�y� L=2)) :

Here a point of the sphere is understood as a pair of equivalent points on the torus.
It is easy to see that � has no �xed points on the sphere and changes orientation.
This involution, however, can be lifted up to an involution on the covering torus
which commutes with � . Clearly, S2=� ' RP 2 . Select those metrics from the set
of (L; f; g)-metrics which are invariant under the involution � . This is equivalent
to the relation

f(x) + g(y) = f(1=2� x) + g(L=2 + y) :

Hence f(x) = f(1=2�x) and g(y) = g(L=2+ y). Taking into account the evenness
of f , one gets f(x) = f(x � 1=2). Thus, the condition that an (L; f; g)-metric is
� -invariant exactly means that f and g have periods 1=2 and L=2 respectively.

Remark. In the analytic case, the periodicity condition for f (with period 1=2)
and g (with period L=2) is automatically ful�lled. We already indicated this
property while discussing condition (c) for the sphere. Therefore, in the analytic
case, no additional conditions on f and g appear. In particular, if the geodesic
ow on the sphere is analytic and quadratically integrable, then the metric admits
an isometry � :S2 ! S2 which is an involution without �xed points.

De�nition 11.9. A Riemannian metric on the projective plane is called
an (L; f; g)-metric if, after being lifted to the sphere, it becomes an (L; f; g)-metric
on the sphere.

Theorem 11.24 (V. S. Matveev).
a) The geodesic ow of a Riemannian metric ds2 on the projective plane is

quadratically integrable if and only if ds2 is isometric to an (L; f; g)-metric on RP 2

for appropriate parameters L; f; g .

b) Two such metrics, i.e., an (L; f; g)-metric and an (bL; bf; bg)-metric, are

isometric if and only if

either bL = L ; bf = f ; bg = g

or bL = 1=L ; bf(x) = L2g(Lx) ; bg(y) = L2f(Ly) :
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Proof. We begin with the �rst statement (a). Let ds2 be a Riemannian
metric on RP 2 whose geodesic ow admits a quadratic integral. By lifting ds2

from RP 2 onto the covering sphere, we obtain a metric on the sphere, whose geodesic
ow is quadratically integrable. The degree of the integral cannot be reduced,
since otherwise it would turn into the linear integral @=@'. But this integral is
preserved by the involution � , and, consequently, the initial integral would be
reduced to a liner one, but it is not the case.

We have already described the metrics which admit quadratic integrals
on the sphere. They are represented as (L; f; g)-metrics with some additional
assumptions on the functions f and g . We need to show that the involution � 0

on the torus covering the sphere has exactly the same form as was indicated above,
namely

� 0(x; y) = (1=2� x; L=2 + y) :

Such a form of the involution follows from the fact that � must satisfy
three conditions at the same time. The �rst one is that it reverses orientation.
The second is that it has no �xed points. The third is that it preserves
the metric and, in particular, its (L; f; g)-representation. Therefore, the explicit
form of the involution can easily be obtained from Theorem 11.22.

The periodicity of f and g , with periods 1=2 and L=2 respectively, follows from
the fact that the (L; f; g)-metric is � -invariant.

We now prove statement (b). Let an (L; f; g)-metric and an (bL; bf; bg)-metric
be isometric on RP 2 . Then the corresponding metrics obtained by lifting onto
the covering sphere are also isometric. But on the sphere, such metrics can
be obtained one from the other by the operations of two types: �

1=2 and 

(Theorem 11.22). The �rst of them, i.e., the operation �
1=2 , becomes trivial

in our case, since f is periodic exactly with period 1=2. The only remaining
operation is  , as statement (b) claims. �

Copyright 2004 by CRC Press LL



Chapter 12

Liouville Classi�cation

of Integrable Geodesic Flows

on Two-Dimensional Surfaces

In this chapter, we discuss the results by E. N. Selivanova [311], V. V. Kalash-
nikov (Jr.) [175], Nguyen Tien Zung, L. S. Polyakova [263], [264], V. S. Matveev [224]
devoted to the topology of Liouville foliations of integrable geodesic ows on
two-dimensional surfaces. We begin with the simplest case of global Liouville
metrics on the two-dimensional torus, where the structure of the Liouville fo-
liation, on the one hand, is the most natural and, on the other hand, serves
a good model for the description of all other cases. As we shall see shortly,
integrable geodesic ows on a two-dimensional surface are similar in many
respects. However, each class of such geodesic ows is distinguished among
the others by some speci�c properties of Liouville foliations. Following the general
idea of our book, we shall formulate the �nal answer in terms of marked
molecules.

12.1. THE TORUS

Consider a Riemannian metric ds2 with linearly or quadratically integrable geodesic
ow on the two-dimensional torus T 2 . First of all, we want to �nd out under
which conditions the singularities of the corresponding Liouville foliation are
non-degenerate or, which is the same, when the integral of the geodesic ow is
a Bott function on the isoenergy surface.

For the sake of simplicity, we consider a global Liouville metric. This means that
there exist global periodic coordinates (x; y) (with periods 1 and L, respectively)
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in which the metric takes the form

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f(x) and g(y) are smooth strictly positive periodic functions with periods
1 and L respectively.

The Hamiltonian of the geodesic ow related to the metric ds2 is

H =
p2x + p2y

f(x) + g(y)
;

where (x; y; px; py) are the standard coordinates on the cotangent bundle T �T 2 ,
and the quadratic integral is given by

F (x; y; px; py) =
g(y)p2x � f(x)p2y
f(x) + g(y)

:

If one of the functions f and g is constant, then the geodesic ow possesses
a linear integral (F = px or F = py respectively).

Proposition 12.1. The integral F is a Bott function on the isoenergy surface

Q3 = fH = constg if and only if each of the functions f(x) and g(y) is either

a Morse function or a constant.

Proof. First suppose that neither f nor g are constant. If we �x the energy
level fH = hg, then we obtain the isoenergy surface Q3

h which is di�eomorphic
to the three-dimensional torus T 3 . As local coordinates on Q3

h , we can choose
either (x; y; px) or (x; y; py). Restricting the integral F to the isoenergy surface,
we obtain either the function

F jQ = p2x � f(x)

in terms of coordinates (x; y; px) or the function

F jQ = �p2y + g(y)

in terms of coordinates (x; y; py).

Therefore, the critical points of F jQ are exactly those of the form

( x is a critical point of f(x); y is arbitrary; px = 0 )

or

( x is arbitrary; y is a critical point of g(y); py = 0 ) :

It is easy to see from this that the singularities of the integral F on Q are of Bott
type if and only if f and g are Morse functions.

Consider now the case when one of the functions, say f(x), is constant. Without
loss of generality we shall assume that f(x) � 0. In this case, the linear integral F
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has the form px . After restricting F onto the isoenergy surface Q3 = fH = 1g,
we obtain

F jQ = px in terms of coordinates (x; y; px);

or

F jQ = �
q
g(y)� p2y in terms of coordinates (x; y; py):

The point is that p2x + p2y = g(y) on Q3 .
In this case, the critical points of the linear integral F are evidently the points

(x; y; py) such that

( x is arbitrary; y is a critical point of g(y); py = 0 ) :

Such a point is non-degenerate for the integral F on Q if and only if y is a non-
degenerate critical point for the function g(y).

Finally, in the exceptional case, when both the functions f and g are constant,
we obtain a at metric. It is easy to see that the set of critical points of any
its linear integral F (restricted on Q3) is the disjoint union of two non-degenerate
critical two-dimensional tori which, however, cease to be critical after replacing F
by another linear integral. As a result, the Liouville foliation represents the trivial
T 2 -�bration without singularities over a circle. �

Remark. If only one of the functions f and g is constant, then we obtain
a linearly integrable geodesic ow. If f and g are both constant, then the metric ds2

is at (its geodesic ow is clearly linearly integrable). It is easy to check that, in this
case, the linear integral has two non-degenerate critical submanifolds, each of which
is di�eomorphic to a torus.

Remark. The statement remains valid for arbitrary linearly and quadratically
integrable geodesic ows on the torus. Recall that the only di�erence from
the simplest case is that the basis of the lattice � related to the torus T 2 is distorted
with respect to the Liouville coordinate system (x; y).

Let us give the formal construction of the molecule W in the case of a global
Liouville metric, assuming that both f and g are Morse functions.

It is clear that the topology of the Liouville foliation is completely determined
by these functions. We begin with assigning to each of them some model foliation
into two-dimensional tori, from which we shall then glue the global Liouville foliation
on the whole isoenergy surface.

Consider the isoenergy surface Q3 = fH = 1g, which is, from the topological
point of view, the trivial S1 -�bration over the torus T 2 . Its �ber is a circle
which lies in the cotangent plane. Then, as a local coordinate on the �ber,
we can take either px or py . As a result, local coordinates on Q3 can be
either (x; y; px) or (x; y; py). It is easy to check that the integral F written in these
coordinates takes one of the following forms:

F jQ = p2x � f(x) in coordinates (x; y; px);

F jQ = �p2y + g(y) in coordinates (x; y; py):
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Take, for de�niteness, the second case: F = �p2y+g(y). Consider F as a function
on the at annulus, where y and py are thought as the angle and radial coordinates
on it (see Fig. 12.1). We shall assume that the middle circle of the annulus

Figure 12.1

corresponds to py = 0. As a result, the graph of the function �p2y + g(y) can be
interpreted as a mountain relief on the annulus whose critical points are exactly
critical points of F (see Fig. 12.2(a)). It can also be described as follows. Take
the graph of the function g(y) on the segment [0; L] and make it into a linear
mountain relief as illustrated in Fig. 12.2(b). After this, we should bend this segment
into a circle. The linear relief is transformed as a result into an annulus mountain
relief, i.e., given on the annulus (see Fig. 12.2(a)).

Figure 12.2

Note that we are interested only in the domain that corresponds to positive
values of F , i.e., is located above the \sea-level". In other words, we consider
an annulus of variable width P = fg(y)� p2y � 0g.

The level lines of the mountain relief (i.e., of the function F = �p2y + g(y))
determine a foliation with Morse singularities on P , which is described by a certain
molecule W (g) with two free edges related to the boundary of the annulus. Let us
now consider the direct product of this one-dimensional foliation by a circle.
As a result, we obtain a Liouville foliation on the three-dimensional manifold P�S1 ,
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which would be naturally called a direct product type foliation. The corresponding
molecule obviously coincides with molecule W (g) related to the Morse function of
two variables F = �p2y + g(y).

Suppose that all the critical circles of this Liouville foliation have the same
orientation. Then the corresponding marks r and " on the edges of the molecules
can be easily described: all the "-marks equal 1; all r-marks on the edges between
saddle atoms equal in�nity, and those between saddle atoms and atoms A equal
zero. Thus, starting from the function g , we have constructed a Liouville foliation
of direct product type and completely described the corresponding molecule with
marks.

In the same way, we deal with the function f(x). As a result, we obtain, generally
speaking, another molecule W (f), but again with two free ends.

The structure of molecules W (f) and W (g) can be described in greater detail.
Let us describe, for example, the construction of W (f). Take the graph of f(x)
on the segment [0; 1], and consider the domain U that lies beneath the graph and
is bounded from below by the axis Ox. Let us foliate it by horizontal segments,
that is, by lines ff = constg (see Fig. 12.3). Each such segment ff = constg \ U
corresponds to a connected component of a level line of the function p2x � f(x)
on the annulus. The only exception is the family of horizontal segments located
below the global minimum of f(x). Let us note that such segments always exist,
since f and g are both positive and, therefore, their global minima are strictly
greater than zero. Every such level-segment ff = cg is related to two di�erent
connected components of the level line fp2x � f(x) = �cg on the annulus.

Figure 12.3

Next we shrink each of the above segments into a point. To each of the segments
located below the global minimum of f(x), we assign not one, but two points.
It is clear that the domain U as a result turns into a graph which coincides with
the Reeb graph of the function p2x�f(x) given on the annulus (see Fig. 12.3). This
graph is obviously a tree.

The interior vertices of the graph correspond to local minima of f(x) considered
as a function on the circle, and its end-vertices correspond to the local maxima.
To each vertex, we now put a certain atom. Namely, the end-vertices of the graph are
replaced with atoms A. The interior vertices (except for that related to the global
minimum of the function f ) correspond to atoms of type Vk . Here Vk is a planar
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atom illustrated in Fig. 12.4, and k denotes the number of its vertices which
coincides with the number of local minima of f that lie on the same horizontal
segment ff = constg \ U . The planar atom Pm , which is assigned to the global
minimum of f , has the form shown in Fig. 12.5; here m is the number of local
minimum points of f (there may be several of them). In Fig. 12.3, as an example,
we show the moleculeW (f) for the function f whose graph is illustrated on the same
�gure. Note that each of the graphs W (f) and W (g) is a tree.

Figure 12.4 Figure 12.5

We now construct a new molecule W by taking two copies of W (f) and two
copies of W (g) and gluing their free ends crosswise as shown in Fig. 12.6(a).

Figure 12.6 Figure 12.7

In the simplest case, when each of the functions f and g has exactly one
minimum and one maximum, the complete molecule W is of the form shown
in Fig. 12.7. Here the atom P

1
coincides with the atom B .

In the case of linearly integrable geodesic ows on the torus, we proceed as fol-
lows. For de�niteness, assume that f(x) is identically zero. Then the corresponding
molecule W (f) can be thought as trivial, i.e., consisting just of a segment with
two free ends (without any atoms). After this, the procedure is repeated, and
the construction of W is reduced to gluing two copies of W (g) between themselves.
It is clear that W will have the form illustrated in Fig. 12.6(b).
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Theorem 12.1 (E. N. Selivanova).
a) Let the metric ds2 on the torus T 2 be a global Liouville one (i.e., let ds2 be

an (L; f; g; 0)-metric in the notation of Chapter 11). Then the marked molecule W �

corresponding to its geodesic ow has the form shown in Fig. 12.6(a), and the marks

are given in the following way. The four edges a; b; c; d, as well as all the edges

incident to atoms A, have the mark r equal to zero. The other edges have the mark

r =1. All the marks nk are equal to zero; and all the marks "i are equal to 1.
b) Let the geodesic ow of a Riemannian metric ds2 on the torus T 2 be linearly

integrable (i.e., let ds2 be an (g; t; L)-metric in the notation of Chapter 11). Then
the marked molecule W � corresponding to its geodesic ow has the form shown

in Fig. 12.6(b), and the marks are given in the following way. All the edges that

do not contain atoms A have the mark r = 1. The other edges (i.e., incident

to atoms A) have the mark r = 0. The only family has the mark n equal to zero.

The marks " on the edges a and b are equal to �1; on the other edges " = +1.

A similar statement holds in the remaining case of �nite-sheeted Liouville
metrics. From the point of view of the molecule, only the marks on the edges
a; b; c; d are changed.

Theorem 12.2 (V. V. Kalashnikov (Jr.)). Let ds2 be a �nite-sheeted Liouville

metric on the torus (i.e., an (L; f; g; k=m)-metric with k 6= 0 in the notation

of Chapter 11). Then the marked molecule W � corresponding to its geodesic ow

has the form shown in Fig. 12.8, and the marks are given in the following way.

All the edges that contain an atom A are endowed with the r-mark equal to zero.

The edges b; c are endowed with the r-mark equal to k=m, and the edges a; d are

endowed with the r-mark equal to �k=m. All the other edges have the mark r =1.

The marks nk are equal to �1; and the marks "i are equal to 1.

Figure 12.8

Theorems 12.1, 12.2 give, as a result, the complete Liouville classi�cation of all
quadratically and linearly integrable geodesic ows on the two-dimensional torus.

Proof (of Theorem 12.1). We begin with the case of a quadratically integrable
geodesic ow. Consider the 3-manifold Q = fH = 1g. It is di�eomorphic to
the three-dimensional torus and has the natural structure of a trivial S1 -�bration
over T 2 . Consider the level surface fF = 0g in Q. It is easily checked that all
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the critical points of F jQ are located out of the level fF = 0g. Therefore, fF = 0g
is non-singular and hence consists of several regular Liouville tori. The number
of these tori is 4 and they are given by the following explicit expressions:

T 2

a =
�
px = +

p
f(x); py = +

p
g(y)

	
;

T 2

b =
�
px = +

p
f(x); py = �

p
g(y)

	
;

T 2

c =
�
px = �

p
f(x); py = +

p
g(y)

	
;

T 2

d =
�
px = �

p
f(x); py = �

p
g(y)

	
:

Each of these tori is di�eomorphically projected onto the base T 2 , since
the values of px and py for any point (x; y) 2 T 2 can be uniquely reconstructed
from the above formulas. It is convenient to picture the level lines of the integral
F (x; y; px; py) in each tangent plane of the torus (Fig. 12.9). It is seen from
the explicit formula for F that the zero level line is a pair of intersecting straight
lines, and any other level is a hyperbola. The four tori that compose the zero
level surface of F are presented in Fig. 12.9 as four points denoted by a; b; c; d
on the circle fH = 1g (that lies in the (co)tangent plane). We preserve the same
notation for the corresponding edges of the molecule to which these tori belong.

Figure 12.9 Figure 12.10 Figure 12.11

The four tori T 2

a ; T
2

b ; T
2

c ; T
2

d divide the manifold Q into four connected pieces
QI ; QII ; QIII ; QIV (Fig. 12.10) that correspond to the four arcs of the circle
fH = 1g into which it is divided by points a; b; c; d. Each of these pieces has a very
simple structure being the direct product of a torus by a segment. The boundary
of each of them consists of two tori. The corresponding mutual gluing operations
are illustrated in Fig. 12.11. The rule of gluing is extracted from Fig. 12.10.

Each of pieces QI , QII , QIII , QIV is foliated into Liouville tori. Note that
the Liouville foliations on QI and QII have the same structure. Indeed, to see this,
one only needs to consider the di�eomorphism

(x; y; px; py)! (x; y;�px;�py) ;
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which sends one foliation into the other. This di�eomorphism just changes
the direction of every geodesic. The same statement is also valid for QIII and QIV .
We now look at the Liouville foliation on each piece, for instance, QI . It is seen
from Fig. 12.10 that (x; y; py) can be taken as global coordinates on this 3-manifold.

Then the integral F on QI becomes F = �p2y + g(y). Since the coordinate x
does not take part in the explicit expression for F , the foliation into Liouville tori
that appears on QI is of direct product type and is determined by the moleculeW (g)
described above.

Using an analogous argument, we see that the same molecule W (g) corresponds
to the piece QII , and two copies of W (f) correspond to QIII and QIV . Thus,
we have proved that the molecule W is glued from two copies of W (f) and two
copies of W (g) as shown in Fig. 12.6. Therefore, W (without marks yet) has
the desired form.

The next step is computing the marks of the molecule. We begin with the pieces
QI , QII , QIII , QIV , that is, with the molecules W (f), W (g). The statement
about r-marks assigned to their interior edges follows immediately from the fact
that the Liouville foliation has the direct product type. The condition " = 1
is equivalent to the fact that all critical circles of the foliations have the same
orientation. To show this, in the case QI , one needs to check that the derivative
of the angle coordinate x along the ow sgradH has always the same sign. This
derivative is easily computed:

dx(t)

dt
=

@H

@px
=

2px
f(x) + g(y)

:

It remains to notice that the value of px is positive everywhere in QI .
Turn to the edges a; b; c; d of the molecule W . To compute the related marks,

we should write down gluing matrices with respect to some admissible coordinate
systems on the tori T 2

a ; T
2

b ; T
2

c ; T
2

d . Let us describe these admissible coordinate
systems. Consider, for example, the piece QI . It has the type of direct product
PI � S1 . Here S1 -�bers are given by the relations py = const, y = const,
x = t; and PI is an annulus which can be realized as the global section PI � QI

given by the equation x = 0. According to the de�nition, in the capacity of
the �rst basis cycle on the boundary tori T 2

a and T 2

b of QI we should take
the S1 -�ber, and in the capacity of the second cycle we should take the boundary
of the section PI (taking into account the orientation). It is easy to see that these
cycles are obtained by lifting the standard basis cycles � = fy = const; x = tg
and � = fx = const; y = tg from the torus T 2 (recall that T 2

a and T 2

b are
di�eomorphically projected to T 2). Thus, on T 2

a and T 2

b , admissible coordinate
systems are given by the pairs of cycles (�; �) and (�;��), respectively. Changing
the sign for the second basis cycle is dictated by the standard rule of orientation
for @PI . In a similar way, we can introduce admissible coordinate systems
on the boundary tori of the remaining pieces and check that the gluing matrices
on the edges a; b; c; d have the form �

0 1
1 0

�
:

Hence all the r-marks on these edges equal zero, and the "-marks equal 1.
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It is easy to see that the moleculeW has four families related exactly to the pieces
QI , QII , QIII , QIV (speaking more precisely, in order to obtain families from
these pieces, we should remove out of them the solid tori that are neighborhoods
of stable closed geodesics, i.e., all the atoms A in our terms). The marks n
corresponding to these families equal zero. To check this, we may, for example,
write down the gluing matrices on all edges of the molecule. It can be easily done
by considering admissible coordinate system on each edge, related to the global
sections PI , PII , PIII , PIV . As a result, all gluing matrices between saddle atoms
become �

1 0
0 �1

�
;

and, on the edges connecting saddle atoms with atoms A, gluing matrices are

�
0 1
1 0

�
:

It remains to apply the formula from the de�nition of the n-mark.
In fact, we can manage without any computations if we take into account

the topological meaning of n as an obstruction to extending the section. The con-
dition n = 0, for example, for the family QI , actually means that one can �nd
a global section of the S1 -�bration on QI spanned on the cycles � and �� that lie
on the boundary tori Ta and Tb . But this is evident: such a section is the annulus
PI = fx = 0g � QI .

The �rst part of Theorem 12.1 is proved.

Now turn to the case of a linear integral. Consider the metric

ds2 = g(y)(dx2 + dy2) ;

where x and y are standard angle coordinates on the torus, x 2 [0; 1], y 2 [0; L];
and suppose that the torus is obtained from the plane R

2 (x; y) by factorization
with respect to the lattice generated by vectors f

1
= (1; 0) and f

2
= (0; L). Recall

that g(y) is an L-periodic function.
The Hamiltonian H and integral F take the form

H =
p2x + p2y
g(y)

; F = px :

The main di�erence from the quadratic case is that the zero level line fF = 0g
turns here into a straight line in each cotangent plane (px; py) (instead of two
intersecting lines in the quadratic case). In other words, two (of four) arcs
of the circle are shrunk into a point. As a result, Fig. 12.9 turns into Fig. 12.12.
Therefore, two lower pieces QIII and QIV disappear (turn into a Liouville torus).
In terms of the molecule W , this means that the subgraphs W (f) disappear
(see Fig. 12.13).
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Figure 12.12 Figure 12.13

The pieces QI and QII are determined in Q by conditions

QI = fpx � 0g ; QII = fpx � 0g :

(see Fig. 12.12). They border on themselves along two Liouville tori, which
we denote by Ta; Tb . Namely,

T 2

a =
�
px = 0; py = +

p
g(y)

	
; T 2

b =
�
px = 0; py = �

p
g(y)

	
:

The structure of the Liouville foliation on QI and QII is the same as in the case
of a quadratic integral. The argument is completely the same as above.

Thus, we have described the molecule W in the case of a linear integral.
It is illustrated in Fig. 12.6(b). Turn to computing the marks.

On the subgraph W (g), all the marks remain the same as in the quadratic case,
and admissible coordinate systems on Liouville tori are constructed just in the same
way (see Fig. 12.13). The only di�erence occurs for the gluing matrices on the edges
a and b. They now take the form �

�1 0
0 1

�
:

Therefore, the mark r is equal to 1, and " is �1 on both the edges. Since
a and b carry the in�nite r-mark, in this case there is only one family, which
coincides with the whole molecule W except for the atoms A. The mark n is
easily computed by using the above frame, i.e., the collection of all gluing matrices
assigned to the edges of the molecule. It equals zero.

However, we should also consider the case of distorted lattices generated
by vectors f

1
= (1; 0) and f

2
= (t; L), where t 2 [0; 1]. The corresponding metrics

were called (g; t; L)-metrics. For t = 0, we obtain the situation just examined.
In the case of distorted lattices, all the above arguments can be applied without

changing. The point is that a (g; t; L)-metric depends on the real parameter t
continuously. At the same time, neither the Hamiltonian H nor linear integral F
depends on t. On the other hand, the marked molecule W � is a discrete object.
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Therefore, under continuous change of the parameter t, the molecule W � cannot
be changed. Hence the marked molecule of the integrable geodesic ow related
to the (g; t; L)-metric has to coincide with that related to the (g; 0; L)-metric (which
is obtained from (g; t; L)-metric as t tends to zero).

Theorem 12.1 is completely proved. �

Proof (of Theorem 12.2). Let us say a few words about the proof of
Theorem 12.2. Let ds2 be a �nite-sheeted Liouville metric on the torus T 2 . As we
already know, this metric admits the following description. Consider the metric

ds2 = (f(x) + g(y))(dx2 + dy2) ;

on the plane R
2 (x; y), where f(x) and g(y) are smooth periodic functions with

periods 1 and L respectively. Then the torus T 2 is considered as the quotient
space R2=� for the lattice � generated by vectors e

1
= (m; 0), e

2
= (k; L), where

m and k are relatively prime natural numbers.
Since the metric is invariant under translation by elements of the lattice,

it induces a metric ds2 on the torus T 2 (such a metric was called above
an (L; f; g; k=m)-metric).

To describe the topology of the corresponding Liouville foliation, it will be
convenient to use Theorem 11.12, according to which there exists a canonical

covering �: (T 2; ds2) ! ( eT 2; des2) such that ds2 = ��(des2) and des2 is a global

Liouville metric on the torus eT 2 . In our case, the torus eT 2 is taken as the quotient

space R2 (x; y) with respect to the lattice e� generated by ee
1
= (1; 0) and ee

2
= (0; L).

The metric des2 on the torus eT 2 is induced in a natural way by the periodic metric
on the plane.

The covering �:T 2 ! eT 2 induces a natural covering of isoenergy 3-surfaces

Q ! eQ, which obviously sends the leaves of one Liouville foliation to those
of the other, i.e., is a �ber mapping. This covering has a very simple structure.

The isoenergy 3-surfaces Q and eQ, respectively, can be presented as

Q = T 2 � S1 ; eQ = eT 2 � S1 :

The covering �:Q ! eQ preserves this decomposition. In other words, on the �rst
factor it coincides with the initial covering, on the other one (i.e., on the circle) it
can be thought as the identity mapping.

Let us examine the structure of the covering �:Q! eQ.

Recall that the structure of the Liouville foliation on eQ is completely de-

termined by Theorem 12.1. The manifold eQ is divided into four connected

pieces eQI ; eQII ; eQIII ; eQIV . It is easy to see that we get a similar picture
inside Q. This means that Q is divided by the level fF = 0g into four
connected pieces QI ; QII ; QIII ; QIV , each of which covers the corresponding 3-pieceeQI ,

eQII ,
eQIII , or

eQIV .

Consider the covering �:QI ! eQI . We have already shown (see the proof

of Theorem 12.1) that eQI = eP 2

I � S1 , i.e., is of direct product type. It is not hard
to see that QI has the similar structure, i.e., QI = P 2

I �S1 . However, in this case,
it is more convenient to de�ne the section P 2

I by the equation x� ky = 0.
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It is easy to check that the covering �:QI ! eQI is compatible with the direct
product structure. Namely, � is a di�eomorphism on the �rst factor:

�:P 2
I ! eP 2

I ;

and it is the m-multiple winding mapping on the second one:

�:S1 ! S1 ; �(z) = zk :

It follows immediately from this that the Liouville foliation structures on

Q3
I and eQ3

I are the same and determined by the molecule W (g) described above
in detail.

The same argument works, of course, for the other 3-pieces QII ; QIII ; QIV .
Thus, the Liouville foliation on the isoenergy surface Q is glued from four pieces
on each of which it has the same structure as before. Therefore, the whole
molecule W (without marks) has the required form. Moreover, all the marks
related to interior edges of the subgraphs W (f) and W (g) are just the same
as in Theorem 12.1 (i.e., in the case of a global Liouville metric). The di�erence
appears only for r- and "-marks on the four edges a; b; c; d, as well as for marks n.

To de�ne the remaining marks, we need to �x admissible coordinate systems
on the tori T 2

a ; T
2
b ; T

2
c ; T

2
d , along which the pieces QI ; QII ; QIII ; QIV are glued

among them, and to compute the corresponding gluing matrices.
Take the piece Q3

I and consider its boundary tori T 2
a and T 2

b . Just by analogy
with the proof of Theorem 12.1, as the basic cycles on these tori we must take
the �ber of the trivial S1-�bration on Q3

I and the boundary of a global section P 2
I .

It is easy to see that, in our case, these cycles can be obtained by lifting the cycles,
corresponding to the basic elements e1; e2 of the lattice � , from the base T 2

onto T 2
a and T 2

b . We suppose that � denotes the pull-back of e1 , and � denotes
that of e2 . Then our construction implies that the admissible coordinate systems
are the following pairs: on the torus T 2

a these are (�; �); and on the torus T 2
b

these are (�;��). Changing the sign of � has been explained above (see the proof
of Theorem 12.1).

Analogously, the admissible coordinate systems on the boundary tori T 2
c and T 2

d

of Q3
II are (��; �) and (��;��), respectively.

The arguments for the two remaining pieces Q3
III and Q

3
IV are similar; but here,

instead of (e1; e2), we should consider another basis of the lattice, namely,

e01 = mee2 ; e02 = ee1 + k0ee2 ;
where k0 is the integer number uniquely de�ned from the relations k0k = 1modm
and 0 < k0 < m. Then, on the tori T 2

a and T 2
c regarded as boundary tori

of Q3
III , the admissible coordinate systems are (�0; �0) and (�0;��0), respectively.

Analogously, on the tori T 2
b and T 2

d regarded as boundary tori of Q3
IV , we can

take (��0; �0) and (��0;��0) as admissible coordinate systems (see Fig. 12.14).
All the cycles �; �; �0; �0 are explicitly expressed from the basis ee1; ee2 :�

� = mee1
� = ee2 + kee1 and

�
�0 = mee2
�0 = ee1 + k0ee2 :
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Figure 12.14

We now can compute the gluing matrices for the Liouville foliation on Q3 .
They can be easily obtained by using the above formulas for cycles. The result is
as follows. On the tori T 2

a ; T
2
d , the gluing matrices have the form�

�k m
p k0

�
:

On the tori T 2
b ; T

2
c , they are �

k m
p �k0

�
:

It follows from this that the r-marks and "-marks on the edges a; b; c; d are
as shown in Fig. 12.8.

It remains to �nd the n-marks. In our case, there are exactly four families related
to two subgraphs W (f) and two subgraphs W (g). They correspond to the four
pieces QI ; QII ; QIII ; QIV . Consider, for example, the piece QI . On all the edges
except for a and b, the gluing matrices are very simple. On the edges between two
saddle atoms, they are �

1 0
0 �1

�
:

On the edges connecting saddles atoms with atoms A, the gluing matrices are�
0 1
1 0

�
:

It is seen that such gluing matrices give no contribution to the n-mark
(see De�nition 4.6). The contribution comes only from the gluing matrices related
to the edges a and b, which are indicated above. Therefore, n can be computed
as follows:

n = [k=m] + [�k=m] = �1 :
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The same argument remains correct for the other three families. As a result,
we see that n equals �1 on each of the four families. This completes the proof
of Theorem 12.2. �

Comment. We encounter here a very interesting class of integrable systems,
whose topological invariants may have r-marks of arbitrary type k=m. Let us
note that usually in integrable systems one can meet only very simple r-marks
like 0, 1=2, 1 (see examples below).

12.2. THE KLEIN BOTTLE

12.2.1. Quadratically Integrable Geodesic Flow on the Klein Bottle

Recall the description of the metrics on K2 whose geodesic ows are quadratically
integrable. Consider two positive functions f(x) and g(y) with the following
properties:

1) f(x) is a non-constant function with period 1=2;
2) g(y) is a non-constant even function with period L.

Consider the Liouville metric (f(x)+g(y))(dx2+dy2) on the covering plane R2 and
represent the torus T 2 as the quotient space R2=� , where the lattice � is generated
by the vectors

f1 = (1; 0) and f2 = (0; L) :

Consider the involution � on the torus given by

�(x; y) = (x+ 1=2;�y)

in coordinates x; y .
Then the Klein bottle can obviously be represented as K2 = T 2=� . Due to

the choice of f and g , the involution � preserves the metric on the torus.
Therefore, this metric can be descended from the torus down to the Klein bottle.
The obtained metric on K2 is determined by three parameters L; f; g and is called
an (L; f; g)-metric.

Consider the two-sheeted covering �:T 2 ! K2 related to the involution � .
It induces a two-sheeted covering (for simplicity, it will be denoted by the same
letter) �:Q3

T ! Q3
K between the corresponding isoenergy 3-surfaces related

to the torus and Klein bottle. It is clear that � is a �ber mapping in the sense
of the Liouville foliations on Q3

T and Q3
K . In particular, it follows from

this that the molecule WT (that describes the foliation Q3
T ) covers somehow

the molecule WK (that describes the foliation on Q3
K ). The involution � naturally

de�nes an involution on Q3
T . We denote it also by � . It is clear that the projection

�:Q3
T ! Q3

K is actually the factorization of Q3
T by � . Hence � can also be

considered as an involution on the molecule WT , and, moreover, WK is obtained
from WT by factorization with respect to � .
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It is easy to see that the involution � preserves the orientation on the isoenergy
surface Q3

T ' T 3 . Therefore, the quotient manifold Q3
T =� is again di�eomorphic

to the 3-torus T 3 .

Let us describe the action of this involution on the foliation on QT in more
detail. The structure of this foliation was described in the previous section, and
the corresponding molecule is shown in Fig. 12.6(a). The scheme of the foliation
is also shown in Fig. 12.11. As we explained above in detail, the manifold QT

is naturally divided into four connected pieces QI ; QII ; QIII ; QIV . The Liouville
foliations on the pieces QI and QII are isomorphic and have the direct product
type P 2 � S1 , where P 2 is an annulus with coordinates (y; py), and y is

a periodic coordinate. The foliation on P 2 � S1 is determined by the function
�p2y + g(y). It is easily seen that the involution � maps QI = P 2 � S1 into itself,
namely,

�: (y; py; x)! (�y;�py; x+ 1=2) :

Here x = xmod 1 is a coordinate on the circle S1 . Since the function g(y)
is even, the involution � preserves the level lines of the function �p2y + g(y)
on the annulus and, consequently, preserves the foliation on QI . The action
of � on the annulus P 2 is shown in Fig. 12.15. The annulus is rotated
around the vertical axis through the angle � . Clearly, � is a �ber mapping
of QI onto itself. Therefore, it generates a natural foliation on QI=� . Denote

the molecule corresponding to this foliation by fW (g). The similar events happen
on QII . We obtain the foliation on QII=� , which is described by the same

molecule fW (g).

Figure 12.15

To describe fW (g), we consider the action of � on the atoms of the original
molecule W (g). Recall that, in this case, there are only two types of saddle atoms:
Vk and Pm . Consider the annulus in Fig. 12.15 foliated into level lines of the function
�p2y + g(y) and list all possible cases of the action of � . Note that a �xed point

of the involution is a critical point of �p2y + g(y); consequently, it is a vertex
of some atom.
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Case (a). The axis of involution goes past the atom V2k , which is mapped into
itself under � (Fig. 12.16(a)). It is clear that here the atom V2k after factorization
turns into a new atom Vk . The number of its vertices becomes twice less.

Case (b). The axis of involution pierces through the atom V2k+1 at one of its
vertices. Here the atom goes into itself under � (Fig. 12.16(b)). It is clear that,
in this case, the atom V2k+1 after factorization turns into a new atom V �k , where
the star indicates that one special star-vertex occurs. This is exactly that vertex,
which is the only �xed point of � .

Case (c). The axis of involution goes past the atom P2k (Fig. 12.16(c)). Here
P2k is mapped into itself under � and, after factorization, turns into a new atom Vk .

Case (d). The axis of involution pierces through the atom P2k+1 at one of its
vertices (Fig. 12.16(d)). Then, after factorization, P2k+1 turns into a new atom V �k ,
where the star means that one star-vertex occurs.

Case (e). The axis of involution pierces through the atom P2k at two opposite
vertices (Fig. 12.16(e)). Then, after factorization, P2k turns into a new atom V ��k�1 ,
which has two star-vertices.

Case (f). The involution interchanges two isomorphic saddle atoms of type Vk
(Fig. 12.16(f)). As a result, they are transformed into one atom Vk .

Case (g). The involution maps the atom A into itself (Fig. 12.16(g)). As a result
of factorization, A turns again into an atom of the same type A.

Case (h). The involution interchanges two isomorphic atoms A (Fig. 12.16(h)).
As a result of factorization, the two atoms A are glued into one atom A.

Figure 12.16
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We now can explain how to construct the molecule fW (g) from W (g). Take
the molecule W (g) and consider the involution � on it. Then, according to the above
list of rules (a){(h), look after the result of the action of � on all of its atoms.
Replacing each atom (or pair of atoms) by its image under factorization, we obtain

the molecule fW (g).

Let us illustrate this algorithm by several simplest examples. In Fig. 12.17(1{4),
we list all the cases where the number of critical points of the function �p2y + g(y)

is less than 5. We show the initial foliation on the annulus P 2 , the corresponding

molecules W (g), and the molecules fW (g) obtained by factorization. The stars
denote the �xed points of � .

Figure 12.17

We have examined the Liouville foliations on QI and QII . Let us turn
to the remaining pieces QIII and QIV .

The Liouville foliations on QIII and QIV are isomorphic to each other and have
the direct product type P 2 � S1 , where P 2 is an annulus with coordinates (x; px),
and x is a periodic coordinate. The function p2x�f(x) de�nes a foliation on P

2�S1 .
It is easy to see that � interchanges QIII and QIV , and the mapping �:QIII ! QIV

can be written in coordinates as follows:

�: (y; px; x)! (�y; px; x+ 1=2) :

Here y = ymodL is a coordinate on the circle S1 . Since f(x) has period 1=2,
the involution � preserves the foliation and, moreover, is a �ber di�eomorphism
between QIII and QIV . Hence two copies of W (f) (corresponding to the pieces
QIII and QIV ) should be identi�ed under factorization and as a result turn into
one molecule W (f). Note that W (f) is not arbitrary here, but has some additional
symmetries, since f has period 1=2, but not 1 as usual. Thus, the function p2x�f(x)
on P 2 is invariant under the rotation through the angle � and, therefore, W (f) is
Z2 -symmetric.

Copyright 2004 by CRC Press LL



Summarizing all this information about the action of � on QI ; QII ; QIII ; QIV ,

we see that, after factorization, the molecule W turns into the molecule fW
shown in Fig. 12.18. The action of � on the initial molecule W could be seen
from Fig. 12.18. One needs to rotate W around the axis shown in Fig. 12.18
by a dotted line. Two graphs W (f) are identi�ed, and each of two graphs W (g)

remains on its place, but undergoes the factorization turning as a result into fW (g).

Figure 12.18

Thus, we have described the molecule fW corresponding to a given quadratically
integrable geodesic ow on the Klein bottle (both functions f and g di�er from
a constant). To compute the numerical marks ri; "i; nk , we can apply the same
algorithm as in the case of T 2 , by using admissible coordinate systems and gluing
matrices. As a result, we obtain the following statement.

Theorem 12.3 (V. S. Matveev). Consider the (L; f; g)-metric on the Klein

bottle, where both f and g are not constant. Then the Liouville foliation of

the geodesic ow on the isoenergy surface Q = T 3 is determined by the molecule fW
constructed above and shown in Fig. 12.18. The marks on the graph should be put

in the following way.

a) On the edges of the graph W (f), we put the same marks as in the case

of the torus. Namely, on the edges between saddle atoms, the r-marks are equal

to in�nity ; on the edges between saddle atoms and atoms of type A, the r-marks

are equal to zero. On the two edges connecting the graph W (f) with the two copies

of the graph fW (g), the r-marks are equal to zero.

b) In the graph fW (g), the marks are as follows. On the edges between saddle

atoms, the r-marks are equal to in�nity. Between saddle atoms and atoms of type A,
the r-marks are equal to zero, except for those cases where the atom A corresponds

to a �xed point of the involution � (see Fig. 12.16(g)); in the latter case, the r-mark

equals 1=2.

c) All the marks " in the molecule fW are equal to +1.

d) There are exactly three families in the molecule fW . One of them is

the graph W (f), the other two families are the graphs fW (g). On the family W (f),

the mark n is equal to zero. On each of the families fW (g), the mark n equals �1.
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The proof follows from the reason that the Liouville foliation for the Klein bottle
is obtained from the above described Liouville foliation for the torus by factorization
with respect to the involution � . We have explicitly described the structure of this
covering. To �nd the marks, one should again consider the admissible coordinate
systems and compute the gluing matrices following the algorithm demonstrated
above. We omit these technical details. �

Figure 12.19

As a result, we obtain a complete Liouville classi�cation of quadratically
integrable geodesic ows on the Klein bottle (see Fig. 12.19).

12.2.2. Linearly Integrable Geodesic Flows on the Klein Bottle

In this case, the metric on the Klein bottle has the same type as above; the only
di�erence is that here f(x) is constant. Then its geodesic ow admits the linear
integral F = px . By analogy with the previous case, the Liouville foliation
on the isoenergy surface QK can be obtained by factorization of the Liouville
foliation on QT with respect to the same involution � .

In this case, the Liouville foliation for the torus has the form illustrated
in Fig. 12.20 by means of the corresponding molecule. The action of � is just
the rotation of the molecule about the vertical axis through � . So, the algorithm

that transforms the molecule W into fW is the same as in the quadratic case.
As a result, we obtain the molecule shown in Fig. 12.20.

Theorem 12.4 (V. S. Matveev). Consider an (L; g)-metric g(y)(dx2 + dy2)
on the Klein bottle, where g is not a constant. Then the Liouville foliation

of the geodesic ow on the isoenergy surface Q is determined by the molecule fW
described above and shown in Fig. 12.20. The marks on the graph should be put

in the following way. On the edge connecting two copies of fW (g), the r-mark is

in�nity. The mark " on this edge equals �1. Inside the graphs fW (g), the marks r
are the same as in Theorem 12.3. There is only one family here, and the mark n
corresponding to it is �2.

Copyright 2004 by CRC Press LL



Figure 12.20 Figure 12.21

Thus, we have obtained a complete Liouville classi�cation of linearly integrable
geodesic ows on the Klein bottle (see Fig. 12.21).

12.2.3. Quasi-Linearly Integrable Geodesic Flows on the Klein Bottle

In this case, the Riemannian metric has the same form as in Section 12.2.1,
but g(y) is identically zero. Thus, we obtain the metric on the Klein bottle
of the form f(x)(dx2 + dy2), where f(x) is a positive smooth periodic function
on [0; 1] that admits an additional period 1=2. The integral F is quadratic, namely,
F = p2y (recall that we cannot take just py , since this function is not uniquely

de�ned on K2).
Following the same procedure as before, we arrive at the classi�cation of quasi-

linearly integrable geodesic ows on K2 up to the Liouville equivalence. The scheme
for factorization of the molecule W is illustrated in Fig. 12.22. The involution �
leaves two Liouville tori to be �xed. These tori are the connected components
of the level fpy = 0g. Each of them is invariant under the action of � .
It turns out that these tori become Klein bottles after factorization. It follows
from the fact that, under the natural projection QT ! T 2 , each of these Liouville
tori is di�eomorphically projected onto T 2 . The involution � on the Liouville
torus is just the pull-back of � on T 2 . Since the quotient space T 2=� is
homeomorphic to K2 , the same is true for these two Liouville tori. As a result,
we obtain the molecule illustrated in Fig. 12.22: the molecule W (f) is transformed
into a molecule with two special atoms K related to critical Klein bottles.
The structure of the subgraph W (f) is not changed and remains the same as
in Theorem 12.3.

Theorem 12.5 (V. S. Matveev). Consider the (L; f; 0)-metric f(x)(dx2+dy2)
on the Klein bottle, where f 6= const. Then the Liouville foliation of its geodesic

ow on the isoenergy surface QK ' T 3 is determined by the molecule fW described

above and shown in Fig. 12.22. The numerical marks on fW should be put

in the following way.
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a) The marks on the graph W (f) are the same as in Theorem 12.3. Namely,

on the edges between saddle atoms, r-marks equal in�nity ; on the edges between

saddle atoms and atoms A, the r-marks equal zero.

b) On the two edges connecting W (f) with the atoms K , the r-marks equal zero.

c) All marks " in the molecule fW equal +1.

d) There are three families in the molecule fW . One of them is the graph W (f),
and the other two are the atoms K . On each family, the mark n is zero.

The proof of the theorem is obtained by considering the double covering over

the molecule fW . We omit the details. �

Figure 12.22 Figure 12.23

So, we obtain a complete Liouville classi�cation of all quasi-linearly integrable
geodesic ows on the Klein bottle (see Fig. 12.23).

12.2.4. Quasi-Quadratically Integrable Geodesic Flows on the Klein Bottle

We begin with recalling the canonical representation of the metrics on the Klein
bottle whose geodesic ows are quasi-quadratically integrable (see Chapter 11).

Let a and b be natural relatively prime numbers, and let f be a non-constant
positive function of one variable with period 1. Consider the standard Cartesian
coordinates x; y on the plane and de�ne a metric by

ds2 = (f(x) + f(y + b=2))(dx2 + dy2) :

Let � be an orthogonal lattice on the plane generated by the vectors
f1 = (a;�a) and f2 = (b; b) (Fig. 12.24). It is obtained from a standard lattice via
rotation through the angle �=4. Here by a standard lattice we mean an orthogonal
lattice with basis vectors directed along the coordinate axes x and y . It is easy
to see that the above metric is invariant with respect to translations by elements
of � . Therefore, ds2 determines some metric on the torus. By the way, it is
a �nite-sheeted Liouville metric (since � is not standard).
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Figure 12.24

We now de�ne the involution �: (x; y) ! (y + b=2; x + b=2) on the torus.
Factorizing the torus by the action of � , we obviously obtain the Klein bottle.
It is easy to see that the metric on the torus is � -invariant and, therefore, de�nes
some metric on the Klein bottle K2 , which was denoted above by ds2a;b;f .

Let us cover the Klein bottle by the torus T 2 and consider again the pull-back
of ds2a;b;f on T 2 . We obtain a �nite-sheeted Liouville metric on the torus whose
molecule W was already described. Following the above scheme, we observe that �
generates an involution of the Liouville foliation on QT . Therefore, factorizing QT

by the action of � , we see that the molecule W is also factorized. This process is
illustrated in Fig. 12.25. The molecule W is bent in the middle, and, as a result,
two copies of W (f) are identi�ed with two other copies of W (f); and, in the middle
of the two vertical edges, two new atoms K (critical Klein bottles) appear. The new

molecule fW obtained is presented in Fig. 12.25.

Figure 12.25

Denote by k = k(a; b) the integer that is de�ned by the following rule.
The number k belongs to the interval (0; 2ab), k � 1 is divisible by 2a, and k + 1
is divisible by 2b. It is easy to verify that such a number k exists and is uniquely
de�ned.

Theorem 12.6 (V. S. Matveev). Let ds2a;b;f be a Riemannian metric

on the Klein bottle whose geodesic ow is quasi-quadratically integrable. Then

the Liouville foliation of its geodesic ow on the isoenergy surface Q is de�ned

by the molecule fW described above and shown in Fig. 12.26. Moreover, the marks

on the graph fW should be put as follows.
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a) The marks on the graph W (f) are the same as in Theorem 12.3. Namely,

on the edges between saddle atoms, the r-marks are equal to in�nity, and

on the edges between saddle atoms and those of type A, the r-marks are equal

to zero.

b) r = �k=(2ab)mod1 on the edge connecting the two copies of the graph W (f).
c) r = �a=bmod1 on the two edges connecting the graph W (f) with the two

copies of the K .

d) All the marks " in the molecule fW are equal to +1.

e) There are exactly four families in the molecule fW . Two of them are

the graphs W (f), the other two families are the atoms K . On each of the fami-

lies W (f), the mark n is equal to zero. On each of the families K , the mark n is

equal to [�a=b].

The proof is similar to that of Theorems 12.3, 12.4, and 12.5. We omit
the details. �

Figure 12.26

Thus, we obtain a complete Liouville classi�cation of all quasi-quadratically
integrable geodesic ows on the Klein bottle (see Fig. 12.26).

12.3. THE SPHERE

12.3.1. Quadratically Integrable Geodesic Flows on the Sphere

Recall that every metric on the sphere whose geodesic ow is quadratically
integrable can be obtained from an appropriate degenerate metric on the torus
by factorization with respect to some involution � . The metric on the torus has
the Liouville form:

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f and g are smooth non-negative even functions with periods 1 and L
respectively. Hence, by the way, f(x) is symmetric with respect to x = 1=2,
and g(y) is symmetric with respect to y = L=2. These functions vanish
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at the points k=2 and Lk=2 respectively, where k 2 Z. The torus is considered
here as the quotient space R2=� , where the lattice is generated by the vectors
(1; 0) and (0; L). The involution � that transforms the torus to the sphere is given
on the plane R2 by

�(x; y) = (�x;�y) :

The projection {:T 2 ! T 2=� = S2 can be considered as the Weierstrass
function P(z), where z is the complex coordinate z = x + iy on the plane.
This mapping is a two-sheeted branching covering with four branch points. Since
the metric on the torus is invariant under the involution � , its \projection" yields
a metric on the sphere S2 . This metric will be smooth provided the additional
condition (c) is ful�lled (see Section 11.5.3).

Our goal is to describe the topology of the Liouville foliation associated with
the geodesic ow of this metric. We will use the same method that we applied when
examining integrable geodesic ows on the Klein bottle. In other words, we will
examine the topology of the Liouville foliation \above" on the torus and then look
what happens to it under the projection \down"onto the sphere.

The integral of the geodesic ow on the covering torus has the form

F (x; y; px; py) =
g(y)p2x � f(x)p2y
f(x) + g(y)

:

This integral has singularities at the four branch points of { on the torus.
On the sphere, the integral of the geodesic ow will be actually the same. One only
needs to project the indicated function down by means of { . All the singularities
of the integral F disappear, and F becomes a smooth function, which we denote

by eF . The Hamiltonian of the geodesic ow on the torus has the form

H(x; y; px; py) =
p2x + p2y

f(x) + g(y)
:

The corresponding Hamiltonian eH is also a smooth function on the cotangent
bundle of S2 . Recall that we always assume F to be a Bott function.

Proposition 12.2. The integral eF is a Bott function on the isoenergy surfaceeQ = f eH = constg if and only if f(x) and g(y) are both Morse functions.

This statement follows easily from its analog in the case of the torus (Proposi-
tion 12.1). �

Note that the isoenergy 3-surface Q � T �T 2 is not compact, but goes to in�nity
because of the degeneracy of ds2 at the four branch points on the torus. Consider
a su�ciently small positive number � and the two following subsets in Q:

Q+� = fF � +�; H = 1g ; Q�� = fF � ��; H = 1g :

Consider the analogous subsets for the 2-sphere, that is, subsets in T �S2 given by

eQ+� = f eF � +�; eH = 1g ; eQ�� = f eF � ��; eH = 1g :
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It is clear that Q�� covers eQ�� in a two-sheeted way under the projection { .
Moreover, the Liouville foliation on Q�� is invariant with respect to the involu-

tion � ; therefore, { maps �berwise the Liouville foliation on Q�� to that on eQ�� .
Recall that Q�� was studied above. In particular, we have described the structure
of the Liouville foliation on Q�� . Each of the pieces Q+� and Q�� consists of four
connected components. The Liouville foliation on each component is just the direct

Figure 12.27

product of a foliated 2-disc and a circle. In Fig. 12.27, for each of the functions
f and g , we have drawn two discs, since the functions are symmetric with respect
to x = 1=2 and y = L=2. Each of these 2-discs is foliated into level lines of its
own function, namely, p2x � f(x) and p2y � g(y). By P+� and P�� we denote these
pairs of discs. It is convenient to consider them as subsets in the plane (y; py) and
in the plane (x; px), respectively; namely,

P+� = fg(y)� p2y � �; y 2 [0; L]g ;

P�� = ff(x)� p2x � �; x 2 [0; 1]g :

Denote the molecules related to the obtained foliations on 2-discs byW(f) andW(g)
respectively. It is clear that the corresponding Liouville foliation on Q�� are
described by the same molecules W (f) and W (g). It follows from the direct product
structure that

Q+� =f(two components of P+�)� S1; where px > 0g

[ f(two components of P+�)� S1; where px < 0g ;

Q�� =f(two components of P��)� S1; where py > 0g

[ f(two components of P��)� S1; where py < 0g :
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The involution � acts on each of the 3-manifolds Q�� as follows. In the case

of Q+� , two components of P+� � S1 , where px > 0, are interchanged with
two components of P+� � S1 , where px < 0. Analogously, in the case Q�� ,

two components of P�� �S1 , where py > 0 are interchanged with two components

of fP�� � S1 , where py < 0g. Therefore, from the four copies of W (f), we obtain
two copies of W (f). Similarly, from four copies of W (g), we obtain two copies

Figure 12.28

of W (g) (see Fig. 12.28). It remains to �nd out what atom (?) should be put
at the center of the molecule in Fig. 12.28. This atom lies in the 3-manifold Q

on the level f eF = 0g. Let us describe the properties of this 3-atom.
1) The atom (?) is connected. Indeed, the leaf fF = 0; H = 1g of the geodesic

ow of the degenerate metric on the torus is connected.
2) The atom (?) has complexity 2, i.e., contains exactly two critical circles

of the integral F . Indeed, in Fig. 12.29, one can see the torus with 16 geodesics
of the degenerate metric lifted from the sphere. Eight of them can be obtained

Figure 12.29

from the other eight ones by reversing the orientation. Therefore, there are
only 8 geometrically di�erent geodesics. After projection onto the sphere, they
become segments of the closed geodesic on the sphere, which pass through four
branch points. Taking this curve with two di�erent orientations, we obtain two

di�erent geodesics lying on the critical leaf f eF = 0g. They are the critical circles
of the atom (?).

3) The atom (?) has exactly four ends (two upper and two lower). This means
that, under this bifurcation, two Liouville tori are transformed into two.
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4) The atom (?) is symmetric with respect to the involution

(x; y; px; py)! (x; y;�px;�py) :

The point is that integral F (x; y; px; py) is obviously invariant under this involution
(see the formula for F ). In particular, the singular leaf (i.e., the atom (?)) goes
into itself. Moreover, this symmetry is not trivial in the sense that it interchanges
the two critical circles of (?).

According to the classi�cation theorem for atoms of lower complexity (see
Chapter 3), there exist the only atom that satis�es all these conditions. This is
the atom C2 .

Thus, we have proved the following statement.

Proposition 12.3. The molecule W related to a quadratically integrable

geodesic ow on the sphere has the form shown in Fig. 12.30.

Figure 12.30

It remains to compute the numerical marks on W and thus obtain a complete
Liouville classi�cation of such ows. Consider an arbitrary Liouville torus and
two basis cycles � and � on it given by the equations � = fx = constg and
� = fy = constg respectively. Fix an orientation on them in such a way that
the integrals of the action form � = px dx+ py dy along � and � are positive.

Let a Liouville torus be given by the equations F = const, H = 1; consider its
projection on the base T 2 . We obtain an annulus on T 2 given by one of the following
two conditions:

y 2 [y0; y1] ; x is arbitrary ;

or

x 2 [x0; x1] ; y is arbitrary :

In other words, the projection of each Liouville torus is an annulus shown
in Fig. 12.31 as a rectangle.

Then the �rst integral has the formZ
�

� = 2

Z p
g(y) + F0 dy ;

where the latter integral is taken over [0; L=2] if F0 > 0, and is taken over
the admissible segment [y0; y1] related to the projection of the Liouville torus on T 2
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(see Fig. 12.31) if F0 < 0. Here y0 and y1 are roots of the equation g(y) + F0 = 0;
and g(y) + F0 > 0 on the interval (y0; y1).

Figure 12.31

The second integral is Z
�

� = 2

Z p
f(x)� F0 dx ;

where the latter integral is taken over [0; 1=2] if F0 < 0, and is taken over
the segment [x0; x1] if F0 > 0. The numbers x0 and x1 are roots of the equation
f(x) � F0 = 0; and f(x)� F0 > 0 on the interval (x0; x1).

Thus, the orientation of cycles � and � is �xed. Note that � and �
give us an admissible coordinate system on each of the trees W (g) and W (f)
(see Fig. 12.30). The Liouville foliation on each of these pieces has the direct product
type P 2 � S1 (see above). Consider two upper pieces, that is, two copies of W (g).
Here � is an oriented �ber of this direct product and � is its section. In the two
lower pieces W (f), the situation is opposite. Here � is a section of the direct
product and � is a �ber. Hence, on the interior edges of W (g) and W (f), the gluing
matrices are very simple. Between two saddle atoms, they are�

1 0
0 �1

�
:

Between saddle atoms and atoms A, the gluing matrices look like�
0 1
1 0

�
:

In the case of the torus, we observed the same situation. In particular,
the numerical marks on W (g) and W (f) in the case of the sphere are the same
as in the case of the torus.

To compute the numerical marks on the four central edges of W that are
incident to the central atom C2 , we construct an admissible coordinate system
on the boundary Liouville tori of C2 . The �rst cycle { of this system should be
isotopic to the critical circle of the atom C2 . It can be expressed from the basis
cycles � and � on a neighboring Liouville torus.
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Lemma 12.1. { = �+ � .

Proof. It is clear that we only need to verify the following relation:

Z
{

� =

Z
�

�+

Z
�

� :

It will immediately follow from this that { = � + �, since the integrals in
the right-hand side are, in general, independent over Z. The desired equationZ
{

� =

Z
�

� +

Z
�

� follows from Fig. 12.32. Indeed, the critical circle-�ber {

corresponds to a geodesic on the sphere that belongs to the singular leaf and
pass through the four branch points A, B , C , D on the sphere. The cycle { is

Figure 12.32

the image (under the projection T 2 ! S2) of four geodesic segments 1 , 2 , 3 , 4
located on the torus as shown in Fig. 12.32. These segments are projected onto
four geodesic segments connecting the branch points A, B , C , D and forming
the closed geodesic { . Therefore,

Z
{

� =

 Z

1

�+

Z

3

�

!
+

 Z

2

�+

Z

4

�

!
= 2

1=2Z
0

p
f(x) dx + 2

L=2Z
0

p
g(y) dy = lim

F
0
!0

Z
�+�

�

Thus,

Z
{

� =

Z
�

�+

Z
�

�, as was to be proved. �

Now we need to indicate the second basis cycle of the admissible coordi-
nate system. Take the cycle � = fx = constg which lies on a Liouville
torus close to C2 . Being projected down onto the sphere, it will look like
a circle shown in Fig. 12.33. On the covering torus, this circle corresponds
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to a vertical segment (actually, a cycle) given by x = const (Fig. 12.33).

On the isoenergy 3-manifold eQ ' RP 3 , this circle corresponds to a two-
dimensional section of the 3-atom C2 transversal to the geodesic ow. Denote
this section by Ptr . The transversality is easily seen from Fig. 12.33, since
all the geodesics starting from the four branched points A;B;C;D meet this
circle fx = constg transversely. Therefore, in Q3 , the geodesic ow is also
transversal to the corresponding 2-section. Note that the circle fx = constg
de�nes \above" two connected transversal sections (each of them is homeomor-
phic to the 2-atom C2). The corresponding picture on the covering torus is
also shown in Fig. 12.33.

Figure 12.33

Thus, we have constructed a transversal two-dimensional section in Q3 whose
boundary circles coincide with the cycles �. It remains to look after the correct
orientation of these cycles (from the point of view of the admissible coordinate
system).

Take y and py as regular coordinates on Ptr . Then the section Ptr can be
de�ned as follows:

Ptr = fjF j � "g :

Since the integral F has the form F = g(y) � p2y in coordinates (y; py),

the indicated inequality de�nes the domain on the plane (y; py) shown in Fig. 12.34.
By the way, it is seen that this domain is homeomorphic to the 2-atom C2 .
Consider the four boundary circles of this section that geometrically coincide
with the cycles �. The orientation on � is de�ned by the condition that
the integral of � along them is positive. In coordinates (y; py) on Ptr , this integral

becomes

Z
py dy . It is seen from Fig. 12.34 that, in order for this integral to be

positive, it is necessary and su�cient that the cycles � are oriented as shown
in Fig. 12.34(a).

We now produce the desired basis cycles of the admissible coordinate system
from the cycles � by de�ning the right orientation on them (namely, the orientation
induced by that of Ptr ; see Fig. 12.34(b)). Comparing the right orientation
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with the initial orientation on �, we see that we need to change the orientation
in two cases, and to preserve it in the other two. Namely, as the second basis
cycle, we take �� on the two edges incident to the subgraphs W (f), and � itself
on the edges incident to W (g).

Figure 12.34

Thus, we have completely described the admissible coordinate systems on
Liouville tori related to the edges incident to C2 .

The calculation of gluing matrices and all numerical marks is presented
in Fig. 12.35. Note that here we have to distinguish three di�erent cases depending
on the structure of W (f) and W (g). In other words, we have to consider separately
the case where one or both of these subgraphs consist of the only atom A. The point
is that the de�nitions of admissible coordinate systems are di�erent for saddle atoms
and atoms of type A (see Chapter 4). According to this, the molecule can contain
either one, or three, or �ve families.

The �nal result can be formulated as follows.

Theorem 12.7 (Nguyen Tien Zung, L. S. Polyakova, V. S. Matveev). Consider

the (L; f; g)-metric on the 2-sphere. Then the Liouville foliation of its geodesic

ow on the isoenergy surface Q = RP 3 is determined by the molecule W described

above. The marks on the graph W are presented in Fig. 12.35. The marks inside

each of the trees W (f) and W (g) are the same as in Theorem 12.3, that is,

the marks r between saddle atoms are equal to 1, and those between saddle

atoms and atoms of type A are equal to zero. All the marks " are equal to +1
(inside W (f) and W (g)).

Thus, we have obtained a complete Liouville classi�cation of all quadratically
integrable (L; f; g)-metrics on the sphere.
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Figure 12.35
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12.3.2. Linearly Integrable Geodesic Flows on the Sphere

Recall that a geodesic ow on the sphere is linearly integrable if and only if
there exist global conformal coordinates x; y on the sphere in which the metric takes
the form

ds2 = f(x2 + y2)(dx2 + dy2) ;

where f(t) is a positive smooth function on the semi-axis [0;+1) such that
f(1=t)

t2
is also smooth on [0;+1).

It will be convenient for us to reformulate this statement as follows.

Theorem 12.8. The geodesic ow of a Riemannian metric on the sphere

is linearly integrable if and only if there exist smooth global coordinates (�; ')
on the sphere with two singular points (similar to the standard spherical coordinates

(�; ')), where � varies from 0 to some �0 , and ' is a periodic coordinate de�ned

modulo 2� , such that the metric in these coordinates has the form

ds2 = d�2 + f(�) d'2 :

Remark. The condition that the metric is smooth means automatically
that f(�) smoothly depends on � on the closed interval [0; �0], is positive
inside the interval (0; �0), and vanishes at its ends. Moreover, in neighborhoods

of 0 and �0 , the function f(�) can be represented as f(�) = eh(�2) and

f(�) = eg((� � �0)
2) respectively, where eh and eg are smooth functions.

It should be noted that the described metrics naturally generalize the usual
metrics on the spheres of revolution in R

3 . In this case, ' is the usual angle
that de�nes the rotation about the axis of revolution (that is, the standard angle
on parallels), and s is the arclength parameter on meridians. The singular points
of such a coordinate system are the poles of the sphere. In this case, f(�) yields
the square of the distance between a point and the axis of revolution (Fig. 12.36).

Figure 12.36

However, we repeat once more that not every metric with the linearly integrable
geodesic ow on the sphere can be realized as the metric on a surface of revolution.
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Note that the Hamiltonian H of the geodesic ow of the above metric has
the form

H = p2� + f(�)�1p2' ;

and the integral F is

F = p' :

As before, we assign to f the graph W (f) that describes the foliation of a two-
dimensional disc into level lines of the function f(�) � p2� . This disc itself is given
by the inequality f(�)� p2� � 0 on the plane (�; p� ) (see Fig. 12.27).

Theorem 12.9 (Nguyen Tien Zung, L. S. Polyakova). Consider the Riemann-

ian metric

ds2 = d�2 + f(�) d'2

on the sphere.

a) The molecule W corresponding to its geodesic ow has the form shown

in Fig. 12.37, where the graph W (f) is constructed from the function f(�)
as described above. The numerical marks inside each of the two molecules W (f) are
standard, that is, on the edges between saddle atoms, the r-marks are equal to 1,

and on the edges between saddle atoms and atoms of type A, the r-marks are equal

to zero; all the "-marks are +1.
b) Suppose the molecule W (f) is di�erent from the atom A (i.e., contains

at least one saddle atom). Then, on the single central edge connecting two copies

of the molecule W (f), the mark r is equal to 1, and " = �1. Here there is one

family only (it is the molecule W from which all the end-atoms A are removed).
The mark n on this family is equal to 2.

c) If the molecule W (f) is reduced to a single atom A, then the whole molecule W
has the simplest form A��A. In this case, we have r = 1=2 and " = 1. There are

no families here.

Figure 12.37

Thus, we have obtained a complete Liouville classi�cation of all linearly
integrable metrics on the two-dimensional sphere.

Proof. As we already did several times, we cut the isoenergy manifold Q into
several pieces by the level surface fF = 0g, where F is an additional integral.
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In our case, F has a very simple form F = p' . Here the level surface fp' = 0g is

a regular Liouville torus consisting of all meridians given by ' = const (since p' = 0

is equivalent to ' = const). We obtain the family of all meridians passing through
the north and south poles of the sphere. The union of them is just a Liouville
torus in Q.

Thus, after being cut along fp' = 0g, the isoenergy surface Q is divided into
two pieces Q+ and Q� . Both of them are of direct product type. This can easily be
seen by choosing an appropriate global transversal section Ptr . In our case, Ptr can
be given by the equation ' = const. Let us examine the structure of F restricted
to Ptr . As local coordinates on Ptr , we consider (�; p� ). It is easy to see that,
if H = p2� + f(�)�1p2' = 1, then

p' = �((1� p2� )f(�))
1=2 :

Here we take the sign \+" for the piece Q+ , and \�" for Q� . The �bers
of the Seifert �bration are given here as follows:

f � = const; p' = const; p� = const; ' = �t g ;

where t is a parameter on the �ber-circle. Therefore, the Liouville foliation is
the direct product of the circle (a �ber of the Seifert �bration) and the one-

dimensional foliation on Ptr given by level lines of p' = �((1 � p2� )f(�))
1=2 .

Note that the exponent 1=2 can be removed, since it does not a�ect the topology

of the foliation. By making the transformation ep� = p� (f(�))
1=2 , we obtain

that the foliation on the disc with coordinates �; ep� can be de�ned by level lines
of the following function:

f(�)� ep2� :
But the topology of this foliation is described just by the molecule W (f) that

was de�ned above. Thus, the whole molecule W has the required form, namely,
it is obtained by gluing two copies of W (f).

The numerical marks inside the graphs W (f) correspond to the direct product
topology, and consequently, have just the same values as in Theorem 12.9.

It remains to �nd the gluing matrix on the central edge e0 that connects two
copies of W (f). Consider the zero level surface of F in Q3 = RP 3 . It is clear
that this is a Liouville torus T0 that corresponds to the middle of e0 . Here
Q+ corresponds to the upper subgraphW (f), and Q� corresponds to the lower one.
Consider two Liouville tori T+" = fF = +"g and T�" = fF = �"g close to T0 .

Projecting each of them down onto the sphere S2 (using the natural projection
T �S2 ! S2), we obtain the result shown in Fig. 12.38. The torus T+" is projected
onto an annulus that covers the whole sphere except for two small discs around
the poles, so is T�" . The projection of T0 is the whole sphere S2 .

Suppose �rst that W (f) contains at least one saddle atom. Let us draw
the projections of basis cycles �+; �+ and ��; �� on this annulus. The cycles
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�+ and �� can be thought of as equators of the sphere (Fig. 12.38). The cycles
�+ and �� are projected onto vertical arcs of meridians, which should be counted
twice (up and down). Consider the cycle  on the central torus T0 that is projected
onto a meridian on the sphere passing through the south and north poles. Let us
push  isotopically to the Liouville tori T�" . Then its projection takes the form

Figure 12.38

shown in Fig. 12.38. On T�" , the perturbed cycle  moves along the segment �+ ,
but near the north and south poles, it turns and goes around them. The same
events happen on the torus T+" , but  goes around the poles from the other side.
Analytically, this means that

 = �� + �� ;  = �+ + �+ :

Therefore, the basis cycles ��; ��; �+; �+ are connected by the relation ��+�� =
�+ + �+ . Moreover, as is seen from Fig. 12.38, one more relation holds, i.e.,
�+ = ��� . Hence the gluing matrix on e0 is

�
�+

�+

�
=

��1 0
2 1

��
��

��

�
:

It follows from this that, if W (f) contains at least one saddle atom, then the nu-
merical marks on the central edge of W have the form indicated in the theorem.
Namely, r =1, " = �1, and n = 2.

Let W be of the form A��A. Then, according to the de�nition of admissible
coordinate system (for the case of the atom A), we need only to interchange � and �.
The gluing matrix becomes

�
�+

�+

�
=

�
1 2
0 �1

��
��

��

�
:

Therefore, r = 1=2 and " = 1. The theorem is proved. �
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Remark. It is useful to give another proof by using the fact that the gluing
of two pieces Q+ and Q� along the central torus T0 leads us to the 3-manifold RP 3 .
We see from the above discussion that �+ = ��� . Therefore, the gluing matrix for
two solid tori Q+ and Q� should have the following form:

��1 0
k 1

�
;

where k is some integer number. But we know that k completely determines
the fundamental group of the 3-manifold Q glued from two solid tori, and vice versa.
Namely, �1(Q) = Zk . Since Q = RP 3 in our case, we have �1(Q) = Z2 and,
consequently, k = 2 (up to a sign).

Consider an important particular case of the metric on a surface of revolution
in R

3 (homeomorphic to the sphere). As we know, the geodesic ows of such
metrics are linearly integrable. Let us compute the marked molecule in the case
of a surface of revolution that is obtained by rotating the graph of a function
y = f(x) (see Fig. 12.39).

Figure 12.39

Corollary. The marked molecule of the geodesic ow on the surface of

revolution corresponding to the function f(x) coincides with the molecule described

in Theorem 12.9 and shown in Fig. 12.37.

Proof. Note that the meaning of the function f in Theorem 12.9 and in this
corollary is di�erent. Here f de�nes the meridian of the surface of revolution,
whereas in Theorem 12.9, f is a parameter of a Riemannian metric. If we reduce
the metric on the surface of revolution to the form indicated in Theorem 12.9, i.e.,

ds2 = d�2 + ef(�) d'2 ;

then f and ef will be, in general, di�erent. We need to verify that the molecules

W (f) and W ( ef) related to f and ef coincide. However, it is easy to see that

the functions f(x) and ef(�) are connected by a monotone change of the parameter.

More precisely, we have ef(�(x)) = f(x), where �(x) is the arclength parameter
on the graph of f(x). Hence the molecules coincide, as was claimed. �
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We said above that not every Riemannian metric with the linearly integrable
geodesic ow could be realized as the induced metric on an appropriate surface
of revolution (sphere) in R3 . Nevertheless, the following interesting statement holds.

Corollary. Let ds2 be a smooth metric on the two-dimensional sphere with

the linearly integrable geodesic ow. Then there exists a surface of revolution in R
3

such that the geodesic ow on it is Liouville equivalent to the geodesic ow of ds2 .

Proof. Consider an arbitrary metric ds2 = d�2 + f(�) d'2 on the sphere
with the linearly integrable geodesic ow. Construct the surface of revolution
in R3 by taking the graph of f(�) as its generatrix. Here, of course, we should
smooth out the function f(�) at the poles of the sphere, i.e., at the ends
of the segment [0; �0] (Fig. 12.40). The point is that the graph of f(�) is tangent
to the axis � at the ends of the segment. As a result, two singular points
occur on the surface of revolution under consideration. However, this problem

Figure 12.40

can be avoided as shown in Fig. 12.40. Since the bifurcations of the Liouville
foliation happen far from the ends of the segment, such a smoothing operation has
no inuence on the Liouville foliation type of the metric obtained. The previous
corollary implies that the geodesic ow of this metric (of revolution) is Liouville
equivalent to the initial one. �

12.4. THE PROJECTIVE PLANE

12.4.1. Quadratically Integrable Geodesic Flows on the Projective Plane

Recall the description of the metrics on the projective plane with quadratically
integrable geodesic ows. By lifting such a metric to the sphere, we obviously
obtain a metric whose geodesic ow is quadratically integrable. To describe such
metrics on the sphere S2 , we represent S2 as the quotient space T 2=� and introduce
the class of the following metrics on the torus:

ds2 = (f(x) + g(y))(dx2 + dy2) ;

where f and g satis�es the conditions (a), (b), (c) described above in Section 11.5.3.
Now we represent RP 2 as the quotient space of the sphere by the involution �
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de�ned as follows:

�((x; y); (�x;�y)) = ((�x+ 1=2; y+ L=2); (x� 1=2;�y� L=2)) :

It is easy to verify that � has no �xed points on the sphere and can be lifted up to
an involution on the covering torus �0: (x; y)! (1=2� x; L=2+ y). The involutions
� and � obviously commute.

Now choose those metrics from the set of all (L; f; g)-metrics which are
� -invariant. Consider f and g such that

f(x) + g(y) = f(1=2� x) + g(L=2 + y) :

Clearly, f(x) = f(1=2�x) and g(y) = g(L=2+y). Taking into account the evenness
of f , we obtain f(x) = f(x � 1=2), i.e., f is just periodic with period 1=2.
Analogously, g is periodic with period L=2.

We have proved above that any metric on RP 2 with a quadratically integrable
geodesic ow can be obtained by this procedure. So, it is given by the following
three parameters: L, f , and g . We now want to produce the molecule for
the metric on the projective plane from the molecule for the corresponding metric
on the sphere. To do this, we need to understand how � acts on the Liouville
foliation in the isoenergy manifold QS2 = RP 3 .

Note �rst that � has no �xed points on QS2 = RP 3 . This property implies
the following statement.

Proposition 12.4. The isoenergy manifold Q
RP 2 of the geodesic ow

on the projective plane RP 2 is di�eomorphic to the lens space L4;1 .

Since the involution � acts on RP 3 , it also acts on the molecule W corresponding
to the case of the sphere (it is shown in Fig. 12.30). It is easy to verify that �
maps the central atom C2 and the edges incident to it into themselves. The in-
volution on the 3-atom C2 (represented as the direct product of the 2-atom C2

by the circle) is just the translation along the circle by the angle � . On the pieces
W (f) and W (g), the action of the involution is described as follows. Note that
f(x) satis�es an additional symmetry condition on the closed interval [0; 1=2].
It is symmetric with respect to x = 1=4. It follows from the fact that f is even
and has the period 1=2. Hence the function f(x) � p2x is invariant with respect
to the central symmetry of the disc given by the inequality f(x)�p2x > 0. The center
of symmetry is (1=4; 0).

The Liouville foliation can be represented as the direct product of the one-
dimensional foliation on the disc by the circle. The involution acts on this
direct product in the following way. It rotates the S1 -�ber through � , and it is
the central symmetry on the disc-base with the center (1=4; 0). By analogy with

the case of the Klein bottle, we denote by fW (f) the molecule that corresponds
to the Liouville foliation obtained from the direct product by factorization
with respect to � . Here we will distinguish two cases.
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The �rst is the case where the �xed point of the involution on the disc-base
is a point of local maximum of the function f(x) � p2x . This point corresponds
to an atom A that preserves its own structure after factorization.

In the second case, the �xed point is a saddle critical point of f(x) � p2x and
belongs to an atom of the type V2k�1 . After factorization, this atom turns into
the atom V �

k with one star-vertex (see Fig. 12.41).

Figure 12.41

The same construction should be done for g(y). As a result, we obtain

the molecule fW (g).
The similar procedure is carried out in the case of the Klein bottle. The di�erence

is that there the base of the direct product is an annulus, but here it is a disc. So,

the structure of fW (f) and fW (g) is easily extracted from the analysis of the Klein
bottle.

Finally, we obtain the molecule fW shown in Fig. 12.42.

Figure 12.42

Since the action of � on the molecule W corresponding to the sphere is explicitly

described, it is easy to compute the numerical marks on the quotient-molecule fW .
Omitting the details, we formulate the �nal result.
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Theorem 12.10 (V. S. Matveev). Consider a Riemannian (L; f; g)-metric

ds2 = (f(x) + g(y))(dx2 + dy2)

on the projective plane and the geodesic ow corresponding to it. The isoenergy

3-manifold Q3 is di�eomorphic to the lens space L4;1 .

a) The molecule fW corresponding to this geodesic ow has the form shown

in Fig. 12.42, where the molecules fW (f) and fW (g) are constructed in the way

described above. The numerical marks inside each of the molecules fW (f) and fW (g)
are similar to those described in the classi�cation theorem 12.3 for the Klein bottle.

b) Namely, on the graphs fW (f) and fW (g), the marks are as follows.

On the edges between saddle atoms the r-marks are equal to in�nity. Between saddle

atoms and atoms of type A, the r-marks are equal to zero, except for those cases,

where the atom A (i.e., the local maximum of the function) corresponds to the �xed

point of the involution � (see Fig. 12.16(g)). In this case, the r-mark is equal to 1=2.

c) On the remaining four edges of the molecule fW (i.e., on the central edges

incident to the atom C2 ), the marks are as in Fig. 12.43. Here three di�erent cases
are distinguished depending on how many critical points the functions f(x) and g(y)
have. In accordance with this, the molecule has either one, or three, or �ve families.

Figure 12.43

Thus, we have obtained a complete Liouville classi�cation of all quadratically
integrable geodesic ows on the projective plane (see Fig. 12.43).

12.4.2. Linearly Integrable Geodesic Flows on the Projective Plane

As we already know, if we have a Riemannian metric on the projective plane with
the linearly integrable geodesic ow, then, by taking the standard two-sheeted
covering over RP 2 , we can lift this metric to the sphere S2 . The geodesic ow
of the lifted metric will be again linearly integrable. The Liouville classi�cation
for all such geodesic ows on the sphere was obtained in Theorem 12.9. There-
fore, to obtain the Liouville classi�cation of linearly integrable geodesic ows
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on the projective plane, one needs to consider the action of the involution �
on the molecule W related to the covering sphere and described in Theorem 12.9.

By taking \the quotient" W=� , we will obtain the desired molecule fW that
corresponds to the geodesic ow on RP 2 .

As before, the lifted metric on the sphere can be written as follows:

ds2 = d�2 + f(�) d'2 :

Note that the function f cannot be arbitrary here and ds2 should be � -invariant.
Without loss of generality, we can assume that � is de�ned on the closed interval
[��0; �0] and the involution � has the form

�: (�; ')! (��;�') :
Then the additional condition is that f should be even.

Theorem 12.11 (V. S. Matveev). Consider the Riemannian metric

ds2 = d�2 + f(�) d'2

on the projective plane. Then the molecule fW corresponding to its geodesic ow

has the form shown in Fig. 12.44, where the molecule fW (f) is constructed from

the function f(�) in the way described above in Theorem 12.9.

a) In both the graphs fW (f), the marks are as follows. On the edges between

saddle atoms, the r-marks are equal to in�nity. Between saddle atoms and

atoms of type A, the r-marks are equal to zero, except for the case where

the atom A (i.e., the local maximum of the function) corresponds to a �xed point

of the involution � (see Fig. 12.16(g)). In this case, the r-mark is equal to 1=2.

b) Suppose that the molecule fW (f) is di�erent from the atom A (i.e., contains
at least one saddle atom). Then, on the single central edge connecting two copies

of the fW (f), the mark r is equal to in�nity and " = �1. Here there is only

one family (it is the molecule W from which all the end-atoms A are removed).
The mark n on this family is equal to �1.

c) If the molecule fW (f) is reduced to a single atom A, then the whole molecule W
has the simplest form A��A. In this case, we have r = 1=4 and " = 1. There are

no families here.

Figure 12.44

Thus, we have obtained a complete Liouville classi�cation of linearly integrable
geodesic ows on the projective plane.
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Chapter 13

Orbital Classi�cation

of Integrable Geodesic Flows

on Two-Dimensional Surfaces

13.1. CASE OF THE TORUS

13.1.1. Flows with Simple Bifurcations (Atoms)

An orbital classi�cation of linearly and quadratically integrable geodesic ows
on the torus was obtained by E. N. Selivanova [312].

As was shown in Chapters 5 and 8, for orbital classi�cation of integrable
systems, �rst of all, it is necessary to calculate the rotation function on the edges
of the marked molecule W � . Consider a torus with an integrable geodesic ow.
We restrict ourselves to the case of a global Liouville metric.

As usual, we �rst consider a global Liouville metric

(f(x) + g(y))(dx2 + dy2)

on the Euclidean plane R(x; y), and then factor it with respect to an orthogonal
lattice � generated by two vectors f1 = (1; 0) and f2 = (0; L). Here we assume that
f and g are both strictly positive non-constant functions with the periods 1 and L
respectively. We obtain the torus T 2 = R

2=� with the so-called (L; f; g)-metric
having the quadratically integrable geodesic ow. In the similar way, we can
construct a linearly integrable geodesic ow if we set g(y) � 0.

First, we assume that both functions f and g di�er from a constant. As before,
we denote by F an additional quadratic integral.

Recall that Liouville tori in the isoenergy manifold Q = fH = 1g � T �T 2 are
given in the standard coordinates (x; y; px; py) by the following equations:

p2x = f(x) + F ; p2y = g(y)� F :
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These equations can actually de�ne several Liouville tori that lie on the same
level of F in Q.

Recall that, in our case, the molecule W has the form shown in Fig. 12.6(a)
from Chapter 12. It is seen from its structure that the Liouville tori are naturally
divided into three groups depending on the value of F :

1) for F > min(g(y)), the Liouville torus gets into one of the upper
subgraphs W (g) in W ;

2) for F 2 (�min(f);+min(g)), the Liouville torus belongs to one of the four
central edges a; b; c; d;

3) for F < �min(f), the Liouville torus gets into one of the lower sub-
graphs W (g) in W .

Having �xed the value of F , we obtain several segments on the y-axis
on each of which the function p2y = g(y) � F is non-negative. Every such
segment corresponds to a pair of Liouville tori that di�er from each other only
by the direction of geodesics.

If, for example, F > min(g(y)), then the parameter y can vary inside several
segments (see Fig. 13.1). We choose one of them and denote it by [y1; y2]. The other
variable x varies in its domain of de�nition, i.e., in the whole closed interval [0; 1].

Figure 13.1

Analogously, if F 2 (�min(f);+min(g)), then x and y can independently take
any admissible values, i.e., x 2 [0; 1] and y 2 [0; L].

Finally, if F < �min(f), then x takes values in some closed interval [x1; x2],
and y runs over its domain of de�nition, i.e., the whole closed interval [0; L].

Copyright 2004 by CRC Press LL



It is useful to draw the projection of the described Liouville tori on the base T 2 .
According to the above three cases, these projections will look as shown in Fig. 13.2:
an annulus, the whole torus, and again an annulus.

Figure 13.2

On each of these Liouville tori, we �x the basis cycles � and � given
by the equations

� = fx = constg and � = fy = constg :
Then the value of the rotation function on this Liouville torus with respect

to the �xed basis is de�ned by the following statement.

Proposition 13.1. Consider the quadratically integrable geodesic ow of

the (L; f; g)-metric on the torus.

a) If F > min(g(y)), then the rotation function � on the Liouville torus (lying
on the level fF = constg) is given by

�e(F ) =

1R
0

dxp
f(x)+F

y
2R

y
1

2 dyp
g(y)�F

:

Here e belongs to one of two subgraphs W (g) (see Fig. 12.6(a) in Chapter 12).
b) If F 2 (�min(f);+min(g)), then the rotation function � on the Liouville

torus (lying on the level F = const) is given by

�e(F ) =

1R
0

dxp
f(x)+F

0R
L

dyp
g(y)�F

:

Here e is one of the four central edges a; b; c; d of the molecule W .

c) If F < �min(f), then the rotation function � on the Liouville torus (lying
on the level F = const) is given by

�e(F ) =

x
2R

x
1

2 dxp
f(x)+F

0R
L

dyp
g(y)�F

:

Here e belongs to one of two subgraphs W (f) (see Fig. 12.6(a) in Chapter 12).
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Proof. To compute the rotation function, we use the action variables, which
can be explicitly calculated. Recall the following formula for the rotation function
in the action variables:

�(F ) =
@H=@I1
@H=@I2

= �@I2=@F

@I1=@F
:

Here I1; I2 are the action variables corresponding to the cycles � and �. Namely,

I1 =
1

2�

Z
�

� and I2 =
1

2�

Z
�

� ;

where � = px dx+py dy . On the Liouville torus, we can express px and py through
x, y , and F . For de�niteness, we assume that F > min(g(y)). Then

I1 =
1

2�

y
2Z

y
1

2
p
g(y)� F dy ; I2 =

1

2�

1Z
0

p
f(x) + F dx :

The coe�cient 2 occurs in the formula for I1 , since the integration over �
(Fig. 13.1) is equivalent to the double integration over the closed interval [y1; y2].

Di�erentiating the actions by F and substituting the result into the above
formula for �, we obtain the desired statement.

In the cases where F 2 (�min(f);+min(g)) or F < �min(f), the argument is
similar. The proposition is proved. �

Note that the values of � turned out to be positive. It can be explained
by the choice of the orientation on the cycles � and �. The orientation is chosen
in such a way that the values of actions are positive.

Let us describe some properties of the rotation function.

Proposition 13.2. Consider a quadratically integrable geodesic ow on

the torus. Then, on each of the four central edges a; b; c; d of the molecule W ,

the rotation function is strictly monotone and varies from zero to in�nity. In par-

ticular, on these edges, the rotation function gives no contribution to the orbital

invariant of the geodesic ow.

Remark. Unlike the four central edges of W , on the other edges, the behavior
of the rotation function can be di�erent. For example, � may be non-monotone.
Therefore, the R-vectors on these edges may be non-trivial.

Proof. The case under consideration corresponds to the case (b) of Proposi-
tion 13.1. It is seen from the explicit formula for � that, in this case, the numerator
of the ratio, i.e., the integral 1Z

0

1p
f(x) + F

dx

decreases (as a function of F ) from +1 up to some �nite limit. The denominator,
i.e., the integral LZ

0

1p
g(y)� F

dy

increases from a �nite value up to +1. Hence, � goes monotonically from +1
up to zero. �
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Let us turn to the case of a Riemannian metric on the torus whose geodesic
ow is integrable by means of a linear integral. We consider the simplest
case, which can be obtained from the previous one by setting g(y) � 0.
The function f(x) is assumed to be strictly positive. Recall that the corresponding
metric on the torus is called an (f; 0; L)-metric. The molecule of the geodesic
ow has the form shown in Fig. 12.6(b). The edges of this molecule can naturally
be divided into two groups according to the value of an additional (linear)
integral F , namely, the pair of central edges and the pair of subgraphs W (f).
The following statement yields the explicit formulas for the rotation function in each
of these cases.

Proposition 13.3.

a) If jF j > min(f(x)), then the rotation function � on the Liouville torus

(lying on the level fF = constg) is given by

�e(F ) =
1

L

x
2Z

x
1

2F dxp
f(x)� F 2

:

Here e belongs to one of two subgraphs W (f) (see Fig. 12.6(b) in Chapter 12).
b) If jF j < min(f), then the rotation function � on the Liouville torus

(lying on the level fF = constg) is given by

�e(F ) =
1

L

1Z
0

F dxp
f(x)� F 2

:

Here e is one of two central edges a and b of the molecule W .

Proof. We begin with the case (a). Using the same method as before, we compute
the action variables I1 and I2 . In this case, the integral F has the simple form
F = py . Hence a Liouville torus is given by two simple equations:

F = py ; p2x = f(x)� F 2 :

Therefore,

I1 =
1

2�

LZ
0

F dy ; I2 =
1

2�

x
2Z

x
1

2
p
f(x)� F 2 dx :

By substituting these expressions into the general formula for �, we obtain

�(F ) = �@I2=@F

@I1=@F
=

1

L

x
2Z

x
1

2F dxp
f(x) � F 2

:

The case (b) is analogously examined. �
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Proposition 13.4. Consider a linearly integrable geodesic ow on the torus.

Then, on each of two central edges a and b of the molecule W (see Fig. 12.6(b)),
the rotation function is strictly monotone and varies from �1 to +1. In partic-

ular, on these four edges, the rotation function gives no contribution to the orbital

invariant of the geodesic ow.

Proof. The statement immediately follows from the explicit form of the rotation
function on both central edges (see Proposition 13.3(b)). �

Remark. As in the quadratic case, the rotation function may be non-monotone
on the molecule edges lying inside the subgraphs W (f). Therefore, non-trivial
R-vectors may occur.

Theorem 13.1. Let ds2 and ds0
2
be two Riemannian metrics on the torus

whose geodesic ows are linearly or quadratically integrable. Suppose that the cor-

responding molecules W � and W 0� are simple, that is, all their atoms are simple

(i.e., either A or B). Then the geodesic ows of these metrics are topologically

orbitally equivalent if and only if the marked molecules W � and W 0� coincide

(in the exact sense described above), and in addition, the rotation functions

on the corresponding edges of the molecules are continuously conjugate.

Proof. Since all the singularities of the Liouville foliation (i.e., atoms) are
assumed to be simple, no atomic invariants (like �, �, and Z ) appear in this case.
This means that the only orbital invariant is the marked molecule W � endowed with
the collection of R-vectors, which are uniquely determined by the rotation functions.
The coincidence of the R-vectors is equivalent to the conjugacy of the corresponding
rotation functions. Hence the statement of the theorem follows directly from
the general classi�cation theory (see Chapter 8). �

Using this theorem, one can construct examples of topologically orbitally
equivalent geodesic ows on the torus. Consider, for example, two global Liouville
metrics

ds2 = (f(x) + g(y))2(dx2 + dy2) and des2 = ( ef(x) + eg(y))2(dx2 + dy2)

on the torus, where each of the periodic functions f , g , ef , eg has exactly
one minimum and one maximum on the interval of periodicity (see Fig. 13.3). Then

the corresponding molecules W � and fW � have the simplest form shown in Fig. 13.4.
We do not indicate the marks r , ", and n, since they are not needed here.

Figure 13.3 Figure 13.4
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For simplicity, assume that the rotation functions are monotone on every edge.
On each of the four central edges, the rotation function varies from zero to +1,
and consequently, does not contribute to the orbital invariant. On the other edges
(incident to atoms A), the rotation function � has the following structure. Its limit
on the saddle atom B is either zero or in�nity, and therefore, does not a�ect
the invariant. But, as a Liouville torus tends to the atom A, the limit of � is a �nite
number, and its value (according to the general theory) is an orbital topological
invariant of the geodesic ow. This limit is obviously the same on both upper
atoms A. We denote it by p. The analogous limit of � on both lower atoms A is
denoted by q .

In the case of the geodesic ow of des2 , we denote the corresponding limits
by ep and eq . Thus, to each of the ows, we have assigned two orbital invariants,
namely, p and q (and respectively ep and eq). All the other invariants are the same
in both cases, and therefore, we can just forget them. Therefore, we conclude that
the geodesic ows of the metrics ds2 and des2 are topologically orbitally equivalent
if and only if either (p; q) = (ep; eq) or (p; q) = (eq�1; ep�1).

The point is that the molecules presented in Fig. 13.4 are symmetric with respect
to the horizontal axis passing through the middle of the molecule. So we have two

di�erent possibilities for a homeomorphism W ! fW . In fact, it just means that
we can interchange the coordinates x and y . This leads us to interchanging basis
cycles � and � and, �nally, to the transformation of the rotation function according
to the rule �! 1=�.

This result can be reformulated as follows. Under the above assump-
tions on f and g , the geodesic ow has exactly two stable closed geodesics.
One of them corresponds to the upper pair of atoms A, and the other corresponds
to the lower one. Two atoms A from each pair denote the same geodesic but
with two di�erent orientations. Every closed geodesic is characterized by its
multiplier, which is completely determined by the limit of the rotation function �.
More precisely, the following statement holds.

Consider the rotation number � on the Liouville torus T 2 neighboring to a stable
closed geodesic  ; let �0 be the limit of � as T 2 !  . The closed geodesic  is also
characterized by its index (usually called the Morse index). Recall that ind() is
de�ned to be the number of points that are conjugate to an initial point P along  ;
each conjugate point is taken into account only once. Note that here we mean
a simple geodesic (i.e., taken without multiplicity). If the initial point P is conjugate
to itself along  , then we also take it into account.

Recall that the multiplier of  is de�ned to be an eigenvalue � = exp(2�i')
of the linearization of the Poincar�e map along  .

Proposition 13.5. The limit of the rotation number �0 on the closed stable

geodesic (on a two-dimensional surface), its Morse index ind(), and its multiplier �
are connected by the following relations :

ind() = [2�0] (i.e., the integer part of 2�0) ; � = exp(2�i�0) :

Proof. First note that the equality � = exp(2�i�0) has been already proved
in Chapter 8 (Proposition 8.3). And we only need to verify the �rst relation between
the index and the rotation function.
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Let  be a closed geodesic, and let P be a point on it. Consider another
geodesic e starting from P in the direction of a vector a close to the velocity
vector _(0) of the initial geodesic  (see Fig. 13.5). Since  is stable, e goes near 
intersecting it at some points.

Figure 13.5 Figure 13.6

Consider the Liouville torus in Q which contains the geodesic e . Since  is
stable, we may assume that the whole Liouville torus is located in some narrow
tubular neighborhood of  in Q. Therefore, by projecting this Liouville torus
down to the 2-torus T 2 , we obtain a narrow annulus on T 2 with the axis 
inside of which e moves (see Fig. 13.5). It turns out that each pair of sequential
intersections of e and  corresponds to one complete turn of the geodesic e along
the generatrix of the Liouville torus (see Fig. 13.6). This follows easily from the fact
that the coordinate net of the angle variables on the Liouville torus is projected
into the standard coordinate net fx = constg, fy = constg on the torus T 2 .

By n
e(k) we denote the number of intersections of e and  on the torus T 2 after

k complete turns along the closed geodesic  . By n
e(1 + ") we denote the number

of intersections of e and  on the segment from 0 to 1 + ". Here we assume that
1 is the period of  , that is, its length after an appropriate norming. Further, let "
be an arbitrary su�ciently small positive number. Then

ind() = limn
e(1 + ") ; as e !  :

First assume that P is not conjugate to itself along the geodesic  . Then it is clear
that in the above formula we can set " = 0, i.e.,

ind() = limn
e(1) ; as e !  :

This means that the index of  is exactly equal to the number s of intersection
points of  with the close geodesic e after one complete turn (Fig. 13.6).
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On the other hand, for the limit �0 = lim �(e) of the rotation function �(e)
as e !  , the following formula takes place:

�0 = lim
e!

lim
k!1

n
e(k)

2k
:

It su�ces to show that

s � n
e(k)

k
< s+ 1 :

Let us prove the left inequality. Assume the contrary, i.e., s > n
e(k)=k . Divide

the segment [0; k] into unit intervals of the form [m;m + 1). Then there exists
at least one interval inside of which the number of intersection points of  and e
is strictly less than s. Consider the geodesic � starting from m (i.e., from the left
end-point of the interval) and close to  (see Fig. 13.7). Since the index of 
on the interval [m;m + 1) is s, it follows that the number of intersection points
of � and  on this interval also must be equal to s.

Figure 13.7 Figure 13.8

In this case, we obtain a pair of neighboring points � and � on [m;m + 1)
at which � intersects  . Moreover, as is seen from Fig. 13.7, there are no other
intersection points of  and e between � and � . Without loss of generality we
may assume that both geodesics � and e lie on the same Liouville torus. But then
we obtain a contradiction, since the intersection points of the geodesics � and e
with  must alternate. This observation follows from the Liouville theorem and
the fact that all Liouville tori close to  are projected (down to the base T 2) onto
concentric annuli with the same axis  . Thus, the �rst inequality is proved.

We now turn to the second part of the inequality. Assume the contrary, that is,
n
e(k)=k � s + 1. By analogy with the previous case, we obtain that there exists

at least one interval [m;m + 1) on the segment [0; k] which contains at least
s + 2 points of intersection of the geodesics  and e (see Fig. 13.8). Consider
the geodesic � starting from m and lying on the same Liouville torus as e . Then
it is clear that there exist two points � and � of intersection of the geodesics  and e
between which there is no intersection points of  and � . But this is impossible
for the same reason as before. This contradiction gives, consequently, the second
inequality.

By setting k !1, we obtain
s � 2� < s+ 1 :

Therefore, [2�] = s. Since s, in turn, is equal to the index of  , we get the required
equality:

[2�] = ind() :
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Thus, in the case when P is not conjugate to itself along  , the assertion has
been proved.

Now let P be conjugate to itself along  . This means that the geodesic e returns
after one complete turn to a point P 0 close to the initial point P up to in�nitesimal
of the second order. In other words, there exists a Jacobi �eld along  which vanishes
both at the point t = 0 and at the point t = 1, where t is the parameter along
the closed geodesic  , and 1 is its length (i.e., period). In this case, the multiplier �
is equal to �1. It follows from the above formula � = exp(2�i�0) that 2�0 is
an integer number. Consequently, it remains to verify that ind() = 2�0 . But
this follows from the above de�nition of the index of a closed geodesic, where
(in the case when P is conjugate to itself) we must take into account the end-point
of the geodesic as a conjugate one. �

This statement allows us to formulate a simple orbital equivalence criterion for
\simple" integrable geodesic ows on the torus.

Corollary. Consider two quadratically integrable geodesic ow on the torus with

\simple" molecules W and W 0 shown in Fig. 13.4. Suppose the rotation functions

are all monotone. Then these geodesic ows are topologically orbitally equivalent

if and only if the corresponding closed stable geodesics have the same Morse indices

and the same multipliers.

13.1.2. Flows with Complicated Bifurcations (Atoms)

In this section, we do not formulate general theorems, but restrict ourselves
to several comments.

If a singularity of the Liouville foliation (i.e., an atom) is complicated, then,
in addition to rotation functions, new orbital invariants � and � appear. (Note
that the Z -invariant does not appear here, since all the atoms are planar.)

According to the general theory, the orbital invariants of the initial Hamiltonian
system are conjugacy invariants of the reduced system on a two-dimensional
transversal section. This system is called the Poincar�e ow. Its Hamiltonian (the so-
called Poincar�e Hamiltonian) can be written explicitly. After that, the invariants
� and � can be easily computed.

As we have shown above, in the case of torus, the isoenergy 3-surface Q3 is
separated into 4 parts for each of which there exists a global transversal 2-section.
In Fig. 12.11 (Chapter 12), we illustrate these four pieces QI , QII , QIII , and QIV .
Consider, for example, QI . Its transversal section (as shown in Chapter 12) can be
the surface PI given by x = 0 in Q3 . The local coordinates on PI are y and py .
The symplectic structure is obviously standard, i.e., takes the form dpy ^ dy .
An additional integral of the geodesic ow, being restricted to PI , is given by

F = �p2y + g(y) :

It is clear that the Poincar�e Hamiltonian F � is some function of F , i.e., can be
written as F � = F �(F ). To compute the conjugacy invariants � and � of the ow
sgradF � , we can use the following statement, which holds not only for the torus,
but also for any Hamiltonian systems on 2-atoms.
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Lemma 13.1. Consider the Hamiltonian ows sgradF and sgradF �(F )
on a 2-atom (P;K). Then

1) �(F �) = �(F ),

2) �(F �) = �(F ) �
�
dF �

dF

�
�1

,

3) Z(F �) = Z(F ) �
�
dF �

dF

�
�1

.

Here the derivative dF �=dF is computed on the singular �ber.

Proof. The proof easily follows from the de�nition of these invariants. �

In the case of the torus, the function F �(F ) can easily be computed by
using the above explicit formulas for the action variables (Proposition 13.1) and
the Topalov formula for the Poincar�e Hamiltonian (Proposition 5.6). The result is

F �(F ) =

1Z
0

p
f(x) + F dx :

Then

dF �

dF
=

1Z
0

dxp
2(f(x) + F )

:

Thus, in the case of the torus, the problem is reduced to the calculation
of the invariants � and � on the section PI for a very simple Hamiltonian, which
is equal to

F = �p2y + g(y) :

Lemma 13.2. Let a singular �ber K on PI contain singular points S1; : : : ; Sm .

In coordinates (y; py), these points are (yi; 0), where yi is a critical point of g(y).
(See Fig. 13.9.) Then the �-invariant on K is given by

� = (�1 : : : : : �m) ; where �i =

s
d2g(yi)

dy2
:

Figure 13.9

Proof. One needs just to apply the formula, which expresses � from the sym-
plectic structure and second derivatives of the Hamiltonian (see Chapter 6). �
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To compute the �-invariant, we also can use the formula, which expresses it
from the \�nite parts" of the period functions (see Chapter 6). The period functions
themselves are

�(F ) =

Z
dyp

g(y)� F
;

where, for each closed integral curve of sgradF , the integral is taken over
the corresponding closed interval [s1; s2] (see Fig. 13.9). �

13.2. CASE OF THE SPHERE

The case of the sphere is examined more or less in the same way as that of the torus.
As usual, for orbital classi�cation of integrable geodesic ows, we need to com-

pute the rotation functions.
Consider an (L; f; g)-metric on the sphere. As we know, it is obtained from

the global Liouville \metric" on the torus by means of a two-sheeted covering with
four branch points. Therefore, we can de�ne such a metric on the sphere as a metric
on the covering torus that is invariant under the corresponding involution � .

As before, we consider a global Liouville metric

(f(x) + g(y))(dx2 + dy2)

on the Euclidean plane R2 (x; y), and then factor the plane with respect to the or-
thogonal lattice generated by the vectors f1 = (1; 0) and f2 = (0; L). Here we
assume that f and g are periodic even non-negative functions such that f(k=2) = 0
and g(kL=2) = 0 for k 2 Z. We obtain the torus T 2 with the metric ds2 , which
can be pushed forward to the sphere by using the covering T 2 ! T 2=� = S2 , where
� is the involution given by �(x; y) = (�x;�y). The obtained metric on the sphere
is an (L; f; g)-metric. Denote an additional integral of the geodesic ow by F .

The Liouville tori in the isoenergy manifold Q = fH = 1g � T �S2 , being lifted
to the cotangent bundle T �T 2 , are given in coordinates (x; y; px; py) by

p2x = f(x) + F ; p2y = g(y)� F :

These equations can determine several Liouville tori lying on the same level
of F . Recall that the molecule W for the geodesic ow on S2 has the form shown
in Fig. 12.30. As we see from the structure of the molecule, the Liouville tori are
divided into two groups depending on the value of F :

1) for F > 0, the Liouville torus gets into one of the upper subgraphsW (g) inW ;
2) for F < 0, the Liouville torus is located inside one of two lower sub-

graphs W (f) in W .
Having �xed the value of F , we obtain several closed intervals on the y-axis

in each of which the function p2y = g(y) � F is non-negative. Choose one of them
and denote it by [y1; y2]. This closed interval corresponds to a pair of Liouville tori,
which di�er from each other only by the direction of geodesics. The coordinate x
for these tori can be arbitrary and varies on the whole closed interval [0; 1].
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If F < 0, then x takes values in some closed interval [x1; x2] (one of the several
possible ones), and y varies on the whole closed interval [0; L].

According to the above two cases, the projections of these tori look as shown
in Fig. 13.10. In both cases, we obtain an annulus.

Figure 13.10

On each Liouville torus, we consider the basis cycles � and � given by

� = fx = constg and � = fy = constg :
The next statement gives us an explicit formula for the rotation function �

with respect to this basis.

Proposition 13.6.

a) If F > 0, then the rotation number � on the Liouville torus (lying on the level

fF = constg) is given by

�e(F ) =

1R
0

dxp
f(x)+F

y
2R

y
1

2 dyp
g(y)�F

:

b) If F < 0, then the rotation number � on the Liouville torus (lying on the level

fF = constg) is given by

�e(F ) =

x
2R

x
1

2 dxp
f(x)+F

1R
0

dyp
g(y)�F

:

The proof immediately follows from that of Proposition 13.3. �
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Theorem 13.2. Let ds2 and ds0
2

be two metrics on the sphere whose

geodesic ows are quadratically integrable. Suppose that the corresponding molecules

W � and W 0� are simple in the sense that all their atoms, except for the central

atom C2 , are simple (i.e., either A or B). Then their geodesic ows are

topologically orbitally equivalent if and only if the marked molecules W � and W 0�

coincide, and in addition, their rotation functions on the corresponding edges

of the molecules are continuously conjugate.

The prove is just the same as in the case of the torus. �

Remark. Of course, Theorem 13.2 can also be formulated in the general case
where the singularities of the Liouville foliation (i.e., atoms) are not supposed
to be simple. But, in this case, the formulation becomes unwieldy and we omit it.
Here we have to take into account other orbital invariants such as � and �.

Using this theorem, one can construct examples of orbitally equivalent geodesic
ows on the sphere. Consider, for example, two quadratically integrable geodesic

ows on the sphere corresponding to the triples (L; f; g) and (eL; ef; eg). Suppose,

in addition, that each of the functions f , g , ef , and eg has exactly one local minimum
and one local maximum (on its half-period). Then the corresponding molecules

W � and fW � have the simplest form shown in Fig. 12.35(a).
Suppose for simplicity that the rotation functions are monotone. Then every

rotation function is as follows. Its limit on the saddle singular leaf C2 equals 1.
This follows from the above formulas for � and from the asymptotics of f and g
at their zeros.

So, this limit does not depend on the choice of f and g , and, consequently,
we do not pay any attention to it. On the contrary, as the Liouville torus tends
to the atom A (i.e., shrinks into the stable closed geodesic), the limit of � is
a �nite number, which will be one of the orbital invariants of the geodesic ow ds2 .
The limits on the upper atoms A obviously coincide, and we denote them by p.
For the lower atoms A, we denote the limit of � by q .

For other geodesic ows, we consider analogous limits ep and eq of the rotation
function. So, for each geodesic ow, we have described two orbital invariants
p and q . Using the general classi�cation theory (see Chapter 8), it is easily
seen that no other essential invariants occur in this case (more precisely, all other
invariants coincide automatically). Thus, by analogy to the case of the torus, such
geodesic ows on the sphere are topologically orbitally equivalent if and only if either
(p; q) = (ep; eq) or (p; q) = (eq�1; ep�1). We discuss one of such examples in Chapter 10.

In the same way as for the torus, this result can be reformulated as follows. Under
the above assumptions, the geodesic ow has exactly two stable closed geodesics
(or four if we take into account their orientation), presented in the molecule W
by atoms A.

Using Proposition 13.5, we can formulate the following simple criterion for
the orbital equivalence of \simple" integrable geodesic ows on the sphere.

Corollary. Consider two quadratically integrable geodesic ows on the sphere.

Suppose that the corresponding molecules W and W 0 have the simplest structure

(Fig. 12.35(a)) and the rotation functions are monotone. Then these geodesic ows

are topologically orbitally equivalent if and only if the corresponding closed stable

geodesics have the same Morse indices and the same multipliers.
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13.3. EXAMPLES OF INTEGRABLE GEODESIC FLOWS

ON THE SPHERE

13.3.1. The Triaxial Ellipsoid

The geodesic ow on the standard ellipsoid (both two- and multi-dimensional) was
investigated by many authors. See, for example, [23], [137], [167], [184], [185], [353].

Consider the usual ellipsoid in R3 given in the Cartesian coordinates by

x2

a
+
y2

b
+
z2

c
= 1 ;

where a < b < c. Consider the Riemannian metric induced on it by the Euclidean
metric from R3 . The corresponding geodesic ow turns out to be integrable.
C. Jacobi was �rst who discovered this fact in his famous \Vorlesungen �uber
Dynamik" [167]. To show this, it is convenient, following C. Jacobi, to use elliptic
coordinates in R3 .

The elliptic coordinates of a point P = (x; y; z) 2 R3 are de�ned to be three
real roots �1 > �2 > �3 of the cubic equation

x2

a+ �
+

y2

b+ �
+

z2

c+ �
= 1 :

If P does not belong to any coordinate plane in R3 , then the above equation
has three real roots �1 > �2 > �3 ; moreover, �1 2 (�a;1), �2 2 (�b;�a),
and �3 2 (�c;�b). The corresponding coordinate surfaces �i = const in R3

are ellipsoids, and one- and two-sheeted hyperboloids for i = 1; 2; 3, respectively
(see Fig. 13.11). The initial ellipsoid itself is given then by �1 = 0. The other two
coordinates �2 and �3 can be considered as local regular coordinates on it. Their
level lines are shown in Fig. 13.12. (Notice, by the way, that they are curvature
lines on the ellipsoid.)

Figure 13.11 Figure 13.12
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It is useful to point out explicit formulas, which express the Cartesian coordinates
from elliptic ones:

x2 =
(a+ �1)(a+ �2)(a+ �3)

(a� b)(a� c)
;

y2 =
(b+ �1)(b+ �2)(b+ �3)

(b� a)(b� c)
;

z2 =
(c+ �1)(c+ �2)(c+ �3)

(c� a)(c� b)
:

The Euclidean metric ds2 = dx2 + dy2 + dz2 in R3 , being written in elliptic
coordinates, takes the following form:

ds2 =
1

4

�
(�1 � �2)(�1 � �3)

(a+ �1)(b+ �1)(c+ �1)
d�21 +

(�2 � �1)(�2 � �3)

(a+ �2)(b+ �2)(c+ �2)
d�22

+
(�3 � �1)(�3 � �2)

(a+ �3)(b+ �3)(c+ �3)
d�23

�
:

Restricting this metric to the ellipsoid, i.e., setting �1 = 0, we obtain the following
formula for the metric on the ellipsoid in elliptic coordinates:

ds2 =
1

4
(�2 � �3)

�
�2

(a+ �2)(b+ �2)(c+ �2)
d�22 �

�3
(a+ �3)(b+ �3)(c+ �3)

d�23

�
:

Denoting the polynomial (a + �)(b + �)(c + �) by P (�), one can write this
metric as

ds2 =
1

4
(�2 � �3)

�
�2

P (�2)
d�22 �

�3
P (�3)

d�23

�
:

We see that this metric is similar to the Liouville one. Such metrics are
sometimes called almost Liouville metrics, since, under the simple transformations

�2
P (�2)

= du ;

s
�3

P (�3)
= dv ;

such a metric is reduced to the Liouville form:

ds2 =
1

4
(�2(u)� �3(v))(du

2 + dv2) :

Based on the previous results, one can easily �nd the molecule W � of the geodesic
ow on the ellipsoid. It is su�cient to note that the functions �2(u) and �3(v) have
exactly one local minimum and one local maximum as �2 varies from �b to �a
and �3 varies from �b to �c. This easily follows from the fact that the derivatives
d�2=du and d�3=dv do not change their sign on these intervals.
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Thus, we obtain the situation of Theorem 7.7, which describes the molecule W �

for arbitrary metrics of the form

ds2 =
1

4
(�2(u)� �3(v))(du

2 + dv2) :

Since each of the functions �2(u) and �3(v) has only one local maximum as we
have already veri�ed, the molecule W � of the geodesic ow on the ellipsoid has
the form shown in Fig. 12.35(a).

It remains to �nd the rotation functions on the four edges of W � . We just
use Proposition 13.6. Note that, in Proposition 13.6, the explicit formula for �
is written in the Liouville coordinates u; v . However, one can carry out all
calculations in the initial elliptic coordinates �2; �3 . To this end, we �rst need
to describe Liouville tori and introduce the parameterization on them. Consider
an annulus on the ellipsoid given by �c � �3 � �t (see Fig. 13.13). The annulus
is the projection of a Liouville torus, and we can regard t as a parameter
on the corresponding family of tori. It is well known that the geodesics lying
on the torus behave as is shown in Fig. 13.13, i.e., move along the annulus touching
its boundaries from time to time. If we consider these geodesics with the opposite
orientation, we obtain a Liouville torus from another family.

Figure 13.13

The other two families of Liouville tori can be de�ned in the similar way. They
correspond to the annuli �t � �2 � �a. Thus, the parameter t on Liouville tori
varies from a to c. Varying from a to b, the parameter t describes the Liouville
tori that belong to the lower edges of W � shown in Fig. 12.35(a). When t changes
from b to c, we obtain Liouville tori from two upper edges. The value t = b is,
consequently, a bifurcation. At this instant, Liouville tori undergo the bifurcation,
which is presented as the atom C2 in the molecule W � .

We now can �nd the rotation function for the Liouville torus that corresponds
to a given value of t.

The Hamiltonian H of the geodesic ow on the ellipsoid is

H =
2

�2 � �3

�
P (�2)p

2
2

�2
� P (�3)p

2
3

�3

�
:

Without loss of generality, we can assume that H = 1 on the given Liouville
torus. Then this torus is given by the equations

2P (�2)p
2
2

�2
� �2 = t ;

2P (�3)p
2
3

�3
� �3 = t :
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First, we calculate the action variables I� and I� on the given Liouville torus
related to the cycles � and �, where � = f�2 = constg and � = f�3 = constg.
For de�niteness we assume that t 2 [a; b]. We have

I� =
1

2�

Z
�

(p2 d�2 + p3 d�3) ;

where the integral is taken over � = f�2 = constg. Taking this fact into account,
we obtain

I� =
1

2�

Z
�

p3 d�3 :

Substituting the expression for p3 as a function of �3 and taking into account
that the cycle � is obtained as �3 runs through the closed interval [�c;�b] four
times, we obtain

I� =
2

�

�bZ
�c

s
(t+ �3)�3
2P (�3)

d�3 :

The action variable I� is calculated analogously; it is equal to

I� =
2

�

�aZ
�t

s
(t+ �2)�2
2P (�2)

d�2 :

Now we can compute the rotation function (on the lower edges of W ) by using
the following standard formula for �:

�(t) =
�@I�=@t
@I�=@t

=

�aR
�t

�(u; t) du

�bR
�c

�(u; t) du

;

where �(u; t) =

p
up

(u+ a)(u+ b)(u+ c)(u+ t)
and t 2 [a; b].

For the upper edges of W (i.e., for other two families of Liouville tori),
the rotation function � is

�(t) =

�aR
�b

�(u; t) du

�tR
�c

�(u; t) du

:

Here t 2 [b; c].
Thus, we have completely described the molecule W � and rotation functions for

the geodesic ow on the ellipsoid.
Note that we used several times the assumption that the semi-axes of the ellipsoid

are pairwise di�erent. If some of them coincide, then the ellipsoid turns into
an ellipsoid of revolution, and its geodesic ow becomes linearly integrable.
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13.3.2. The Standard Sphere

The integration of the geodesic ow on the standard sphere is free of any di�culties.
However, it would be interesting to look at the metric on the sphere written
in the Liouville form. For example, this representation will be used for constructing
a large family of smooth metrics with closed geodesics.

First, we introduce speci�c coordinates in R3 , the so-called sphero-conical ones.
They can be regarded as a limit case of the elliptic coordinates. To show this,
consider the behavior of elliptic coordinates at in�nity, more precisely, as �1 !1.
This means that the ellipsoids (given as the level surface f�1 = constg) inate
and transform into spheres in the limit. The level surfaces of the second and third
families (namely, one-sheeted and two-sheeted hyperboloids) are transformed into
two families of elliptic cones at in�nity. By applying a contracting homothety
to this asymptotic picture, we can transfer the elliptic coordinates \at in�nity" into
a bounded region in R3 . As a result, we obtain just the sphero-conical coordinates
in R3 . The coordinate surfaces of the �rst family are concentric spheres, and
the coordinate surfaces of two others are elliptic cones.

More precisely, the sphero-conical coordinates �2; �3 are de�ned to be the roots
of the (quadratic) equation

x2

a+ �
+

y2

b+ �
+

z2

c+ �
= 0 ;

which can be thought as the limit of the (cubic) equation

x2

a+ �
+

y2

b+ �
+

z2

c+ �
= 1

as (x; y; z) ! 1. The �rst sphero-conical coordinate �1 is just the sum of
the squares:

�1 = x2 + y2 + z2 :

Thus, consider the sphero-conical coordinates (�1; �2; �3) in R3 . The explicit
formulas that express the Cartesian coordinates x; y; z through �1; �2; �3 are

x2 =
�1(a+ �2)(a+ �3)

(a� b)(a� c)
;

y2 =
�1(b+ �2)(b+ �3)

(b� a)(b� c)
;

z2 =
�1(c+ �2)(c+ �3)

(c� a)(c� b)
:

Then the Euclidean metric ds2 = dx2 + dy2 + dz2 in R3 can be written
in sphero-conical coordinates in the following way:

ds2 =
1

4

�
1

�1
d�21 �

�1(�2 � �3)

(a+ �2)(b+ �2)(c+ �2)
d�22 �

�1(�3 � �2)

(a+ �3)(b+ �3)(c+ �3)
d�23

�
:
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Restrict this metric to the standard sphere S2 , which is given in sphero-
conical coordinates by a simple equation: �1 = 1. We obtain the following form
of the standard metric on S2 in sphero-conical coordinates:

ds2 =
1

4
(�2 � �3)

�
� d�22
(a+ �2)(b+ �2)(c+ �2)

+
d�23

(a+ �3)(b+ �3)(c+ �3)

�
:

Using the previous notation, we have

ds2 =
1

4
(�2 � �3)

�
� d�22
P (�2)

+
d�23
P (�3)

�
;

where P (�) = (a+ �)(b+ �)(c+ �).
Thus, the standard metric on the sphere turns out to be written in an almost

Liouville form. It is interesting to point out that the above representations for
the metrics on the sphere and on the ellipsoid turn out to be quite similar.

As is seen from the above construction, the Liouville coordinates on the standard
2-sphere are not uniquely de�ned. For example, one can choose the values
of a, b, and c in di�erent ways.

Note that, having constructed the Liouville representation for the metric,
we immediately obtain a quadratic integral of the geodesic ow. This integral
determines the structure of a Liouville foliation on Q3 � T �S2 ; and we can
distinguish one-parameter families of Liouville tori, examine their bifurcations,
and compute the marked molecule with the rotation functions. By repeating
the arguments related to the ellipsoid, we can see that the molecule W � for
the standard sphere is the same as for the ellipsoid. Liouville tori are projected
again onto two families of annuli on the sphere given by the equations �c � �3 � �t
and �t � �2 � �a (which are obviously similar to the ellipsoid case).

In conclusion, following our general scheme, we want to write the rotation
function � for the standard metric on the sphere and to see that � � 1. (Of course,
this fact is known in advance and is obvious.) By repeating literally the above
arguments (see Section 13.3.1), we obtain the following answer:

�(t) =

�aR
�t

N(u; t) du

�bR
�c

N(u; t) du

if t 2 [a; b] ;

�(t) =

�aR
�b

N(u; t) du

�tR
�c

N(u; t) du

if t 2 [b; c] :

Here

N(u; t) =
1p�(u+ a)(u+ b)(u+ c)(u+ t)

:
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Note that N(u; t) can be rewritten as

N(u; t) =
1

�P (u)(u+ t)
;

where P (u) = (u+ a)(u+ b)(u+ c).
The fact that both the expressions for �(t) identically equal 1 follows from

the well-known formulas in the theory of elliptic integrals.

13.3.3. The Poisson Sphere

The Poisson sphere is de�ned to be the two-dimensional sphere endowed with
the Riemannian metric

ds2 =
a dx2 + b dy2 + c dz2

x2

a
+ y2

b
+ z2

c

;

where x; y; z are the Cartesian coordinates in R3 , and a < b < c are arbitrary
positive numbers. We assume that the above metric is restricted to the sphere S2

which is imbedded in R3 (x; y; z) in the standard way: S2 = fx2 + y2 + z2 = 1g.
The same metric on the Poisson sphere can be de�ned in another way. Con-
sider the group SO(3) endowed with a left-invariant Riemannian metric de�ned
by the diagonal matrix diag(a; b; c). This matrix determines the inner product
on the Lie algebra so(3). By extending this product with left shifts along the group,
we obtain a left-invariant metric on SO(3). Then we take the left action of the circle
S1 ' SO(2) on SO(3) and consider the corresponding quotient space SO(3)=S1 .
We obtain the two-dimensional sphere S2 . The initial left-invariant metric on SO(3)
naturally induces some metric on the base S2 (submersion metric), which is just
the metric on the Poisson sphere.

Let us write this metric in sphero-conical coordinates �2; �3 on the sphere imbed-
ded into R3 . The Cartesian coordinates x; y; z on the sphere fx2 + y2 + z2 = 1g
are expressed through �2; �3 in the following way:

x2 =
(a+ �2)(a+ �3)

(a� b)(a� c)
;

y2 =
(b+ �2)(b+ �3)

(b� a)(b� c)
;

z2 =
(c+ �2)(c+ �3)

(c� a)(c� b)
:

Substituting these expressions onto the explicit formula of the Poisson metric,
we have

ds2 =
1

4
abc

�
1

�3
� 1

�2

��
�2 d�

2
2

P (�2)
� �3 d�

2
3

P (�3)

�
;

where P (�) = (a+ �)(b+ �)(c+ �).
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Note that the numerator in the formula for the Poisson metric a dx2+b dy2+c dz2

de�nes the ellipsoid metric on the imbedded sphere, and the conformal multiplier

1
x2

a
+ y2

b
+ z2

c

in sphero-conical coordinates becomes

abc

�2�3
:

As a result, we see that the metric on the Poisson sphere is connected with that
on the ellipsoid as follows:

ds2Poisson sphere =
abc

�2�3
ds2ellipsoid :

It is easily veri�ed that the marked molecule W � for the metric on the Poisson
sphere has the same form as for the ellipsoid (see Fig. 12.35(a) in Chapter 12).

It remains to write the rotation function � for the Poisson sphere. The calcula-
tion is similar to that in the case of the ellipsoid. As a result, we obtain the following
explicit formulas:

�(t) =

�aR
�t

S(u; t) du

�bR
�c

S(u; t) du

if t 2 [a; b] ;

�(t) =

�aR
�b

S(u; t) du

�tR
�c

S(u; t) du

if t 2 [b; c] :

Here S(u; t) =
�up

�(u+ a)(u+ b)(u+ c)(u+ t)
.

13.4. NON-TRIVIALITY OF ORBITAL

EQUIVALENCE CLASSES AND

METRICS WITH CLOSED GEODESICS

Consider all Riemannian metrics whose geodesic ows admit non-trivial linear or
quadratic integrals and divide this set into classes by including into the same class
those metrics whose geodesic ows are smoothly orbitally equivalent (on isoenergy
surfaces). The following theorem by E. N. Selivanova shows that these classes are
not trivial. In other words, for any metric ds2 , there are many other metrics which
are not isometric to ds2 , but have orbitally equivalent geodesic ows.
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Theorem 13.3 (E. N. Selivanova [311]). Let ds2 be a smooth Riemannian

metric on the sphere or torus whose geodesic ow admits a non-trivial linear or

quadratic Bott integral. In addition, let ds2 be di�erent from the at metric

on the torus. Then, on this surface, there exists a family of Riemannian metrics

depending on a functional parameter (and pairwise non-isometric) whose geodesic

ows are smoothly orbitally equivalent to the geodesic ow of ds2 .

Proof. The scheme for the proof of this theorem is quite natural. Let,
for example, ds2 be a global Liouville metric on the two-dimensional torus,
i.e., ds2 = (f(x) + g(y))(dx2 + dy2) in some global periodic coordinates (x; y).
The main orbital invariant of its geodesic ow is the molecule W � to each of
whose edges the corresponding rotation function is assigned. The formulas for them
in terms of the functions f and g are explicitly written. The idea is to perturb
the functions f and g in such a way that the rotation functions do not change.
The structure of critical points of f and g should certainly be preserved in order
for the molecule W � not to change itself. It turns out that it is possible to choose
such a perturbation almost explicitly, and the parameter of the perturbation can
be chosen to be a function in one variable. We demonstrate this in one important
particular case below. Let us notice that the case of the at metric on the torus
has to be excluded from this construction, since the functions f and g are
constant in this case, and any perturbation of them (i.e., transformation to a non-
constant function) leads us immediately to the bifurcation of the molecule W � .
However, for a �xed at metric on the torus, the corresponding equivalence class
is non-trivial anyway, since it includes all at metrics, which are not necessarily
isometric to each other. Their parameters are the coordinates of basis vectors
of the corresponding lattice.

We now apply this scheme to the case of the metric

(f(x) + g(y))(dx2 + dy2) ;

on the torus, where f and g are periodic, and at least one of them is not constant.
First consider the simplest case when each of these functions has exactly two critical
points: one minimum and one maximum. In essence, the only orbital invariant
in this case is the rotation function � on the edges of the molecule W . Thus,

we need to construct the perturbation f ! ef , g ! eg which does not change
the rotation function �. Since � is actually expressed by means of the derivatives
of the action variables, it su�ces to construct a functional family of perturbations
which do not change the action variables. As we know the action variables have
the form

I1(F ) =
1

2�

y
2Z

y
1

2
p
g(y)� F dy if F > min(g) ;

I1(F ) =
1

2�

LZ
0

p
g(y)� F dy if F < min(g) :

We want to perturb the function g in such a way that I1(F ) is not changed.
From the geometrical point of view, the function I1(F ) is proportional to the area
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of the domain UF lying on the plane with coordinates (y; py) and given by
the following inequalities (see Fig 13.14):

0 < y < L ; g(y)� p2y > F :

The perturbation of f can be constructed by the same method as for g , and
we restrict ourselves to the function g . Let us divide the segment [0; L] into
two parts where g is monotone: from 0 to y0 and from y0 to L. Here we assume,

Figure 13.14

for de�niteness, that g has its maximum at the points 0 and L (see Fig. 13.14).
Let �1(s) and �2(s) denote the functions inverse to g on the two intervals
of monotonicity. Then the formulas for the action variable I1(F ) can be rewritten
as follows:

I1(F ) =
1

2�

g
maxZ
F

2
p
s� F (�01(s)� �02(s)) ds if F > min(g) ;

I1(F ) =
1

2�

g
maxZ

g
min

p
s� F (�01(s)� �02(s)) ds if F < min(g) :

These formulas show how one should perturb the function g . The perturbation
must not change the di�erence �01(s)��02(s). Consider the perturbed function eg(y)
on the interval [0; y0] (Fig. 13.15) such that eg(y) remains monotone and coinciding
with g(y) in the neighborhoods of 0 and y0 . On the other interval [y0; L],
the perturbed function eg(y) is uniquely reconstructed from the condition

e�01(s)� e�02(s) = �01(s)� �02(s) :
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In other words, the perturbed function eg on [y0; L] is inverse to the functione�2 = �2 � �1 + e�1 . It is clear that such a perturbation always exists in the class
of smooth functions. Thus, in the simplest case when f and g have only two critical
points, the statement is proved.

Figure 13.15 Figure 13.16

If f and g are Morse functions of general type, that is, have several local minima
and maxima, the arguments remain, in essence, the same. It su�ces to consider
a neighborhood of an arbitrary local maximum of g (or f ) and to repeat the above
arguments (see Fig. 13.16).

The case of the sphere in fact does not di�er from that of the torus. �

The above theorem has interesting corollaries if it is applied in the case
of the standard constant curvature metric on the two-dimensional sphere. Namely,
we obtain a large family of metrics whose geodesic ows are orbitally equivalent
to the geodesic ow of the constant curvature metric. In particular, all their
geodesics are closed and, as can easily be shown, have the same length. Such metrics
are usually called Zoll metrics.

In the case of the so-called revolution metrics (that is, metrics admitting
an S1 -action by isometries), this fact is well known (see, for instance, the book
by A. Besse [31]). Nevertheless, we suppose that it would be very interesting
to look at it in the context of the theory of integrable geodesic ows.

Consider the constant curvature sphere as a surface of revolution. Then its
metric can be written in the following standard form (we use here the spherical
coordinates):

ds20 = d�2 + sin2 � d'2 :

The geodesic ow admits a linear integral F = p' . The molecule has the simplest
form A��A, i.e., there exists a single one-parameter family of Liouville tori.
The rotation function on this family is

�0(F ) =
1

�

��xZ
x

F d�

sin �
p
sin2 � � F 2

;

where sinx = F , x 2 (0; 2�). It is easy to verify that �0(F ) � 1; this is just
the condition for all geodesics to be closed.
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Remark. In fact, the necessary and su�cient condition for all geodesics
to be closed can be written as follows: �(F ) � const = p=q 2 Q . G. Darboux
was the �rst who obtained it. One of the examples of the surface satisfying this
condition for p = 2 and q = 1 is the well-known Tannery pear (see [31]). However,
it has a singularity at one of the poles. This circumstance is essential: the revolution
metrics without singularities whose geodesics are all closed exist for p = 1 and q = 1
only.

Let us look now at how to perturb the constant curvature metric in such a way
that the rotation function would not change. Following A. L. Besse's book [31], we
will search for the perturbation in the form

ds2h = (1 + h cos �)2 d�2 + sin2 � d'2 ;

where h is some smooth function. Then the rotation function can be written
as follows:

�h(F ) =
1

�

��xZ
x

(1 + h cos �)F d�

sin �
p
sin2 � � F 2

:

The closedness condition �h(F ) � 1 for geodesics can be rewritten in the follow-
ing way:

�h(F )� �0(F ) =
1

�

��xZ
x

h(cos �)F d�

sin �
p
sin2 � � F 2

� 0 :

It is easy to see that this condition is satis�ed for any odd function h. The same
condition is necessary. Namely, the following result holds.

Theorem 13.4 [31]. The revolution metric ds2 on the two-dimensional sphere

is a Zoll metric if and only if it can be written in the following form:

ds2h = (1 + h cos �)2d�2 + sin2 � d'2 ;

where h is an odd function.

Comment. Here, in order to write the metric, we use the following analog
of spherical coordinates:

' 2 Rmod 2� ; � 2 (��=2; �=2) ;

they act on the whole sphere, except for its two poles. The metric ds2h can be
extended to a smooth metric on the whole sphere if and only if h is a smooth
function on [�1; 1] and, moreover, h(1) = h(�1) = 0. In addition, choosing h
in an appropriate way, it is possible to make this metric real-analytic.

A more interesting series of Zoll metrics can be obtained by considering
the constant curvature metric on the sphere as an (L; f; g)-metric. In this case,
the perturbation of the standard metric should be done in another way.
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Theorem 13.5. There exists a family of pairwise non-isometric C1-smooth

metrics ds2�;� on S2 depending continuously on two functional parameters � and �
such that

1) the geodesic ows of these metrics are quadratically integrable,

2) their geodesics are all closed and have the same length,

3) all these metrics are perturbations of the constant curvature metric on

the sphere in the sense that, for � = 0 and � = 0, the metric ds2�;� becomes

the standard metric ds20 ,
4) all metrics ds2�;� are given by explicit formulas.

Proof. First, we represent the constant curvature metric ds20 on the two-
dimensional sphere as an (L; f; g)-metric. In fact, it has been done in Section 13.3.2,
where we have pointed out the following Liouville representation for ds20 in sphero-
conical coordinates:

ds20 =
1

4
(�2 � �3)

�
� d�22
P (�2)

+
d�23
P (�3)

�
;

where P (�) = (a+ �)(b+ �)(c+ �).
Let us comment this formula. In fact, it can be considered as four separate

formulas on the four domains de�ned as follows:
U++ = fx > 0; z > 0g,
U
�+ = fx < 0; z > 0g,

U+� = fx > 0; z < 0g,
U
��

= fx < 0; z < 0g.
It is important that on each of these four domains, the functions P (�2) and P (�3)

can be de�ned independently of each other (by its own formula). The only
condition is that they should be compatible on the boundaries of the domains
for the smoothness of the metric. For the original metric on the sphere, all four
functions are given by the same formula. However, it is not necessary at all.
Moreover, two functions P (�2) and P (�3) are given by the same function P
(just depending on di�erent variables). It is not necessary, too. We can take two
distinct functions, for example, Q and R. The described observations open a way
to construct appropriate perturbations of the standard metric on the sphere in such
a way that the rotation function would not change. To this end, let us de�ne
a metric on each of the four domains as follows:

ds2 =
1

4
(�2 � �3)

�
� d�22
Q+(�2)

+
d�23

R+(�3)

�
on Q++ ;

ds2 =
1

4
(�2 � �3)

�
� d�22
Q+(�2)

+
d�23

R
�
(�3)

�
on Q

�+ ;

ds2 =
1

4
(�2 � �3)

�
� d�22
Q
�
(�2)

+
d�23

R+(�3)

�
on Q+� ;

ds2 =
1

4
(�2 � �3)

�
� d�22
Q
�
(�2)

+
d�23

R
�
(�3)

�
on Q

��
:

Here we have to choose the functions in such a way that the obtained metric
on the whole sphere becomes smooth. For example, we can just assume that new
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functions Q+ and Q
�

(de�ned on [�b;�a]) coincide with P near the boundary
points �b and �a; and analogously, R+ and R

�
(de�ned on [�c;�b]) coincide

with P near the boundary points �b and �c.
Changing the functions Q+ , Q

�
, R+ , R

�
, we obtain a functional family

of smooth Liouville metrics ds2(Q+; Q�; R+; R�) on the sphere.
Recall that, having represented the metric ds20 in the Liouville form, we automat-

ically obtain a quadratic integral of its geodesic ow and, consequently, the structure
of a Liouville foliation on the isoenergy surface (i.e., on the unit (co)tangent vector
bundle). This foliation has four one-parameter families of Liouville tori, for each
of which one can write the formula for the rotation function. As was shown above
(see Section 13.3.2), this function (on one of four families of tori) looks like

�(t)standard sphere =

�aR
�t

N(u; t) du

�bR
�c

N(u; t) du

;

where N(u; t) =
1p

�P (u)(u+ t)
, t 2 (a; b). It can easily be veri�ed that

�(t)standard sphere � 1 :

This property is equivalent to the closedness of all the geodesics lying on
the Liouville tori from the family under consideration.

The Liouville foliation structure for the metrics ds2(Q+; Q�; R+; R�) is just
the same as for ds20 , and the rotation function on the corresponding family of tori
can be written as follows:

�(t)perturbed sphere =

�aR
�t

N2(u; t) du

�bR
�c

N3(u; t) du

;

where

N2(u; t) =
1p
u+ t

�
1p�Q+(u)

+
1p�Q
�
(u)

�
;

N3(u; t) =
1p�u� t

�
1p

R+(u)
+

1p
R
�
(u)

�
:

Now let us choose the functions Q+ , Q� , R+ , and R
�

so that the following
condition holds:

�(t)perturbed sphere � 1 :

It will exactly guarantee the closedness of the geodesics. Let us choose the functions
in such a way that the integrals do not change at all, i.e.,

1p�Q+(u)
+

1p�Q
�
(u)

=
2p�P (u) ;

1p
R+(u)

+
1p

R
�
(u)

=
2p
P (u)

:
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As a result, we obtain

�(t)standard sphere = �(t)perturbed sphere :

In other words, perturbing the standard metric, we preserve the rotation
function.

It is easy to write an explicit formula for these perturbations of the standard
metric on the sphere. It is su�cient to set

Q+(�2) =

�
1p

�P (�2)
+ �(�2)

��2
;

Q�(�2) =

�
1p

�P (�2)
� �(�2)

��2
;

R+(�3) =

�
1p
P (�3)

+ �(�3)

��2
;

R
�
(�3) =

�
1p
P (�3)

� �(�3)

��2
:

In this representation, � and � are almost arbitrary smooth functions. We have
only to require the asymptotics of the function P in its poles not to change
after adding � and � , and the expression in brackets to remain always positive.
No other assumptions on � and � are needed. One can see from this that
the constant curvature metric admits a lot of perturbations leaving the geodesic
ow quadratically integrable with the same rotation function, and, consequently,
with closed geodesics. Notice that the above perturbations need not be small.
The listed conditions can easily be satis�ed even under an appropriate choice of large
perturbations.

It is worth emphasizing that the constructed perturbations are smooth but
not analytic. Moreover, the described method does not allow one to make them
analytic. The point is that, as we showed above when classifying quadratically
integrable geodesic ows on the sphere, the functions Q+ and Q� should coincide
in the analytic case, since each real-analytic (L; f; g)-metric admits an additional
Z2-symmetry.

It remains to prove that the perturbed metrics ds2(Q+; Q�
; R+; R�

) are
not isometric to the standard metric on the sphere and are not isometric
to each other. Non-isometricity to the standard metric easily follows from the fact
that the metrics de�ned by the above formulas have no restrictions imposed on their
curvature.

The fact that the perturbed metrics are not isometric to each other follows
from the uniqueness of a Liouville representation for the metrics di�erent from
the standard one.

The theorem is proved. �

Comment. In a slightly di�erent formulation, this theorem was obtained
by K. Kiyohara in [182]. He also generalized this result to the multidimensional
case [181]. In our book we follow the construction suggested by E. N. Selivanova.
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Comment. The Riemannian metrics on the sphere constructed in Theorem 13.5
are new in the sense that they di�er from the Zoll metrics of revolution described
in Theorem 13.4. In particular, they do not admit any smooth S1 -action
by isometries. Moreover, the isometry group of such metrics is discrete. Namely,
in the general case (that is, for non-zero � and �), this group is isomorphic to the
group Z2 generated by the reection with respect to the plane Oxz under which
the point (x; y; z) goes to (x;�y; z).

Comment. It should be mentioned that, in the papers by V. N. Kolokol'tsov
[188], [189], the Zoll metrics in the class of all metrics with quadratically integrable
geodesic ows are investigated from the general point of view. In particular,
he found the necessary and su�cient conditions for the functions f and g
(see the de�nition of an (L; f; g)-metric) that guarantee the closedness of all
geodesics. It was proved that, under these conditions, all the geodesics have
the same length and do not have self-intersections. In other words, the surface with
such a metric is an SC -manifold. Moreover, he, in fact, showed that the structure
of the Liouville foliation for their geodesic ows has the simplest form. The topology
of this Liouville foliation is shown in Fig. 12.35(a) in the form of a molecule.
V. N. Kolokol'tsov also constructed explicit examples of SC -metrics on the sphere;
however, these metrics are not smooth but have singularities in four points.

In conclusion, let us notice some links between Theorem 13.5 and the paper
by V. Guillemin [149] (see also A. L. Besse's book [31]). V. Guillemin proved
the existence theorem for a large set of smooth perturbations of the constant
curvature metric on the sphere which give metrics with closed geodesics and trivial
isometry group. The di�erence (and some advantage) of our approach is that
the perturbed smooth metrics are produced by explicit formulas.

Note that geodesic ows of the metrics with closed geodesics are certainly
integrable. It would be very interesting to realize the nature of the integrals
appearing here. Are they polynomials in momenta? If yes, then what degree can
they have? If no, then how do they look like in general? In fact, at present, there is
no explicit example of integrable geodesic ows with non-polynomial integrals.

Geodesic ows of metrics with closed geodesics form a rather special and
interesting class in the set of all integrable systems. There are many papers devoted
to their investigation. See, for example, [70], [138], [188], [368]. The most complete
presentation of this subject can be found in the famous book by A. L. Besse [31].
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Chapter 14

The Topology of Liouville Foliations

in Classical Integrable Cases

in Rigid Body Dynamics

14.1. INTEGRABLE CASES IN RIGID BODY DYNAMICS

In this chapter, we discuss the results on computing of topological invariants for
the main integrable cases in rigid body dynamics. The bifurcations of Liouville
tori, bifurcation diagrams, and molecules W for these cases were �rst calculated by
M. P. Kharlamov [178] and A. A. Oshemkov [277], [278], [280]. Then the complete
invariants of the Liouville foliations (marked molecules W �) were computed
in a series of papers by several authors (A. V. Bolsinov [44], P. Topalov [344],
A. V. Bolsinov, A. T. Fomenko [55], [59], O. E. Orel [270], O. E. Orel, S. Taka-
hashi [275]). As a result, a complete classi�cation of the main integrable cases
in rigid body dynamics has been obtained up to Liouville equivalence. Just this
classi�cation will be presented in this chapter.

The classical Euler{Poisson equations [18], [44] that describe the motion
of a rigid body with a �xed point in the gravity �eld have the following form
(in the coordinate system whose axes are directed along the principal moments
of inertia of the body):

A _! = A! � ! � P � r � � ;

_� = � � ! :
(14:1)

Here ! and � are phase variables of the system, where ! is the angular velocity
vector, � is the unit vector for the vertical line. The parameters of (14.1) are
the diagonal matrix A = diag(A1; A2; A3) that determines the tensor of inertia
of the body, the vector r joining the �xed point with the center of mass, and
the weight P of the body. Notation a � b is used for the vector product in R3 .
The vector A! has the meaning of the angular momentum of the rigid body
with respect to the �xed point.
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N. E. Zhukovski�� studied the problem on the motion of a rigid body having
cavities entirely �lled by an ideal incompressible uid performing irrotational
motion [367]. In this case, the angular momentum is equal to A! + �, where
� is a constant vector characterizing the cyclic motion of the uid in cavities.
The angular momentum has a similar form in the case when a ywheel is �xed
in the body such that its axis is directed along the vector �. Such a mechanical
system is called a gyrostat. The motion of a gyrostat in the gravity �eld, as well
as some other problems in mechanics (see, for instance, [180]), are described
by the system of equations

A _! = (A! + �)� ! � P � r � � ;

_� = � � ! ;
(14:2)

whose particular case for � = 0 is system (14.1).
Another generalization of equations (14.1) can be obtained by replacing the ho-

mogeneous gravity �eld with a more complicated one. The equations of motion
of a rigid body with a �xed point in an arbitrary potential force �eld were obtained
by Lagrange. If this �eld has an axis of symmetry, then this axis can be assumed
to be vertical, and the equations become

A _! = A! � ! + � �
@U

@�
;

_� = � � ! ;
(14:3)

where U(�) is the potential function, and
@U

@�
denotes the vector with coordinates�

@U

@�1
;
@U

@�2
;
@U

@�3

�
. For U = P hr; �i, we obtain system (14.1). By ha; bi we denote

the standard Euclidean inner product in R3 .
The generalized equations (14.2) and (14.3) can be combined by considering

the motion of a gyrostat in an axially symmetric force �eld. The most general
equations that describe various problems in rigid body dynamics have the following
form (see, for example, Kharlamov's book [178]):

A _! = (A! + {)� ! + � �
@U

@�
;

_� = � � ! ;
(14:4)

where {(�) is the vector function whose components are the coe�cients of a certain
closed 2-form on the rotation group SO(3), the so-called form of gyroscopic forces.
Moreover, {(�) is not arbitrary, but has the form

{ = �+ (�� div � �E)� ; (14:5)

where �(�) is an arbitrary vector function, div � =
@�1
@�1

+
@�2
@�2

+
@�3
@�3

, and

� =

�
@�i
@�j

�>
is the transposed Jacobi matrix. Obviously, systems (14.1){(14.3) are

particular cases of (14.4).
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System (14.4) always possesses the geometrical integral

F = h�; �i = 1

and the energy integral

E =
1

2
hA!; !i+ U(�) :

If the vector function {(�) has the form (14.5), then there exists another integral,
the so-called area integral

G = hA! + �; �i :

We now show that equations (14.4), (14.5) are Hamiltonian on common four-
dimensional levels of the geometrical and area integrals. Moreover, (14.4) and (14.5)
can be represented as the Euler equations for the six-dimensional Lie algebra e(3)
of the group of transformations of three-dimensional Euclidean space.

On the dual space e(3)� , there is the standard Lie{Poisson bracket de�ned for
arbitrary smooth functions f and g :

ff; gg(x) = x([dxf; dxg]) ;

where x 2 e(3)� , [ � ; � ] denotes the commutator in the Lie algebra e(3), and
dxf and dxg are the di�erentials of f and g at the point x. These di�erentials in fact
belong to the Lie algebra e(3) after standard identi�cation of e(3)�� with e(3).
In terms of the natural coordinates

S1; S2; S3; R1; R2; R3

on the space e(3)� this bracket takes the form

fSi; Sjg = "ijkSk ; fRi; Sjg = "ijkRk ; fRi; Rjg = 0 ; (14:6)

where fi; j; kg = f1; 2; 3g, and "ijk =
1

2
(i� j)(j � k)(k � i).

A Hamiltonian system on e(3)� relative to the bracket (14.6), i.e., the so-called
Euler equations, by de�nition has the form:

_Si = fSi; Hg ;
_Ri = fRi; Hg ;

where H is a function on e(3)� called the Hamiltonian of the system. By introducing
the vectors

S = (S1; S2; S3) and R = (R1; R2; R3) ;

these equations can be rewritten in the form of the generalized Kirchho� equations :

_S =
@H

@S
� S +

@H

@R
�R ; _R =

@H

@S
�R : (14:7)
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Proposition 14.1. The mapping ':R6 (!; �)! R
6 (S;R) given by the formulas

S = �(A! + �) ; R = � (14:8)

establishes an isomorphism between system (14.4), (14.5) and system (14.7) with

the Hamiltonian

H =
(S1 + �1)

2

2A1

+
(S2 + �2)

2

2A2

+
(S3 + �3)

2

2A3

+ U ; (14:9)

where the parameters A1; A2; A3 and the functions �1; �2; �3 , and U are taken

from (14.4), (14.5), but the functions are de�ned not on the space R
3 (�), but

on R3 (R).

Proof. It su�ces to prove that the di�erential d' of (14.8) sends the vector
�eld de�ned by (14.4), (14.5) to the vector �eld de�ned by (14.7), (14.9). In terms
of the chosen coordinates, the di�erential is given by the following 6� 6-matrix:

d' =

�
�A ��>

0 E

�
:

Thus, we need to show that, for any point P 2 R6 (!; �), the following equality
holds: �

�A ��>

0 E

�
P

�
_!
_�

�
P

=

�
_S
_R

�
'(P )

:

By computing, we obtain

_S =
@H

@S
� S +

@H

@R
�R = (A�1(S + �))� S + (�A�1(S + �))� R+

@U

@R
�R ;

�A _! � �> _� = �(A! + �+ (�� div � � E)�)� ! � � �
@U

@�
� �>(� � !)

= ! � (A! + �)� ((��)� ! + �>(� � !)� div � � (� � !)) +
@U

@�
� �

= ! � (A! + �)� (�!)� � +
@U

@�
� � :

Here we used the formula

(Ca)� b+ a� (Cb) + C>(a� b) = traceC � (a� b) ;

which holds for any matrix C and any vectors a; b 2 R3 . Comparing the expressions
obtained and taking (14.8) into account, we have

_S('(P )) = (�A _! � �>_�)(P ) :

The equality _R('(P )) = _�(P ) can be veri�ed in a similar way. �
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Corollary. Condition (14.5) imposed on the vector function {(�) is equivalent

to the fact that (14.4) is isomorphic to the Euler equations (14.7) on e(3)� with

the quadratic (in variables S ) Hamiltonian of the form

H = hCS; Si+ hW;Si+ V ; (14:10)

where C is a constant symmetric 3 � 3-matrix, W (R) is a vector function, and

V (R) is a smooth scalar function.

Proof. The su�ciency of (14.5) has already been proved. Suppose that
system (14.4) with parameters A;{; U is equivalent to system (14.7) with some
Hamiltonian of the form (14.10). Notice that, by a suitable rotation in the S -space,
we can reduce Hamiltonian (14.10) to the form (14.9) with some parameterseA; e�; eU . Thus, we obtain that two systems of the form (14.4) with parameters

(A;{; U) and ( eA; e{; eU) de�ne the same vector �eld in R6 (!; �). It is easy to verify
that such a situation is possible if and only if the following relations are ful�lled:

A = k eA ; {(�) = ke{(�) ; U(�) = k eU(�) +  (�21 + �22 + �23) ;

where k is constant, and  :R ! R is a certain function. Since e{ has the form (14.5),
it follows that

{ = �+ (�� div �)� ;

where � = ke�. �

Under mapping (14.8), the integrals F = h�; �i and G = hA! + �; �i transform
into the invariants of the Lie algebra e(3)

f1 = R2
1 +R2

2 +R2
3 ; f2 = S1R1 + S2R2 + S3R3 ;

and the energy integral E =
1

2
hA!; !i+ U(�) transforms into Hamiltonian (14.9).

System (14.7) is Hamiltonian on common four-dimensional level surfaces of the two
invariants f1 and f2

M4
c;g = ff1 = R2

1 +R2
2 +R2

3 = c; f2 = S1R1 + S2R2 + S3R3 = gg : (14:11)

For almost all values of c and g , these common levels are non-singular smooth
submanifolds in e(3)� . In what follows, we shall assume that c and g are such
regular values.

It is easily seen that these symplectic 4-manifolds M4
c;g are di�eomorphic

(for c > 0) to the cotangent bundle TS2 of the 2-sphere S2 . The symplectic
structure on M4

c;g is given by the restriction of the Lie{Poisson bracket onto

TS2 = M4
c;g from the ambient six-dimensional space e(3)� . Since the linear

transformation S0 = S , R0 = R, where  = const, preserves bracket (14.6),
we shall assume in what follows that c = 1.

Thus, from now on, we shall consider equations (14.7) with Hamiltonian (14.9)
on symplectic four-dimensional manifolds M4

1;g = ff1 = 1; f2 = gg in the six-
dimensional space e(3)� . In each speci�c problem, the phase variables and
parameters of the system obtain a concrete physical meaning.

Copyright 2004 by CRC Press LL



Now we give the list of main integrable cases of equations (14.7), (14.9) with
necessary comments. For each case we indicate explicitly the Hamiltonian H and
the additional integral K independent of H . Note that sometimes the additional
integral K may exist only for exceptional values of the area constant g .

The Euler case (1750). The motion of a rigid body about a �xed point that
coincides with its center of mass.

H =
S21
2A1

+
S22
2A2

+
S23
2A3

; K = S21 + S22 + S23 : (14:12)

The Lagrange case (1788). The motion of an axially symmetric rigid body about
a �xed point located at the symmetry axis.

H =
S21
2A

+
S22
2A

+
S23
2B

+ aR3 ; K = S3 : (14:13)

The Kovalevskaya case (1899). The motion of a rigid body about a �xed point
with the special symmetry conditions indicated below.

H =
S21
2A

+
S22
2A

+
S23
A

+ a1R1 + a2R2 ;

K =

�
S21 � S22

2A
+ a2R2 � a1R1

�2

+

�
S1S2
A

� a1R2 � a2R1

�2

:

(14:14)

The integral K has degree 4. In this case, A1 = A2 = 2A3 (in particular, the body
is axially symmetric), and the center of mass is located in the equatorial plane
related to the coinciding axes of the inertia ellipsoid.

The Goryachev{Chaplygin case (1899). The motion of a rigid body about a �xed
point with the special symmetry conditions indicated below.

H =
S21
2A

+
S22
2A

+
2S23
A

+ a1R1 + a2R2 ;

K = S3(S
2
1 + S22)�AR3(a1S1 + a2S2) :

(14:15)

The integral K has degree 3. In this case, A1 = A2 = 4A3 , and the center of mass is
located in the equatorial plane related to the coinciding axes of the inertia ellipsoid.

In this case, the Poisson bracket of H and K is

fH;Kg = (S1R1 + S2R2 + S3R3)(a2S1 � a1S2) :

Hence the functions H and K do not commute on all the manifoldsM4
1;g . Therefore,

the system is integrable only on the single special manifoldM4
1;0 = ff1 = 1; f2 = 0g.

This is a case of partial integrability corresponding to the zero value of the area
constant f2 .

Each of these four cases admits an integrable generalization to the case
of gyroscopic forces.
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The Zhukovski�� case (1885). The motion of a gyrostat in the gravity �eld when
the body is �xed at its center of mass.

H =
(S1 + �1)

2

2A1

+
(S2 + �2)

2

2A2

+
(S3 + �3)

2

2A3

;

K = S21 + S22 + S23 :

(14:16)

This case is a generalization of the classical Euler case (the Euler case is obtained
for �1 = �2 = �3 = 0).

The Lagrange case with gyrostat.

H =
S21
2A

+
S22
2A

+
(S3 + �)2

2B
+ aR3 ; K = S3 : (14:17)

The classical Lagrange case corresponds to � = 0.

The Kovalevskaya{Yahia case (1986). The Kovalevskaya case with gyrostat.

H =
S21
2A

+
S22
2A

+
(S3 + �)2

A
+ a1R1 + a2R2 ;

K =

�
S21 � S22

2A
+ a2R2 � a1R1

�2

+

�
S1S2
A

� a1R2 � a2R1

�2

�
2�

A2
(S3 + 2�)(S21 + S22) +

4�R3

A
(a1S1 + a2S2) :

(14:18)

The classical Kovalevskaya case is obtained for � = 0.

The Sretenski�� case (1963). The Goryachev{Chaplygin case with gyrostat.

H =
S21
2A

+
S22
2A

+
2(S3 + �)2

A
+ a1R1 + a2R2 ;

K = (S3 + 2�)(S21 + S22)�AR3(a1S1 + a2S2) :

(14:19)

If � = 0, then we obtain the classical Goryachev{Chaplygin case. The system is
integrable on the zero level of the area integral.

The Clebsch case (1871). Motion of a rigid body in a uid.

H =
S21
2A1

+
S22
2A2

+
S23
2A3

+
"

2
(A1R

2
1 +A2R

2
2 +A3R

2
3) ;

K =
1

2
(S21 + S22 + S23)�

"

2
(A2A3R

2
1 +A3A1R

2
2 +A1A2R

2
3) :

(14:20)

The Steklov{Lyapunov case (1893). Motion of a rigid body in a uid.

H =
S21
2A1

+
S22
2A2

+
S23
2A3

+ "(A1S1R1 +A2S2R2 +A3S3R3)

+
"2

2
(A1(A

2
2 +A2

3)R
2
1 +A2(A

2
3 +A2

1)R
2
2 +A3(A

2
1 +A2

2)R
2
3) ;

K = (S21 + S22 + S23)� 2"(A2A3S1R1 +A3A1S2R2 +A1A2S3R3)

+ "2(A2
1(A2 �A3)

2R2
1 +A2

2(A3 �A1)
2R2

2 +A2
3(A1 �A2)

2R2
3) :

(14:21)
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When studying the topology of the listed integrable cases, we often need to �nd
critical points of a function given on a common level surface of other functions, and
to calculate their indices. Let us describe one of the possible methods of calculation
to be used in what follows.

Suppose we are given smooth functions h0; h1; : : : ; hm in Rn and let

Mn�m = fh1 = p1; : : : ; hm = pmg

be their common non-singular level surface. Then the vectors

gradh1; : : : ; gradhm

are linearly independent at every point x 2 Mn�m � R
n . The point x0 2 Mn�m

is a critical point for the function eh0 = h0jM if and only if there is a collection
of coe�cients (�1; : : : ; �m) such that

gradh0(x0) =

mX
i=1

�i gradhi(x0) : (14:22)

Consider the matrix
G = G0 �

mX
i=1

�iGi ; (14:23)

where Gi is the Hesse matrix of the function hi at the point x0 , and the coe�cients
�1; : : : ; �m are taken from (14.22). The Hesse matrix at a critical point is
the symmetric matrix whose elements are the second derivatives of the function.
This matrix determines a certain quadratic form on tangent vectors at the critical
point. The number of negative eigenvalues is called the index of the critical point,
and the number of zero eigenvalues is the degeneracy index of the critical point.

Lemma 14.1. Let condition (14.22) be ful�lled for the point x0 2M
n�m � R

n .

Then the quadratic form determined by the Hesse matrix of the function eh0 = h0jM
at the point x0 is the restriction of the form (14.23) to the tangent space Tx

0

Mn�m .

Proof. Let (t) � Mn�m be an arbitrary smooth curve such that (0) =
x0 . Then the value of the quadratic form, determined by the Hesse matrix of

the function eh0 , on the vector a = _(0) 2 Tx
0

Mn�m is equal to

eG0(a; a) =
d2

dt2

����
t=0

eh0((t)) = d2

dt2

����
t=0

h0((t))

= G0(a; a) + hgradh0(x0); �(0)i

= G0(a; a) +

mX
i=1

�ihgradhi(x0); �(0)i

= G0(a; a) +

mX
i=1

�i

�
d2

dt2

����
t=0

hi((t)) �Gi(a; a)

�
= G(a; a) ;

because hi((t)) � pi . Here Gi(a; a) is the value of the quadratic form Gi

on the vector a, and hgradhi(x0); �(0)i denotes the standard pairing in R
n

of the vector �(0) and covector gradhi(x0). �
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The given method of calculation is convenient, because one need not introduce
any local coordinate systems on the common level surfaces of the functions
in order to �nd the indices of critical points. It is su�cient to choose some basis
in the tangent space of this surface and calculate the value of the form (14.23)
on the basis vectors.

The next simple assertion, which often simpli�es the computation, consists
in the following.

Suppose, as before, that we are given some functions h1; : : : ; hm; f; g in R
n ,

and let M = fh1 = p1; : : : ; hm = pmg be a non-singular common level surface
of the functions h1; : : : ; hm . Consider the mapping

ef � eg:M ! R
2 ;

where ef = f jM , eg = gjM , ( ef � eg)(x) = ( ef(x); eg(x)) 2 R
2 . Let K be the set of

critical points of the mapping ef�eg , and let (t) � K be a smooth curve. Moreover,

let grad ef 6= 0 at each point y 2 (t). The mapping ef � eg takes the curve (t)
to a certain curve (a(t); b(t)) in R2 , where a(t) = f((t)), b(t) = g((t)). Since

each point of y 2 (t) is critical for the mapping ef � eg and grad ef 6= 0 at points
of (t), it follows that there exist uniquely de�ned functions �(t); �1(t); : : : ; �m(t)
such that

grad g((t)) = �(t) grad f((t)) +

mX
i=1

�i(t) gradhi((t)) : (14:24)

Lemma 14.2. For each value t, we have the following relation:

db

dt
= �(t)

da

dt
;

where �(t) is the coe�cient at gradf in expansion (14.24) for grad g .

Proof. By straightforward calculation, we obtain

db

dt
=

d

dt
(g((t)) = hgrad g((t)); _(t)i

= �(t)hgrad f((t)); _(t)i+

mX
i=1

�i(t)hgradhi((t)); _(t)i

= �(t)
d

dt
(f((t))) +

mX
i=1

�i(t)
d

dt
(hi((t)))

= �(t)
da

dt
;

since hi((t)) � pi . �
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14.2. TOPOLOGICAL TYPE OF

ISOENERGY 3-SURFACES

14.2.1. The Topology of the Isoenergy Surface and the Bifurcation Diagram

In this section, we describe the topological types of isoenergy three-dimensional
surfaces for Hamiltonians (14.12){(14.21).

In this case, an isoenergy surface Q3 is de�ned to be a common level surface
of the functions f1; f2; H given on the Euclidean space R6 (S;R), where

f1 = R2
1 +R2

2 +R2
3 ; f2 = S1R1 + S2R2 + S3R3 ;

and H is the Hamiltonian. Since we assume that f1 = 1, di�erent surfaces Q3 are
determined by two parameters g and h (the values of the functions f2 and H ).
The description of the topological types of Q3 will be given in the following way.
We consider the bifurcation diagram for the integrals f2 and H . As a result,
we obtain certain curves on the plane R2 (g; h) separating it into regions so that,
for all points (g; h) from the same region, the topological type of the corresponding
isoenergy surfaces

Q3 = ff1 = 1; f2 = g; H = hg

is also the same.
Let us emphasize that these bifurcation diagrams have nothing to do with the in-

tegrability of a given system and can be constructed for arbitrary Hamiltonians.
Thus, consider the mapping

F = f2 �H :S2 � R3 ! R
2 (g; h)

given by F (P ) = (f2(P ); H(P )) 2 R
2 (g; h), where P 2 S2 � R

3 . The image
of the set of critical points of F is the bifurcation diagram � 2 R

2 (g; h).
The preimage of an arbitrary point (g; h) 62 � is a non-singular isoenergy surface
Q3 = ff1 = 1; f2 = g; H = hg. For the Hamiltonians of the form (14.9), F is
a proper mapping, i.e., the preimage of any compact subset in R2 (g; h) is compact.
Hence, for all the points (g; h) that belong to the same connected component
of the set R2 (g; h) n� , the topological type of Q3 will be also the same.

How to �nd the type of the isoenergy surface Q for each connected component
of the set R2 (g; h) n�? The answer can be obtained by using the following result
by S. Smale [316].

Proposition 14.2. Let H = hCS; Si + hW;Si + V , where C is a constant

positively de�ned 3 � 3-matrix, W (R) is an arbitrary vector function, and V (R)
is an arbitrary smooth function. Consider the projection �(Q3) of the isoenergy

surface Q3 to the two-dimensional Poisson sphere given in R3 (R) by the equation

R2
1 + R2

2 +R2
3 = 1, where �(S;R) = R. Let �(Q3) be homeomorphic to the sphere

with m holes. Then:
1) if m = 0, then Q3 is di�eomorphic to RP 3 ;
2) if m = 1, then Q3 is di�eomorphic to S3 ;
3) if m > 1, then Q3 is di�eomorphic to (S1 � S2) # : : :# (S1 � S2)| {z }

m�1 times

.
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Proof. Consider the projection of Q3 onto the Poisson sphere S2 . Take
an arbitrary point R = (R1; R2; R3) 2 �(Q3) and the �ber ��1(R) over it. This
�ber is the intersection of the plane fR1S1 +R2S2 +R3S3 = gg with the ellipsoid
fH = hCS; Si + hW;Si + V = constg. Therefore, it is homeomorphic to either
a circle or a point, or is empty. More speci�cally, if R lies inside the image �(Q3),
then it is easy to see that the �ber is homeomorphic to a circle. If R belongs
to the boundary of �(Q3), then the �ber is a point. If R =2 �(Q3), then
the �ber is empty. Therefore, topologically the 3-manifold Q3 can be characterized
in the following way.

If the projection �(Q3) coincides with the whole Poisson sphere, then Q3

represents an S1 -�bration over the sphere topologically equivalent to the unit
tangent vector bundle. Therefore, Q3 = RP 3 .

If the projection �(Q3) does not coincide with the whole sphere, i.e., has some
holes, then Q3 can be obtained as follows. First we consider the direct product
�(Q3) � S1 , and then we shrink a �ber S1 into a point over each boundary point
R 2 @(�(Q3)). We already met the three-dimensional manifolds obtained in this
way in Chapter 4, and their topology was described in Proposition 4.5. The two
last assertions (2) and (3) are just a reformulation of Proposition 4.5. �

Thus, having constructed the bifurcation diagram of F and indicated the topo-
logical type of Q3 for each region into which � separates the plane R2 (g; h),
we obtain a complete description of all topological types of non-singular isoenergy
surfaces of a given Hamiltonian system.

In the papers by S. B. Katok [177] and Ya. V. Tatarinov [333], [334],
the above approach was applied to study the topology of surfaces Q3 for
the problem on the motion of a rigid body with a �xed point. In these papers,
the bifurcation diagrams of the mapping F = f2 � H were constructed for
Hamiltonians of su�ciently general types (not necessarily integrable). In particular,
the cases by Euler, Lagrange, and Kovalevskaya were studied. We now describe
the bifurcation diagrams for integrable cases in detail.

To this end, we use the following general idea. As before, we represent
the system of equations that describe the motion of a rigid body (or, more general,
a gyrostat) as the Euler equations on the coalgebra e(3)� with coordinates
(S1; S2; S3; R1; R2; R3) and the Poisson bracket

fSi; Sjg = "ijkSk ; fSi; Rjg = "ijkRk ; fRi; Rjg = 0 :

The kernel of this bracket is generated by the functions f1 = R2
1 + R2

2 + R2
3

(geometrical integral) and f2 = S1R1 + S2R2 + S3R3 (area integral). The regular
common level surfaces ff1 = 1; f2 = gg are all di�eomorphic to the tangent bundle
of S2 . The Hamiltonian is taken in the form

H =
(S1 + �1)

2

2A1

+
(S2 + �2)

2

2A2

+
(S3 + �3)

2

2A3

+ U(R1; R2; R3) ;

where A1; A2; A3 are the principal moments of inertia of the body, � = (�1; �2; �3)
is the gyrostatic momentum, U(R1; R2; R3) is the potential, which in our case
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has the form a1R1 + a2R2 + a3R3 . Thus, we need to describe the topology
of isoenergy surfaces Q3

h;g = ff1 = 1; f2 = g; H = hg for di�erent constants

A1; A2; A3; �1; �2; �3; g; h and functions U(R1; R2; R3).
Let us introduce the following notation: S = (S1; S2; S3), R = (R1; R2; R3),

� = (�1; �2; �3), a = (a1; a2; a3), A = diag(A1; A2; A3), where S;R; �; a are three-
dimensional vectors and A is a diagonal matrix. We will assume that all these
vectors belong to the same Euclidean space R3 with scalar product h � ; � i. Then

f1 = hR;Ri ; f2 = hS;Ri ; H =
1

2
hA�1(S + �); S + �i+ U(R) :

Consider the projection �: (S;R) ! R. Since we have f1(R) � 1, the image
of the isoenergy surface Q3

h;g under this projection is some subset of the Poisson

sphere S2 = fR2
1 + R2

2 + R2
3 = 1g � R

3 (R1; R2; R3). Obviously, the point R 2 S2

belongs to the image �(Q3
h;g) if and only if there exists a solution of the equations

hS;Ri = g ; hA�1(S + �); S + �i = 2(h� U(R)) ;

where (S1; S2; S3) = S is unknown. The �rst equation determines a plane, and
the second determines an ellipsoid in R3 (S1; S2; S3) provided h � U(R) > 0. It is
easily seen that these two surfaces intersect if and only if

(g + h�;Ri)2

2hAR;Ri
+ U(R) � h :

Moreover, the intersection is a circle in the case of the strong inequality, and a point
in the case of the equality.

Consider the function

'g(R) =
(g + h�;Ri)2

2hAR;Ri
+ U(R) ;

given on the Poisson sphere and called the reduced potential.
It turns out that the topology of isoenergy surfaces Q3

h;g and their bifurcations

under varying the energy level h is completely determined by the function 'g(R).
Namely, combining Proposition 14.2 with the above arguments, we obtain
the following result.

Theorem 14.1. Let 'g(R) be the reduced potential.

1) If h < min'g(R), then Q3
g;h is empty.

2) If h is a regular value of 'g(R), where min'g(R) < h < max'g(R),
then the set f'g(R) � hg is a disjoint union of two-dimensional manifolds with

boundary Pi
1

; : : : ; Pi
m

embedded into the Poisson sphere, where Pk is a 2-disc with

k holes. In this case, the isoenergy surface Q3
h;g is a smooth three-dimensional

manifold which is homeomorphic to a disjoint union of three-dimensional manifolds

Ni
1

; : : : ; Ni
m

, where N0 is the three-dimensional sphere, and Nk (k � 1) is

the connected sum of k copies of S1 � S2 .
3) If h > max'g(R), then Q3

g;h ' RP 3 .
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Using this theorem, we can suggest the following algorithm for description
of the topological type of Q3

g;h .

Step 1. We construct the Reeb graph of the reduced potential 'g(R). If the value

of h is less than the minimum (or greater than the maximum) of 'g(R), then Q
3
h;g

is empty (or homeomorphic to RP 3 respectively).

Step 2. Let h belong to the image of the function 'g(R). Then we cut
the Reeb graph along the level h and consider its lower part. The number
of connected components of the lower part coincides with the number of connected
components of Q3

g;h . Moreover, if a connected component of the graph has k

boundary points (here we mean those points along which the graph was cut, but
not vertices of the graph), then the corresponding connected component of Q3

g;h

is homeomorphic to the connected sum of k � 1 copies of S1 � S2 for k � 1, or
to the 3-sphere S3 for k = 1.

We now analyze each integrable case separately.

14.2.2. Euler Case

In this case, � = 0 and U(R) � 0. The reduced potential has the form

'g(R) =
g2

2hAR;Ri
:

For g 6= 0, the critical points of this function on the Poisson sphere are the same
as those of the quadric hAR;Ri, i.e., those points where the corresponding ellipsoid
fhAR;Ri = constg is tangent to the sphere fhR;Ri = 1g. For each g 6= 0, there are
six critical points

R = (�1; 0; 0; ) ; (0;�1; 0) ; (0; 0;�1) :

They correspond to three critical values: hi =
g2

2Ai

. For g = 0, the reduced

potential has the only critical value equal to zero. Thus, the bifurcation diagram
in the Euler case consists of three parabolas (Fig. 14.1).

Figure 14.1
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The topological type of isoenergy surfaces is reconstructed by means of
the corresponding Reeb graphs presented in Fig. 14.2. In the case when some

Figure 14.2

of principal moments of inertia coincide, some vertices of the Reeb graph shrink into
one point. In the bifurcation diagram, the corresponding parabolas also become
the same.

Let us summarize the results. The bifurcation diagram of the mapping f2 �H
for the Hamiltonian (corresponding to the Euler case)

H =
S21
2A1

+
S22
2A2

+
S23
2A3

has the simple form shown in Fig. 14.3. It consists of 3 parabolas

�
h =

g2

2Ai

�
,

i = 1; 2; 3, which divide the plane R2 (g; h) into 6 regions. In each region in Fig. 14.3,

Figure 14.3

we indicate the topological type of the 3-manifold Q3 . The sign ? means
that, for each point (g; h) from this region, its preimage under the mapping
f2 � H is empty, i.e., (f2 � H)�1(g; h) = ?. Figure 14.3 represents the case
when the parameters A1; A2; A3 of a rigid body are connected by the relation
0 < A3 < A2 < A1 . If 0 < A3 = A2 < A1 , then two upper parabolas coincide.
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If 0 < A3 < A2 = A1 , then two lower parabolas coincide. For A1 = A2 = A3 ,
the Hamiltonian H of the Euler case becomes resonant, since the corresponding
system has two functionally independent integrals (for example, S1 and S2). In fact,
this case is very simple (it is actually equivalent to the geodesic ow on the standard
constant curvature sphere) and we shall not consider it here.

14.2.3. Lagrange Case

For the classical Hamiltonian of the Lagrange case

H =
1

2

�
S21 + S22 +

S23
�

�
+R3 ; where � > 0 ;

the bifurcation diagrams are essentially di�erent in the following cases:
a) 0 < � < 1,
b) � = 1,
c) 1 < � � 4=3,
d) � > 4=3.

They are presented in Fig. 14.4.

Figure 14.4
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The bifurcation diagrams consist of two parabolas

�
h =

g2

2�
� 1

�
and the curve

(for � 6= 1) that can be given parametrically as follows:

g = t+
1

(� � 1)t3
; h =

t2

2
+

3

2(� � 1)t2
; t2 �

1

j� � 1j
:

This curves touches one of the parabolas at the points�
�

�p
j1� �j

;
3� � 2

2j1� �j

�
2 R2 (g; h)

and, for � > 4=3, has two cusp points with coordinates

�
�
4

3
4

r
3

� � 1
;

r
3

� � 1

�
:

The topological type of Q3 is indicated in Fig. 14.4. Here S3[(S1�S2) denotes
the disjoint union of S3 and S1 � S2 .

We now comment on these results.
First consider a Hamiltonian of a more general kind given by the following

parameters:
A1 = A2 = B ; �1 = �2 = 0 ; U(R) = U(R3) :

The reduced potential has then the form

'g(R) =
(g + �3R3)

2

2(BR2
1 +BR2

2 +A3R
2
3)

+ U(R3) =
(g + �3R3)

2

2(B + (A3 �B)R2
3)

+ U(R3) :

It depends on the third coordinate R3 only. Therefore, for any values of g and h,
the region de�ned on the Poisson sphere by the condition 'g(R) � h consists
of several annuli and, perhaps, one or two discs. Therefore, the isoenergy
surface Q3

g;h is homeomorphic to a disjoint union of S1 � S2 and, perhaps, one or
two 3-spheres.

Consider now the standard Lagrange case with a liner potential in detail.
Without loss of generality, we shall assume that

A1 = A2 = 1 ; A3 = � ; � = (0; 0; 0) ; U(R) = R3 :

Then the reduced potential becomes

'g(R) = f(R3) =
g2

2(1 + (� � 1)R2
3)

+R3 :

Let 0 < � < 1. It is easy to see that f(�1) =
g2

2�
� 1 and f(1) =

g2

2�
+ 1;

moreover, f 00(R3) > 0 on the whole segment [�1; 1]. Therefore, from the qualitative
point of view, there are two possibilities for the graph of the function f shown
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in Figs. 14.5(a) and 14.5(b). The choice of one of these possibilities is determined

by the sign of the derivative f 0(�1) = 1 �
g2(1� �)

�2
. Thus, cases (a) and (b) are

obtained for g2 <
�2

1� �
and for g2 >

�2

1� �
respectively. The corresponding Reeb

graphs are presented in Fig. 14.6.

Figure 14.5 Figure 14.6

At the critical points corresponding to the degree 1 vertices of the Reeb graph,

the function f takes values �1+
g2

2�
. The minimal value in case (b) can be calculated

in the following way. The condition that the derivative

f 0(R3) = 1�
g2(� � 1)R3

(1 + (� � 1)R2
3)

2

is equal to zero is ful�lled only for (� � 1)R3 > 0. Denote (� � 1)R3 by t�2 . Then
jtj2 � (1 � �)�1 , since jR3j � 1. By rewriting the condition f 0(R3) = 0 in terms
of t and substituting (� � 1)�1t�2 instead of R3 , we obtain

g = t+
1

t3(� � 1)
; h =

t2

2
+

3

2(� � 1)t2
; jtj �

1p
j1� �j

:

Regarding these equations as a parametrized curve on the plane R2 (g; h), we see
that, in our case, the bifurcation diagram consists of this curve and two parabolas�
h = �1 +

g2

2�

�
, as shown in Fig. 14.7.

Figure 14.7
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In the case � = 1 the reduced potential is linear: f(R3) = R3 +
g2

2
.

The bifurcation diagram consists of two parabolas fh = �1 + g2g only.
Suppose that � > 1. Then four types of graphs of f(R3) are possible

(see Fig. 14.8). The corresponding Reeb graphs are presented in Fig. 14.9.

Figure 14.8

Figure 14.9

The speci�c type for various values of � and g is de�ned by the number
of zeros of f 0(R3) on the interval (�1; 1) (or, equivalently, by the number of zeros
of the polynomial P (x) = (1+(��1)x2)2�g2(��1)x on (�1; 1)) and by the values
of f at these zeros.

Figure 14.10

Having analyzed each case separately, we obtain the answer. The bifurcation
diagram consists of two parabolas and the curve given by the same equation
as in the case � < 1. It has di�erent type for 1 < � � 4=3 and � > 4=3
(see Fig. 14.10(a) and Fig. 14.10(b), respectively).
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The tangency points of this curve with the parabola on the plane R2 (g; h) (as well
as in the case � < 1) have the coordinates

�
� �p

j1� �j ;
3� � 2

2j1� �j
�
:

In the case � > 4=3, there are two cusp points with the coordinates

�
�4

3
4

r
3

� � 1
;

r
3

� � 1

�
:

14.2.4. Kovalevskaya Case

We �rst consider a more general Hamiltonian

H =
1

2
(S2

1
+ S2

2
+ �S2

3
) +R

1
(14:25)

than the one corresponding to the Kovalevskaya case. The bifurcation diagrams
for Hamiltonian (14.25) have exactly the same form as those in the Lagrange
case. They are obtained from the bifurcation diagrams presented in Fig. 14.4
by the following contraction (along the g-axis): (h; g) ! (h; �g). However,
the topological type of isoenergy surfaces Q3 will be di�erent. Hamiltonian (14.25)
corresponds to the Kovalevskaya case when � = 2. That is why we present
in Fig. 14.11 the bifurcation diagram for � > 4=3 only.

Figure 14.11

If � = 2, then the points where the curve is tangent to the parabola have
coordinates

��p2; 2�. The coordinates of the transversal intersection points are��2pp2� 1; 2
�p

2�1
��
. The topological type of Q3 can be described by Smale's

method (see Section 14.2); the result is presented in Fig. 14.11. The 3-manifold
denoted here by K3 is the connected sum of two copies of S1 � S2 .
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We now describe the computation of the bifurcation diagram for the Kovalev-
skaya case in more detail.

For the Kovalevskaya parameters

A
1
= A

2
= 1 ; A

3
= 1=2 ; � = (0; 0; 0) ; U(R) = R

1
;

the reduced potential has the form

'g(R) =
g2

2�R2

3

+R
1
:

Consider this function in coordinates (R3; R1) on the hemi-sphere fR2 > 0g. Note
that, for fR2 < 0g, the picture is symmetric.

Let us draw the level lines of 'g(R) in projection to the (R
3
; R

1
)-plane.

The equation 'g(R) = c is equivalent to the following:

R
1
= c� g2

2�R2
3

:

Three qualitatively di�erent pictures of level lines on the disc fR2

1
+ R2

3
� 1g

are presented in Fig. 14.12. In this �gure, R3 is the horizontal axis, and R1 is
the horizontal one. In case (c), there are two possibilities depending on the value
of 'g(R) at the maximum points. The corresponding Reeb graphs are shown
in Fig. 14.13.

Figure 14.12

Figure 14.13
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The values of 'g(R) at points (�1; 0; 0) are equal to
g2

2
� 1. This de�nes two

parabolas fh = g2=2� 1g of the bifurcation diagram. By computing the values for

Figure 14.14

the remaining points, we obtain one more curve (Fig. 14.14). The computations
are similar to those in the Lagrange case. Moreover, the curve obtained di�ers
from that in the Lagrange case for � = 2 only by contracting along the g-axis with
the coe�cient

p
2.

14.2.5. Zhukovski�� Case

Suppose that the parameters of the Hamiltonian in the Zhukovski�� case

H =
(S

1
+ �

1
)2

2A
1

+
(S

2
+ �

2
)2

2A
2

+
(S

3
+ �

3
)2

2A
3

(14:26)

satisfy the conditions 0 < A1 < A2 < A3 and �1�2�3 6= 0.
Since U(R) = 0, the reduced potential has the form

'g(R) =
(g + hR; �i)2
2hAR;Ri :

The critical points of the mapping

f
2
�H :S2 � R3 ! R

2

are de�ned by the condition

gradH = �1 grad f1 + �2 grad f2 ; f1 = 1 ; (14:27)

where �
1
and �

2
are some real numbers. Introducing the vectors S = (S

1
; S

2
; S

3
),

R = (R1; R2; R3), � = (�1; �2; �3) and the matrix A = diag(A1; A2; A3), we rewrite
equations (14.27) in a vector form:

A�1(S + �) = �2R ; 2�1R+ �2S = 0 ; (R;R) = 1 : (14:28)
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If �2 = 0, then �1 = 0, since R 6= 0. Hence we obtain the following
solution of (14.28):

S = �� ; hR;Ri = 1 ; �
1
= �

2
= 0 : (14:29)

The set de�ned by (14.29) is a two-dimensional sphere in R6 (S;R). The value
of the Hamiltonian (14.26) at these points is equal to zero, and the value of f

2
is

g = �h�;Ri. Therefore, the image of set (14.29) under the mapping f
2
� H is

the segment fh = 0; jgj � h�; �i1=2g on the coordinate axis fh = 0g in R2 (g; h).
The preimage of each interior point of the segment is a circle on which the function

eH = H jff
1
=1;f

2
=gg ; where jgj �

p
h�; �i ;

has a minimum.
Now suppose that �2 6= 0 in (14.28). Then

S = �2�
1
��1
2
R : (14:30)

Since hS;Ri = g , condition (14.30) implies that

g = hS;Ri = h�2�1��12 R;Ri = �2�1��12 ;

and, therefore, S = gR. By substituting the expression S = gR into the �rst
equation of (14.28), we obtain

(�
2
A� g)R = � : (14:31)

Taking into account (14.30) and (14.31), we can write the solution of (14.28)
in the following way:

Si =
�ig

Ait� g
; Ri =

�i
Ait� g

(i = 1; 2; 3) ;

�
1
= �gt=2 ; �

2
= t ;

(14:32)

where t is a certain parameter, and the function g(t) is de�ned by the implicit
equation

�2
1

(A
1
t� g)2

+
�2
2

(A
2
t� g)2

+
�2
3

(A
3
t� g)2

= 1 : (14:33)

At the points given by (14.32), the Hamiltonian H takes the following values:

h =
t2

2

�
�2
1
A
1

(A
1
t� g)2

+
�2
2
A
2

(A
2
t� g)2

+
�3
2
A
3

(A
3
t� g)2

�
: (14:34)

Thus, for any t and g satisfying (14.33), we obtain the only point (14.32)
at which the gradients of f

2
and H are dependent. The image of this point under

the mapping f2 �H is the point with coordinates (g; h) in the plane R2 , where h
is de�ned by (14.34). Thus, we need to construct the curve (g(t); h(t)) on R2 (g; h)
given by (14.33) and (14.34).
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It follows from Lemma 14.2 that
dh

dt
= t � dg

dt
. Therefore, it su�ces to construct

curve (14.33) on the plane R2 (t; g). Using polar coordinates t = r cos', g = r sin',
we obtain the expression of r in terms of ':

r =

�
�2
1

(A2

1
+ 1) sin2('�'

1
)
+

�2
2

(A2

2
+ 1) sin2('�'

2
)
+

�2
3

(A2

3
+ 1) sin2('�'

3
)

�1=2

;

where tan'i = Ai ( i = 1; 2; 3 ). The curve de�ned by this relation is shown
in Fig. 14.15. This curve is symmetric with respect to the origin and has asymptotes
fg = Ait� �ig indicated in Fig. 14.15 by dotted lines.

Figure 14.15

Formula (14.34) de�nes a mapping of this curve into R
2 (g; h). Taking into

account that
dh

dt
= t � dg

dt
, it is easy to see that the local minima and maxima

of g(t) (see Fig. 14.15) correspond to the cusp points of the bifurcation curve, and
the local minima and maxima of the inverse function t(g) correspond to the points
of inection. As a point lying on the curve shown in Fig. 14.15 tends asymptotically
to the straight line fg = Ait � �ig (i.e., t ! 1), the image of this point
on the bifurcation diagram tends asymptotically to the parabola�

h =
(g � �i)

2

2Ai

+
1

2

�
�2jAj

(Aj �Ai)
2
+

�2kAk

(Ak �Ai)
2

��
;

where fi; j; kg = f1; 2; 3g.
The bifurcation diagram of the mapping f2 � H for the Zhukovski�� case is

the union of the constructed curve with the segment

fh = 0; jgj � h�; �i1=2g ;

as shown in Fig. 14.16. The bifurcation diagram is symmetric with respect
to the axis fg = 0g. The points where the segment is tangent to the curve have
the coordinates ��p�21 + �22 + �23 ; 0

� 2 R2 (g; h) ;
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Figure 14.16

and the intersection point of the two branches of the curve has the coordinates

�
0 ;

�2
1

2A
1

+
�2
2

2A
2

+
�2
3

2A
3

�
2 R2 (g; h) :

The topological type of Q3

h in each region can be determined by means
of Proposition 14.2, i.e., by considering the projection of Q3

h to the Poisson
sphere. The same result can be obtained in another way. Let us replace �i with
�0i = ��i . As � ! 0, the bifurcation diagram shown in Fig. 14.16 turns into
the bifurcation diagram corresponding to the Euler case (Fig. 14.3). Moreover,
the regions in Fig. 14.16 for which Q3

h is homeomorphic to 2S3 , S1 � S2 , RP 3

turns into the corresponding regions in Fig. 14.3. It is clear that the topological
type of Q3

h does not change under passing to the limit. The manifolds Q3

h

corresponding to the curvilinear triangle adjacent to the horizontal segment
in Fig. 14.16 are homeomorphic to S1 � S2 . For the neighboring regions, Q3 is
homeomorphic to S3 . These assertions easily follows from the Morse{Bott theory,
since the preimage of each point from the segment is a critical circle (on which

the function eH = H jff
1
=1;f

2
=gg has a minimum), whereas the preimage of any other

points of the lower boundary is an isolated singular point (global minimum of eH ).

14.2.6. Goryachev{Chaplygin{Sretenski�� Case

Now consider the Hamiltonian

H =
1

2
(S21 + S22 + 4(S3 + �)2) +R1 : (14:35)

In this case, the additional integral exists only on a single 4-manifold
ff1 = 1; f2 = 0g � R

6 (S;R). Therefore, we need not consider the mapping
f2 � H . However, the topological type of Q3 (as well as the corresponding
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marked molecule W �) will depend on the parameter �. That is why, in this case,
we construct the separating curves on the plane R2 (�; h) and de�ne the topological
type of Q3 for each region.

For Hamiltonian (14.35), the reduced potential has the form

'
0
(R) =

2�2R2

3

4� 3R2

3

+R
1
: (14:36)

To determine the type of the region

f'0(R) � hg ; (14:37)

we �nd the critical points of function (14.36) on the two-dimensional sphere
fR2

1
+ R2

2
+ R2

3
= 1g � R

3 (R). They are determined by the following system
of equation:

@'
0

@Ri

= 2�Ri (i = 1; 2; 3) ;

R2

1 +R2

2 +R2

3 = 1 :

Its solutions are two critical points existing for any �

R1 = �1 ; R2 = R3 = 0 ; � = �1=2 ; (14:38)

as well as two critical points depending on �

R
1
=

1

2�
; R

2
= 0 ; R

3
= �

r
1� 1

4�2
; � = � ; (14:39)

where �2 =
(4�2 + 3)2

128�3
and � � 1

2
.

The value of function (14.36) at points (14.38) is equal to '0(R) = �1. Since �
is arbitrary, we obtain two straight lines fh = �1g on the plane R2 (�; h), which sep-
arate regions corresponding to di�erent topological types of Q3 . At points (14.39),
we have

'0(R) =
16�4 + 40�2 � 3

64�3
:

Thus, these points determine a separating curve on the plane R2 (�; h) given
parametrically by

h =
16�4 + 40�2 � 3

64�3
; �2 =

(4�2 + 3)2

128�3
; � � 1

2
: (14:40)

Taking the union of the straight lines fh = �1g and curve (14.40), we obtain
the bifurcation diagram in R

2 (�; h) presented in Fig. 14.17. It is symmetric
with respect to the axis f� = 0g. The cusps of curve (14.40) have the coordinates�

� 1p
3
;
7

9

�
2 R2 (�; h) :
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The points where the line fh = 1g is tangent to curve (14.40) have the coordinates

(�1; 1) 2 R2 (�; h) :
Curve (14.40) asymptotically approaches the parabola fh = �2g.

Figure 14.17

Each point of the straight line fh = �1g corresponds to one critical point
of function (14.36), and each point of curve (14.40) corresponds to two critical
points. Moreover, computing the indices of these critical points, we obtain
the following. For the straight line fh = �1g, the index is zero. For the straight
line fh = 1g, the index is equal to 2 on the segment between two tangency points,
and is equal to 1 on the remaining part of the line. For curve (14.40), the index is 1
on the arc joining the tangency point with the cusp, and is 2 on the remaining part
of the curve. If we know the indices of the critical points, we can easily describe
the form of regions (14.37) on the Poisson sphere. They are, respectively,

the empty set ?,
a disc D2 ,
an annulus S1 � R1 ,
a disc D2 with two holes,
and, �nally, the whole sphere S2 .

The corresponding 3-manifolds Q3 are indicated in Fig. 14.17 (as before,
K3 ' S1 � S2 # S1 � S2).

14.2.7. Clebsch Case

Let us construct the bifurcation diagram of the mapping f
2
�H for

H =
S21
2A1

+
S22
2A2

+
S23
2A3

+
"

2
(A1R

2

1 +A2R
2

2 +A3R
2

3) ;

where 0 < A1 < A2 < A3 and " = �1.
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The condition gradH = �1 gradf1 + �2 gradf2 that determines the critical
points of the mapping f

2
�H :S2�R3 ! R

2 can be rewritten in the following way:0
BBBBBB@

A�1
1

0 0 ��
2

0 0

0 A�1
2

0 0 ��
2

0

0 0 A�1
3

0 0 ��
2

��
2

0 0 "A
1
� 2�

1
0 0

0 ��
2

0 0 "A
2
� 2�

1
0

0 0 ��
2

0 0 "A
3
� 2�

1

1
CCCCCCA

0
BBBBBB@

S
1

S
2

S3
R
1

R
2

R
3

1
CCCCCCA

= 0 : (14:41)

Since R2
1
+ R2

2
+ R2

3
= 1, equality (14.41) is ful�lled only in the case when

the determinant of the above matrix is zero. The matrix is decomposed into three
2� 2-blocks whose determinants are equal to

Di = "� 2�
1
A�1
i � �2

2
(i = 1; 2; 3) : (14:42)

If Di 6= 0, then Si = Ri = 0. Therefore, if only one of the conditions Di = 0 is
ful�lled, then, taking into account that R2

1 +R2
2 +R2

3 = 1, we obtain the following
critical points:

(t
1
; 0; 0;�1; 0; 0) ; (0; t

2
; 0; 0;�1; 0) ; (0; 0; t

3
; 0; 0;�1) 2 R

6 (S;R) ;

where t1; t2; t3 are some parameters.
By computing the values of f

2
and H at these points, we obtain three parabolas

in R2 (g; h): �
h =

g2

2Ai

+ "
Ai

2

�
(i = 1; 2; 3) : (14:43)

The preimage of each point lying on parabolas (14.43) contains exactly two
critical points of the mapping f2 � H . Since Ai 6= Aj for i 6= j , none
of determinants (14.42) vanish simultaneously in the case " = �1. Therefore, for
" = �1, we obtain the bifurcation diagram consisting of three non-intersecting
parabolas (Fig. 14.18).

Figure 14.18
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Consider now the case " = 1. If any two of determinants (14.42) vanish, then
�
1
= 0 and �2

2
= 1. Therefore, the third determinant is also zero. From (14.41),

we obtain the following system of equations:

Si = �AiRi (i = 1; 2; 3) ;

R2

1
+R2

2
+R2

3
= 1 :

(14:44)

Equations (14.44) de�ne two spheres in R
6 (S;R) �lled by critical points

of the mapping f2 �H . The values of f2 and H on set (14.44) are equal to

g = �(A
1
R2

1
+A

2
R2

2
+A

3
R2

3
) ;

h = A
1
R2

1
+A

2
R2

2
+A

3
R2

3
:

Thus, under the mapping f
2
� H , the spheres (14.44) are mapped onto two

segments

fh = jgj; A
1
� jgj � A

3
g � R2 (g; h) : (14:45)

The preimage of each interior point of the segment consists of two circles �lled
by critical points.

Figure 14.19

Taking the union of parabola (14.43) (for " = 1) and segments (14.45), we obtain
the bifurcation diagram presented in Fig. 14.19. Segments (14.45) are tangent
to each of the three parabolas at points (�Ai; Ai) 2 R2 (g; h). Parabolas (14.43)
intersect at points �

�
q
AiAj ;

Ai +Aj

2

�
2 R2 (g; h) :
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The topological type of Q3

h = ff1 = 1; f2 = 0; H = hg for each region
in Fig. 14.18 and Fig. 14.19 can be determined by analyzing the projection of Q3

h

on the Poisson sphere.
The image of Q3

h under the projection is de�ned by the condition

g2z�1 + "z � 2h ; A
1
� z � A

3
; (14:46)

where z denotes the expression A
1
R2

1
+ A

2
R2

2
+ A

3
R2

3
. The graph of the function

'(z) = g2z�1 + "z is shown in Fig. 14.20(a) for " = �1, and in Fig. 14.20(b)
for " = 1.

Figure 14.20

In the case " = 1, the function '(z) has a minimum at the point z = g .
We present one of possible positions of g on the z -axis with respect to A

1
; A

2
; A

3

in Fig. 14.20(b).
It is not hard to analyze all possibilities and �nd out the form of domain (14.46)

on the Poisson sphere in each case. After this, the topological type of Q3 is
determined in the standard way using Proposition 14.2. The list of all isoenergy
manifolds Q3 is presented in Fig. 14.19. By N3 we denote the connected sum
(S1 � S2) # (S1 � S2) # (S1 � S2). Its projection to the Poisson sphere is a disc
with three holes.

14.2.8. Steklov Case

The construction of the bifurcation diagrams of the mapping f
2
�H for the Steklov

case can be carried out similarly to the Clebsch case.
The bifurcation diagram is, as before, a union of three parabolas and segments

tangent to each parabola. But, unlike the Clebsch case, the axes of these parabolas
do not coincide any more. As a result, we obtain a number of di�erent possibilities
depending on the relations between the parameters A

1
; A

2
; A

3
of the Steklov case.

The complete description of this case becomes rather awkward, and we omit
it in our book. The possible molecules W for the Steklov case are calculated
in Section 14.9.
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14.3. LIOUVILLE CLASSIFICATION OF SYSTEMS

IN THE EULER CASE

From now on, we shall consider another pair of integrals, namely, the Hamiltonian H
and additional integral K on an invariant symplectic 4-manifold M4

1;g . Therefore,
the bifurcation diagrams which we are going to study now have another meaning.
They correspond to bifurcations of two-dimensional Liouville tori, while the bifur-
cation diagrams of the mapping f

2
�H studied in the previous section corresponded

to topological bifurcations of isoenergy manifolds Q3 .
We begin with constructing the bifurcation diagram for the Euler case.

The Hamiltonian H and the integral K have the following form

H =
S2
1

2A
1

+
S2
2

2A
2

+
S2
3

2A
3

; K = S2
1
+ S2

2
+ S2

3
:

Recall that in the Euler case we assume that A
1
> A

2
> A

3
> 0.

The functions H and K commute on the symplectic 4-manifold M4
1;g =

ff
1
= 1; f

2
= gg for any g . Consider the corresponding momentum mapping

F = (H;K):M4

1;g ! R
2 given by these two functions and construct its bifurcation

diagram.
The diagram depends on the parameter g , i.e., on the area constant. For each

value of g , the critical points of the momentum mapping F are those points where
the gradients of H and K (restricted to M4

1;g = ff
1
= 1; f

2
= gg) are linearly

dependent. Therefore, a critical point of F is either a critical point of the function H
restricted onto M4

1;g , or the following relation holds at this point:

�
1
grad f

1
+ �

2
gradf

2
+ �

3
gradH = gradK ; (14:47)

for some real numbers �
1
; �

2
; �

3
.

The critical points of H on M4

1;g were already found when we studied the topo-
logical type of isoenergy surfaces in the Euler case. Recall (see Section 14.2.2) that,
for any g , there are 6 critical points of H

(�g; 0; 0;�1; 0; 0) ; (0;�g; 0; 0;�1; 0) ; (0; 0;�g; 0; 0;�1) ; (14:48)

at which the Hamiltonian H takes values
g2

2Ai

, and the integral K has the same
value g2 .

For the remaining critical points of the momentum mapping F , we have
relation (14.47). Thus, in terms of variables (S;R) = (S1; S2; S3; R1; R2; R3),
the system of equations that de�nes critical points of the momentum mapping can
be written in the following way:

2�
2
R+ �

3
A�1S = 2S ; 2�

1
R+ �

2
S = 0 ;

hR;Ri = 1 ; hS;Ri = g ;
(14:49)

where A denotes the diagonal matrix with elements A
1
; A

2
; A

3
, and h ; i is the inner

product in R3 .
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First we �nd the solutions of (14.49) for �2 6= 0.
From the second equation of system (14.49), we obtain S = �2�

1

�
2

R. Taking
into account that hR;Ri = 1, and hS;Ri = g , we have

S = gR ; �
1
= ��2g

2
:

Substituting gR instead of S into the �rst equation of system (14.49), after some
simple transformations, we obtain

(2(g � �
2
)A� �

3
gE)R = 0 ;

where E denotes the identity 3� 3-matrix.
Since the parameters A

1
; A

2
; A

3
are mutually di�erent, the rank of the matrix

2(g � �
2
)A � �

3
gE may be equal to either 3, or 2, or 0. If the rank is 3, then

no solutions exist (since R 6= 0). If the rank is 2, then the solutions of (14.49) are
six points (14.48). Finally, if the rank is 0, then

�
1
= �g

2

2
; �

2
= g ; �

3
= 0 : (14:50)

In particular, if �
2
6= 0, then g 6= 0.

Thus, in the case �
2
6= 0, the corresponding solutions of system (14.49) �ll

the two-dimensional sphere

f(S;R) : S = gR; hR;Ri = 1g (14:51)

in the manifold M4
1;g . Computing the values of the functions H and K at the points

of this sphere, we obtain

h =
g2

2

�
R2

1

A
1

+
R2

2

A
2

+
R2

3

A
3

�
; k = g2 :

Hence, the image of the sphere (14.51) under the momentum mapping is the segment
of the horizontal straight line fk = g2g on the plane R2 (h; k). Moreover, the preim-
ages of the points lying on this segment are level lines of H (on the sphere (14.51)),
which are given as the intersection of the sphere fhR;Ri = 1g and the ellipsoid
fg2hA�1R;Ri = 2hg.

Thus, the part of the bifurcation diagram for �
2
6= 0 is the segment

�
0
=

�
k = g2 ;

g2

2A
1

� h � g2

2A
3

�
: (14:52)

The preimage of the points h =
g2

2A1

, h =
g2

2A2

, h =
g2

2A3

from this segment �0

contains critical points of H . For any other point y 2 �
0
, its preimage F�1(y)

consists of two critical circles.
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Now consider the case �2 = 0.
Then, from the second equation of (14.49) we obtain �

1
= 0. Moreover, the �rst

equation of (14.49) implies that two of three coordinates S1; S2; S3 are equal to zero.
Hence we obtain three series of solutions:

� g

R1

; 0; 0;R
1
; R

2
; R

3

�
; �

3
= 2A

1
; h =

g2

2A1R
2

1

; k =
g2

R2

1

; (14:53
1
)

�
0;

g

R
2

; 0;R
1
; R

2
; R

3

�
; �

3
= 2A

2
; h =

g2

2A
2
R2

2

; k =
g2

R2

2

; (14:53
2
)

�
0; 0;

g

R
3

;R
1
; R

2
; R

3

�
; �

3
= 2A

3
; h =

g2

2A
3
R2

3

; k =
g2

R2

3

; (14:53
3
)

where R2

1
+R2

2
+R2

3
= 1.

For each of these series, the critical points of F �ll two discs (two hemi-
spheres fhR;Ri = 1; Ri 6= 0g), which are mapped to some subsets of straight
lines fk = 2Aihg. Furthermore, it is easy to see that, on each of the three
subsets (14:53i), the function K has a minimum equal to g2 , and its regular level
lines consist of two circles.

Thus, the part of the bifurcation diagram corresponding to �
2
= 0 consists

of three rays

�
1
= fk = 2A

1
h; k � g2g ;

�
2
= fk = 2A

2
h; k � g2g ;

�3 = fk = 2A3h; k � g2g ;
(14:54)

whose origins lie on the segment �0 (this segment shrinks to a point for g = 0).
Taking the union of segment (14.52) and rays (14.54), we obtain the bifur-

cation diagram of the momentum mapping for the Euler case. It is presented
in Fig. 14.21(a) for g = 0 and in Fig. 14.21(b) for g 6= 0.

Figure 14.21
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We now prove that K is a Bott function on each non-singular isoenergy surface

Q3

g;h = ff
1
= 1; f

2
= g; H = hg, where h 6= g2

2Ai

. In other words, we need to verify

that the critical circles of K (as a function on Q3

g;h) are all non-degenerate. For this,

according to the scheme discussed in Section 14.1 (Lemma 14.1), at each singular
point, we must restrict the bilinear form with the matrix

G = GK � �
1
G
1
� �

2
G
2
� �

3
GH (14:55)

to the tangent space to Q3

g;h and verify that its rank (after restriction) is
equal to 2. Here G

1
; G

2
; GH ; GK are the matrices composed from the second

derivatives of the functions f
1
; f

2
; H;K respectively; and the numbers �

1
; �

2
; �

3
are

the coe�cients of the linear combination of gradients (14.47).
The critical circles of the function K restricted to Q3

g;h belong to the preimage

of the points of intersection of the bifurcation diagram and straight line fh = constg
in R

2 (h; k). It is convenient to consider each part of the bifurcation diagram
(i.e., the segment �

0
and rays �

1
; �

2
; �

3
) separately.

Consider the ray �
1
. In this case, �

1
= �

2
= 0, and �

3
= 2A

1
. Therefore,

matrix (14.55) takes the form

G = GK � 2A1GH =

0
BBBBBBBBB@

0 0 0 0 0 0

0 2�2A
1

A
2

0 0 0 0

0 0 2�2A1

A3

0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

1
CCCCCCCCCA
:

At the critical points corresponding to �1 (i.e., at points (14:531)), the gradients
of f1 , f2 , and H are

grad f1 =
�

0 ; 0 ; 0 ; 2R1 ; 2R2 ; 2R3

�
;

grad f
2
=
�

R
1

; R
2

; R
3

;
g

R
1

; 0 ; 0
�
;

gradH =
� g

A
1
R
1

; 0 ; 0 ; 0 ; 0 ; 0
�
:

Therefore, the basis in the tangent space to Q3

g;h can be given, for example,
in the following way:

e
1
=
�

0 ; 0 ; 0 ; 0 ; �R
3
; R

2

�
;

e
2
=
�

0 ; 1 ; 0 ;�R1R2

g
;

R2
1

g
; 0

�
;

e3 =
�

0 ; 0 ; 1 ;�R1R3

g
; 0 ;

R2
1

g

�
:
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Obviously, the restriction of the form G to the tangent space to Q3

g;h in terms
of the basis e

1
; e

2
; e

3
has the matrix0

BB@
0 0 0

0 2�2A
1

A2

0

0 0 2�2A
1

A
3

1
CCA :

Since A
1
; A

2
; A

3
are pairwise di�erent, the rank of this matrix is 2. Therefore,

the critical circles of the integral K lying in the preimage of �1 are non-degenerate
critical submanifolds. Moreover, since we assume that A

1
> A

2
> A

3
, the index

of these critical circles is equal to 2, i.e., the function KjQ3

g;h
has a maximum

on them.
The proof of non-degeneracy of critical circles and the computation of their

indices can similarly be carried out for the rays �
2
; �

3
and segment �

0
. As a result,

we shall see that the critical circles related to �
2
are non-degenerate and of saddle

type, whereas the critical circles related to �
3
and �

0
are non-degenerate and

of elliptic type (more precisely, K takes a minimal value on them).
It is convenient to distinguish three zones (intervals) for energy values

on the h-axis. We denote them by I, II, III. Namely, we set

I =

�
g2

2A
1

;
g2

2A
2

�
; II =

�
g2

2A
2

;
g2

2A
3

�
; III =

�
g2

2A
3

;1
�
:

These three zones correspond to di�erent types of isoenergy manifolds Q3 . More
speci�cally (see Section 14.2.2),

Q3 ' S3 in zone I ; Q3 ' S1 � S2 in zone II ; Q3 ' RP 3 in zone III :

We now describe the marked molecules W � corresponding to each type of Q3 .

Theorem 14.2.

a) Let the area constant g be di�erent from zero. Then the marked molecules

E�
1
; E�

2
; E�

3
of systems in the Euler case have the form presented in Fig. 14.22(a,b,c).

These three di�erent molecules correspond to the three energy zones I, II, III.

Figure 14.22

b) If g = 0, then the topology of the Liouville foliation does not depend on

the energy level and is described by the marked molecule E�3 shown in Fig. 14.22(c).
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Proof. We �rst assume that g 6= 0. Let us apply the loop molecules method
described in Sections 10.3{10.6 to the Euler case. There are three singular points
y
1
; y

2
; y

3
on the bifurcation diagram (Fig. 14.21). We now prove that y

1
and y

3

correspond to a center{center singularity, and y
2
corresponds to a singularity

of saddle{center type.
Consider the point y

1
(for y

3
, the arguments are similar). Its preimage

in M4

1;g under the momentum mapping F consists of two points given in terms
of coordinates by

(R
1
; R

2
; R

3
; S

1
; S

2
; S

3
) = ( 1 ; 0 ; 0 ; g ; 0 ; 0 ) ;

(R
1
; R

2
; R

3
; S

1
; S

2
; S

3
) = (�1 ; 0 ; 0 ;�g ; 0 ; 0 ) :

Consider the �rst of them. As local coordinates in a neighborhood of this
point in M4

1;g , we take R
2
; R

3
; S

2
; S

3
. Our aim is to describe the functions

H and K in terms of these coordinates and to verify that their Hessians satisfy
the non-degeneracy condition (De�nition 1.22). Instead of H , it is more convenient

to consider the linear combination of H and K of the form eH = H �K � (2A
1
)�1 .

Then, up to the third order, eH and K can be written in terms of the chosen
local coordinates as follows:

eH = S2
2

�
1

2A
2

� 1

2A
1

�
+ S2

3

�
1

2A
3

� 1

2A
1

�
+ : : : ;

K = (S2 � gR2)
2 + (S3 � gR3)

2 + : : : :

In the coordinates R2; R3; S2; S3 , the matrix of Poisson brackets does not have
a canonical form. That is why we make another coordinate change by the formula

p1 = S3 ; q1 = S2 ; p2 = S3 � gR3 ; q2 = S2 � gR2 :

In these new coordinates, the matrix of the Poisson structure has the canonical
form (up to multiplication by the area constant g). In terms of these coordinates,

the functions eH and K becomes

eH = q2
1

�
1

2A
2

� 1

2A
1

�
+ p2

1

�
1

2A
3

� 1

2A
1

�
+ : : : ;

K = q2
2
+ p2

2
+ : : : :

Thus, the pair of functions at the point in question has a non-degenerate
singularity of center{center type. Similar arguments work for the points y

2
and y

3
.

The only di�erence is that, in the �nal formula for eH , we must cyclically permute

the indices. As a result, the coe�cients

�
1

2A
2

� 1

2A
1

�
and

�
1

2A
3

� 1

2A
1

�
(which were positive for y1) change signs. Namely, both of them become negative
at the point y

3
; the type of the singularity remains, consequently, the same

(i.e., center{center). At the point y2 , their signs become opposite, i.e., y2 has
saddle-canter type. Thus, we have determined the types of all the singular points
of the bifurcation diagram.
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Now consider the loop molecules corresponding to the singular points y1; y2; y3
(Fig. 14.23). In this �gure, by fat lines we indicate the arcs of the circles of small
radius which lie inside the image of the momentum mapping.

Figure 14.23

For the points y
1
and y

3
of center{center type, the loop molecule has the form

A��A, and the mark r is equal to zero (Theorem 9.1). Therefore, by deforming
the circle (centered at y

1
) into a vertical segment, we do not change the molecule,

but, on the other hand, we obtain the desired molecule for the isoenergy manifold Q3

corresponding to the �rst energy zone I (i.e., for small energy levels). Notice that,
in this case, the mark " depends on the orientation of Q3 . Without loss of generality,
we may assume that " = 1.

Thus, Theorem 14.2 is proved for the zone I. Note that the complete molecule
in fact consists of two copies of A��A, since the preimage of y

1
is disconnected

and consists of two isolated center{center points (the same is true for y3).
We now pass to the second zone II. We begin with computing the loop molecule

corresponding to y
2
. According to Theorem 9.2, it su�ces to determine the l-type

of the singularity. Recall that the l-type has the form (V; sA). Therefore, we only
need to �nd the atom V corresponding to the preimage of the horizontal segment �

0
.

The analysis of explicit expression for the points lying in the preimage X = F�1(�0)
shows that X is a two-dimensional symplectic submanifold in M4

1;g di�eomorphic

to S2 . Namely, X is de�ned as follows:

X = f(S
1
; S

2
; S

3
) = g(R

1
; R

2
; R

3
); R2

1
+R2

2
+R2

3
= 1g :

Restricting the Hamiltonian H on X , we obtain

H jX = g2
�
R2

1

2A1

+
R2

2

2A2

+
R2

3

2A3

�
:

Note that X can be regarded as a surface in R3 (R) given by R2
1+R2

2+R2
3 = 1.

We are interested in the topological type of the saddle singularity of H restricted
onto X . It is easy to see that the qualitative picture of level lines of H on this
sphere has the form shown in Fig. 14.24. Therefore, the saddle singularity has
type C

2
. Then, according to Theorem 9.2, the loop molecule corresponding

to the singularity y2 is of the form presented in Fig. 14.25.
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Figure 14.24 Figure 14.25

Thus, we have described all three loop molecules in the Euler case. Now we wish
to compute the (isoenergy) molecules W � corresponding to zones II and III.

It is easily seen from Fig. 14.26(a) that the desired molecule for the second zone II
is obtained by gluing the loop molecules corresponding to the singularities y

1
and y

2

(see Section 10.3). As a result, we obtain the molecule shown in Fig. 14.26(a).
Here we have glued two edges incident to atoms A. One of these edges is endowed
with the mark r = 0, the other is endowed with the mark r = 1. As a result,
the atoms A have disappeared, and the new edge has obtained the mark r = 0
(see the rule for summing r-marks in Section 10.3).

Figure 14.26

It remains to compute the molecule W � for the third zone III. The method is
the same, but here we glue the desired molecule from three loop molecules. This
procedure and the result are shown in Fig. 14.26(b).
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Thus, we have described the molecules for each energy zone and indicated
the r-mark on each edge. Finally, let us compute the "- and n-marks. Recall that,
in some cases, " depends on the choice of orientation on Q3 . In particular, this
happens on the edges of type C

2
��A with the in�nite r-mark. In this case, we shall

assume (by changing orientation, if necessary) that " = 1. If the r-mark on the edge
C
2
��A is equal to zero, then " does not depend on the choice of orientation and

has a natural topological sense. To explain this, consider the singular trajectories

1
and 

2
of the Hamiltonian ow that correspond to the atoms A and C

2
joined

by the edge under consideration. Each of them has the natural orientation de�ned
by the direction of the ow. On the other hand, since r = 0, these trajectories are
homologous without orientations (see Fig. 14.27). Therefore, we can compare their
orientations. If these orientations coincide, then " = 1; if they are opposite, then
" = �1. This is just what we must verify.

Figure 14.27

For this, it is convenient to use the fact that the trajectories of the Hamiltonian
ow given by the integral K are all closed. In particular, 

1
and 

2
are trajectories

of sgradK . Clearly, the orientations given by sgradK on these trajectories
are the same. That is why we may just compare the orientations given on i
by the ows sgradH and sgradK . If we know the bifurcation diagram, we can
easily do so. The trajectory 

1
corresponds to some point lying on the ray �

1
.

In view of Proposition 1.16, on 
1
we have the relation dH = (2A

1
)�1dK . Similarly,

on 
2
we obtain dH = (2A

2
)�1dK . Since A

1
> 0 and A

2
> 0, it follows that

the ows sgradH and sgradK have the same directions both on 1 and 2 . Hence
" = +1 on the edge A��C2 (in the case r = 0).

For the edge between �
2
and �

3
, the argument is just the same.

The n-mark appears in the case of high energies only, i.e., in the zone III. It can
be easily computed if the topological type of the isoenergy manifold Q3 is known
in advance. In our case, Q3 ' RP 3 . The only possibility is that n = �2. This
follows from the comment to Proposition 4.4. Changing, if necessary, the orientation
of Q3 , we may assume without loss of generality that n = 2. Thus, part (a)
of Theorem 14.2 is proved.

Consider now the case g = 0. The bifurcation diagram has the form shown
in Fig. 14.21(a). It is obtained from the bifurcation diagram for g 6= 0 by passage
to the limit as g tends to zero: the segment �0 moves toward the origin and
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shrinks into a point. If we take some level fH = constg from the zone III and set
g ! 0, then the transformation of the bifurcation diagram happens at a distance
from the chosen energy value. Therefore, the qualitative picture and topology
of the Liouville foliation remain the same. Thus, the limit molecule for g = 0
coincides with the molecule corresponding to the third zone III. This completes
the proof of part (b). �

In conclusion, we shall show how the information on the topology of the Liouville
foliation in the Euler case allows us to explain the following mechanical experiment.
Take a book as an example of a rigid body. (Instead of a book we can take
anything else; the only property we need is that the body has three natural
symmetry planes, and its principal moments of inertia are quite di�erent.) Let us
dispose it in the horizontal plane, as shown in Fig. 14.28(a), and toss it up rotating
simultaneously about the horizontal symmetry axis. Then we catch the book and
see in what position it came back.

It turns out that the result essentially depends on how exactly the book was
located before tossing. Namely, the book has three natural mutually orthogonal
symmetry axes. Thus, we can toss it up with rotating about any of these axes.
If the rotation is about the axis related to the least moment of inertia, then the book
returns in the same position as it was before tossing. We shall see the same e�ect
in the case of rotation about the axis related to the maximal moment of inertia:
after several ips the book returns to the initial position (see Fig. 14.28(a)).

Figure 14.28

The situation will be quite di�erent if we toss up the book with rotating about
the middle axis of inertia. In this case, the book turns over. More precisely, if before
tossing the back of the book was in your left hand, then having caught the book
you observe that the back has turned in your right hand (Fig. 14.28(b)).

This curious fact can be easily explained from the viewpoint of the topology
of the Liouville foliation. Indeed, the motion of the book is a good model of the Euler
case in rigid body dynamics. We only need to forget about the motion of the center
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of mass and consider the \pure rotation" about the center of mass. Moreover,
we may assume that the area constant is zero. The point is that we rotate the book
about one of the axes of inertia. Therefore, the angular momentum vector ~K0

(in the initial position) is proportional to the angular velocity vector ~!
0
. The unit

vertical vector ~
0
is obviously orthogonal to !

0
and, consequently, to ~K

0
. Since

the area constant is de�ned to be the product h ~K;~i, and h ~K
0
; ~

0
i = 0 in the initial

position, in our experiment this constant is zero. Thus we can interpret the motion
of the book as a trajectory of the system in the Euler case on a �xed isoenergy
surface Q3 . We have already calculated the moleculeW � that describes the foliation
of Q3 into invariant Liouville tori (Fig. 14.22(c)). Three types of motion correspond
to three types of integral trajectories.

The �rst type corresponds to the stable periodic trajectories related to two
\upper" atoms A in the molecule. This is the rotation about the minimal axis
of the ellipsoid of inertia. The motion is stable, and it is clear that the book returns
to the initial position (when you catch it).

The second type corresponds to the stable periodic trajectories related to two
\lower" atoms A. This is the rotation about the maximal axis of the ellipsoid
of inertia. This motion is also stable and this fact can easily be observed in our
experiment.

The third type is the most interesting one. It corresponds to two hyperbolic
periodic trajectories  and 0 related to the saddle atom C

2
. The real motion

of the book is given by a certain integral trajectory which starts near one of two
periodic hyperbolic solutions, say  . Theoretically, we could rotate and toss up
the book in such a way that the corresponding point would have stayed on  all
the time. But it is rather hard to do this on practice. A small perturbation
of initial data makes the book move along a trajectory �(t) which is close to  only
for small t, but then moves away and, after some time, approaches the other periodic
solution 0 . Such a behaviour is just the interpretation of the topology of C2 from
the mechanical point of view. In our experiment we see this as the turning over
e�ect.

Let us emphasize once more that the global topology of the atom C2 is very
important here. If the saddle bifurcation had had another topological type,
we would have seen totally di�erent behavior of the book. If, for instance, the atom
had been of type B , the book would have had to return to the initial saddle periodic
solution  . Therefore, the back of the book would not have turned over, but would
have stayed in the left hand.

14.4. LIOUVILLE CLASSIFICATION OF SYSTEMS

IN THE LAGRANGE CASE

The classical Lagrange case is a system with Hamiltonian (14.13). Under
a coordinate change in R6 (S;R), this Hamiltonian can be reduced to the form

H =
1

2

�
S2

1 + S2

2 +
S2
3

�

�
+ R3 :
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There are several generalizations of the Lagrange case. For example, one can
consider the Hamiltonian with quadratic potential:

H =
1

2

�
S2

1
+ S2

2
+
S2

3

�

�
+R2

3
;

or add the gyrostatic momentum:

H =
1

2

�
S2

1
+ S2

2
+
S2

3

�

�
+ �S

3
+R

3
:

We shall consider the Hamiltonian

H =
1

2

�
S2

1
+ S2

2
+
S2

3

�

�
+ V (R

3
) ; (14:56)

where V (x) is a certain smooth function on the segment [�1; 1]. For Hamil-
tonian (14.56), as well as for the classical Lagrange case, the additional integral has
the form K = S

3
.

Consider the momentum mapping F = H � K:TS2 ! R
2 (h; k), where H

is Hamiltonian (14.56), and describe the critical points of F . Fixing the value
S
3

= k , we look for critical points of the function Hg;k = H jP 3 , where

P 3 = ff
1
= 1; f

2
= g; K = kg. The manifold P 3 is non-singular for k 6= �g

(for a while, we exclude the case k = �g from our examination). The critical points
of Hg;k can be found from the condition

gradH = �
1
grad f

1
+ �

2
gradf

2
+ �

3
gradK ;

f1 = 1 ; f2 = g ; K = k :
(14:57)

Denoting R
3
by x, we express all the unknowns of system (14.57):

R1 =
p
1� x2 cos t ; R2 =

p
1� x2 sin t ; R3 = x ;

S1 =
g � kxp
1� x2

cos t ; S2 =
g � kxp
1� x2

sin t ; S3 = k ;

�
1
= � (g � kx)2

2(1� x2)2
; �

2
=
g � kx

1� x2
; �

3
=

k

�
� x

g � kx

1� x2
;

(14:58)

where t is some parameter, and x is determined from the condition

V 0(x) +
(g � kx)(gx� k)

(1� x2)2
= 0 ; jxj < 1 ; (14:59)

where V 0(x) denotes the derivative of V (x) at the point x.
For every �xed point x satisfying (14.59), conditions (14.58) determine exactly

one critical circle of the function Hg;k = H jP 3 . The value of Hg;k on this circle is

Wg;k(x) =
(g � kx)2

2(1� x2)
+
k2

2�
+ V (x) ;
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and condition (14.59) can be rewritten as

W 0(x) = 0 ; jxj < 1 : (14:60)

Thus, the critical circles of Hg;k are parametrized by critical points of the func-
tion Wg;k(x). This function Wg;k is an analog of the reduced potential, and
the projections of Liouville tori on the Poisson sphere are determined in this case
by the condition Wg;k(R3

) � h.
Following the algorithm described in Lemma 14.1, we can �nd the indices of

the critical circles (14.58) of the function Hg;k . In order to do this, we consider
the matrix G = GH � �

1
G
1
� �

2
G
2
� �

3
GK , where GH ; G1

; G
2
; GK are the Hesse

matrices of the functions H; f
1
; f

2
;K , and then restrict the form determined by this

matrix to the space orthogonal to grad f
1
; gradf

2
; gradK . In our case, the matrix G

is of the following form:

0
BBBBB@

1 0 0 ��
2

0 0
0 1 0 0 ��

2
0

0 0 1=� 0 0 ��
2

��
2

0 0 �2�
1

0 0
0 ��

2
0 0 �2�

1
0

0 0 ��
2

0 0 V 00(x)� 2�
1

1
CCCCCA ;

where �
1
= � (g � kx)2

2(1� x2)2
, �

2
=
g � kx

1� x2
, and V 00(x) is the second derivative of V (x).

The gradients of f1; f2;K at the critical points (14.58) are equal to

grad f
1
=
�
0 ; 0 ; 0 ; 2

p
1�x2 cos t ; 2

p
1�x2 sin t ; 2x� ;

grad f
2
=

�p
1�x2 cos t ;

p
1�x2 sin t ; x ; g�kxp

1�x2 cos t ;
g�kxp
1�x2 sin t ; k

�
;

gradK = (0 ; 0 ; 1 ; 0 ; 0 ; 0) :
(14:61)

The basis in the space orthogonal to these gradients can be chosen, for example,
in the form

e
1
= (sin t ; � cos t ; 0 ; 0 ; 0 ; 0) ;

e2 = (0 ; 0 ; 0 ; sin t ; � cos t ; 0) ;

e
3
=

�
k�gx
1�x2 cos t ;

k�gx
1�x2 sin t ; 0 ; x cos t ; x sin t ; �

p
1�x2

�
:

Calculating G(ei; ej), we obtain the following matrix:

eG =

0
BBB@

1
kx�g
1�x2 0

kx�g
1�x2

(kx�g)2
(1�x2)2 0

0 0 (1�x2)W 00
g;k(x)

1
CCCA :
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Its eigenvalues are

�
1
= 0 ; �

2
= 1 +

(g � kx)2

(1� x2)2
; �

3
= (1� x2)W 00

g;k(x) :

The zero eigenvalue �
1
corresponds to the fact that the Hessian of Hg;k is

degenerate along the direction tangent to the critical circle. The eigenvalue �
2

is always positive; and the sign of �
3
coincides with the sign of W 00

g;k(x) (since

jxj < 1). Thus, the critical circles of Hg;k may be either saddle or minimal. Since
critical circles are determined by (14.60), local maxima correspond to saddle circles,
and local minima of Wg;k(x) on the interval (�1; 1) correspond to minimal circles.
This allows us to describe the bifurcation diagrams for an arbitrary Hamiltonian
of the form (14.56). We con�ne ourselves with the description of those Hamiltonians
for which the molecule W has the simplest form.

Proposition 14.3. Let H be a Hamiltonian of the form (14.56), where V (x)
is a smooth function on the segment [�1; 1]. Suppose that, for any x 2 (�1; 1),
we have

V 00(x) � 0 : (14:62)

Then the additional integral K = S3 is a Bott function on every non-singular

isoenergy 3-manifold Q = ff
1
= 1; f

2
= g; H = hg. Moreover, K has either a local

minimum or a local maximum on each critical circle in Q (i.e., there are no saddle

critical circles).

Comment. However, the condition V 00(x) � 0 should not be considered
as a necessary condition for K to be a Bott function. The only di�erence that
occurs in the case V 00(x) < 0 is that some saddle critical circles may appear.
The integral K will remain a Bott function on almost all isoenergy manifolds Qh .

Proof. We have to prove that, on each isoenergy three-dimensional manifold
Q = ff1 = 1 ; f2 = g ;H = hg, the critical points of the function KjQ form
non-degenerate critical circles on which K has either a minimum or a maximum.
It is easy to see that these critical circles are, at the same time, critical for
the functions Hg;k , i.e., for the Hamiltonian H restricted to the 3-manifolds
fK = constg. Moreover, to verify the non-degeneracy condition and de�ne
the type of such a circle (saddle or center), we may choose any of the functions
H jfK=constg and KjfH=constg . In other words, instead of K we may consider
the function Hg;k . But we have already carried out the calculation for this function.
In particular, the eigenvalues of the Hessian are

�1 = 0 ; �2 = 1 +
(g � kx)2

(1� x2)2
; �3 = (1� x2)W 00

g;k(x) :

Hence, �
2
is always positive, and the sign of �

3
is de�ned by the sign of W 00

g;k(x).

To compute the sign of W 00
g;k(x) , we introduce the following notation:

p =
g + k

2
, q =

g � k

2
. Then

Wg;k =
p2

1 + x
+

q2

1� x
+ V (x) +

k2(1� �)

2�
:
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Hence

W 0
g;k(x) = � p2

(1 + x)2
+

q2

(1� x)2
+ V 0(x) ;

W 00
g;k(x) =

2p2

(1 + x)3
+

2q2

(1� x)3
+ V 00(x) :

Since x 2 (�1; 1) and V 00(x) � 0, we obtain W 00
g;k(x) > 0. Then the eigenvalues

�
2
and �

3
are both positive. Therefore, the integral K is a Bott function. Moreover,

its critical circles are non-degenerate, and K have either a minimum or a maximum
on them. �

The Hamiltonian of the classical Lagrange case is a particular case of (14.56),
for which V (x) is a linear function. Then V 00(x) = 0, i.e., condition (14.62)
is ful�lled, and, therefore, Proposition 14.3 holds. Hence, a transformation of
the Liouville foliation on Qh may happen only if we pass through a critical value h

0

of the Hamiltonian (i.e., the isoenergy 3-manifold Qh changes the topological type
itself). Thus, inside each region shown in Fig. 14.4, the molecule W is the same,
i.e., the Liouville foliation has the same topological sense.

In Fig. 14.29, we present several possible bifurcation diagrams of the momentum
mapping F = H �K (for various values of g and �), where

H =
1

2

�
S2

1
+ S2

2
+
S2

3

�

�
+R

3

is the Hamiltonian of the classical Lagrange case. The images of the singular points
(0; 0;�g; 0; 0;�1) are denoted in Fig. 14.29 by bolded points. They are the points,
where dH jM

1;g
= 0 and dKjM

1;g
= 0 simultaneously.

Figure 14.29
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Let us note one useful and important property of the bifurcation diagrams
in the Lagrange case. It turns out that each bifurcation diagram is bijec-
tively projected onto the k-axis (with the only exception for the isolated point
of the bifurcation diagram; see Fig. 14.29(a,b)). Indeed, formulas (14.58) show
that the bifurcation diagram is given by the equation h = Wg;k(x), where x
is the solution of the equation W 0

g;k(x) = 0. Since W 00
g;k(x) > 0, the function

W 0
g;k(x) is monotonically increasing. Besides, the function W 0

g;k(x) takes all values
from �1 to +1. Therefore, the solution x always exists and is unique.

Theorem 14.3. In the classical Lagrange case, the molecule W has the form

A��A for any connected component of Q3

h . These components can be of the follow-

ing types : the sphere S3 , the projective space RP 3 , and the direct product S1�S2 .

The mark r on the edge of the molecule W � depends on the topological type of Q
only. Namely, the marked molecule has the following form:

a) A��A with r = 0 for S3 (we denote this molecule by L�
1
),

b) A��A with r = 1=2 for RP 3 (we denote this molecule by L�
2
),

c) A��A with r =1 and " = +1 for S1�S2 (we denote this molecule by L�
3
).

Comment. In the case of S3 and RP 3 , the mark " depends on the choice
of orientation on Q. That is why we may assume without loss of generality
that " = +1. Note that there is no mark n here. Thus, we obtain the com-
plete Liouville classi�cation of integrable systems of the classical Lagrange case
(see also Table 14.1).

Table 14.1. Lagrange case

Proof (of Theorem 14.3). Since, according to Proposition 14.3, there are
no saddle critical circles, the molecule W has the form A��A for each connected
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component of the isoenergy 3-manifold. The mark r is calculated by using
Proposition 4.3. It remains to �nd the mark " in the case, when Q is
di�eomorphic to S1 � S2 . In such a case, Q is glued from two solid tori
whose axes are critical circles of the integral K . Note that these circles
are naturally included in a two-parameter family, which can be considered
as a trivial S1 -�bration on Q3 = S1 � S2 . Moreover, this �bration is
compatible with the Liouville foliation on Q3 in the sense that each circle lies
on a certain Liouville torus. In fact, its �bers can be de�ned as integral curves
of the Hamiltonian vector �eld sgradK on Q (it is easy to see that all of them
are closed). Using this natural trivial S1 -�bration, we can choose admissible
coordinate systems on the solid tori in such a way that the gluing matrix

takes the form C =

��1 0
0 �1

�
. Recall (see Section 4.1) that, in this case,

the �rst basis cycle is the contractible cycle on the solid torus, and the second
basis cycle is the �ber of the trivial S1-�bration just described. The latter
has the natural orientation induced by sgradH . We now wish to show that

the gluing matrix is in fact C =

�
+1 0
0 �1

�
or, equivalently, the orientations

de�ned by sgradH on the axes of the solid tori (i.e., second basis cycles) are
opposite.

To this end, we need to compare the directions of sgradH and sgradK on two
critical circles (i.e., on the axes of the solid tori).

Since sgradH and sgradK are linearly dependent on these circles, we have
sgradH = ci sgradK , where i = 1; 2. Let us show that c1 and c2 have opposite
signs. To see this, it su�ces to use the fact that the bifurcation diagram � is
bijectively projected to the k-axis and, consequently, can be presented as a graph
of a certain continuous function h = h(k). Now recall that c

1
and c

2
have a very

natural interpretation (Proposition 1.16): they are the derivatives h0k of the function
h = h(k) at the points where the vertical segment fh = constg intersects

Figure 14.30

the bifurcation diagram � . It is easily seen from Fig. 14.30 that the signs of these

derivatives are opposite, as required. Thus, C =

�
+1 0
0 �1

�
and, consequently,

" = +1. �
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We also can consider the Hamiltonian for the generalized Lagrange case:

H =
1

2

�
S2

1
+ S2

2
+
S2

3

�

�
+ �S

3
+ V (R

3
) : (14:63)

Corollary. The statement of Theorem 14.3 is true for Hamiltonians (14.63).

Proof. Notice that Hamiltonian (14.63) is a linear combination of Hamil-
tonian (14.56) and the integral K = S

3
. Therefore, the momentum mapping H�K

for (14.63) is a composition of the similar mapping H�K for (14.56) and the linear
transformation of the plane R2 (h; k) onto itself given by the matrix

�
1 �
0 1

�
:

Since a non-degenerate linear transformation does not change indices of critical
circles, the molecules W � will have the same form as in Theorem 14.3. The ar-
guments for computing the "-mark also remain the same, since the main property
of � that we have used in the proof of Theorem 14.3 is preserves under this linear
transformation. �

Theorem 14.4. The isolated point of the bifurcation diagram for the Lagrange

case (in those cases when such a point exists, i.e., for g2 < 4) corresponds

to the single singularity of focus{focus type in M4

1;g with coordinates (0; 0; g; 0; 0; 1).
Its loop molecule W � is a circle (without any atoms) endowed with the monodromy

matrix �
1 0
1 1

�
:

Proof. We only need to prove that the singularity corresponding to the isolated
singular point of the bifurcation diagram is non-degenerate. In the non-degenerate
case, such a singularity is necessarily of the focus{focus type. In addition, we need
to compute the number of focus{focus points of the corresponding singular leaf.
It turns out that such a point is unique. Indeed, the two singular points of the form
(0; 0;�g; 0; 0;�1) belongs to di�erent levels of the integral K = S

3
(because

K = S3 = �g). Therefore, the level fK = S3 = gg contains just one singular point,
as required. We now prove that this point has focus{focus type.

It su�ces to verify that the eigenvalues of the linearized system at this singular
point are complex numbers of the form

a+ ib ; a� ib ; �a+ ib ; �a� ib ;

where a and b both di�er from zero.
Consider the Euler{Poisson equations for the Hamiltonian

H =
1

2

�
S2

1 + S2

2 +
S2

3

�

�
+ R3 :
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It has the form

_S
1
= S

2
S
3
(1� ��1)�R

2
; _R

1
= S

2
R
3
� S

3
R
2
��1 ;

_S
2
=�S

1
S
3
(1� ��1) +R

1
; _R

2
=�S

1
R
3
+ S

3
R
1
��1 ;

_S
3
= 0 ; _R

3
= S

1
R
2
� S

2
R
1
:

Consider the linearization of this system at the point (0; 0; g; 0; 0; 1). As local co-
ordinates on M4

1;g in a neighborhood of this point, we take variables S
1
; S

2
; R

1
; R

2
.

Then the matrix of the linearized system becomes0
BBBBBBB@

0 g � g

�
0 �1

�g + g

�
0 1 0

0 1 0 � g

�

�1 0
g

�
0

1
CCCCCCCA

:

Its eigenvalues are

a+ ib ; a� ib ; �a+ ib ; �a� ib ;

where a =

p
4� g2

2
, b = g

�
1

2
� 1

�

�
(see [272] for details). If g2 < 4, then a and b

are real numbers, and a 6= 0.
However, if g = 0 or � = 2, then b = 0. In fact, this does not change

the type of the singularity. The point is that we may replace the Hamiltonian H

by a linear combination eH = H + �K . Clearly, such a procedure has no inuence
on the foliation, but the corresponding eigenvalues become di�erent.

It remains to �nd the monodromy matrix. Since the singular leaf contains only
one singular focus{focus point, it follows from Theorem 9.11 that this matrix has
the desired form. �

14.5. LIOUVILLE CLASSIFICATION OF SYSTEMS

IN THE KOVALEVSKAYA CASE

Hamiltonian (14.14) in the Kovalevskaya case can be reduced to the form (14.25), i.e.,

H =
1

2
(S2

1
+ S2

2
+ 2S2

3
) +R

1
;

by a linear transformation in R
6 (S;R) which preserves the bracket (14.6). Then

the additional integral will be of the form

K =

�
S2
1 � S2

2

2
� R1

�2

+ (S1S2 �R2)
2 : (14:64)
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Curves which separate domains on the plane R2 (g; h) with di�erent topological
types of Q3 for Hamiltonian (14.25) are described in Section 14.2 (Fig. 14.11).
In order to describe all separating curves in the Kovalevskaya case, one must add
to the curves in Fig. 14.11 those curves which separate domains with di�erent
molecules W � . Thus, we need to determine how the molecule W � corresponding
to the isoenergy 3-manifold

Q3

h = ff
1
= 1; f

2
= g; H = hg

changes when h varies and g is �xed. This can be done by examining the bifurcation
diagrams for the momentum mapping

K �H :M
1;g ' TS2 ! R

2 (k; h) ;

where H is Hamiltonian (14.25), and K is integral (14.64), both de�ned on
M

1;g ' TS2 = ff
1
= 1; f

2
= gg.

The bifurcation diagrams of this mapping are constructed in the book
by M. P. Kharlamov [178]. The form of the bifurcation diagram depends
on the value g . Qualitatively di�erent diagrams are obtained in the following cases:

a) g = 0,

b) 0 < jgj < 1,

c) 1 < jgj < (4=3)3=4 ,

d) (4=3)3=4 < jgj < p
2,

e) jgj > p
2.

They are presented in Fig. 14.31.

The bifurcation diagrams consist of the ray

fk = 0; h > g2g ; (14:65)

part of the parabola

�
k = (h� g2)2;

g2

2
� 1 � h � g2 +

1

2g2

�
;

and the curve given in parametric form by

k = 1 + tg +
t4

4
; h =

t2

2
� g

t
; (14:66)

where t 2 (�1; 0) [ (g;+1).

The cusp of curve (14.66), when jgj � (4=3)3=4 , has the coordinates

�
1� 3g4=3

4
;
3g2=3

2

�
2 R2 (k; h) : (14:67)
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Figure 14.31

Copyright 2004 by CRC Press LL



The point where the curve is tangent to the parabola has the coordinates

�
1

4g4
; g2 +

1

2g2

�
2 R2 (k; h) : (14:68)

The bifurcations of Liouville tori at the critical values of the momentum mapping
K �H are also given in Fig. 14.31. If the point moving along the plane R2 (k; h)
crosses the corresponding branch of the bifurcation diagram in the direction marked
by the arrow, then the bifurcation of Liouville tori in the preimage of this point
is described by the atom indicated near the corresponding arrow. The bifurcation
diagrams (a), (b), (c), (d), (e) in Fig. 14.31 transform one into another when
the parameter g changes continuously. Those parts of the bifurcation diagram which
transform one into another (under variation of g) determine the same bifurcations
of Liouville tori.

If we know the bifurcation of Liouville tori for all points of the bifurcation
diagram, we can describe the molecules W of the isoenergy 3-manifold Q for
all �xed g and h. To this end, we must examine how Liouville tori bifurcate
at the preimage of the point moving along the line fh = cg in R

2 (k; h). Let us
look at what happens when we change the parameter c. From the explicit
form of the bifurcation diagram, one can easily understand for what values of c
the molecule will change. This happens in the following cases:

1) when c is a critical value of the function H jM
1
;g (in this case, the topological

type of Q3 also changes);
2) when the line fh = cg passes either through the cusp of curve (14.66), or

through the point where the curve is tangent to the parabola, or through the origin
of ray (14.65).

The images of critical points of the function H jM
1
;g under the momentum

mapping K �H are shown in Fig. 14.31 by bolded points. The separating curves
corresponding to them have been already constructed (see Fig. 14.11). Taking
into account (14.65), (14.67), (14.68), we obtain the equations of the remaining
separating curves on the plane R2 (g; h):

h = g2 ;

h =
3g2=3

2
; jgj �

�
4

3

�3=4

;

h = g2 +
1

2g2
:

(14:69)

Having combined curves (14.69) with those shown in Fig. 14.11, we obtain
a complete collection of separating curves for the Kovalevskaya case.

Let us note that the method suggested by M. P. Kharlamov in [178] does not give
an answer to the question whether the additional integral K is a Bott function
on Q3 in the Kovalevskaya case. This can be veri�ed by computing the indices
of critical circles for the function KjQh

and using Lemma 14.1.
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The next theorem summarizes the results on the global topology of the
Kovalevskaya case obtained by di�erent methods in a series of papers [22],
[44], [107], [178], [277], [344]. In the form presented below, the theorem was
proved in [60].

Theorem 14.5. For the system with Hamiltonian (14.14) (i.e., for the Ko-

valevskaya case), the separating curves in the plane R2 (g; h) have the form shown

in Fig. 14.32. They divide the plane into 10 domains of di�erent types. In each

domain, we indicate the pair (Q;K�), i.e., the isoenergy 3-manifold Q and

the corresponding loop molecule K� . As a result, we obtain the complete list which

consists of 10 pairs :

(S3;K�
1
) ; (S3;K�

2
) ; (S3;K�

3
) ; (S3;K�

4
) ; (S1 � S2;K�

5
) ; (S1 � S2;K�

6
) ;

(K3;K�
7
) ; (RP 3 ;K�

8
) ; (RP 3 ;K�

9
) ; (RP 3 ;K�

10
) :

The marked molecules K�
i are listed in Table 14.2. The index i is related to

numbering in Table 14.2. For all the points (g; h) that do not belong to the separating
curves, the Kovalevskaya integral is a Bott function on the isoenergy surface

Q = ff
1
= 1; f

2
= g; H = hg. Here K3 denotes (S1 � S2) # (S1 � S2).

Thus, we obtain the complete classi�cation of the integrable Kovalevskaya systems

up to Liouville equivalence.

Remark. In order to simplify notation, in Fig. 14.32 (as well as in some others),
we simply write Q{i instead of the pair (Q;K�

i ).

Figure 14.32
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In Fig. 14.33, we present the bifurcation diagrams for the Kovalevskaya case
together with horizontal dotted segments each of which corresponds to a certain
energy level. Di�erent segments correspond to qualitatively di�erent energy
levels in the sense that the topological invariants K� related to these levels
are all di�erent. There is a natural correspondence between the energy levels
shown in Fig. 14.33 and 10 regions shown in Fig. 14.32. This correspondence is
as follows:

a
1
! 1 ; a

2
! 3 ; a

3
! 8 ;

b
1
! 1 ; b

2
! 2 ; b

3
! 3 ; b

4
! 8 ; b

5
! 9 ;

c
1
! 1 ; c

2
! 2 ; c

3
! 4 ; c

4
! 10 ; c

5
! 9 ;

d1 ! 1 ; d2 ! 2 ; d3 ! 7 ; d4 ! 6 ; d5 ! 4 ; d6 ! 10 ; d7 ! 9 ;

e1 ! 1 ; e2 ! 5 ; e3 ! 6 ; e4 ! 10 ; e5 ! 9 ;

where Latin letters with subscripts denote the energy levels in Fig. 14.33, and
the integers indicate the numbers of regions in Fig. 14.32 and in Table 14.2.

Now we are able to give a complete list of singularities of the momentum
mapping F = (H;K) : M4

1;g ! R
2 that appear in the Kovalevskaya case.

First, in the Kovalevskaya case, there are four di�erent generic bifurcations.
In our terms, they are atoms A, A� , B , C

2
. These singularities correspond

to smooth regular pieces of the bifurcation diagram. Second, the bifurcation
diagram has several singular points such as cusps, intersection points, and points
of tangency. The types of these points can also be described. All of them are
listed below.

The singular points y
1
; y

2
; : : : ; y

13
of the bifurcation diagram are indicated

in Fig. 14.33. Singular points denoted by the same number correspond to
singularities of the same topological type. We assume here that the area constant g
di�ers from several exceptional values equal to 1, (4=3)3=4 , 21=2 (at which
the bifurcation diagram changes the type).

Theorem 14.6 [44].
a) The singular points y1 , y3 , y7 , y10 , y11 , y12 correspond to non-degenerate

singularities of the momentum mapping F = (H;K):M4

1;g ! R
2 . More precisely,

y1 and y10 correspond to singularities of center{center type, y11 and y12 correspond

to singularities of center{saddle type, y
3

and y
7

correspond to singularities of

saddle{saddle type. In the Kovalevskaya case, there are no singularities of

focus{focus type.

b) The singular points y
2
, y

4
, y

5
, y

6
, y

8
, y

9
, y

13
correspond to degenerate

one-dimensional orbits of the action of R2 generated by the Hamiltonian H and

integral K on M4

1;g .

c) The loop molecules of these singular points are listed in Table 14.3.

It is easy to see that Table 14.3 contains eight di�erent loop molecules. Thus,
in the Kovalevskaya case, there are singularities of eight di�erent topological types
de�ned by the listed loop molecules. Besides, there are four generic singularities,
namely the atoms A;A�; B; C

2
that describe the bifurcations on regular curves

of the bifurcation diagram.
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Table 14.2. Kovalevskaya case
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Table 14.2. Kovalevskaya case (continued)
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Figure 14.33
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Table 14.3. Loop molecules for the Kovalevskaya case
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14.6. LIOUVILLE CLASSIFICATIONOF SYSTEMS IN THE

GORYACHEV{CHAPLYGIN{SRETENSKI�I CASE

Now we pass to the Goryachev{Chaplygin{Sretenski�� case. Hamiltonian (14.19)
is reduced to the form (14.35) by a linear transformation which preserves
the bracket (14.6) in R

6 (S;R). Then the additional integral K takes the form

K = (S
3
+ 2�)(S2

1
+ S2

2
)� S

1
R
3
: (14:70)

The Goryachev{Chaplygin case is obtained from the Sretenski�� case when � = 0.
The bifurcation diagrams of the momentum mapping H �K:M

1;0 ! R
2 (h; k)

are constructed in [178] by M. P. Kharlamov. Here H is Hamiltonian (14.35), K is
integral (14.70) both de�ned on M

1;0 ' TS2 = ff
1
= 1; f

2
= 0g � R

6 (S;R).
The bifurcation diagrams for di�erent values of � are shown in Fig. 14.34:
a) � = 0,
b) 0 < � <

1p
3
,

c)
1p
3
< � < 1,

d) � > 1.
When � is replaced by ��, the bifurcation diagrams reect in the line fk = 0g.

Figure 14.34

The bifurcation diagrams consist of the ray fk = 0; h � �1g and of the following
curves given in parametric form:

h =
3

2
t2 + 4�t+ 2�2 � 1 ; k = t3 + 2�t2 :
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The bifurcations of Liouville tori are shown in Fig. 14.34 in the same way
as in the Kovalevskaya case. The notation (A�; B) means that two bifurcations
of Liouville tori corresponding to the atoms A� and B occur simultaneously.
The notation (A;A0) means that there are one minimal and one maximal circles
of the integral K in the preimage of these points of the bifurcation diagram.

As in the Kovalevskaya case, having found the projections of cusps and tangency
points on the h-axis, one obtains equations for the separating curves on the plane
R
2 (�; h):

h = 1� 2�2

3
and h = 2�2 � 1 :

Combining them with the curves shown in Fig. 14.17, we get the answer for
the Goryachev{Chaplygin{Sretenski�� case (see Fig. 14.35). The Bott property for
the additional integral K can be veri�ed by straightforward calculation of indices
of the critical circles.

Theorem 14.7 (A. A. Oshemkov, P. Topalov, O. E. Orel). The separating

curves in the plane R
2 (�; h) for the Goryachev{Chaplygin{Sretenski�� case are

presented in Fig. 14.35. The additional Goryachev{Chaplygin{Sretenski�� integral

(14.70) is a Bott function on all isoenergy 3-surfaces corresponding to points (�; h)
which do not belong to the separating curves. The complete list of invariants for

the Goryachev{Chaplygin{Sretenski�� case consists of 8 pairs listed in Table 14.4:

(S3;G�
1 ) ; (S3;G�

2 ) ; (S3;G�
3 ) ; (S1 � S2;G�

4 ) ; (S1 � S2;G�
5 ) ;

(RP 3 ;G�
6
) ; (RP 3 ;G�

7
) ; (K3;G�

8
) ;

where K3 denotes the connected sum (S1 � S2) # (S1 � S2).
In particular, for � = 0, i.e., in the Goryachev{Chaplygin case, the additional

integral is a Bott function on all regular isoenergy surfaces. The complete list

of invariants in this case consists of two pairs : (S3;G�
1
) and (RP 3 ;G�

8
).

Figure 14.35
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Table 14.4. Goryachev{Chaplygin{Sretenski�� case
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Table 14.4. Goryachev{Chaplygin{Sretenski�� case (continued)

Thus, we obtain the complete description of Liouville foliations that occur
in the Goryachev{Chaplygin{Sretenski�� case.

The bifurcation diagrams for the Goryachev{Chaplygin{Sretenski�� case are
shown in Fig. 14.36 together with vertical dotted segments each of which cor-
responds to a certain energy level. Di�erent segments (on the same bifurcation
diagram) correspond to qualitative di�erent isoenergy surfaces Q3 in the sense that
the topological invariants G� related to these Q3 's are mutually distinct.

There is a natural correspondence between the energy levels shown in Fig. 14.36
and eight regions shown in Fig. 14.35. This correspondence is as follows:

a
1
! 2 ; a

2
! 7 ;

b1 ! 1 ; b2 ! 2 ; b3 ! 3 ; b4 ! 6 ; b5 ! 7 ;

c1 ! 1 ; c2 ! 2 ; c3 ! 8 ; c4 ! 3 ; c5 ! 5 ; c6 ! 6 ; c7 ! 7 ;

d
1
! 1 ; d

2
! 4 ; d

3
! 5 ; d

4
! 6 ; d

5
! 7 ;

where the Latin letters with indices denote the energy levels in Fig. 14.36, and
the integers corresponding to them indicate the numbers of regions in Fig. 14.35
and in Table 14.4.
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Figure 14.36

Thus, for each bifurcation diagram, we can easily see how the molecule
of the system changes under variation of the energy level.

Comment. In Fig. 14.36(c), there are two intersecting dotted lines c4 and c5 .
For each particular value of �, only one of these cases is realized depending
on the position of the singular point z

8
. The projection of z

8
to the horizontal

axis may be either on the right or on the left of the point z4 . In the �rst case,
we have c

5
; in the second case, we have c

4
.

Now we can collect a complete list of singularities of the momentum mapping
F = (H;K):M4

1;0 ! R
2 that occur in the Goryachev{Chaplygin{Sretenski�� case.

First, in this case, there are four atoms corresponding to generic bifurcations
(singularities). They are A, A� , B , D

1
. As usual, these bifurcations correspond

to smooth regular pieces of the bifurcation diagram. Second, there are 11 singular
points of the bifurcation diagram listed below (cusps, tangency, and intersection
points). The topological types of the singularities corresponding to these points can
also be described (see Theorem 14.8 below).

The singular points z1; : : : ; z11 of the bifurcation diagram are indicated
in Fig. 14.36. Singular points denoted by the same numbers correspond to singu-
larities of the same topological type. We assume here that � di�ers from several
exceptional values equal to �1=p3;�1, at which the bifurcation diagram changes
its type.
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Theorem 14.8.

a) The singular points z
1
; z

4
; z

7
; z

8
; z

9
correspond to non-degenerate singularities

of the momentum mapping F = (H;K):M4
1;0 ! R

2 (Fig. 14.36). More precisely,

z
1
and z

8
correspond to singularities of center{center type, z

7
and z

9
correspond

to singularities of center{saddle type, and z
4
correspond to a singularity of saddle{

saddle type. There are no singularities of focus{focus type in the Goryachev{

Chaplygin{Sretenski�� case.

b) The singular points z
3
; z

5
; z

6
; z

10
(Fig. 14.36) correspond to degenerate one-

dimensional orbits of the action of R
2 generated by the Hamiltonian H and

integral K on M4

1;0 .

c) The singular points z
11

and z
2
correspond to degenerate zero-dimensional

orbits of the action of R2 (i.e., degenerate equilibrium points in M4
1;0).

d) The loop molecules of the above singular points for the Goryachev{Chaplygin{

Sretenski�� case are presented in Table 14.5.

Table 14.5. Loop molecules for the Goryachev{Chaplygin{Sretenski�� case
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Remark. This list in Table 14.5 contains exactly 10 di�erent marked molecules.
Thus, in the Goryachev{Chaplygin{Sretenski�� case, there are singularities of 10
di�erent types that correspond to the listed molecules. Besides the singulari-
ties z

1
; : : : ; z

11
, there are four generic singularities corresponding to the atoms

A;A�; B;D
1
. They describe the bifurcations of the Liouville foliation that

correspond to regular curves of the bifurcation diagram.

14.7. LIOUVILLE CLASSIFICATION OF SYSTEMS

IN THE ZHUKOVSKI�I CASE

The Hamiltonian in the Zhukovski�� case is

H =
(S

1
+ �

1
)2

2A
1

+
(S

2
+ �

2
)2

2A
2

+
(S

3
+ �

3
)2

2A
3

:

The additional integral has the same form as in the Euler case:

K = S2

1
+ S2

2
+ S2

3
:

The bifurcation diagrams for the momentum mapping K�H :M1;g ! R
2 , where

M1;g ' TS2 = ff1 = 1; f2 = gg � R
6 (S;R) ;

were constructed by M. P. Kharlamov in [178]. They are presented in Fig. 14.37
and can be given by explicit formulas in the following way.

Set
a1 = A�1

1
; a2 = A�1

2
; a3 = A�1

3

and suppose that a
1
> a

2
> a

3
> 0. Then the bifurcation diagram is given

as a parametrized curve (h(t); k(t)) on the plane R2 (h; k), where

h(t) =
t2

2

�
a1�

2
1

(a1 � t)2
+

a2�
2
2

(a2 � t)2
+

a3�
2
3

(a3 � t)2

�
;

k(t) =
a21�

2
1

(a1 � t)2
+

a22�
2
2

(a2 � t)2
+

a23�
2
3

(a3 � t)2
:

This curve consists of three connected components that correspond to three
intervals, where the parameter t can vary: (a

3
; a

2
), (a

2
; a

1
), and (a

1
;+1) [

(�1; a3). The connected components corresponding to intervals (a3; a2), (a2; a1)
have one cusp each. The third component is a smooth curve.

More precisely, we should consider not the whole curve but part of it that belongs
to the half-plane de�ned by g2 � k . Besides, the bifurcation diagram contains
the vertical segment lying on the line fg2 = kg whose ends are the intersection
points of this line with the third component of the curve, as shown in Fig. 14.37.
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Figure 14.37

When �1; �2; �3 are all di�erent from zero, the bifurcation diagrams � are
shown in Fig. 14.37. For g = 0, they are presented in Fig. 14.37(a); and for
g 6= 0, they are presented in Fig. 14.37(b{e). Under variation of g , the bifurcation
diagram changes in the following way. The segment fk = g2g moves to the right
cutting pieces of � , on which the cusp points are located. These pieces may
be cut in di�erent order. This depends on the parameters A

1
; A

2
; A

3
; �

1
; �

2
; �

3

of the Hamiltonian. Therefore, when g is increasing, we obtain one of the following
sequences of diagrams: either (a){(b){(c){(e) or (a){(b){(d){(e) (see Fig. 14.37).
For those regions on R

2 (k; h) whose preimage under K �H is not empty, we also
indicated in Fig. 14.37 the number of Liouville tori at the preimage of each point
from the corresponding region. The bifurcation diagram is tangent (when g = 0)
to the vertical axis fk = 0g at the point

h0 =
�2
1

2A
1

+
�2
2

2A
2

+
�2
3

2A
3

;

and (when g2 < �21 + �22 + �23) to the horizontal axis fh = 0g at the point
k0 = �2

1
+ �2

2
+ �2

3
. Six branches of this curve have the following asymptotics

at in�nity:

h � k

2Ai

� �i
p
k

Ai

: (14:71)

If the point moving along the plane R2 (k; h) crosses the bifurcation diagram,
then the Liouville tori which lie in the preimage of this point undergo a certain
bifurcation. The types of these bifurcations for the Zhukovski�� case is de�ned
in [178]. They can be described as follows. Let us examine the line fh = cg,
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where c is su�ciently large. Then, in view of (14.71), this line crosses branches
of the bifurcation diagram in some de�nite order. Let us enumerate them in this
order: x

1
; x

2
; x

3
; x

4
; x

5
; x

6
(see Fig. 14.38(a)).

Figure 14.38

Consider the function eK = KjQ
c

, where Qc = ff
1
= 1; f

2
= g; H = cg, and

denote its critical values by c1; c2; c3; c4; c5; c6 . The molecule W that demonstrates
how the Liouville tori bifurcate along the line fh = cg is shown in Fig. 14.38(b).

The atoms A correspond to elliptic critical circles of eK , and the atoms B correspond
to saddle critical circles. Thus, for all points of the curve, the bifurcations of

the Liouville tori are described. Only minimal critical circles (i.e., those on which eK
has a minimum) lie in the preimage of the segment belonging to the line fk = g2g.

In order to describe all possible types of molecules W , we need to determine
how the line fh = cg intersects the bifurcation diagram for di�erent c. First
of all, let us examine the case g = 0. Suppose the cusp point which divides
the branches x

4
and x

5
has coordinates (k

1
; h

1
) on the plane R

2 (k; h), and
the cusp which lies between the branches x

2
and x

3
has coordinates (k

2
; h

2
).

It is easy to see that the bifurcation of the Liouville foliation happens for
c = min(h

1
; h

2
) and c = max(h

1
; h

2
) (Fig. 14.39). Besides, at the point c = h

0
,

the topological type of the isoenergy 3-manifold Q changes. The molecule W
(without marks) remains the same but the numerical marks change, i.e., the marked
molecule W � transforms.

Figure 14.39
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The case g 6= 0 can be examined in a similar way. The point is that
the coordinates (k1; h1) and (k2; h2) of the cusp points do not change un-
der variation of g . Therefore, in the case g 6= 0, the bifurcational values
c = min(h

1
; h

2
) and c = max(h

1
; h

2
) remain the same. However, they disappear

when the cusp point leaves the image of the momentum mapping. As a result,
we see that two horizontal segments ending in cusps must be added to the curves
that separate domains with di�erent topological types of Liouville foliations on Q
(Fig. 14.16). Then the topological type of Q and marked molecule W � will
coincide for all points of one domain. Di�erent dispositions of these segments
on the plane R

2 (g; h) are determined by the disposition of the points h
1
; h

2
; h

0

on the h-axis (see also Fig. 14.40(a{e)).

Figure 14.40

Let us draw curves separating domains with di�erent topological type of Q
by solid lines, and curves which divide domain with di�erent marked molecules W �

by dotted lines. In each domain, we indicate the pair (the topological type of Q,
the molecule W �

i for Q).
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Theorem 14.9 (A. A. Oshemkov, P. Topalov). For the system with Hamil-

tonian (14.16) with �
1
; �

2
; �

3
6= 0 (i.e., the Zhukovski�� case), the separating

curves on the plane R
2 (g; h) for di�erent values of parameters are of the form

shown in Fig. 14.41(a{f). For each domain in Fig. 14.41, the topological type

of the isoenergy 3-manifold Q and the corresponding marked molecule W �

i are

indicated. The complete list (for di�erent parameters of the Hamiltonian) consists

of 13 pairs presented in Table 14.6 and Fig. 14.40(a{e):

(S1�S2;Z�

1
); (S1�S2;Z�

2
); (S1�S2;Z�

3
); (S1�S2;Z�

4
); (S1�S2;Z�

5
); (S1�S2;Z�

6
);

(S3;Z�

7
); (S3;Z�

8
); (S3;Z�

9
); (S3;Z�

10
); (RP 3 ;Z�

11
); (RP 3 ;Z�

12
); (RP 3 ;Z�

13
):

The additional integral K is a Bott function on all the isoenergy 3-manifolds

Q3 = ff
1
= 1; f

2
= g; H = hg for which the point (g; h) does not belong

to the separating curves shown in Fig. 14.41.

Figure 14.41
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Comment. The numbers near dotted lines in Fig. 14.40 correspond to those
in Table 14.6. The energy levels fH = constg indicated in Fig. 14.40 by dotted
lines are shown as smooth curves. In fact, these curves must be horizontal straight
lines (in the plane R2 (k; h)), but we have drawn them curved in order to present all
possible situations on the same �gure. Otherwise, we would have to draw too many
di�erent bifurcation diagrams for the momentum mapping K � H :M

1;g ! R
2

in order to include all the cases of mutual dispositions of the cusps (k
1
; h

1
), (k

2
; h

2
)

and the point of tangency (0; h
0
).

Recall that Hamiltonian (14.12) corresponding to the Euler case is obtained from
Hamiltonian (14.16) of the Zhukovski�� case when �

1
= �

2
= �

3
= 0. The bifurcation

diagram of the momentum mapping K�H in the Euler case is obtained from that
in the Zhukovski�� case by passing to the limit as �! 0. The branches of the curve
shown in Fig. 14.37 are combined pairwise (when �! 0): x

1
with x

2
, x

3
with x

4
,

and x
5
with x

6
. As a result, we obtain the bifurcation diagram shown in Fig. 14.42.

Figure 14.42

It consists of three rays �
h =

k

2Ai

; k � g2
�

and the segment �
k = g2;

g2

2A
3

� h � g2

2A
1

�
:

When the branches combine, the corresponding critical circles move to the same
level of the additional integral. As a result, two new molecules E�2 ; E�3 appear in
the Euler case (see Table 14.7).
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Table 14.6. Zhukovski�� case
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Table 14.6. Zhukovski�� case (continued)

Table 14.7. Euler case
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14.8. ROUGH LIOUVILLE CLASSIFICATION

OF SYSTEMS IN THE CLEBSCH CASE

Hamiltonian (14.20) in the Clebsch case

H =
S2
1

2A
1

+
S2
2

2A
2

+
S2
3

2A
3

+
"

2
(A

1
R2

1
+A

2
R2

2
+A

3
R2

3
)

includes four parameters A
1
; A

2
; A

3
, and ". Setting A0

i =
p
j"jAi and divid-

ing the Hamiltonian by
p
j"j, we obtain Hamiltonian (14.20) with parameters

A0

1; A
0

2; A
0

3 , and " = �1. Thus, we can examine only the Hamiltonians with
" = �1, for which the curves on the plane R

2 (g; h) separating domains with
di�erent topological types of Q3 have already been constructed in Section 14.2.7
(see Figs. 14.18 and 14.19).

The Clebsch integral has the form

K =
1

2
(S2

1 + S2

2 + S2

3)�
"

2
(A2A3R

2

1 +A3A1R
2

2 +A1A2R
2

3) :

As has already been noted, if we know the bifurcation diagram of the momentum
mapping H � K:M1;g ' TS2 ! R

2 (h; k), we can easily obtain the bifurcation
diagram for the system with the Hamiltonian H 0 = �H + �K , where � and �
are constants. It is obtained from the original diagram by a certain linear non-
degenerate transformation of the plane R2 (h; k). Since we are only interested in
the bifurcations of Liouville tori that happen when the point moves along the line
fh = constg in R2 (h; k), the molecule W for the Hamiltonian H 0 can be described
by de�ning how the line f�h + �k = constg intersects the bifurcation diagram
of the mapping H �K .

Let us note the following important fact. It turns out that all the Hamiltonians
in the Clebsch case can be obtained, for example, in the form of a linear combination
�H

0
+ �K

0
of the commuting functions

H0 = (S2

1 + S2

2 + S2

3) + (c1R
2

1 + c2R
2

2 + c3R
2

3) ;

K
0
= (c

1
S2

1
+ c

2
S2

2
+ c

3
S2

3
)� (c2

1
R2

1
+ c2

2
R2

2
+ c2

3
R2

3
) ;

where c
1
+c

2
+c

3
= 0. Thus, the general four-parametric Hamiltonian in the Clebsch

case is obtained by taking a linear combination of the simple functions H0 and K0 ,
which depend on two parameters only.

In Fig. 14.43, we show which Hamiltonians in the Clebsch case are obtained
for di�erent values of � and � . If the line f�h + �k = 0g lies in the domain I,
then �H0 + �K0 is the Hamiltonian of the form (14.20) with " = 1; if it lies
in the domain II, then �H0 + �K0 is Hamiltonian (14.20) with " = �1.
If the line lies in the shaded domain, then there are non-compact manifolds among
the isoenergy surfaces Q3 . Such linear combinations are not examined here.
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Figure 14.43

The bifurcation diagrams for the Clebsch case were constructed and studied
by T. I. Pogosyan in [293], [294], [295]. They are shown in Fig. 14.44 for the mapping

H
0
�K

0
:TS2 ! R

2 (h; k) :

Three qualitatively di�erent cases are possible:
a) g2 > p

2
,

b) p
1
< g2 < p

2
,

c) g2 < p
1
.

where p1 and p2 are certain constants depending on the parameters c1; c2; c3
of the Hamiltonian H0 . When f2 = g and f2 = �g , the diagrams completely
coincide.

Figure 14.44
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It is convenient to write the equation for the bifurcation curve in a parametric
form, where h and k depend on two parameters x and y which are connected,
in turn, by some relation. Namely,

h = �2x� g

y
(c

1
c
2
+ c

2
c
3
+ c

3
c
1
+ 3x2) ;

k = c
1
c
2
+ c

2
c
3
+ c

3
c
1
� x2 � g

y
(x3 � x(c

1
c
2
+ c

2
c
3
+ c

3
c
1
) + 2c

1
c
2
c
3
) ;

where y2 = (x� c
1
)(x� c

2
)(x� c

3
) :

The bifurcation diagram is actually part of this curve shown in Fig. 14.44.
The three lines

fk = c
1
h+ c

2
c
3
g ; fk = c

2
h+ c

3
c
1
g ; fk = c

3
h+ c

1
c
2
g

are asymptotes of the bifurcation curve. The three heavily drawn points in Fig. 14.44
are the images of points at which both gradH

0
and gradK

0
vanish on M

1;g ' TS2 .

Their coordinates are (g2 + ci; ci(g
2 � ci)) 2 R2 (h; k).

The bifurcations of Liouville tori are shown in Fig. 14.44. Notice that,
for suitable values of parameters, non-degenerate singularities of all possible types
occur (namely, center{center, center{saddle, saddle{saddle, and focus{focus).

Examining di�erent lines f�h + �k = cg, one can de�ne the molecules W
for the Hamiltonians �H0 + �K0 for di�erent c. The molecule W may change
either when c is a critical value of the function �H

0
+ �K

0
, or when the line

f�h+�k = cg passes through a cusp of the curve. Having constructed the separating
curve corresponding to cusps of the bifurcation diagram, we obtain a description
of regions with di�erent molecules W � in the Clebsch case.

We now describe these separating curves on the plane R
2 (g; h) in detail.

First of all, among these curves, there are three parabolas given by the equations

h =
g2

2Ai

+ " � Ai

2
; where i = 1; 2; 3 ; " = �1 :

If we cross each of these parabolas, then the topological type of Q3 changes.
We also must add to them another algebraic curve (g(t); h(t)) shown in Fig. 14.45

by a dotted line. Under crossing this curve the topology of Q remains the same,
but the molecule W � changes. The parametric equation of this curve can be taken
in the form

g(t) =
4P (t)3t�

3

Q(t)
;

h(t) =
�3(�10t6+15�1t5�4(�21+2�2)t4+(4�1�2+�3)t3+2�1�3t2�4�2�3t+3�23)

2t2Q(t)
;

where

P (t) =

r
(A

1
�t)(A

2
�t)(A

3
�t)

t
; Q(t) = 2t6 � 3�1t

5 + 3�3t
3 � 2�1�3t

2 + �23 ;

�1 = A1 + A2 + A3 ; �2 = A1A2 +A2A3 +A1A3 ; �3 = A1A2A3 :
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Figure 14.45

One of the possible arrangements of the parabolas h =
g2

2Ai

+ " � Ai

2
, i = 1; 2; 3,

and the curve (g(t); h(t)) on the plane R2 (g; h) is presented in Fig. 14.45(a) for
" = +1, and in Fig. 14.45(b) for " = �1. The whole picture depends on the pa-
rameters A

1
; A

2
; A

3
. When they vary, the mutual disposition of the parabolas and

the curve may change.

Theorem 14.10 (A. A. Oshemkov). The separating curves on the plane

R
2 (g; h) for Hamiltonians (14.20) (i.e., in the general Clebsch case) are given

by the above formulas. The additional integral K is a Bott function on each

isoenergy 3-manifold Q = ff
1
= 1; f

2
= g; H = hg provided the point (g; h)

does not belongs to the separating curves. The list of all possible pairs of the form

(Q;W ) = (isoenergy surface, rough molecule)

for the Clebsch case consists of 10 pairs listed in Table 14.8:

(S3; C
1
) ; (S3; C

2
) ; (S1 � S2; C

3
) ; (S1 � S2; C

4
) ; (S1 � S2; C

5
) ; (S1 � S2; C

6
) ;

(RP 3 ; C
7
) ; (RP 3 ; C

8
) ; (N3; C

9
) ; (N3; C

10
) ;

where N3 = (S1 � S2) # (S1 � S2) # (S1 � S2).

Comment. Let us explain how to �nd the molecule W for speci�c values
of parameters A

1
, A

2
, A

3
, g , h. To this end, we must �rst substitute

A1 , A2 , A3 in the equations of the algebraic curve (g(t); h(t)) and three
parabolas. We obtain a picture presented in Fig. 14.45. After this, we take
the point (g; h) and determine what region this point belongs to. Then we
look at the number of this region in Fig. 14.45 and �nd the desired answer
in Table 14.8.
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Table 14.8. Clebsch case
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14.9. ROUGH LIOUVILLE CLASSIFICATION

OF SYSTEMS IN THE STEKLOV CASE

Hamiltonian (14.21) in the Steklov case includes four parameters: A
1
; A

2
; A

3
, and ".

Let us consider the following cases:

H
0
= a

1
S2

1
+a

2
S2

2
+a

3
S2

3
+2(a21S1R1

+a22S2R2
+a23S3R3

)+a31R
2

1
+a32R

2

2
+a33R

2

3
;

K
0
= S2

1
+S2

2
+S2

3
�2(a

1
S
1
R
1
+a

2
S
2
R
2
+a

3
S
3
R
3
)�3(a2

1
R2

1
+a2

2
R2

2
+a2

3
R2

3
) ;

(14:72)
where a

1
+ a

2
+ a

3
= 0. As in the Clebsch case, an arbitrary Hamiltonian H

in the Steklov case can be represented in the form

H = �H
0
+ �K

0
+ f

1
+ �f

2
; (14:73)

where the parameters a
1
; a

2
; a

3
and the coe�cients �; �; ; � are

a
1
=
"

3
(2A

2
A
3
�A

3
A
1
�A

1
A
2
) ; a

2
=
"

3
(2A

3
A
1
�A

1
A
2
�A

2
A
3
) ;

a
3
=
"

3
(2A

1
A
2
�A

2
A
3
�A

3
A
1
) ;

� =
1

2"A1A2A3

; � =
5"

9
(A1 +A2 +A3)�

2"

9

�
A2A3

A1

+
A3A1

A2

+
A1A2

A3

�
;

� =
1

6A1

+
1

6A2

+
1

6A3

;  =
2"2(A1A2 +A2A3 +A3A1)

3

27A1A2A3

� "2A1A2A3 :

Following the above described algorithm, we can construct the bifurcation
diagrams for the momentum mapping

K
0
�H

0
:M

1;g ! R
2 (k; h) ; (14:74)

where H
0
and K

0
are both de�ned on M

1;g ' TS2 = ff
1
= 1; f

2
= gg � R

6 (S;R).
If we know the bifurcation diagrams of mapping (14.74), then we can construct

the molecules W for Hamiltonian (14.73) by determining how the Liouville tori
bifurcate in the preimage of the point moving along the line f�h + �k = constg.
Suppose that the parameters a

1
; a

2
; a

3
in expression (14.72) satisfy the condition

a
1
< 0 � a

2
< a

3
:

The general case can be reduced to this one by a coordinate transformation.
We now describe the bifurcation diagrams of mapping (14.74) constructed by

A. A. Oshemkov in [277] and [280]. For all g , this diagram is the union of the curve
given in a parametric form

k=�8�g�12�2; h=�4�2g�8�3; �(g+a
3
) � 2� � �(g+a

1
); (14:75)

and three rays lying on the straight lines fh = aik+4a3i +4ga2i g (where i = 1; 2; 3).
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The rays are de�ned as follows:

fh = aik + 4a3i + 4ga2i ; k � T � 12a2i � 8gaig � R
2 (k; h) ; (14:76)

where T is non-negative.
Curve (14.75) is of the form given in Fig. 14.46:
a) g < �3a

3
,

b) �3a
3
< g < �3a

2
,

c) �3a
2
< g < �3a

1
,

d) g > �3a
1
.

This curve is de�ned in a parametric form with parameter �. For the point
of the curve marked in Fig. 14.46 by the digit i (where i = 1; 2; 3), the value of �

is equal to �1

2
(g + ai). This is the intersection point of the curve and the line

Figure 14.46

fh = aik + 4a3i + 4ga2i g. For the cusp of the curve, we have � = �g=3, where
�3a

3
< g < �3a

1
. Besides, the parameter � is equal to ai at the point where

the ray is tangent to the curve.
Summarizing all the above, we obtain the bifurcation diagrams shown in

Fig. 14.47. In order to simplify the �gures, the coordinate axes on the plane R2 (k; h)
are not shown. The bifurcations of Liouville tori indicated in Fig. 14.47 will be
de�ned below.

For each smooth piece of the bifurcation diagram, it is possible to compute
the index of critical circles from the corresponding family. It has been done
by A. A. Oshemkov in [277] and [280].

It turns out that all of these circles are non-degenerate with the only exception
being those which belong to the preimage of the cusps or points of tangency.
Having found the indices of the critical circles, one can describe the bifurcations
of Liouville tori for critical values of (14.74). The bifurcation encoded by the atom A
obviously corresponds to those parts of the bifurcation diagram for which the index
is either 0 or 2. From this, it is easy to determine the number of Liouville
tori in the preimage of every point which does not lie on the bifurcation
diagram. It remains to determine the type of bifurcations arising from saddle
circles.

Copyright 2004 by CRC Press LL



Figure 14.47

Let us examine, for example, the case shown in Fig. 14.47(g). This bifurcation
diagram is shown in more detail in Fig. 14.48. The digits in Fig. 14.48 indicate
the number of Liouville tori, the number of saddle circles (for example, 4s) and
the number of critical circles of elliptic type (for example, 2m). Bifurcations along
the arrows I and II are bifurcations of two Liouville tori into four tori via two saddle
circles. There is only one bifurcation with such a property (see the list of atoms
in Chapter 3). This bifurcation corresponds to two atoms B .

Figure 14.48

The bifurcation of Liouville tori along the arrow III has the same form
as the bifurcation of critical circles in the preimage of a point which moves along
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the arrow III0 (this follows from Theorem 9.2). It can be veri�ed (see [277] and [280]
for details) that the arrow III0 corresponds to two copies of the atom C

2
. Therefore,

the bifurcation of Liouville tori along III has the same type and is described by two
atoms C

2
. It remains to determine the type of the bifurcation along the arrow IV.

Under variation of g , the bifurcation diagram is deformed; for su�ciently large g ,
it has the form shown in Fig. 14.47(j). Besides, the rays are transformed into
corresponding rays. Therefore, the bifurcation along IV has the same type
as the bifurcation which occurs at the intersection of the middle ray in Fig. 14.47(j).
It has type C

2
(this can be veri�ed by the same method as we used for the bifurcation

along III).
Examining all the other cases (a){(j) presented in Fig. 14.47, one can determine

all bifurcations of Liouville tori. The �nal result is shown in Fig. 14.47.

Theorem 14.11 (A. A. Oshemkov). Let Hamiltonian (14.21) (Steklov case) be
represented in the form (14.73). Then the bifurcation diagrams of the momentum

mapping H � K: TS2 ! R
2 are obtained from the bifurcation diagrams shown

in Fig. 14.47 by a non-degenerate linear transformation of the plane R
2 (k; h).

The additional integral K is a Bott function on each non-singular isoenergy

3-manifold Qc = ff
1
= 1; f

2
= g; H = cg with the only exception of those for

which the line f�h+�k = c���gg on the plane R2 (k; h) passes through the point

where the ray is tangent to the curve or through the cusp (for the diagram shown

in Fig. 14.47). The bifurcations of Liouville tori at critical values of the momentum

mapping are shown in Fig. 14.47. The list of all possible molecules W in the Steklov

case (for di�erent �; �; g; h) consists of 6 molecules presented in Table 14.9.

Table 14.9. Steklov case
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14.10. ROUGH LIOUVILLE CLASSIFICATION

OF INTEGRABLE FOUR-DIMENSIONAL

RIGID BODY SYSTEMS

As was shown in Section 14.1, di�erent generalizations of the classical problem
of rigid body motion are described by the Euler equations on the Lie algebra e(3).
Analogous equations may also be examined for other Lie algebras. In this section,
we consider one integrable case of Euler equations on the Lie algebra so(4).

Elements of the Lie algebra so(4) are represented as skew-symmetric matrices
with the ordinary commutator

[X;Y ] = XY � Y X : (14:77)

Let skew-symmetric matrices be of the form0B@
0 �M

3
M

2
p
1

M
3

0 �M
1

p
2

�M
2

M
1

0 p
3

�p1 �p2 �p3 0

1CA :

Then the Poisson bracket on so(4)� corresponding to commutator (14.77) is
de�ned by the following relations:

fMi;Mjg = "ijkMk ; fMi; pjg = "ijkpk ; fpi; pjg = "ijkMk : (14:78)

The Hamiltonian system for the Lie algebra so(4) is written in the form
of the Euler equations:

_Mi = fMi; Hg ; _pi = fpi; Hg ; (14:79)

where H(M;p) is the Hamiltonian.
Bracket (14.78) in R

6 (M;p) is degenerate. The invariants of the Lie alge-
bra so(4) are

f
1
=M2

1
+M2

2
+M2

3
+ p2

1
+ p2

2
+ p2

3
;

f2 =M1p1 +M2p2 +M3p3 :
(14:80)

They are Casimir functions of bracket (14.78) and, therefore, commute with
any function f(M;p). The common level surfaces of f

1
and f

2
are the orbits

of the coadjoint representation of the Lie group SO(4):

O(d1; d2) = ff1 = d1; f2 = d2g � R6 (M;p) : (14:81)

The restriction of Poisson bracket (14.78) to these orbits is non-degenerate.
The orbits are non-singular for d

1
> 2jd

2
j. In this case, all of them are

homeomorphic to S2 � S2 . If d1 = 2jd2j, then we obtain singular orbits
homeomorphic to S2 . If d

1
< 2jd

2
j, then O(d

1
; d

2
) = ?. System (14.79) de�nes

a Hamiltonian system with two degrees of freedom on generic orbits. Complete
integrability of (14.79) is equivalent to the existence of one additional integral K ,
which is functionally independent with the Hamiltonian H on the orbits.
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Let us consider the Hamiltonian of the form

H = a
1
M2

1
+ a

2
M2

2
+ a

3
M2

3
+ c

1
p2
1
+ c

2
p2
2
+ c

3
p2
3
: (14:82)

If its parameters satisfy the relation

a
1
c
1
(a

2
+c

2
�a

3
�c

3
) + a

2
c
2
(a

3
+c

3
�a

1
�c

1
) + a

3
c
3
(a

1
+c

1
�a

2
�c

2
) = 0 ; (14:83)

then the corresponding Hamiltonian system is completely integrable. Equa-
tions (14.79) with Hamiltonian (14.82), (14.83) are sometimes said to be the equa-
tions of four-dimensional rigid body motion. This is an analog of the classical Euler
case (see, for example, [124], [125], [245]).

Consider relation (14.83). It is easy to show that it is equivalent to one
of the following two conditions:

a1 + c1 = a2 + c2 = a3 + c3 (14:84)

or
a
1
c
1
= q + r(a

1
+ c

1
) ;

a
2
c
2
= q + r(a

2
+ c

2
) ;

a3c3 = q + r(a3 + c3) ;

(14:85)

where q and r are certain constants.
If the �rst condition (14.84) is ful�lled, then Hamiltonian (14.82) takes the form

H0 = b1M
2

1 + b2M
2

2 + b3M
2

3 � b1p
2

1 � b2p
2

2 � b3p
2

3 : (14:86)

The second condition (14.85) can be rewritten as

(r � a
1
)(r � c

1
) = r2 + q ;

(r � a
2
)(r � c

2
) = r2 + q ;

(r � a
3
)(r � c

3
) = r2 + q :

(14:87)

If r2 + q = 0, then at least three of the coe�cients ai; ci (i = 1; 2; 3) are equal
to zero. Then a suitable linear coordinate transformation in R6 (M;p) preserving
bracket (14.78) reduces Hamiltonian (14.82) to one of the following:

H
1
= b

1
M2

1
+ b

2
M2

2
+ b

3
M2

3
; (14:88)

H
2
= b

1
p2
1
+ b

2
p2
2
+ b

3
p2
3
: (14:89)

Let r2 + q 6= 0. Then Hamiltonian (14.82) can be written in the form

H = AH
3
+ rf

1
; (14:90)

where

H
3
= b

1
M2

1
+ b

2
M2

2
+ b

3
M2

3
+ b

2
b
3
p2
1
+ b

3
b
1
p2
2
+ b

1
b
2
p2
3
;

b
1
=

(c2�r)(c3�r)
r2 + q

; b
2
=

(c3�r)(c1�r)
r2 + q

; b
3
=

(c1�r)(c2�r)
r2 + q

;

A =
(a1 � r)(a2 � r)(a3 � r)

r2 + q
:

(14:91)
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Since the addition of the invariant f1 to the Hamiltonian of the form (14.82)
does not change system (14.79), we see that Hamiltonian (14.82), (14.83) is
equivalent to one of the Hamiltonians H

0
; H

1
; H

2
; H

3
, each of which depends

on three parameters b
1
; b

2
; b

3
only.

Consider the Hamiltonian H
1
. The integral in this case is K

1
=M2

1
+M2

2
+M2

3
.

It is evident that Hamiltonian system (14.79) with the Hamiltonian H
1

(de-
�ned by (14.88)) determines exactly the same phase ow on R6 as in the ordinary
Euler case (this can be easily observed after transformation S = M , R = p).
The bifurcation diagram for the momentum mapping

K
1
�H

1
:S2 � S2 ! R

2 (k
1
; h

1
)

is shown in Fig. 14.49. It consists of �ve segments lying on the lines fh
1
= bik1g

(i = 1; 2; 3), 2k
1
= d

1
�(d2

1
�4d2

2
)1=2 , where d

1
and d

2
determine the orbit (14.81).

The bifurcation diagram of the mapping

f
2
�H

1
:S5 ! R

2 (d
2
; h

1
);

where S5 = ff1 = d1g � R
6 (M;p), is shown in Fig. 14.50. It consists of

three ellipses and two vertical segments f2d
2
= �d

1
; b

1
d
1
< 2h < b

3
d
1
g, which

are tangent to all three ellipses (we assume that 0 < b1 < b2 < b3). This is
the complete collection of separating curves for this case. The topological type
of Q and the molecule W are indicated for each domain in Fig. 14.50. More
precisely, the number associated with a region in Fig. 14.50 indicates the number
of the corresponding molecule W in Table 14.10.

Figure 14.49 Figure 14.50
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As we shall see below, the Hamiltonian H1 is quite di�erent from the other
Hamiltonians of the form (14.82), (14.83). We now examine the remaining
Hamiltonians H0; H2; H3 .

Consider the Hamiltonian H
0
. The function

K
0
= (b

1
+b

2
)(b

1
+b

3
)p2

1
+ (b

2
+b

3
)(b

2
+b

1
)p2

2
+ (b

3
+b

1
)(b

3
+b

2
)p2

3
(14:92)

can be taken as an integral which is functionally independent of H0 on orbits (14.81).
It is easy to check that all Hamiltonians (14.82), (14.83) except for H

1
can be

represented as a linear combination

H = �H
0
+ �K

0
+ f

1
; (14:93)

where �; �;  are some coe�cients. Therefore, the bifurcation diagrams for
an arbitrary Hamiltonian (14.82), (14.83) are obtained from those for the mapping

H
0
�K

0
:S2 � S2 ! R

2 (h
0
; k

0
)

under a non-degenerate linear transformation of the plane R2 (h
0
; k

0
) (see Sec-

tions 14.8 and 14.9).
The bifurcation diagrams of the mapping H

0
� K

0
were constructed by

A. A. Oshemkov in [278]. We now describe this construction. We shall assume that
the coe�cients of the Hamiltonian H0 satisfy the condition

0 < b1 < b2 < b3 : (14:94)

The cases with negative bi 's can be reduced to (14.94) by a linear transformation
in R6 (M;p) which preserves bracket (14.78).

Orbit (14.81) is determined by two parameters d
1
and d

2
. When 2jd

2
j < d

1
,

the orbit is homeomorphic to S2 � S2 . The critical points of eH
0
= H

0
jS2�S2 can

be found from the condition

gradH
0
= �

1
grad f

1
+ �

2
grad f

2
;

f1(M;p) = d1 ;

f2(M;p) = d2 :

(14:95)

This system has twelve solutions (i.e., critical points):

(�A; 0; 0;�B; 0; 0) ; (0;�A; 0; 0;�B; 0) ; (0; 0;�A; 0; 0;�B) ;
(�B; 0; 0;�A; 0; 0) ; (0;�B; 0; 0;�A; 0) ; (0; 0;�B; 0; 0;�A) ; (14:96)

where 2A =
p
d1 + 2d2 +

p
d1 � 2d2 and 2B =

p
d1 + 2d2 �

p
d1 � 2d2 .
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Let us �nd the critical points of the function eK0 = K0jQ3
c

, where Q3
c =

ff1 = d1; f2 = d2; H0 = cg, and c is a non-critical value of eH0 . As in the Steklov
case (see Section 14.9), we write the condition

gradK
0
= �

1
gradf

1
+ �

2
gradf

2
+ � gradH

0

in the form

G�

�
M
p

�
= 0 ; f1(M;p) = d1 ; f2(M;p) = d2 ; (14:97)

where G� = GK
0

� �GH
0

� �1G1 � �2G2 is the matrix obtained as the linear
combination of the Hessians of f

1
; f

2
; H

0
;K

0
. From the explicit form of G� ,

it is easy to conclude that the rank of G� is equal to 3 or 5. In the case of rank 5,
the solutions of (14.78) are points (14.96) only. Consider the case when rankG� = 3.
Let d

2
6= 0 (the case d

2
= 0 will be treated separately). Then system (14.97)

becomes
�
1
= ��2 � �(b

1
+ b

2
+ b

3
) ;

�2
2
= 4�(�+b

1
+b

2
)(�+b

2
+b

3
)(�+b

3
+b

1
) ;

�
2
p
1
= 2�(�+ b

2
+ b

3
)M

1
;

�
2
p
2
= 2�(�+ b

3
+ b

1
)M

2
;

�
2
p
3
= 2�(�+ b

1
+ b

2
)M

3
;

M2

1 +M2

2 +M2

3 + p21 + p22 + p23 = d1 ;

M
1
p
1
+M

2
p
2
+M

3
p
3
= d

2
:

(14:98)

While solving system (14.98), three qualitatively di�erent cases appear:
a) '1 < D < 1,
b) '2 < D < '1 ,
c) 0 < D < '2 ,

where D = 2jd
2
j=d

1
; '

1
and '

2
are some constants which depend only

on the parameters b
1
; b

2
; b

3
of the Hamiltonian. The second equation from

system (14.98) determines the curve on the plane (�; �
2
) shown in Fig. 14.51.

System (14.98) has solutions if and only if the point (�; �
2
) lies on the heavily drawn

segments of the curve in Fig. 14.51. Cases (a), (b), (c) in Fig. 14.51 correspond
to di�erent ranges of D indicated above.

Figure 14.51
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If the point (�; �2) lies on the heavily drawn segments and does not coincide with
any of bolded points denoted in Fig. 14.51 by numbers, then the solution of (14.98)
consists of only two circles in R6 (M;p). Under the mapping H

0
�K

0
, both these

circles transform into the point

(h
0
(�); k

0
(�)) 2 R2 (h

0
; k

0
) ;

where

h
0
(�) = d

1
(2�+ b

1
+ b

2
+ b

3
)� d

2

d�
2

d�
;

k0(�) = d1�
2 + d2

�
�2 � �

d�
2

d�

�
:

(14:99)

Here �
2
(�) is the function which is de�ned by the second equation from (14.98).

Thus we obtain mapping (14.99) of the heavily drawn segments of the curve into
the plane R2 (h0; k0). The image of this mapping is exactly the bifurcation diagram
of the momentum mapping H0 �K0:S

2 � S2 ! R
2 (h0; k0).

The bifurcation diagrams are presented in Fig. 14.52. Cases (a), (b), and (c)
in Fig. 14.52 correspond to cases (a), (b), and (c) in Fig. 14.51. The fact that
the bifurcation diagrams are of the form shown in Fig. 14.52 can be proved
in the following way.

Under mapping (14.99), the points marked in Fig. 14.51 by numbers transform
into the points marked by the same numbers in Fig. 14.52. These points are
the images of points (14.96) under the momentum mapping H0 � K0 . Their
coordinates on the plane R2 (h

0
; k

0
) are 

�bi
p
d2

1
� 4d2

2
; (bi + bj)(bi + bk)

d
1
�
p
d2

1
� 4d2

2

2

!
;

fi; j; kg = f1; 2; 3g :
(14:100)

Thus, the bifurcation diagram is \glued" from segments of the curve shown
in Fig. 14.51. According to Lemma 14.2, the relation

dk0
d�

= � � dh0
d�

is valid for functions h
0
(�) and k

0
(�) which de�ne mapping (14.99). From this, it is

easy to deduce the convexity of each segment of the bifurcation diagram. It remains
to �nd out when the bifurcation diagram has cusps. The existence of a cusp on

the bifurcation curve for some � = " is equivalent to the condition
dh0
d�

(") = 0.

Using explicit expression (14.99) for the function h
0
(�), one can show that cusps

appear only in case (c) and are situated as shown in Fig. 14.52(c).
As in the Steklov case, one can determine the indices of critical circles and

the bifurcations of Liouville tori.
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Figure 14.52

Theorem 14.12 (A. A. Oshemkov). For a Hamiltonian system of the form

(14.79) (i.e., for the equations of motion of a four-dimensional rigid body) with

Hamiltonian (14.82), (14.83), the bifurcation diagram of the momentum mapping

H �K:S2 � S2 ! R
2 for d2 6= 0

is obtained from diagrams shown in Fig. 14.52 under a suitable non-degenerate linear
transformation of the plane R2 (h

0
; k

0
). The additional integral is a Bott function

on each non-singular isoenergy 3-manifold Q3

h = ff1 = 1; f2 = d2; H = hg,
provided the line f�h0 + �k0 = h � d1g does not pass through a cusp of

the bifurcation curve (here �; �;  are the coe�cients from (14.93)). Bifurcations

of Liouville tori at critical values of the momentum mapping H � K are shown

in Fig. 14.52.

While constructing bifurcation diagrams of the mapping H
0
� K

0
, we have

assumed that d
2
6= 0. Now let us examine the case when d

2
= 0. For the mapping

H0 � K0: ff1 = d1; f2 = 0g ! R
2 (h0; k0), the bifurcation diagram simpli�es

considerably. It consists of four segments and the part of parabola which is tangent
to all these segments (see Fig. 14.53). The equations of lines on which these segments
lie are

k0 = (bi + bj)(bkd1 � h0) ; fi; j; kg = f1; 2; 3g : (14:101)

The equation of the parabola is 4d1k0 = (h0 � d1(b1 + b2 + b3))
2 . When d2 ! 0,

the segment of the bifurcation curve between the cups \approaches" the segment
of the curve with end-points 1 and 6; and when d

2
= 0, it \combines" with it

(see Fig. 14.52(c)).
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Figure 14.53 Figure 14.54

The bifurcation diagrams of the mapping H
0
� K

0
(Fig. 14.52) allow us

to classify isoenergy 3-manifolds for any Hamiltonian of the form (14.82), (14.83).
This classi�cation will be carried out in the same way as in Sections 14.3{14.9.
Namely, we shall construct separating curves on the plane R2 (d

2
; h) and indicate

the molecule W for each region. As was remarked above, all Hamiltonians
(14.82), (14.83) are linear combinations of H

0
and K

0
(except for the case (14.88)

which has already been examined). However, for di�erent linear combinations,
separating curves may be qualitatively di�erent from each other. We �rst
distinguish the types of Hamiltonians that occur for di�erent linear combinations
of H

0
and K

0
.

Let us transfer the lines which contain segments of the bifurcation diagram
for d

2
= 0 (shown in Fig. 14.53) to the origin. Then we obtain the lines shown

in Fig. 14.54. They divide the plane R2 (h0; k0) into domains. The type of Hamil-
tonian (14.82), (14.83) represented in the form (14.93) depends on the domain
where the line f�h

0
+ �k

0
= 0g is situated (here � and � are taken from (14.93)).

Up to the sign, the following types of Hamiltonians correspond to the domains
in Fig. 14.54:

H
4
=
M2

1

A
1

+
M2

2

A
2

+
M2

3

A
3

+ A
1
p2
1
+A

2
p2
2
+A

3
p2
3
;

H5 =
M2

1

A1

+
M2

2

A2

+
M2

3

A3

� A1p
2

1 �A2p
2

2 �A3p
2

3 ;

H
6
=
M2

1

A
1

+
M2

2

A
2

� M2

3

A
3

+ A
1
p2
1
+A

2
p2
2
�A

3
p2
3
;

(14:102)

where A1; A2; A3 > 0.
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In fact, if the Hamiltonian H is represented in the form (14.93), then it can be
written in the following way:

H = �2��1(y
1
M2

1
+ y

2
M2

2
+ y

3
M2

3
+ y

2
y
3
p2
1
+ y

3
y
1
p2
2
+ y

1
y
2
p2
3
)+

+(�(b
1
+ b

2
+ b

3
)� �2��1 + )f

1
;

(14:103)

where y
1
= 1����1(b

2
+ b

3
), y

2
= 1����1(b

3
+ b

1
), y

3
= 1����1(b

1
+ b

2
), and

b
1
; b

2
; b

3
are coe�cients in H

0
and K

0
. Therefore, if � and � di�er from zero, then

the Hamiltonian H = �H
0
+�K

0
+f

1
is equivalent to a Hamiltonian of the form H

3

(see (14.91)). Suppose that y
1
; y

2
; y

3
are not equal to zero. Let us put

A
1
=

s����y2y3y
1

���� ; A
2
=

s����y3y1y
2

���� ; A
3
=

s����y1y2y
3

���� : (14:104)

Substituting expressions (14.104) into (14.103) and dividing by a constant, we see
that Hamiltonian (14.103) is equivalent to

H = "
1

M2

1

A1

+ "
2

M2

2

A2

+ "
3

M2

3

A3

+ "
2
"
3
A
1
p2
1
+ "

3
"
1
A
2
p2
2
+ "

1
"
2
A
3
p2
3
; (14:105)

where "i = sign yi , (i = 1; 2; 3). Hamiltonian (14.105) may be reduced to
the form (14.102) by a coordinate change of the form

(M 0

1;M
0

2;M
0

3; p
0

1; p
0

2; p
0

3) = (M1; p2; p3; p1;M2;M3) ; A0

2 = A�1

2
; A0

3 = A�1

3
;

which preserves bracket (14.78).
Comparing expressions (14.103) for y

1
; y

2
; y

3
and equations of lines (14.101)

(and also taking into account the fact that 0 < b
1
< b

2
< b

3
), one obtains domains

corresponding to the Hamiltonians H
4
; H

5
; H

6
shown in Fig. 14.54. If � = 0

in formula (14.93), then the Hamiltonian H is equivalent to the Hamiltonian H
0
.

In Fig. 14.54, the vertical line fh
0
= 0g corresponds to this Hamiltonian. If either

� = 0 or one of the parameters yi is equal to zero in expression (14.103), then
the Hamiltonian H is equivalent to the Hamiltonian H

2
(see (14.89)). The four

lines which separate domains in Fig. 14.54 correspond to these Hamiltonians.

Now let us describe the curves on the plane R2 (d2; h) which separate domains
corresponding to di�erent topological types or Fomenko invariants of isoenergy
surfaces Q3

h = ff
1
= d

1
; f

2
= d

2
; H = hg, where H is any Hamiltonian of the form

H0; H2; H4; H5; H6 .
The curves which separate domains with di�erent topological type of Q3

h are
the images of critical points of the mapping

f
2
�H :S5 ! R

2 (d
2
; h) ; (14:106)

where S5 = ff1 = d1g � R6 (M;p).
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Calculating, one sees that, for any of the examined Hamiltonians, the critical
points of mapping (14.106) �ll two 2-spheres

fp2
1
+ p2

2
+ p2

3
= d

1
=2; M

1
= �p

1
; M

2
= �p

2
; M

3
= �p

3
g � S5 (14:107)

and three circles

fM
2
=M

3
= p

2
= p

3
= 0; M2

1
+ p21 = d

1
g ;

fM
3
=M

1
= p

3
= p

1
= 0; M2

2
+ p2

2
= d

1
g ;

fM
1
=M

2
= p

1
= p

2
= 0; M2

3
+ p2

3
= d

1
g � S5 � R6 (M;p) :

(14:108)

Besides, for the Hamiltonians H
4
and H

6
, one obtains two more 2-spheres

f(1 +A2

1
)p2

1
+ (1 +A2

2
)p2

2
+ (1 +A2

3
)p2

3
= d

1
;

M
1
= �A

1
p
1
; M

2
= �A

2
p
2
; M

3
= ��A

3
p
3
g � S5 � R6 (M;p) ;

(14:109)

where � = 1 for the Hamiltonian H
4
, and � = �1 for the Hamiltonian H

6
.

Critical points (14.108) transform under mapping (14.106) into three ellipses
for which the line fd2 = 0g is an axis of symmetry and the lines f2d2 = �d1g
are common tangents. Two-dimensional spheres (14.107) (they are singular orbits
of the coadjoint representation) are mapped into two segments which lie on the lines
f2d2 = �d1g. The spheres (14.109) are mapped into two other segments which lie
on the lines fh = �2d

2
g, which are also common tangents to ellipses. As a result,

one obtains separating curves shown in Fig. 14.55. The dotted line separates
domains with di�erent invariants W . This curve can be constructed if one
determines coordinates of cusps of the bifurcation diagram shown in Fig. 14.52.
As in the Clebsch case, it may intersect a di�erent number of domains. The type
of W is indicated by numbers in Fig. 14.55.

Theorem 14.13 (A. A. Oshemkov). Any Hamiltonian of the form (14.82),
(14.83) (a four-dimensional rigid body) is equivalent to one of the Hamiltoni-

ans of type H
0
; H

1
; H

2
; H

4
; H

5
; H

6
. Separating curves and the corresponding

molecules W for these Hamiltonians are given

in Fig. 14.50 for H
1
,

in Fig. 14.55(a) for H
4
,

in Fig. 14.55(b) for H6 ,

in Fig. 14.55(c) for H
5
,

in Fig. 14.55(d) for H
2
, where b

1
; b

2
; b

3
are of the same sign,

in Fig. 14.55(e) for H2 , where b1; b2; b3 have di�erent signs,

in Fig. 14.55(f) for H
0
.

The additional integral in this case is a Bott function on each isoenergy surface

Q3

h = ff1 = d1; f2 = d2; H = hg provided the point (d2; h) does not belong

to the separating curve. The complete list of molecules for all Hamiltonians

of the form (14.82), (14.83) consists of 9 molecules W presented in Table 14.10.

Comment. Under variation of parameters, the cusps of the dotted curve shown
in Fig. 14.55 may move into another region. In such a case, the bifurcation diagrams
will slightly di�er from those in Fig. 14.55. But, any way, no new regions appear,
and the list of molecules remains the same.
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In conclusion, we discuss the relationship between the Clebsch case and the four-
dimensional rigid body systems just examined. It is well known that the Lie alge-
bra so(4) can be deformed into the Lie algebra e(3). Moreover, this deformation
can be chosen so that the four-dimensional rigid body system transforms into
the Clebsch case (see, for example, [252] and [253]). This deformation can be
described as follows. Consider another bracket f ; g0 in R6 (M;p):

fMi;Mjg0 = "ijkMk ; fMi; pjg0 = "ijkpk ; fpi; pjg0 =
"ijkMk

N2
: (14:110)

Bracket (14.110) is obtained from (14.78) by multiplying each pi by some
constant N ; this is equivalent to changing the basis in so(4). Hence we obtain that
the kernel of bracket (14.110) is generated by the functions

f1(N) =
M2

1
+M2

2
+M2

3

N2
+ p21 + p22 + p23 ;

f2 =M1p1 +M2p2 +M3p3 :
(14:111)

Then (14.83) implies a su�cient integrability condition for Hamiltonian (14.82)
with respect to bracket (14.110):

a
1
c
1
(a

2
� a

3
) + a

2
c
2
(a

3
� a

1
) + a

3
c
3
(a

1
� a

2
)

+
a
1
c
1
(c

2
� c

3
) + a

2
c
2
(c

3
� c

1
) + a

3
c
3
(c

1
� c

2
)

N2
= 0 :

(14:112)

Obviously, as N ! 1, bracket (14.110) transforms into bracket (14.6)
on the coalgebra e(3)� , and functions (14.111) become the invariants of the Lie alge-
bra e(3). Besides, as N !1, relation (14.112) transforms into Clebsch's condition
of integrability for the Hamiltonian

H = a1S
2

1 + a2S
2

2 + a3S
2

3 + c1R
2

1 + c2R
2

2 + c3R
2

3

on e(3)� .
Let us note that the Hamiltonians H

2
; H

4
; H

5
; H

6
satisfy relation (14.112)

for any N . Thus, the bifurcation diagrams for any N are obtained from the bi-
furcation diagrams shown in Fig. 14.52 by a non-degenerate linear transformation
of the plane R2 (h

0
; k

0
). This linear transformation depends on N . As N ! 1,

the points denoted by numbers 4; 5; 6 in Fig. 14.52 \go to in�nity", and in the limit
one obtains the bifurcation diagrams for the Clebsch case shown in Fig. 14.44.

A similar situation occurs for separating curves. For bracket (14.110), the sep-
arating curves are also of the form shown in Fig. 14.55, but the vertical segments
tangent to the ellipses lie on the lines f2d2 = �d1Ng. As N !1, these segments
also \go to in�nity", and in the limit we obtain the separating curves for the Clebsch
case (see Fig. 14.45). Cases (a) and (c) in Fig. 14.55 correspond to cases (a) and (b)
in Fig. 14.45. There is no analog in the Clebsch case for Fig. 14.55(b), since some
isoenergy 3-manifolds Q3 become non-compact under the contraction.

Copyright 2004 by CRC Press LL



Figure 14.55
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Table 14.10. Four-dimensional rigid body
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14.11. THE COMPLETE LIST OF MOLECULES

APPEARING IN INTEGRABLE CASES

OF RIGID BODY DYNAMICS

The molecules W (without numerical marks) that occur in the main integrable cases
in rigid dynamics are listed in Table 14.11. The total number of such molecules
is 17. In Table 14.11, we also indicate the topological types of isoenergy surfaces
on which these molecules are realized. Shaded boxes in Table 14.11 denote the cases
where the answer is not described completely.

We tried to arrange the integrable cases in Table 14.11 according to their
complexity. From this point of view, the Lagrange case turns out to be the simplest
one, while the most complicated are the Steklov case and 4-dimensional rigid body.

Table 14.11. The list of molecules in integrable cases
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Table 14.11. The list of molecules in integrable cases (continued)
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Chapter 15

Maupertuis Principle and

Geodesic Equivalence

The classical Maupertuis principle, which states a connection between the tra-
jectories of a natural system and the geodesics of a certain Riemannian metric,
is discussed in many papers devoted to the calculus of variations and mechanics
[63], [101], [181], [196], [218], and [253].

In this chapter, we show how by using the Maupertuis principle one can
construct new examples of integrable geodesic ows on the sphere. We describe
this mechanism by using, as an example, classical integrable cases in rigid body
dynamics. Moreover, we discuss one interesting generalization of the Maupertuis
principle connected with the Dini theorem on geodesically equivalent metrics on
two-dimensional surfaces.

15.1. GENERAL MAUPERTUIS PRINCIPLE

Let Mn be a compact smooth Riemannian manifold with metric gij(x), and
let T �M be its cotangent bundle with standard coordinates x and p, where
x = (x1; : : : ; xn) are local coordinates of a point on M and p = (p1; : : : ; pn) de�nes
a covector from T �xM . Recall that T �M is a smooth symplectic 2n-manifold with
the standard symplectic form ! =

P
dpi ^ dxi . Consider a natural Hamiltonian

system on T �M with the Hamiltonian

H =
X

gij(x) pipj + V (x) ;

where gij denotes the inverse tensor to the metric, and V (x) is a smooth potential
given on M .
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Consider the (2n � 1)-dimensional isoenergy level Q2n�1 = fH(x; p) = hg for
a su�ciently large value of energy h such that h > maxV (x). It is easy to observe
that the submanifold Q2n�1 is the isoenergy level for another system given by
the Hamiltonian eH =

X gij(x)

h� V (x)
pipj :

Indeed, Q2n�1 = f eH(x; p) = 1g. This system is the geodesic ow of the Riemannian
metric ds2 = egij dxidxj on M , where

egij = (h� V (x)) gij(x) :

This immediately implies that the integral curves of the Hamiltonian systems

v = sgradH and ev = sgrad eH coincide (up to a reparametrization) on the level
Q2n�1 . In particular, their projections on the con�guration space M are also
the same. This statement is usually called the Maupertuis principle.

Thus, we can speak about the Maupertuis map, which associates a certain
Riemannian metric g to every natural system v restricted to an isoenergy level
in such a way that the geodesics of g coincide with the integral curves of v . It is clear
that the main properties of the natural system and the geodesic ow corresponding
to it will be very similar. In particular, the fact of existence of �rst integrals is
preserved \under the Maupertuis map".

Theorem 15.1. Let v = sgradH be a natural Hamiltonian system on T �M ,

and let ev = sgrad eH be the corresponding (by virtue of the Maupertuis principle)
geodesic ow.

a) If v possesses a smooth integral f(x; p) on the given isoenergy surface

Q = fH = hg (such integrals are usually called particular), then the geodesic

ow ev possesses a smooth integral ef(x; p) (not particular, but general) on the whole

cotangent bundle T �M such that f jQ = ef jQ .
b) If v possesses an integral that is a polynomial of degree m in momenta,

then the geodesic ow ev possesses the integral that is a homogeneous polynomial

of the same degree.

Proof. Let f be a particular integral of the natural system with the Hamiltonian
H = K + V . It is clear that this function will be an integral of the geodesic ow

related to the Hamiltonian eH on the isoenergy surface Q = fH = hg = f eH = 1g.
Using the homogeneity of the geodesic ow, one can extend f to the whole
cotangent bundle (except, perhaps, the zero section) in such a way that f becomes
a global integral of the geodesic ow:

ef(x; p) = f

�
x;

p

jpj
�
;

where the norm jpj is related to the Riemannian metric egij , i.e., jpj =peH .
Here we use the fact that the vector �eld ev is a geodesic ow, and therefore, its

integral can be extended by homogeneity from a single isoenergy surface to the whole
space. Some problems may appear on the zero section, but they can be easily

avoided by multiplying ef by an appropriate function of the form �( eH).
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Let us verify that ef(x; p) is indeed an integral of the geodesic ow. Observe

that ef(x; p) coincides with the initial integral f on the initial isoenergy surface Q.

It needs to show that ef(x; p) is constant on the geodesics, i.e., ef(x(t); p(t)) = const.

Clearly, the trajectory

�
x(t);

p(t)

jp(t)j
�

is a geodesic lying on the level Q = f eH = 1g.
Hence we have

ef(x(t); p(t)) = f

�
x(t);

p(t)

jp(t)j
�
= const ;

since f is constant on the geodesics lying on the given energy level Q.
It remains to show that the Maupertuis map preserves polynomial integrability.

In other words, if the initial ow v has a polynomial integral of degree m, then
the ow ev also has a polynomial integral of the same degree m.

Lemma 15.1. Let an integral f of the ow v have the form X(p; x)+Y (p; x),
where all monomials of X(p; x) have even degrees, and all monomials of Y (p; x)
have odd degrees. Then each of polynomials X(p; x) and Y (p; x) is an integral of v .

Proof. By computing the Poisson bracket of the integral f with the Hamiltonian
H = K+V , where K is a quadratic form in p, and V is a potential, i.e., a smooth
function which does not depend on p, we obtain

fH;Xg+ fH;Y g = 0 :

It is easy to see that fH;Xg and fH;Y g are polynomials, which contain respectively
only even and only odd degrees in momenta. If the identity fH;Xg+ fH;Y g = 0
holds on the whole cotangent bundle, then each term vanishes separately. In the case
when f is an integral only on the isoenergy surface Q2n�1 , this remains still
true. To verify this, consider the relation fH;Xg+ fH;Y g = 0 in each cotangent
space T �xM separately. The isoenergy hypersurface Q de�nes the ellipsoid in T �xM
given by the equation H = h. Since the polynomial fH;Xg + fH;Y g vanishes
on this ellipsoid, it follows that this polynomial is divisible by H � h. Therefore,

fH;Xg+ fH;Y g = (H � h)Z :

It is important that this equality holds identically on the whole cotangent
space T �xM , but not only on the ellipsoid. But in this case,

fH;Xg+ fH;Y g = (H � h)Zeven + (H � h)Zodd ;

where Z = Zeven+Zodd is the decomposition of Z into the polynomials that contain
only even and only odd degrees in momenta respectively. Since H�h contains only
terms of even degrees in momenta, it follows that (H � h)Zeven is a polynomial
with terms of even degrees only, and (H�h)Zodd is that with terms of odd degrees.
Since the identity holds on the whole cotangent space, we have

fH;Xg = (H � h)Zeven and fH;Y g = (H � h)Zodd ;

i.e., each of these polynomials vanishes on the hypersurface H � h = 0. �
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This implies that, without loss of generality, we may always assume that
the polynomial integral f consists of either even or odd degrees only. Therefore, f
can be written as follows:

f = Xk(p; x) +Xk�2(p; x) +Xk�4(p; x) + : : : ;

where Xs is a homogeneous polynomial of degree s in momenta with coe�cients
depending on x.

We now turn to the proof of item (b). As an integral ef of the ow ev we can
take the following homogeneous polynomial of degree k :

ef = Xk(p; x) + jpj2Xk�2(p; x) + jpj4Xk�4(p; x) + : : : :

It coincides with the integral f on the hypersurface Q. Hence f ef; eHg =

f ef;Hg = 0 on the hypersurface Q. Due to homogeneity of ef this identity will
hold on the whole cotangent bundle including the zero section. This completes
the proof. �

By using the Maupertuis principle, the classi�cation of natural systems on
two-dimensional surfaces that admit quadratic or linear integrals can be reduced
to the above classi�cation of integrable geodesic ows. As an example, we
now formulate an analog of Theorem 11.7, which gives the local description
of quadratically integrable geodesic ows.

Theorem 15.2. Let the natural system with the Hamiltonian

H =
X

gij(x) pipj + V (x) = K + V

be given on a two-dimensional manifold M , and

F =
X

bij(x) pipj + U(x) = B + U

be its quadratic integral.

Suppose that, at some point x0 2 M2 , two quadratic forms K and B are

not proportional. Then, in a neighborhood of this point x0 , there exist local

regular coordinates (u; v) in which the Hamiltonian H and integral F have

the following form:

H =
p2u + p2v

f(u) + g(v)
+
Z(u) +W (v)

f(u) + g(v)
;

F =
g(v)p2u � f(u)p2v
f(u) + g(v)

+
g(v)Z(u)� f(u)W (v)

f(u) + g(v)
;

where f , g , Z , and W are some smooth functions on M2 . In other words,

if the natural system has a quadratic integral, then its variables can be separated.
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Proof. Restricting the natural system to the energy level fH = hg and
using the Maupertuis principle, we obtain the geodesic ow with the HamiltonianeH =

K

h� V
and the quadratic integral eF = B + U eH . For the functions eH , eF we

can apply Theorem 11.7, which allows us to reduce the corresponding Riemannian
metric to the Liouville form by choosing a suitable local coordinates u; v on M2 .
As we can see from the proof of Theorem 11.7, these local coordinates do not depend
on the choice of the constant h. Indeed, u and v are constructed from
the holomorphic form R associated with the integral of the geodesic ow.
The explicit formula for R implies that R is not changed under perturbations of h.
More precisely, it is not changed if the integral of the ow is changed by adding
a function proportional to the Hamiltonian. Therefore, in our case, the form R is
completely determined by the quadratic form B and does not depend on h.

As a result, the functions eH , eK obtained earlier from H and K by using
the Maupertuis principle can be written in terms of u and v as follows:

eH =
K

h� V
=

p2u + p2v
fh(u) + gh(v)

;

eF = B + U
K

h� V
=
gh(v)p

2
u � fh(u)p

2
v

fh(u) + gh(v)
:

Here the functions fh; gh depend on h as a parameter. But the coordinates u; v
do not depend on h.

Hence, K = ��1(p2u + p2v) and h � V = ��1(fh(u) + gh(v)) for some smooth
function �(u; v). On the other hand, the quadratic forms K and B commute
with respect to the Poisson bracket, and, consequently, according to Theorem 11.7,
they have the form

K =
p2u + p2v

f(u) + g(v)
; B =

g(v)p2u � f(u)p2v
f(u) + g(v)

;

i.e., �(u; v) = f(u) + g(v). Hence we see that

V =
f(u)h� fh(u) + g(v)h� gh(v)

f(u) + g(v)
:

The function in the denominator does not depend on h. Therefore, without loss
of generality, we can set

f(u)h� fh(u) = Z(u) ; g(v)h� gh(v) =W (v) ;

where Z and W do not depend on the parameter h.
Thus, the Hamiltonian H has the desired form. Now we turn to the integral F .

We have eF = B + U
K

h� V
=
gh(v)p

2
u � fh(u)p

2
v

f(u) + g(v)
:
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In this equality we know the functions B , K , V . Expressing the function U from
them, we obtain

U =
g(v)Z(u)� f(u)W (v)

f(u) + g(v)
:

Thus,

H =
p2u + p2v
f + g

+
Z +W

f + g
; F =

gp2u � fp2v
f + g

+
gZ � fW

f + g
;

as was to be proved. �

The separation of variables allows us to obtain the following explicit formulas
for the trajectories.

Proposition 15.1. The trajectories of the natural system on M2 with

the Hamiltonian H and quadratic integral F (see formulas in Theorem 15.2) lying
on the common level fH = h; F = ag are given in separating variables (u; v) by

the equations Z
dxp

hf(x)� Z(x) + a
�
Z

dyp
hg(y)�W (y)� a

= c :

Proof. Consider the Liouville torus that is one of connected components
of the common level surface fH = h = const; F = a = constg. This torus is given
by the following system of equations:

p2u + p2v
f + g

+
Z +W

f + g
= h ;

gp2u � fp2v
f + g

+
gZ � fW

f + g
= a :

We now use again the Maupertuis principle which states that the trajectories of
our natural system coincide with geodesics of the Riemannian metric

ds2 = ((hf � Z) + (hg �W ))(du2 + dv2) :

But this metric has the Liouville form and we already know the explicit formulas
for the geodesics, see Theorem 11.5. Finally, we obtainZ

dxp
hf � Z + a

�
Z

dyp
hg �W � a

= c :
�

15.2. MAUPERTUIS PRINCIPLE

IN RIGID BODY DYNAMICS

We now apply the described construction to a speci�c case where M is the two-
dimensional sphere S2 . First, we realize the cotangent bundle of the sphere
as the following model. Consider the vector space R6 (s1; s2; s3; r1; r2; r3) as the dual
space to the Lie algebra e(3) = so(3) + R

3 of the a�ne isometry group of
the three-dimensional Euclidean space. The coordinates (s1; s2; s3) correspond
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to the subgroup of rotations SO(3), and (r1; r2; r3) correspond to the subgroup
of translations. Then R

6 = e(3)� is endowed with the natural Poisson bracket

fsi; sjg = �ijksk ; fsi; rjg = �ijkrk ; fri; rjg = 0 :

In various versions of the rigid body dynamics, the variables ri and si obtain
speci�c mechanical meaning. For example, when studying the motion of a rigid
body about a �xed point in the gravity �eld, the variables ri denote the components
of the unit vertical vector in the coordinate system that is �xed in the body, and
si are the components of the angular momentum.

Consider the four-dimensional submanifold M4
0 in R

6 , which is an orbit
of the coadjoint representation, given by

r21 + r22 + r23 = 1 ; r1s1 + r2s2 + r3s3 = 0 ;

It is known that the Poisson bracket, being restricted to this submanifold,
becomes non-degenerate, and moreover, the submanifold M4

0 is symplectomorphic
to the cotangent bundle of the sphere T �S2 .

Let us consider the Hamiltonian system v on R
6 (s1; s2; s3; r1; r2; r3) with

the Hamiltonian
H(r; s) = hB(r)s; si + V (r) ;

where h � ; � i is the Euclidean inner product on R3 , B is a symmetric positive de�nite
matrix (depending, in general, on r), and V (r) is a smooth potential. Note that
the Hamiltonians of the equations that appear in rigid body dynamics have just
this form.

Restricting v to the submanifold M4
0 = T �S2 , we obtain a certain natural

system. Moreover, any natural system on the sphere can be obtained in this way.
Applying the Maupertuis principle to the system v , we obtain a new system ev

on M4
0 = T �S2 with the Hamiltonian eH =

1

h� V (r)
hB(r)s; si. It is easy to see

that the trajectories of v and ev on the three-dimensional level Q3 =M4
0 \fH = hg

coincide up to a reparametrization. In particular, this implies the following result.

Theorem 15.3. Let v be integrable on M4
0 � R

6 , and let its integral f(r; s) be
a polynomial of degree n in the variable s with coe�cients depending on r. Then

the system ev also admits an integral ef that is a homogeneous polynomial (in s)
of the same degree. In particular, ev is integrable on M4

0 .

Proof. According to the Maupertuis principle, the new vector �eld ev is given

by the Hamiltonian eH of the form

eH =
1

h� V (r)
hB(r)s; si :

The relationship between the polynomials f and ef can be explicitly indicated.
Let f =

P
Pi(s), where Pi(s) is a homogeneous polynomial in s of degree i (with

coe�cients depending on r). Without loss of generality, we can assume that in this
decomposition, all i are simultaneously either even or odd. If it is not the case,

Copyright 2004 by CRC Press LL



then, dividing f into the odd and even parts, one can easily verify that each of them

is an integral of v independently. Then the integral ef of ev can be de�ned as follows:

ef =

mX
i=1

Pi(s)(
eH(s; r))

m�i

2 :

Here
m� i

2
is an integer; that is why ef is in fact a homogeneous polynomial

of degree m.

The same arguments as in the previous section show that the function ef is
a polynomial in s and is an integral of ev . �

Thus, according to the Maupertuis principle, to the initial system v on e(3)�

we assign a new system ev on the cotangent bundle T �S2 . Its Hamiltonian eH
is a positive de�nite quadratic form in the variables s, and therefore, describes
the geodesic ow of some Riemannian metric on the sphere. We now indicate

explicit formulas, which express this metric in terms of the Hamiltonian eH .
First of all, we need explicit formulas for the symplectomorphism between

the cotangent bundle T �S2 with the standard symplectic structure and the orbit
M4

0 � R
6 (r; s).

Let us realize the cotangent bundle of the sphere as a symplectic submanifold
T �S2 in T �R3 . Let u1; u2; u3 be Euclidean coordinates in R

3 , and let p1; p2; p3
be the corresponding momenta. Identifying the tangent vectors with the cotangent
ones by means of the Euclidean inner product, we can de�ne the cotangent
bundle T �S2 by the relations

u21 + u22 + u23 = 1 ; u1p1 + u2p2 + u3p3 = 0 :

Consider now the mapping �:T �S2 ! e(3)� given by

r = u ; s = [u; p] ;

where [ � ; � ] denotes the vector product in the Euclidean space.

Lemma 15.2.

a) Under the mapping �, the image of the cotangent bundle T �S2 in e(3)�

coincides with the orbit M4
0 .

b) The mapping �:T �S2 ! �(T �S2) =M4
0 is a symplectomorphism.

Proof. a) Clearly, the equation u21+u22+u23 = 1 transforms into r21+r22+r23 = 1
under the embedding �. Further, the vector v orthogonal to u is mapped to
the vector product of u and v . Clearly, this product [u; v] is also orthogonal to u.
Therefore, the vector s = [u; v] satis�es the linear equation

r1s1 + r2s2 + r3s3 = 0 ;

which is the \image" of the orthogonality relation u1p1 + u2p2 + u3p3 = 0.
Moreover, it is easy to see that the mapping �:T �S2 ! �(T �S2) = M4

0 is
a di�eomorphism.
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b) It remains to verify that the standard Poisson bracket in R
6 (u; p)

fui; pjg = �ij ; fui; ujg = 0 ; fpi; pjg = 0

transforms into the standard Lie{Poisson bracket on the coalgebra e(3)� = R
6 (r; s)

fs1; s2g = s3 ; fs2; s3g = s1 ; fs3; s1g = s2 ;

fs1; r2g = r3 ; fs2; r3g = r1 ; fs3; r1g = r2 ;

fr1; s2g = r3 ; fr2; s3g = r1 ; fr3; s1g = r2 ;

fsi; rig = 0 ; fri; rjg = 0 :

This fact is veri�ed by a straightforward calculation. Thus, we have proved that
T �R3 (u; v)! e(3)�(r; s) is a Poisson map. Taking into account that the embedding

T �S2 ' TS2 ! TR3 ' T �R3

is symplectic, we obtain that the mapping �:T �S2 ! �(T �S2) =M4
0 is the desired

symplectomorphism. �

Using �, we can write explicit formulas for the metric gij that corresponds

to the homogeneous quadratic Hamiltonian eH = hB(s); si and the inverse formulas
that express B through gij .

Theorem 15.4. The Hamiltonian system on the orbit M4
0 with the Hamil-

tonian eH = hB(s); si =
P

Bij(r)sisj describes the geodesic ow of the metric

ds2 =
P

Bij(u) dui duj restricted to the standard sphere S2 = fu21 + u22 + u23 = 1g,
where

Bij = Bij�
�1 ;

and � is the determinant of the form B(u) restricted to the two-dimensional

plane that is orthogonal to the radius vector u (here the determinant is computed

in an orthogonal basis).

Thus, we have described some correspondence B ! B between quadratic forms
in the three-dimensional space. It is easy to see that this correspondence is actually
an involution. In particular, the following statement holds.

Theorem 15.5. Under the assumptions of the previous theorem, the form B

that determines the Hamiltonian eH can be reconstructed from the metric B
by the same procedure, namely,

B = B :

Proof (of Theorems 15.4 and 15.5).
Consider the Hamiltonian K(u; v) of the geodesic ow of the metric gij

on the sphere S2 . Recall that (u; v) belongs to the cotangent bundle of the sphere.
By the de�nition of the Hamiltonian K , its value K(u; v) on the pair (u; v) is
the square of v in the sense of the metric g�1 at the point u 2 S2 . Here
we consider g�1 as a quadratic form (metric) on vectors by lowering indices
by means of the Euclidean inner product. On the other hand, the explicit formulas
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of the embedding of the cotangent bundle of the sphere onto the orbit in e(3)�

imply that K(u; v) coincides with the square of the vector [u; v] in the sense
of the quadratic form B . Thus, taking into account that [u; v] is the vector
in the tangent plane TuS

2 obtained from v by rotating it through �=2, we get
the following statement.

Lemma 15.3. The restriction of B onto the tangent plane TuS
2 can be

described as follows. To compute the inner product of two tangent vectors a and b
with respect to the form B , we must rotate each of these vectors through �=2 and

then take their inner product with respect to the form g�1 .

Using this lemma, we can now compare the matrices of the two forms B and g
on the tangent plane to the sphere. It is well known that in the tangent plane there is
an orthonormal basis in terms of which the form g is presented as the diagonal
matrix

g =

�
c 0
0 d

�
:

Compute the matrix of B in the same basis. We obtain

B =

�
1=d 0
0 1=c

�
=

1

cd

�
c 0
0 d

�
=

g

det g
:

This completes the proof of Theorem 15.4. �

It is seen from the formula obtained that the operation \bar" is an involution
on the tangent plane to the unit sphere S2 . This implies the statement
of Theorem 15.5. �

Remark. If we consider the operation \bar" as an involution on the set
of Riemannian metrics on the unit sphere embedded into R3 in the standard way
(de�ned as explained in Lemma 15.3), then we can introduce pairs of Riemannian
metrics which are dual one to the other. It is an interesting fact that in the sense
of this duality, the metric on the ellipsoid is dual to the metric on the Poisson
sphere.

15.3. CLASSICAL CASES OF INTEGRABILITY

IN RIGID BODY DYNAMICS AND RELATED

INTEGRABLEGEODESIC FLOWS ON THE SPHERE

It is well known that many equations in rigid body dynamics can be represented
as Hamiltonian systems on e(3)� = R

6 (s; r). In the most general case, the corre-
sponding Hamiltonian is

H = I1s
2
1 + I2s

2
2 + I3s

2
3 + L(r; s) + V (r) ;

where I1; I2; I3 are constants (these are moments of inertia of the body), L is a linear
function of s, and V is a smooth potential.

Consider a particular case where the Hamiltonian H does not contain linear
(in momenta) terms, but includes some potential V (r). Applying the Maupertuis
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principle in this situation, we can interpret this Hamiltonian system as the geodesic
ow of a certain Riemannian metric. What kind of metrics do we obtain as a result?
The answer easily follows from Theorem 15.4.

Theorem 15.6. Let H = I1s
2
1 + I2s

2
2 + I3s

2
3 + V (r). Then the trajectories

of the corresponding Hamiltonian system on the orbit M4
0 lying on the level

fH = h = constg coincide with the geodesics of the Riemannian metric

ds2 =
h� V (u)

I1I2I3
� I1 du

2
1 + I2 du

2
2 + I3 du

2
3

u2
1

I
1

+
u2
2

I
2

+
u2
3

I
3

restricted from R
3 to the standard two-dimensional sphere S2 = fu21+u22+u23 = 1g.

The most interesting for us are integrable cases in the rigid body dynamics,
from which we select the cases associated with the names of Euler [111], [112],
Lagrange [209], Kovalevskaya [191], Goryachev and Chaplygin [81], [146], and
Clebsch [84]. All of them have Hamiltonians of the form described in Theorem 15.6
(i.e., do not contain terms linear in momenta). Applying to them the Maupertuis
principle, we obtain a number of integrable geodesic ows.

A discussion of other cases of integrability in rigid body dynamics can be found
in [18], [22], [36], [82], [89], [98], [106], [110], [144], [145], [147], [151], [180], [216],
[266], [268], [289], [305], [322], [323], [324], [325], [326], [327], [361], [365], [366],
and [367].

15.3.1. Euler Case and the Poisson Sphere

The Hamiltonian of the Euler case is

H = As21 +Bs22 + Cs23 :

According to the Maupertuis principle (see Theorem 15.6), this case is associated
with the following metric on S2 :

ds2 =
h

ABC
� Adu21 +B du22 + C du23

u2
1

A +
u2
2

B +
u2
3

C

:

where h is a �xed energy level. Here we suppose the above metric to be restricted
to the standard sphere S2 in R3 (u1; u2; u3). As was pointed out, this metric is called
the metric on the Poisson sphere. Some of its properties were discussed in Chapter 8.

It is an interesting question if it is possible to realize the Poisson sphere
as a smooth sphere embedded (or immersed) into R3 .

Theorem 15.7. The Hamiltonian system of the Euler case (in the rigid body

dynamics) coincides with the geodesic ow on the Poisson sphere.

Recall that the Euler system is considered on the four-dimensional manifold M4
0

imbedded into R6 ' e(3)� as a coadjoint orbit. From the viewpoint of rigid body
dynamics, this means that the area constant is assumed to be zero. The same
assumption is supposed to be held in all the cases discussed below.
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15.3.2. Lagrange Case and Metrics of Revolution

The Hamiltonian in the Lagrange case is

H = As21 +As22 + Cs23 + V (r3) :

Here the ellipsoid of inertia is a surface of revolution (A = B). The corresponding
metric on the sphere has the form

ds2 =
h� V (u3)

AAC
� Adu21 +Adu22 + C du23

u2
1

A +
u2
2

A +
u2
3

C

:

This metric is obviously invariant with respect to rotations about the u3 -axis.
In this sense, it is similar to a metric on a sphere of revolution. In particular,
its geodesic ow admits a linear integral. Note that in the classical Lagrange case
related to the motion in the gravity �eld, the potential V has the form V (r3) = r3 .

Theorem 15.8.

a) The Hamiltonian system of the Lagrange case (on a �xed energy level) is

smoothly orbitally equivalent to the geodesic ow of a metric on the two-dimensional

sphere that is invariant under a smooth S1 -action (such metrics are usually called

metrics of revolution). The explicit form of this metric is indicated above.

b) Conversely, any smooth metric of revolution on the sphere can be written

in the above form under an appropriate choice of the potential V (r3). In particular,

the geodesic ow of such a metric is smoothly orbitally equivalent to the Lagrange

case with an appropriate potential V (r3).

15.3.3. Clebsch Case and Geodesic Flow on the Ellipsoid

One of the most remarkable consequences of the Maupertuis principle is the smooth
orbital equivalence between the integrable Clebsch case and the geodesic ow
on the ellipsoid. This result was found by H. Minkowski and V. V. Kozlov in di�erent
time and in di�erent ways.

Let us consider the integrable Hamiltonian system v in e(3)� = R
6 (s; r) that

describes the motion of a rigid body in an ideal uid in the classical Clebsch case.
The corresponding Hamiltonian H and the additional integral f of this system are

H = as21 + bs22 + cs23 �
r21
a
� r22

b
� r23

c
;

f = s21 + s22 + s23 +
r21
bc

+
r22
ca

+
r23
ab

:

Theorem 15.9 [105]. The Hamiltonian system v of the Clebsch case restricted

to the three-dimensional energy level fH = 0g is smoothly orbitally equivalent

to the geodesic ow ev on the ellipsoid

x2

a
+
y2

b
+
z2

c
= 1 :
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Proof. Consider the three-dimensional level Q = fH = 0g. According to
the Maupertuis principle, on this level, the trajectories of v coincide with
the trajectories of the system ev with the Hamiltonian

eH =
as21 + bs22 + cs23
r2
1

a +
r2
2

b +
r2
3

c

:

The Hamiltonian eH de�nes some Riemannian metric on S2 . Using Theorem 15.6,
we see that this metric coincides with the metric

ds2 = a du21 + b du22 + c du23

restricted to the sphere embedded into R3 in the standard way. But this metric is
obviously isometric to that on the indicated ellipsoid as was required. �

The Maupertuis principle allows us to point out an interesting connection
between the ellipsoid and the Poisson sphere.

Consider two Riemannian metrics

ds20 = a du21 + b du22 + c du23 ;

ds21 =
a du21 + b du22 + c du23

u2
1

a +
u2
2

b +
u2
3

c

in the three-dimensional Euclidean space.
After being restricted to the standard sphere, the �rst metric yields the ellipsoid

metric, and the second one yields the Poisson sphere metric. We now consider
a family of Riemannian metrics

ds2� = (1� �) ds20 + �ds21 ;

where 0 � � � 1.
In other words, we consider a linear deformation of one metric into the other.

It turns out that all these metrics ds2� are quadratically integrable on the sphere.
One can verify this, for example, by using the Maupertuis principle again.
The point is that the metric ds2� corresponds (under the \Maupertuis map")
to the quadratically integrable system with the Hamiltonian of the Clebsch case

H = as21 + bs22 + cs23 �
r21
a
� r22

b
� r23

c
;

where the system should be restricted not to the level fH = 0g as before, but
to the level fH = hg. Here h and � are connected by the relation � = h(h+1)�1 .
Thus, varying the energy of the Clebsch system from zero to in�nity (after
applying the \Maupertuis map"), we deform the ellipsoid metric to the metric
on the Poisson sphere.

The bifurcation diagram for the Clebsch case has been constructed by
T. I. Pogosyan [294], [295] and A. A. Oshemkov [277] (see also Chapter 14). Varying
the energy from zero to in�nity, we move the straight line fH = h = constg from
the left to the right. From the explicit form of the diagram, we can see that
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the moving line does not pass through any singular points of the bifurcation diagram.
Therefore, the Liouville foliation does not change its topological structure under
this deformation. As a result, we obtain another proof of the fact that the Jacobi
problem (i.e., geodesic ow on the ellipsoid) and the Euler case (i.e., geodesic ow
on the Poisson sphere) are Liouville equivalent.

15.3.4. Goryachev{Chaplygin Case and the Corresponding
Integrable Geodesic Flow on the Sphere

We now apply the formula of Theorem 15.6 to the integrable Goryachev{Chaplygin
case. Here the Hamiltonian and integral have the form

H = s21 + s22 + 4s23 + r1 ;

f = s3(s
2
1 + s22)�

r3s1
2

:

According to the Maupertuis principle, we produce a new Hamiltonian eH
on the orbit M4

0 : eH =
s21 + s22 + 4s23

h� r1
:

Here we set h > 1. The integral f is transformed to the integral ef , which is
a homogeneous polynomial (in s) of degree 3, namely,

ef = s3(s
2
1 + s22)�

r3s1
2(h� r1)

(s21 + s22 + 4s23) :

The Riemannian metric of the corresponding geodesic ow on the sphere is

ds2 =
h� u1

4
� du

2
1 + du22 + 4du23
u21 + u22 + u23=4

:

Theorem 15.10 [57], [63]. The integrable Goryachev{Chaplygin case generates

(under the Maupertuis map) the geodesic ow on the two-dimensional sphere, which

is integrable by means of the third degree integral indicated above. This integral is

reduced neither to a linear nor to a quadratic one.

Proof. Consider the (rough) molecule W for the geodesic ow of the Goryachev{
Chaplygin metric on the sphere. As we know, this ow is orbitally equivalent
to the Goryachev{Chaplygin case in rigid body dynamics, and consequently, has
the same Liouville foliation. Therefore, the molecule W coincides with that for
the Goryachev{Chaplygin case, which was calculated by A. A. Oshemkov [277]
(see also Chapter 14). It is presented in Fig. 15.1. We continue the proof by

assuming the contrary, i.e., that the integral ef of the ow on the sphere can be
reduced to a quadratic (or linear) one. In this case, we can use the results obtained
in Chapter 12. There we have calculated the molecules W � of all geodesic ows on
the sphere, which are integrable by means of quadratic or linear integrals.
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Figure 15.1 Figure 15.2

Using this description, we see that the molecule of the Goryachev{Chaplygin
ow should have one of two possible forms shown in Fig. 15.2. The molecule

in Fig. 15.2(a) corresponds to the case where ef is reducible to a quadratic integral,
and the molecule in Fig. 15.2(b) corresponds to the case of a linear integral. Here W1

is a tree whose branches are all directed upward, and W2 is a tree whose branches
are directed downward. Moreover, the vertices of the tree-graphsW1 and W2 should
have a special type, in particular, have no star-vertices. Comparing these graphs
with that in Fig. 15.1, we see that the graph W shown in Fig. 15.1 does not have
the required structure. Since W is an invariant of the integrable system, we come
to a contradiction; this completes the proof. �

15.3.5. Kovalevskaya Case and the Corresponding
Integrable Geodesic Flow on the Sphere

The Hamiltonian H in the Kovalevskaya case is

H =
1

2
(s21 + s22 + 2s23) + r1 :

The Kovalevskaya integral is then expressed as

f =

�
s21
2
� s22

2
� r1

�2

+ (s1s2 � r2)
2 :

According to the Maupertuis principle, by using H , we produce a new

Hamiltonian eH on the cotangent bundle of the sphere:

eH =
s21 + s22 + 2s23

h� r1
;

where h > 1. The integral f transforms into ef , which has the form

ef =

�
s21
2
� s22

2
� r1

s21 + s22 + 2s23
h� r1

�2

+

�
s1s2 � r2

s21 + s22 + 2s23
h� r1

�2

:

Then the Riemannian metric of the corresponding geodesic ow on the sphere
is given by

ds2 =
h� u1

2
� du

2
1 + du22 + 2du23
u21 + u22 + u23=2

:
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Theorem 15.11 [57], [63]. The integrable Kovalevskaya case generates (under
the Maupertuis map) the geodesic ow on the two-dimensional sphere, which is

integrable by means of the fourth degree integral indicated above. This integral is

reduced neither to a linear nor to quadratic one.

Proof. The arguments repeat the proof of the previous theorem. We only need
to compare the molecule W of the Kovalevskaya case (Fig. 15.3) calculated
by A. A. Oshemkov in [277] (see also Chapter 14) with the molecules of quadratically
and linearly integrable geodesic ows on the sphere (Fig. 15.2). The molecules are

Figure 15.3

di�erent, since W contains two atoms A� , which are forbidden for the molecules
illustrated in Fig. 15.2. Therefore, the Kovalevskaya metric does not belong
to the class of metrics with linearly or quadratically integrable geodesic ows.
The theorem is proved. �

Note that, in fact, the cases of Goryachev{Chaplygin and Kovalevskaya generate
a one-parameter family of Riemannian metrics on the sphere. As one can see from
the formulas, the coe�cients of these metrics include the parameter h > 1, which
can arbitrarily vary. Thus, we obtain two one-parameter families of integrable
geodesic ows whose integrals have degree 3 and 4, respectively, and cannot be
reduced to quadratic ones.

S. A. Chaplygin [82] and D. N. Goryachev [147] discovered a 4-parameter
family of potentials on the sphere, that gives us integrable natural systems with
an integral of degree 4. This family includes the Kovalevskaya top as a particular
case. In the above notation, the corresponding Hamiltonian and integral have
the following form:

H =
1

2
(s21 + s22 + 2s23)�

�
a

r23
+ 2b1r1r2 + b2(r

2
2 � r21) + c1r1 + c2r2

�
;

F = 4

�
s1s2 + 2a

r1r2
r23

� b1r
2
3 + c1r2 + c2r1

�2

+

�
s21 � s22 +

2a(r22 � r21)

r23
+ 2b2r

2
3 + 2c1r1 � 2c2r2

�2

;

where a, b1 , b2 , c1 , c2 are arbitrary constants. In fact, to construct an integrable
geodesic ow on the sphere, one has to set a = 0 in order for the potential
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to have no singularities. That is why we speak about four parameters only.
Here, as in the Goryachev{Chaplygin case, for integrability we have to assume
the area integral to be zero. By using the Maupertuis principle, we obtain a family
of integrable geodesic ows on the sphere with an additional integral of the fourth
degree. It is an interesting problem to analyze the topology of these ows depending
on the choice of parameters.

Thus, there exist metrics on the sphere whose geodesic ows are integrable
by means of integrals of degree 1, 2, 3, and 4.

15.4. CONJECTURE ON GEODESIC FLOWS

WITH INTEGRALS OF HIGH DEGREE

In Chapter 11, we have completely classi�ed the Riemannian metrics on the two-
dimensional surfaces whose geodesic ows are integrable by means of linear and
quadratic integrals. An analogous question on the description (and classi�cation)
of metrics whose geodesic ows are integrable by means of polynomial integrals
of degree more than 2 still remains open. (Of course, here we mean that
the degree of these integrals cannot be reduced.) Moreover, the above metrics
(the Goryachev{Chaplygin metric and the Kovalevskaya metric) on the two-
dimensional sphere remain, in essence, the only examples of metrics with poly-
nomial integrals of degree more than 2. On the torus, no such examples
are known. Moreover, numerous attempts to construct such metrics on the torus
yet failed.

Conjecture A. On the two-dimensional torus, there are no Riemannian
metrics whose geodesic ows admit polynomial integrals of degree n > 2 and
do not admit any linear and quadratic integrals. In other words, the list of integrable
geodesic ows on the torus from Chapter 11 is complete, i.e., gives us a complete
classi�cation (up to an isometry) of geodesic ows with polynomial in momenta
integrals.

Conjecture B. On the two-dimensional sphere, there are no Riemannian
metrics whose geodesic ows are integrable by means of an integral of degree n > 4
and do not admit integrals of degree � 4.

Conjectures A and B were formulated by V. V. Kozlov and A. T. Fomenko.

There are a number of arguments in favor of Conjecture A. For example, see
papers by V. V. Kozlov, N. V. Denisova [198], [199], M. L. Bialy�� [76], V. V. Kozlov,
D. V. Treshchev [201]. See also the survey by A. V. Bolsinov, A. T. Fomenko,
V. V. Kozlov [63] and the book by V. V. Kozlov [196].

It is worth pointing out the global character of Conjectures A and B. The ques-
tion is about the properties of metrics given on the whole sphere and the whole
torus (i.e., globally). If one restricts oneself to the local aspect of the problem,
then the situation will be immediately clari�ed. Namely, the following result
by V. V. Kozlov holds.
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Theorem 15.12. In the domain Dx�R2p (where D is a disc on the plane x1;x2 ),
there exist integrable systems with the Hamiltonian

H =
p21 + p22

2�(x1; x2)

that admit a polynomial in momenta integral (independent of H ) of arbitrary

degree n, but do not admit any polynomial integral (independent of H ) of degree

less than n.

See the proof in the paper by V. Ten [336].1

Here we also point out two well-known integrable cases with integrals of
degree 3 and 4. These are Toda lattices [37], [202], [340] and Calogero{Moser
systems [77], [78], [249]. Using the Maupertuis principle, we can construct from
them integrable geodesic ows on a disc with integrals of degree 3 and 4.

We �rst indicate the integrable cases of the Toda lattices with two degrees
of freedom by listing their Hamiltonians H , together with the corresponding
integrals F .

Case 1.

H =
1

2
(p21 + p22) + v1e

p
3x

1
+x

2 + v2e
�
p
3x

1
+x

2 + v3e
�2x

2 ;

F =
1

3
p31 � p1p

2
2 + v2

�
p1 +

p
3p2
�
e�
p
3x

1
+x

2 � 2v3p1e
�2x

2

+ v1
�
p1 �

p
3p2
�
e
p
3x

1
+x

2 :

Case 2.

H =
1

2
(p21 + p22) + v1e

x
1 + v2e

x
2 + v3e

�x
1
�x

2 + v4e
� 1

2
(x

1
+x

2
) ;

F = p21p
2
2 + 2v2p

2
1e
x
2 + 2p1p2

�
v3e

�x
1
�x

2 + v4e
� 1

2
(x

1
+x

2
)
�
+ 2v1p

2
2e
x
1

+ 2v2v3e
�x

1 + 2v1v3e
�x

2 + 4v1v2e
x
1
+x

2 +
�
v3e

�x
1
�x

2 + v4e
� 1

2
(x

1
+x

2
)
�2

:

Case 3.

H =
1

2
(p21 + p22) + e�x1�x2 + 1e

x
1 +

1

2
�1e

2x
1 + 2e

x
2 +

1

2
�2e

2x
2 ;

F = p21p
2
2 + p21(22e

x
2 + �2e

2x
2) + 2p1p2e

�x
1
�x

2 + p22(21e
x
1 + �1e

2x
1)

+ e�2(x1+x2) + �1�2e
2(x

1
+x

2
) + 2�12e

2x
1
+x

2 + 2�21e
x
1
+2x

2

+ 412e
x
1
+x

2 + 21e
�x

2 + 22e
�x

1 :

We recall now the description of integrable cases in Calogero{Moser systems with
two degrees of freedom. Consider n particles with unit mass located on a straight

1Just recently we have found out that K. Kiyohara has disproved the Conjecture B
(Kiyohara K., Math. Ann., 320 (2001), P. 487{505). He has constructed integrable geodesic ows
on the 2-sphere with integrals of arbitrary degree n.
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line at points x1; x2; : : : ; xn and interacting with a mutual interaction potential f .
Then their dynamics is described by the Hamiltonian

H =
1

2

nX
i=1

p2i +
X
i<j

f(xi � xj) :

There are four types of potentials that give us integrable cases for n particles.
The corresponding systems are usually called Calogero{Moser systems. These
potentials are

1) f(x) =
1

x2
,

2) f(x) =
1

sin2 x
,

3) f(x) =
1

sinh2 x
,

4) f(x) =
1

sn2 x
,

where sn(x) = sn(xjm) is the elliptic sine (or sine amplitude). Recall its de�nition.
Consider the following elliptic integral:

u(';m) =

'Z
0

d�p
1�m2 sin2 �

:

Here 0 � m � 1. Then ' can be considered as a function ' = '(u;m). That is, '
can be thought as the inverse function to u. It is called the amplitude of the elliptic
integral u and is denoted by am(u). Then, by de�nition, sn(u) = sin am(u).

At the same time, the potential f(x) can be rewritten in terms of the Weierstrass
function }(x). This function is connected with the elliptic sine by the following
simple relation:

}(x) = e3 +
e1 � e3

sn2
�p

e1 � e3 x
� :

Here }(x) is the Weierstrass function related to the orthogonal lattice with arbitrary
periods !1 2 R and !2 2 iR. Further, e1 , e2 , and e3 denote the values of }(x)
at the half-periods, i.e.,

e1 = }

�
!1
2

�
; e2 = }

�
!1 + !2

2

�
; e3 = }

�
!2
2

�
:

In this case, the parameter m of the elliptic sine is expressed as

m2 =
e2 � e3
e1 � e3

:

Note that the �rst three potentials f(x)

1

x2
;

1

sin2 x
;

1

sinh2 x

can actually be considered as degenerations of } as its periods (one or both) tend
to in�nity.
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To produce an integrable geodesic ow (on a 2-disc) from these Hamiltonians,
we must take a system with three particles. Then, the system always has a linear
integral F1 = p1 + p2 + p3 and a cubic integral F . To construct a system with
two (but not three) degrees of freedom, we need to make the reduction with respect
to the linear integral F1 . The obtained system with two degrees of freedom will
still have a cubic integral.

Let us explain this in more detail. The Hamiltonian H and cubic integral F are
initially as follows:

H =
1

2
(p21 + p22 + p23)� (f(x1 � x2) + f(x1 � x3) + f(x2 � x3)) ;

F = p1p2p3 + p1f(x2 � x3) + p2f(x1 � x3) + p3f(x1 � x2) :

By making the reduction with respect to p1 + p2 + p3 , we obtain an integrable
system with two degrees of freedom with the following Hamiltonian and integral
of degree three. To simplify the below formulas, we have done some scaling. The new
coordinates (after the reduction) are denoted by p; y . We have

H =
1

2
(p21 + p22)� f(2y2)� f

�p
3y1 + y2

�� f
��p3y1 + y2

�
;

F =
1

3
p31 � p1p

2
2 �

�
p1 +

p
3p2
�
f
��p3y1 + y2

�
� 2p1f(�2y2)�

�
p1 �

p
3p2
�
f
�p

3y1 + y2
�
:

Here f denotes any one of the above potentials. Note that in the �rst case,
where f = x�2 , the expressions for H and F can be simpli�ed. Namely,

H =
1

2
(p21 + p22)�

�
3(y21 + y22)

2y2(y
2
2 � 3y21)

�2

;

F = p31 � 3p1p
2
2 +

9(3y41 � 6y21y
2
2 � y42)

2y22(y
2
2 � 3y21)

2
p1 � 36

y1y2
(y22 � 3y21)

2
p2 :

Let us mention a paper by L. S. Hall [154], in which he made an attempt
to examine natural systems that admit third degree integrals from the general
viewpoint.

Let us notice that besides the Goryachev{Chaplygin and Kovalevskaya metrics,
there exist other metrics on the sphere with integrals of degree 3 and 4. Such
examples for integrals of degree 3 and 4 have been recently constructed by
E. N. Selivanova (see [153] and [313]). It would be extremely interesting to obtain
a classi�cation of such metrics, as well as explicit formulas for them.

We now indicate two more examples of Riemannian metrics on a 2-disc
(or the half-plane) whose geodesic ows are integrable by means of third degree
integrals.

The �rst of them was found by C. Holt. It is

ds2 =

�
�� y�2=3

�
� � 3

4
by2 � bx2 � cx

��
(dx2 + dy2) :
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Here �, � , b, and c are arbitrary constants. This metric is obtained by applying
the Maupertuis principle to the natural system with the Hamiltonian

H =
1

2
(p21 + p22) + U(x; y) ;

where

U(x; y) = y�2=3
�
� � 3

4
by2 � bx2 � cx

�
:

Its integral has degree 3:

F = 2p31 + 3p1p
2
2 + 3y�2=3(2� � 2bx2 � 2cx+ 3by2)p1 � y1=3(18bx+ 9c)p2 :

The next example of a local metric whose geodesic ow admits a third degree
integral is obtained from the natural system that was described by A. Fokas and
P. Lagerstrom. Its Hamiltonian and integral are

H =
1

2
(p21 + p22) + (�y2 + x2)�2=3 ;

F = (xp2 � yp1)(p
2
1 � p22)� 4(xp2 + yp1)(�y2 + x2)�2=3 :

In conclusion, we want to demonstrate how the degree of the �rst integral is
connected with the topology of the Liouville foliation in the case of integrable
geodesic ows on closed two-dimensional surfaces.

We have above described these foliations in terms of the so-called marked
molecules. The molecules have been explicitly listed for each set of parameters
(like f; g; L) (see Chapter 12). We now collect these results in the form of Table 15.1,
where we list these molecules in the simplest cases when the Liouville foliation has
the least possible number of singularities.

Comments about Table 15.1.
1. The functions f and g that are parameters of the metrics have the least

possible number of critical points and these points are all non-degenerate.
2. The edges of the molecules must be endowed with numerical marks n; r; ".

These marks are completely indicated in Chapters 12, 14. Some of them are
omitted in Table 15.1. However, we leave these marks in those cases where they
are required to distinguish non-equivalent Liouville foliations. The point is that
in some cases (as is seen from the table) the molecules without marks coincide,
although the corresponding Liouville foliations are di�erent. As an example,
it is worth paying attention to the fact that the molecule related to the Kovalevskaya
metric and that related to the geodesic ow on the Klein bottle coincide if we
do not take the marks into account. This means that, from the local point of view,
the corresponding Liouville foliations have the same structure. But the distinction
of the marks implies that their global structures are di�erent.

3. The signs \?" in Table 15.1 mean that the examples of the corresponding
Riemannian metrics are unknown. (Recall that according to the conjecture
formulated above, no such examples exist.)
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Table 15.1. Molecules of integrable geodesic ows
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15.5. DINI THEOREM AND THE GEODESIC

EQUIVALENCE OF RIEMANNIAN METRICS

In this section, we discuss the classical Dini theorem, which gives us a local
description of Riemannian metrics on two-dimensional surfaces that admit non-
trivial geodesic equivalencies [97]. In particular, this theorem gives us a possibility
to construct examples of orbitally equivalent geodesic ows.

De�nition 15.1. Two Riemannian metrics G = (gij) and bG = (bgij) given on
a manifold M are called geodesically equivalent if the geodesic lines of the metric G
coincide (as sets, i.e., without taking into account their parametrization) with those

of the metric bG.

The simplest example of geodesically equivalent metrics are metrics that di�er

only by a constant multiplier. In what follows, we will say that two metrics G and bG
are non-trivially geodesically equivalent if they are geodesically equivalent, but are
not proportional, i.e., cannot be obtained from each other via the multiplication
by a constant.

Let G and bG be geodesically equivalent metrics. It is easy to see that
their geodesic ows are then smoothly orbitally equivalent. Here we consider
the ows as dynamical systems on the cotangent bundle or on the isoenergy surface.
The orbital di�eomorphism is given by

(x; p) !
�
x;

jpjG
j bGG�1pj

bG

bGG�1p

�
:

Here (x; p) are usual coordinates on the cotangent bundle, x is a point
on the manifold M , and p is a covector from T �xM . By jpj

bG and jpjG , we denote
the norms of p in the sense of bG and G. The same mapping written not in momenta
but in velocities (i.e., in coordinates (x; _x)) becomes simpler, that is,

(x; _x)!
�
x;
j _xjG
j _xj

bG

_x

�
:

Here j _xj
bG and j _xjG are the lengths of the velocity with respect to bG and G.

Notice, however, that not every orbital isomorphism between two geodesic
ows is induced by a geodesic equivalence. The necessary condition is that this
isomorphism commutes with the natural projection T �M !M given by (x; p) ! x.

It turns out that the Dini theorem is a reection of the following more general
fact found by V. S. Matveev and P. I. Topalov [228].

Consider two Hamiltonian systems v and bv with two degrees of freedom. Restrict

them to regular isoenergy 3-surfaces Q3 and bQ3 . Suppose these restrictions are
smoothly orbitally equivalent. Recall that, by the smooth orbital equivalence,

we mean the existence of a di�eomorphism �:Q3 ! bQ3 that sends (oriented)
trajectories of the �rst system to those of the second one. Then, using such
a di�eomorphism � , we can canonically construct additional integrals of both
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Hamiltonian systems [345]. The idea of this construction is the following. Consider

the restrictions of the symplectic forms ! and b! to the isoenergy 3-surfaces Q and bQ
and take the pull-back of b! from bQ to Q. Obviously, the obtained form ��b! on Q
has the following properties:

1) it is closed,
2) its kernel is generated by the Hamiltonian vector �eld v on Q.
Hence it is easy to see that v preserves ��b! on Q. Indeed, by calculating

the Lie derivative of ��b! along v , we obtain

Lv�
�b! = vy d(��b!) + d(vy ��b!) = 0 ;

since ��b! is closed (this annihilates the �rst term) and the kernel of ��b! coincides
with v (this annihilates the second term).

On the other hand, Lv! = 0 by virtue of the fact that v is a Hamiltonian
vector �eld. Then the forms ! and ��b! have the same kernel on the three-
dimensional isoenergy manifold Q and, therefore, are proportional: ��b! = f! ,
where f is a smooth function on Q. Since v preserves both f! = ��b! and ! ,
it preserves the function f . This means exactly that f is an integral of the ow v
on the isoenergy surface Q.

Of course, this integral may turn out to be constant. This happens, for example,
if the orbital equivalence of two ows is obtained by using the Maupertuis
principle. But in some cases (in particular, in the Dini theorem), from the existence
of an orbital equivalence, one can deduce the existence of a non-trivial integral.

Theorem 15.13 (U. Dini).

a) Let Riemannian metrics G and bG on a two-dimensional surface M be

non-trivially geodesically equivalent. Then the geodesic ows of both metrics

are quadratically integrable. Moreover, the non-trivial quadratic integral F of

the geodesic ow v of the metric G (as a function on the cotangent bundle)
has the form

F (x; p) =
(detG)2=3

(det bG)2=3 hG�1 bGG�1p; pi :

b) Conversely, let the geodesic ow of the metric G on the two-dimensional

surface M be integrable by means of a quadratic integral F (x; p) = hFp; pi. Suppose
that this integral is positive de�nite (it is always possible to achieve this by adding

the Hamiltonian H with some coe�cient to F ). Then the initial metric G is

geodesically equivalent to a new metric bG that is given on the tangent bundle of M
by the formula bG = (detG)�2(detF )�2GFG :

Remark. Here G is the matrix of the initial metric (regarded as a qua-
dratic form on the tangent bundle), F is the matrix of the quadratic integral
(regarded as a quadratic form on the cotangent bundle), then GFG is a quadratic
form on the tangent bundle (which is obtained from F by lowering its indices
by means of G).
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Proof (of the Dini theorem). Consider the isoenergy 3-surfaces Q and bQ.
We shall assume them to be given as the Hamiltonian levels Q = fH = 1g andbQ = f bH = 1g. As remarked above, the geodesic equivalence induces the orbital

isomorphism �:Q! bQ given by the formula

(x; p) !
�
x;

jpjG
j bGG�1pj

bG

bGG�1p

�
:

Since this formula is written in the explicit form, we can compute the form ��b!
and �nd the proportion coe�cient for ��b! and ! . On the isoenergy surfaces

Q and bQ we consider three smooth vector �elds D0; D1; D2 and, respectively,bD0;
bD1;

bD2 . We describe them in the case of Q. Here D0 is a tangent vector
to the ellipse given in the cotangent plane by the equation H = 1. We shall assume
jD0j = 1 so that the period of the �eld D0 along each ellipse fH = 1g is equal
to 2� . The �eld D1 is the initial Hamiltonian �eld v on Q. Finally, D2 = [D0; D1]
is the standard commutator of the vector �elds D0 and D1 . Since D1 belongs
to the kernel of the forms ! and ��b! on Q, it su�ces to compute the values of these
forms on the vectors D0 and D2 only, that is,

!(D0; D2) ; ��b!(D0; D2) :

The ratio of these quantities is, as we saw above, an integral f of the Hamiltonian
vector �eld v = D1 . Let us compute both expressions. To this end we need
the following statement.

Lemma 15.4. The following relation holds :

[D0; D2] = �D1 :

Remark. In fact, two more interesting relations hold:

[D1; D2] = kD0 ; [D0; D1] = D2 ;

where k is the Gaussian curvature of the metric (lifted from M to Q � T �M ).

Proof. It is convenient to use conformal coordinates, in terms of which
the metric G has the form ds2 = �(x1; x2)(dx

2
1 + dx22). Then the Hamiltonian H

becomes

H =
p21 + p22
2�

:

Further, in terms of coordinates (x1; x2; p1; p2) the vector �elds D0 and D1 take
the form

D0 = (0; 0; p2;�p1) ;

D1 =

�
p1
�
;
p2
�
;
@�

@x1
� p

2
1 + p22
2�2

;
@�

@x2
� p

2
1 + p22
2�2

�
:

By computing the commutator [D0; D2] = [D0; [D0; D1]] explicitly using
the standard explicit formula, we obtain the desired expression. �
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Lemma 15.5. The following identity holds :

!(D0; D2) = 1=2 :

Proof. Recall that ! = d{ , where the action 1-form { has the form:
{ = p dx = p1 dx1 + p2 dx2 . Then

d{(D0; D2) = D0 {(D2)�D2 {(D0)� {([D0; D2]) :

Note that {(D0) = 0, because D0 goes to zero under the natural projection of Q
onto the base M . Moreover, {(D2) = 0. To see this, we compute !(D0; D1).
On the one hand, this expression is equal to zero, since D1 lies in the kernel of ! .
One the other hand, by using the above formula for the case d{(D0; D1), we obtain

d{(D0; D1) = D0 {(D1)�D1 {(D0)� {([D0; D1]) :

Here D1 {(D0) = 0, because {(D0) = 0. The �rst term is also equal to zero,
because {(D1) = {(sgradH) = p( _x) = j _xj2 = 1=2 and, consequently, D0 {(D1) =
D0(1=2) = 0. Therefore,

!(D0; D1) = d{(D0; D1) = �{([D0; D1]) = �{(D2) = 0 :

Thus,

d{(D0; D2) = �{([D0; D2]) = (according to Lemma 15.5) = {(D1) = 1=2 : �

Just in the same way we prove that b!( bD0; bD2) = 1=2.
We now compute ��b!(D0; D2) = b!(d�(D0); d�(D2)). First note that the vector

�eld d�(D0) is proportional to bD0 , since Q is mapped onto bQ, and � is a �ber

di�eomorphism. Here we consider Q and bQ as S1 -�ber bundles over M so that

D0 and bD0 are exactly tangent vectors to the S1 -�bers. Therefore, we have

d�(D0) = � bD0 ;

where �(x; p) is a certain scalar function. Besides, the vector �eld d�(D1) is

proportional to bD1 . This follows from the fact that � establishes an orbital
isomorphism between the systems v and bv . Thus,

d�(D1) = � bD1 ;

where �(x; y) is a certain scalar function.
Further, we have

b!(d�(D0); d�(D2)) = b!(d�(D0); d�([D0; D1]))

= b!(d�(D0); [d�(D0); d�(D1)]) = b!(� bD0; [�
bD0; �

bD1])

= b!(� bD0; ��[
bD0;

bD1] + � bD0(�)
bD1 � � bD1(�)

bD0)

= �2�b!( bD0; [ bD0; bD1]) = �2�b!( bD0; bD2) = �2�=2 :
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Thus, the proportion coe�cient between ! and ��b! is equal to �2� .
In other words, f = �2� . It remains to �nd the coe�cients, i.e., the functions
� and � .

Lemma 15.6. The following identity holds :

� = j bGG�1pj
bGjpj�1

G :

Proof. First observe that the formula

�: (x; p)! (x; j bGG�1pj�1
bG
jpjG bGG�1p)

can be rewritten in the tangent bundle as follows:

�(x; _x) = (x; � _x) ;

where � = j _xjGj _xj�1
bG

= j bGG�1pj�1
bG
jpjG . In other words, b_x = � _x, bx = x, and hence

d�(v) = ��1bv . Simply speaking, the renormalization of the velocity vector happens.
Thus, � = ��1 . �

Lemma 15.7. The following equality holds :

� =
jpj2G

j bGG�1pj2
bG

�
p
det bGp
detG

:

Proof. Since �:Q ! bQ is a �ber di�eomorphism, its action can be considered
on each �ber separately. That is why we may express this as follows:

bp = �(p) = �(p)A(p) ;

where �(p) = jpjGj bGG�1pj�1
bG

is a scalar function, and A(p) is the linear operator

de�ned by A(p) = bGG�1p. Consider the mapping � not only on the �ber
(i.e., on the ellipse Q\ TxM ), but also on the whole tangent plane TxM . We want
to compute the determinant of the di�erential d� in two di�erent ways.

For each tangent vector a, we have

d�(a) = (d�(a))A(p) + �(p)A(a) :

It is easy to see that, setting a = p, we get d�(p) = 0. Therefore, d�(p) =
�(p)A(p). Consider a basis a; p in the tangent plane TxM and look how the linear
operator d� acts on it. It is not di�cult to show that this linear operator can be
presented in the following form:

d� = �(p)A + �
�
projection onto A(p) along p

�
;

where � is a certain scalar coe�cient. Hence, the second term has no inuence
on the determinant of d� , and everything is de�ned by the �rst term only. Thus,
we obtain

det(d�) = det(�(p)A) = �2 detA :

Copyright 2004 by CRC Press LL



Now we compute the same determinant det(d�) in another way. In Fig. 15.4
we show two �bers (i.e., two ellipses in the tangent plane) which are connected
by the mapping � . Consider the basis D0; p at the point p (see Fig. 15.4).

Figure 15.4

The vector D0 is tangent to the ellipse and has the direction conjugated to p. After
the parallel transport to the origin, the vector D0 becomes on the same ellipse
as p. Consider the images of these vectors under d� . We know that d�(p) = bp and

d�(D0) = � bD0 . Hence

det(d�) =
the area of the parallelogram spanned on d�(p) and d�(D0)

the area of the parallelogram spanned on p and D0

= � � the area of the parallelogram spanned on bp and bD0

the area of the parallelogram spanned on p and D0

= � �
p
det bGp
detG

:

By equating the obtained expressions for det(d�), we �nd �, namely,

�2 detA = �2 det( bGG�1) = �

p
det bGp
detG

:

Thus, � = �2

p
det bGp
detG

. �
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By substituting the obtained expressions for the coe�cients � and � into
f = �2� , we obtain

f =
jpj4G

j bGG�1pj4
bG

� det
bG

detG
� j
bGG�1pj

bG

jpjG
=

jpj3G
j bGG�1pj3

bG

� det
bG

detG
:

This function is not quadratic in momenta, but we can produce from it the desired
quadratic integral F . To this end, we need to raise f to the power (�2=3)
and multiply by the doubled Hamiltonian of the system v , which has the form

H =
1

2
jpj2G . As a result, we get

F = 2f�2=3H = j bGG�1pj2
bG

(detG)2=3

(det bG)2=3 :
Since hG�1 bGG�1p; pi = j bGG�1pj2

bG
, we �nally obtain the desired formula:

F =
(detG)2=3

(det bG)2=3 hG�1 bGG�1p; pi :

The fact that F is non-trivial easily follows from the condition that the metrics

G and bG are not proportional.
This completes the proof of the �rst part of the Dini theorem.

We now prove the second part of Theorem 15.13.
In some sense, the above arguments are invertible. Roughly speaking, the desired

formula bG = (detG)�2(detF )�2GFG can be obtained from the relation just ob-
tained

F =
(detG)2=3

(det bG)2=3G�1 bGG�1

by expressing bG from G and F .
However, we can do the same in a di�erent way. Since the geodesic ow

of G is quadratically integrable, this metric admits Liouville coordinates x1; x2
(Theorem 11.7). In terms of these coordinates, we have

G = (f(x1) + g(x2))(dx
2
1 + dx22) :

Moreover, the quadratic integral F has the form

F =
(c+ g(x2))p

2
1 + (c� f(x1))p

2
2

f(x1) + g(x2)
:

Then, for the metric bG, we obtain the following formula:

bG = (detG)�2(detF )�2GFG =

�
1

c� f
+

1

c+ g

��
dx21
c� f

+
dx22
c+ g

�
:
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Thus, we have two Riemannian metrics given explicitly. Moreover, G is

a Liouville metric, and bG is an almost Liouville metric. In both cases, we know

the explicit formulas for the geodesics. By substituting G and bG into these
formulas, one can easily make sure that the resulting equation for the geodesics

just coincide. But this means that the metrics G and bG are geodesically
equivalent.

This completes the proof of item (b). �

Corollary. A Riemannian metric (in the two-dimensional case) admits

a non-trivial geodesic equivalence if and only if its geodesic ow is quadratically

integrable.

Comment. In fact, by the Dini theorem, one usually means the statement
that, under the above assumptions, the metric G can be reduced to a Liouville
form. This is equivalent to the �rst part of Theorem 15.13, since the separa-
tion of variables follows immediately from the existence of a quadratic integral
(see Chapter 6).

Note that the classical Dini theorem is usually understood in local sense.
But we have formulated a global result, which is related also to closed two-
dimensional surfaces. Its globality consists in the fact that the formula for
the quadratic integral F can be written in a canonical way as a whole, that is,
on the entire two-dimensional surface M . This leads to several interesting global
consequences.

Corollary. There are no geodesically equivalent metrics on two-dimensional

closed surfaces with negative Euler characteristic (that is, di�erent from the sphere,

the projective plane, the torus, and the Klein bottle).

The proof follows from the Dini theorem and the fact that there are no
quadratically integrable geodesic ows on such surfaces (see Chapter 11).

Note that, on a two-dimensional surface M (including those of genus g > 1),
there can exist local Liouville metrics with non-integrable geodesic ows. Here,
by a local Liouville metric we mean a metric for which there exist local Liouville
coordinates in a neighborhood of every point x 2 M . In particular, in such
a neighborhood, its geodesic ow possesses a quadratic integral. However, it
cannot be possible, in general, to glue those (local) integrals together into a global
quadratic integral. As an example, one can take a constant negative curvature
metric on a sphere with handles, which is a local Liouville metric, but its geodesic
ow is not (globally) integrable.

The second part of the global Dini theorem makes it possible to construct
non-trivial examples of geodesically equivalent metrics on the sphere and torus.
Moreover, all such metrics can be classi�ed by using the uniqueness of a quadratic
integral F . The only exception is the constant curvature metric on the sphere,
for which there exist two independent quadratic integrals. In this case, the following
statement holds.

Corollary. Any Riemannian metric that is geodesically equivalent to a constant

curvature metric on the sphere is a constant curvature metric itself.
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Remark. At �rst glance it seems that we obtain a possibility to construct
many new metrics that are geodesically equivalent to a given metric G (by applying

the Dini theorem step by step). However, in fact, the \Dini map" G ! bG is,
in some sense, an involution. Roughly speaking, after the second iteration, we
return to the initial metric G. More precisely, the obtained family of geodesically

equivalent metrics of type bG has only one parameter, i.e., is homeomorphic
to an interval. By choosing an appropriate quadratic integral F , we can jump

(by using the \Dini map" G! bG) from one point of this interval to any other.

15.6. GENERALIZED DINI{MAUPERTUIS PRINCIPLE

We have already discussed two well-known theorems, which give a method
to construct examples of orbitally equivalent Hamiltonian systems. The �rst
theorem is the Maupertuis principle, which states that a natural system restricted
to its isoenergy surface is orbitally equivalent to the geodesic ow of some metric,
which is explicitly described. The second statement is the Dini theorem, which
says that the geodesic ow of a Riemannian metric on a two-dimensional surface
possesses a non-trivial quadratic integral if and only if there exists another metric
with the same geodesics. Moreover, from each such metric, we can canonically
construct a quadratic integral, and vice versa, from each quadratic integral, we can
uniquely construct a metric with the same geodesics. Note that the geodesic
equivalence implies the orbital equivalence on isoenergy surfaces.

We now formulate the statement, which generalizes and combines these two
theorems (in the case of dimension 2).

For a quadratic integral F , we use the notation F = B � U , where B is
the quadratic (in momenta) part of F , and U is a smooth function on M which
does not depend on momenta.

Theorem 15.14. Consider the natural system with the Hamiltonian H =
K � V on a two-dimensional manifold M , where K is the kinetic energy,

and �V is the potential (the sign \minus" is taken for convenience). Let

F be a quadratic (in momenta) integral of the system having the form F =
B � U , where B is a positive de�nite quadratic form (in momenta), and

the function U is positive everywhere on M . (These conditions can always be

attained by taking an appropriate linear combination with the Hamiltonian H .)
Consider the restriction of the initial Hamiltonian system to the invariant three-

dimensional level Q = fF = 0g of the integral F . Then, on the level Q, this system

is smoothly orbitally equivalent to the geodesic ow given by the Hamiltonian

eH =
detB2

detK2
� KB�1K

U
:

Moreover, the orbital equivalence of these two systems takes place in a strong sense,

i.e., it commutes with the natural projection onto the base M . This means that

the geodesics of the metric and the trajectories of the initial natural system on M
just coincide.
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Comment. Thus, to construct orbitally equivalent systems, we can restrict
a Hamiltonian system not only to a level of the Hamiltonian fH = constg
(as in the classical Maupertuis principle), but also to a level of any quadratic integral
fF = constg.

Corollary. The classical Maupertuis principle is a particular case of Theo-

rem 15.14.

Proof. Consider the function F = H � h0 as a quadratic integral and apply
the formula of Theorem 15.14. �

Corollary. The second part of the Dini theorem is a particular case of Theo-

rem 15.14.

Proof. In the case of geodesic ows, the potential V is absent, so we have
H = K and F = B . Restricting the geodesic ow to the level fF � 1 = 0g and
applying Theorem 15.14, we obtain

eH =
detB2

detK2
� KB�1K

1
:

The formula obtained coincides with that from the second part of the Dini theorem
(see Theorem 15.13 (b)). �

Proof (of Theorem 15.13). We shall use the existence of Liouville coordinates
for quadratically integrable natural systems on two-dimensional surfaces. According
to Theorem 15.2, in terms of such coordinates u; v , the Hamiltonian H and
the integral F have the following form:

H =
p2u + p2v
f + g

+
Z +W

f + g
;

F =
gp2u � fp2v
f + g

+
gZ � fW

f + g
:

Let us compute eH in terms of u and v . It is clear that

B =
gp2u � fp2v
f + g

; K =
p2u + p2v
f + g

; U = �gZ � fW

f + g
:

By substituting this into the formula for eH , we obtain

eH =
�fp2u + gp2v

Zf�1 �Wg�1
:

The positive de�niteness of F implies f < 0 and Zf�1 �Wg�1 > 0. Thus, eH
is of the almost Liouville type. In this case, we know the explicit formulas for
geodesics (see Remark after Theorem 11.5). The result is as follows:

Z
dup�Z � af

�
Z

dvp�W � ag
= c :
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On the other hand, by using Proposition 15.1, we can obtain the explicit
expressions for the trajectories of the initial natural system on the level fF = 0g.
We get Z

dup�Z + hf
�
Z

dvp�W + hg
= c :

In both equations obtained, a and h are parameters. Setting h = �a, we can
evidently identify the above equations. Therefore, the trajectories of these systems
coincide, as required. �

Comment. It is an interesting question what a higher-dimensional analog
of the generalized Maupertuis{Dini principle is.

15.7. ORBITAL EQUIVALENCE

OF THE NEUMANN PROBLEM

AND THE JACOBI PROBLEM

A particular case of Theorem 15.14 is the statement on the orbital equivalence
of the Neumann problem (the motion of a point on the standard sphere in
a quadratic potential) and the Jacobi problem (geodesics on the ellipsoid). This
fact has been observed by H. Kn�orrer [184]. In this section, we obtain this
theorem as a direct and simple consequence of the generalized Maupertuis{Dini
principle.

Consider the motion of a point on the unit sphere S2 = fx2 + y2 + z2 = 1g
in R

3 (x; y; z) with a quadratic potential (Neumann problem). Let us write
this system in the sphere-conical coordinates �1; �2; �3 (see Chapter 8). Then
the metric on the standard 2-sphere, being written in the coordinates �2; �3 ,
takes the following form:

ds2 =
1

4
(�2 � �3)

�
� d�22
P (�2)

+
d�23
P (�3)

�
:

where P (�) = (a+ �)(b+ �)(c+ �). The quadratic potential

U = ax2 + by2 + cz2

in sphere-conical coordinates becomes

U = a+ b+ c+ (�2 + �3) :

Thus, the Hamiltonian of the Neumann problem is

H = 2 � �P (�2)p
2
2 + P (�3)p

2
3

�2 � �3
+ (a+ b+ c+ �2 + �3) :
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We see that in these coordinates, the variables are separated; so the Neumann
system has the quadratic integral

F = 2 � �3P (�2)p
2
2 � �2P (�3)p

2
3

�2 � �3
� �2�3 :

This integral satis�es the conditions of Theorem 15.14 (generalized Maupertuis{
Dini principle). Therefore, the trajectories of the Neumann problem lying

on the level fF = 0g coincide with the geodesics of the metric eG related to
the following Hamiltonian:

eH =
�2P (�2)p

2
2 � �3P (�3)p

2
3

�2 � �3
:

The metric eG is not a metric on the ellipsoid yet, however, it is geodesically
equivalent to the ellipsoid metric. To verify this, we apply the Dini theorem

and construct a new (geodesically equivalent) metric bG from the metric eG.

The metric bG is de�ned by the formula

bG = (det eG)�2(det eF )�2 eG eF eG :

Here the additional integral is taken as follows:

eF =
�2�3

�2 � �3
(�P (�2)p22 + P (�3)p

2
3) :

A direct calculation yields

bG =

�
1

�3
� 1

�2

��
� d�22
�22P (�2)

+
d�23

�23P (�3)

�
:

It turns out that metric bG obtained is (isometric to) the metric on the ellipsoid.
To see this, one just needs to make the following transformation:

�2 = ��1
3 ; �3 = ��1

2 :

As a result, the metric is reduced to the form

ds2 = (�2 � �3)

�
�2 d�

2
2bP (�2) �

�3 d�
2
3bP (�3)
�
;

where bP (�) = abc

�
�+

1

a

��
�+

1

b

��
�+

1

c

�
:

That is actually the metric on the ellipsoid ax2+ by2+ cz2 = 1, which is written
in elliptic coordinates.
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In fact, we have constructed here a smooth mapping � from the ellipsoid
into the unit sphere under which geodesics on the ellipsoid are sent to tra-
jectories of the Neumann problem on the sphere: a point of the ellipsoid
with elliptic coordinates �2; �3 is mapped to the point on the sphere with
sphere-conical coordinates �2 = ��1

3 , �3 = ��1
2 . This mapping has a very

natural geometrical meaning: � is just the Gauss map from the ellipsoid
to the sphere (i.e., �(x) = ~n(x), where ~n(x) is the unit normal to the ellipsoid
at the point x).

Theorem 15.15 (Kn�orrer [184]). Under the Gauss map of the ellipsoid,

its geodesics turn to the trajectories of the Neumann problem on the sphere.

In particular, the Neumann problem (the motion of a point on the standard sphere

in the quadratic potential) on the zero level surface fF = 0g of the quadratic

integral F indicated above is orbitally equivalent to the Jacobi problem (the geodesic
ow on the triaxial ellipsoid).

Just in the same way, one can prove the generalization of this theorem obtained
by A. P. Veselov [353]. He has shown that the trajectories of the generalized
Jacobi problem (the motion of a point on the ellipsoid in the spherical poten-
tial; see the next section) are transformed to the trajectories of the Neumann
problem under the Gauss map. Moreover, this mapping preserves the foliation
of the (co)tangent bundle into three-dimensional level surfaces of the additional
quadratic integrals.

15.8. EXPLICIT FORMS OF SOME REMARKABLE

HAMILTONIANS AND THEIR INTEGRALS

IN SEPARATING VARIABLES

In this section, we present the Hamiltonians and integrals of some well-known
integrable systems in the elliptic and sphere-conical coordinates. These formu-
las can be useful for di�erent kinds of calculations, in particular, for an ex-
plicit integration of systems, since the variables are separated in these coordi-
nates.

Recall that by �1; �2; �3 and �1; �2; �3 we denote the elliptic coordinates and
the sphere-conical coordinates in R3 , respectively. These coordinates are connected
with the usual Cartesian coordinates x; y; z in R

3 by the formulas indicated
in Chapter 13.

We consider here the following integrable Hamiltonian systems: geodesic ows
on the sphere, on the ellipsoid, and on the Poisson sphere; the Neumann system
that describes the motion of a point on the standard sphere in the quadratic
potential U = ax2 + by2 + cz2 ; the generalized Jacobi problem that describes
the motion of a point on the ellipsoid in the spherical potential U = x2 + y2 + z2 ;
and �nally, the Clebsch case in rigid body dynamics in an ideal uid (with zero
area constant). We give below a list of the Hamiltonians and integrals of these
systems.
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1. The geodesic ow on the standard sphere:

H =
2

�2 � �3
(�P (�2)p22 + P (�3)p

2
3) ;

F =
2

��1
3 � ��1

2

�
P (�2)p

2
2

�2
� P (�3)p

3
2

�3

�
:

2. The geodesic ow on the triaxial ellipsoid (Jacobi problem):

H =
2

�2 � �3

�
P (�2)p

2
2

�2
� P (�3)p

2
3

�3

�
;

F =
2

��1
3 � ��1

2

�
P (�2)p

2
2

�22
� P (�3)p

2
3

�23

�
:

3. The geodesic ow on the Poisson sphere (Euler case):

H =
2

��1
3 � ��1

2

�
P (�2)p

2
2

�2
� P (�3)p

3
2

�3

�
;

F =
2

�2 � �3
(�P (�2)p22 + P (�3)p

2
3) :

4. The motion of a point on the sphere in a quadratic potential (Neumann
problem):

H =
2

�2 � �3
(�P (�2)p22 + P (�3)p

2
3) + �2 + �3 ;

F =
2

��1
3 � ��1

2

�
P (�2)p

2
2

�2
� P (�3)p

3
2

�3

�
� �2�3 :

5. The motion of a point on the ellipsoid in the spherical potential (generalized
Jacobi problem):

H =
2

�2 � �3

�
P (�2)p

2
2

�2
� P (�3)p

2
3

�3

�
+ �2 + �3 ;

F =
2

��1
3 � ��1

2

�
P (�2)p

2
2

�22
� P (�3)p

2
3

�23

�
+ �2�3 :

6. The Clebsch case (with zero area constant):

H =
2

��1
3 � ��1

2

�
P (�2)p

2
2

�2
� P (�3)p

3
2

�3

�
� �2�3 ;

F =
2

�2 � �3
(�P (�2)p22 + P (�3)p

2
3) + �2 + �3 :

In all these formulas, P (�) = (�+ a)(� + b)(�+ c).
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Comment. Let us notice the following interesting fact. The Hamiltonian H
and the integral F of the geodesic ow on the Poisson sphere (see item 3) are
in fact obtained by interchanging the Hamiltonian and integral of the geodesic
ow on the standard sphere (see item 1). This fact, however, can be observed
without any formulas, since the additional integral in the Euler case is the scalar
square of the kinetic momentum, that is, in fact, the Euclidean metric restricted
to the sphere. So, we see here some kind of duality between two integrable systems.
One of them is the geodesic ow on the sphere, the other is that on the Poisson
sphere.

Comment. Items 4 and 6 are connected by an analogous duality. In other
words, by interchanging the Hamiltonian H and the integral F of the Neumann
problem, we obtain the Hamiltonian and the integral of the Clebsch case. Some
kind of explanation of this duality consists in the fact that there are not so many
integrable cases with simple potentials. It is clear that by interchanging H and F
in the Neumann problem, we obtain some integrable natural system on the Poisson
sphere with a quite simple potential. So, it is not surprising that this system
coincides with the Clebsch case, which can also be thought of as a natural system
on the Poisson sphere with a simple potential.

Comment. Recall that by the Clebsch case we mean a special case of Kirchho�
equations that describe the motion of a rigid body in an ideal uid. These
equations can naturally be written as a Hamiltonian system on the six-dimensional
Lie coalgebra e(3)� of the orthogonal a�ne group E(3). However, as is seen above,
this system can be restricted to a special four-dimensional submanifold M4

0 � e(3)� ,
which is a coadjoint orbit given in e(3)� = R

6 (r; s) by

r21 + r22 + r23 = 1 ;

r1s1 + r2s2 + r3s3 = 0 :

As a result, we obtain a natural system on the sphere (more precisely, on the Poisson
sphere). Just this system is meant in item 6 (by the name of the \Clebsch case").

Comment. Many of the above results remain true for higher-dimensional
analogs of the listed integrable systems.

Comment. By comparing items 2 and 6, we observe that, after having
applied the Maupertuis principle to the Clebsch case, we obtain the geodesic ow
on the ellipsoid. This fact itself has already been known; however, here it follows
immediately from the explicit formulas for the two problems.

Comment. The above list of quadratically integrable Hamiltonians is natural
and, in some sense, complete. To explain this idea, consider the following problem:
describe the potentials U which give quadratically integrable natural systems
on the sphere, ellipsoid, and Poisson sphere. This question has been discussed
in a number of papers (see, for example, [38], [100], [109], [197], and [354]).
In particular, in a paper by O. I. Bogoyavlenski�� [38], such potentials have been
also described for n-dimensional case. In Theorem 15.2, we have obtained, in fact,
the general form of such potentials. If the metric is reduced to a Liouville
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form (it is always possible in our case), then the desired potentials in Liouville
coordinates u; v become

U =
Z(u) +W (v)

f(u) + g(v)
;

where f; g; Z;W are some smooth functions. In our case, the potentials U should
have the following form:

Uon the sphere =
Z(�2)�W (�3)

�2 � �3
;

Uon the ellipsoid =
Z(�2)�W (�3)

�2 � �3
;

Uon the Poisson sphere =
Z(�2)�W (�3)

��1
2 � ��1

3

:

In these formulas, we only need to require the functions (potentials) U
to be smooth. This condition is not trivial, since the elliptic and sphere-conical
coordinates have singularities. For example, if Z and W are polynomials, then they
should be connected by the relation

Z = �W :

Let us see what we obtain in the case of simple polynomials W and Z .
In the cases of the sphere and the ellipsoid, the �rst non-trivial potentials U can
be obtained if Z and W are polynomials of degree 2. Then the corresponding
potentials take the form

Uon the sphere =
�22 � �23
�2 � �3

= �2 + �3 ;

Uon the ellipsoid =
�22 � �23
�2 � �3

= �2 + �3 :

As a result, we just obtain the Neumann problem and the generalized Jacobi
problem (see items 4 and 5).

Of course, one can take any polynomials (not necessarily quadratic ones). Then
the potential U becomes

U =
Q(�2)�Q(�3)

�2 � �3
:

It is easy to see that, in this case, U is a symmetric polynomial in �2 and �3 .
Therefore, U can be expressed as a polynomial in �2+�3 and �2�3 . The function H
obtained will be smooth on the sphere, since

�2 + �3 = ax2 + by2 + cz2 � (a+ b+ c) ;

�2�3 = abc

�
x2

a
+
y2

b
+
z2

c

�
:
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A disadvantage of such potentials (we mean degZ; degW > 2) is that,
in Cartesian coordinates, they become polynomials of degree at least 4. Therefore,
in this construction, the Neumann problem is the simplest case, i.e., the �rst in this
series of potentials.

In the case of the ellipsoid, the situation is similar. We only need to change
the sphere-conical coordinates by elliptic ones in our arguments.

The functions Z and W need not to be polynomials. It is possible, for example,
in the case of the ellipsoid, to put Z = ��1 , W = ���1 . Then we obtain
the following integrable potential:

U =
��1
2 � ��1

3

�2 � �3
= � 1

�2�3
;

this can be rewritten in Cartesian coordinates as

U =
1

abc
�
x2

a2
+ y2

b2
+ z2

c2

� :
Another natural family of integrable potentials can be obtained by setting

Z =
const

a+ �
, W = � const

a+ �
. Substituting this into the expression for the potential,

we obtain

U = const

1
�
2
+a � 1

�
3
+a

�2 � �3
= � const

(�2 + a)(�3 + a)
= � a � const

(a� b)(a� c)
� 1

x2
:

Since const denotes an arbitrary constant, after renaming, we obtain the inte-

grable potential U =
�

x2
. Clearly, we can proceed in the same way for the other

coordinates y and z . As a result, we get the family of integrable potentials
on the ellipsoid described by V. V. Kozlov in [197]:

U =
�

x2
+

�

y2
+



z2
:

One should, however, remark that this potential has a singularity on the ellipsoid.
To obtain the case of the sphere, it is su�cient to replace � by � . For example,

one can obtain the following potential:

U =
��1
2 � ��1

3

�2 � �3
=

1

��2�3
;

or in Cartesian coordinates x; y; z ,

U =
1

abc
�
x2

a + y2

b + z2

c

� :
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On the Poisson sphere the potential U has the form

Uon the Poisson sphere =
Z(�2) +W (�3)

��1
2 � ��1

3

:

The simplest case is Z(�) = �W (�) = � . This leads us to the potential

U =
�2 � �3

��1
2 � ��1

3

= ��2�3

which is just the Clebsch case. As above, Z and W are not necessary polynomials.
The only condition is that the corresponding potential U should be smooth.
So, the above list (items 4, 5, and 6) contains just the simplest integrable potentials.

Comment. By introducing the potentials like ��1
2 ��1

3 , we observe some new

isomorphisms. Indeed, by adding the potential � 1

�2�3
to the Hamiltonian H

in the Jacobi problem, we obtain a new Hamiltonian

H =
2

�2 � �3

�
P (�2)p

2
2

�2
� P (�3)p

2
3

�3

�
� 1

�2�3
:

The corresponding system describes the motion of a point on the ellipsoid
in the potential

U =
1

abc
�
x2

a2
+ y2

b2
+ z2

c2

� :
Now, by applying the Maupertuis principle, it is easy to verify that this system is
equivalent to the Euler case (see item 3).

Corollary. The Euler case (on the level fH = 0g) is orbitally equivalent

to the natural system that describes the motion of a point on the ellipsoid

x2

a
+
y2

b
+
z2

c
= 1

in the potential

U =
�1

abc
�
x2

a2
+ y2

b2
+ z2

c2

� :
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Chapter 16

Euler Case in Rigid Body Dynamics

and Jacobi Problem about Geodesics

on the Ellipsoid. Orbital Isomorphism

16.1. INTRODUCTION

We have already discussed the theory of the classi�cation of integrable Hamiltonian
systems with two degrees of freedom up to homeo- and di�eomorphisms preserving
trajectories. The main idea of this theory can be briey formulated in the following
way. Consider two integrable Hamiltonian systems with two degrees of freedom
v1 and v2 restricted to their regular compact isoenergy submanifolds Q1 and Q2 .
It is assumed that these systems satisfy some natural conditions. We shall not list
them here, referring the reader to Chapters 3{8, and pointing out that most known
integrable Hamiltonian systems satisfy these conditions. In [46], [53] we have
described complete sets of invariants which allow one to compare the dynamical
systems (v1; Q1) and (v2; Q2) up to orbital equivalence, i.e., to answer the question
whether there exists a homeomorphism (di�eomorphism) �:Q1 ! Q2 sending
trajectories of the �rst system to those of the second one.

After having constructed the general classi�cation theory, we may ask ourselves
whether and how the orbital invariants of integrable Hamiltonian systems can be
calculated in speci�c problems. Shall this theory really work, if we actually want
to compare two concrete systems and �nd out if they are equivalent? In this chapter,
we would like to demonstrate that the answer to this question is positive. We discuss
here the results obtained in [55], [58], [59]. The calculation of orbital invariants
for some concrete integrable systems are also in [270], [275], [312].

Note that there exist also other methods which allow one to discover isomor-
phisms between di�erent integrable systems. See, for example, [1], [2], [35], [49],
[184], [193], [353]. Besides, in the previous chapter, we also discuss some methods for
constructing orbitally equivalent integrable systems on the basis of the Maupertuis
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principle and its generalizations. However, in this chapter, we approach the problem
of orbital isomorphisms in a quite di�erent way, using the theory of invariants
of integrable systems.

We consider here two famous integrable Hamiltonian systems: the Jacobi
problem about geodesics on the ellipsoid [167] and the integrable Euler case in rigid
body dynamics [111], [112]. In this chapter, we prove the existence of an orbital
homeomorphism between them.

Then, using smooth orbital invariants, we show that from the smooth point
of view the Euler case and the Jacobi problem are not orbitally equivalent [51].
It turns out there exists a smooth invariant which is di�erent for the two systems.

Before passing to exact formulations, we recall briey the nature of orbital
invariants, using these two classical problems as a model example.

16.2. JACOBI PROBLEM AND EULER CASE

Consider an ellipsoid X in the three-dimensional Euclidean space given by

x2

a
+
y2

b
+
z2

c
= 1 ;

where a < b < c.
The geodesic ow on the ellipsoid is a Hamiltonian system on the cotangent

bundle T �X with the standard symplectic structure. The Hamiltonian of this
system is

H(q; p) =
1

2

X
gij(q)pipj =

1

2
jpj2 ;

where gij(q) is the induced Riemannian metric on the ellipsoid X , and (q; p) 2 T �X ,

q 2 X , p 2 T �qX . The isoenergy surface Q3 = f2H = jpj2 = 1g in this case is

a S1 -�bration over X (unit covector bundle). The geodesic ow on the ellipsoid
admits an additional integral

fJ = abc

�
x2

a2
+
y2

b2
+
z2

c2

��
_x2

a
+

_y2

b
+

_z2

c

�
:

Here ( _x; _y; _z) is the tangent vector to a geodesic (we identify tangent and cotangent
vectors in the usual way).

The second system (Euler case) is given by the standard Euler{Poisson equations
and describes the motion of a rigid body �xed at its center of mass:

dK

dt
= [K;
] ;

d

dt
= [;
] :

Here vector K = (s1; s2; s3) is the kinetic momentum vector of the body,

 = (As1; Bs2; Cs3) is its angular velocity vector,  = (r1; r2; r3) is the unit vertical
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vector (the coordinates of these vectors are written in the orthonormal basis which
is �xed in the body and whose axes coincide with the principal axes of inertia).
The parameters A;B;C of the problem are the inverses of the principal moments
of inertia of the rigid body. We suppose they are all di�erent, and A < B < C .

It is well known (see Chapter 14) that this system of di�erential equations
is Hamiltonian in the six-dimensional space R

6 (s1; s2; s3; r1; r2; r3) considered
as the dual space of the Lie algebra e(3) = so(3) + R

3 , where si 2 so(3), and
ri 2 R3 . Recall that the Poisson structure is given here by the following formulas:

fsi; sjg = "ijksk ; fsi; rjg = "ijkrk ; fri; rjg = 0 :

The Hamiltonian of the system is

H =
1

2
(As21 +Bs22 + Cs23) :

Recall that the system of Euler{Poisson equations always has two additional
integrals (the Casimir functions of the Poisson structure):

f0 = jj2 = r21 + r22 + r23 ;

g = (K; ) = s1r1 + s2r2 + s3r3 :

Consider the four-dimensional invariant submanifold M4 = ff0 = 1; g = 0g
and restrict the system under consideration on it. The Poisson bracket de�nes
a symplectic structure ! on M4 . It is not hard to check (see Chapter 15) that
the symplectic manifold (M4; !) obtained is symplectomorphic to the cotangent
bundle of the two-dimensional sphere.

Thus, under the above assumptions the Euler-Poisson equations can be viewed
as a Hamiltonian system with two degrees of freedom on T �S2 . This system is
Liouville integrable by means of the additional integral

fE = s21 + s22 + s23 :

The isoenergy surface Q3 = f2H = 1g in the Euler case has the same topological
structure as the one in the Jacobi problem, being di�eomorphic to the unit
(co)vector bundle over the sphere.

As a result, both the systems (Jacobi problem and Euler case) can be considered
as Hamiltonian systems on the cotangent bundle of the sphere. Moreover, the Euler
case (under above assumptions) can be thought of as the geodesic ow of a special
metric on the sphere (see Chapter 15). The sphere with this metric is usually called
the Poisson sphere. The Poisson sphere and the ellipsoid are not isometric.

By vJ (a; b; c) and vE(A;B;C) we denote the restrictions of the Jacobi and Euler
systems to their isoenergy surfaces QJ = f2HJ = 1g and QE = f2HE = 1g
respectively, where HJ and HE are the Hamiltonians of the Jacobi problem and
the Euler case indicated above.

Remark. Note that, due to the homogeneity of HJ and HE , the orbital
structure of the systems does not depend on the choice of energy level. In other
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words, when the energy level changes, each system remains orbitally equivalent
to the initial one.

Thus, we have two dynamical systems vJ(a; b; c) and vE(A;B;C) given
on di�eomorphic isoenergy three-dimensional manifolds. We want to �nd out
whether these systems are similar in some sense. In particular, are they orbitally
equivalent? If yes, then topologically or smoothly?

16.3. LIOUVILLE FOLIATIONS

Following the general scheme of the orbital classi�cation theory for integrable
Hamiltonian systems, if we want to �nd out whether two given systems are
equivalent, then we should begin with studying and comparing their Liouville
foliations.

Every integrable Hamiltonian system de�nes the structure of a foliation with
singularities on the symplectic manifold (as well as on the isoenergy surface). If H
is the Hamiltonian of the system, and f is its �rst integral independent of H
almost everywhere, then the Liouville foliation is de�ned as the decomposition
of the manifold into connected components of common level surfaces of f and H .
In the general case, a Liouville foliation may depend on the choice of an additional
integral. However, for non-resonant systems (under some additional assumptions
like non-degeneracy) the foliation is uniquely de�ned, since almost all leaves can
be characterized as the closures of trajectories. Besides, the Liouville foliation can
be de�ned independently of an additional integral. It can be done, for example,
as follows. We say that points x; y 2 M are equivalent if f(x) = f(y) for any
smooth additional integral f of the Hamiltonian system. It is clear that it is really
an equivalence relation. Then, by de�nition, the Liouville foliation on M is said
to be its decomposition into the equivalence classes (a leaf is an equivalence class).

Theorem 16.1. The Liouville foliation related to the Hamiltonian systems

vJ (a; b; c) and vE(A;B;C) on isoenergy surfaces are di�eomorphic. In other words,

the Jacobi problem and the Euler case are Liouville equivalent.

Proof. To prove this statement one may just compute the marked molecule
of the two systems. It has been done above. In both cases the molecules are
similar and have the form shown in Fig. 12.35(a). Another method of proof
is to construct an explicit deformation of one system into the other, which
does not change the topology of the foliation. Such a deformation has been indicated
in Section 15.3.3.

We con�ne ourselves to the explicit description of the Liouville foliation structure
by constructing a quite simple model. Consider the sphere S2 = fx2+ y2+ z2 = 1g
and the unit covector bundle over it Q3 S1

�! S2 (Hopf �bration). Consider a smooth
function h(x; y; z) = �x2 + �y2 + z2 (where � < � <  ) on the sphere and lift it
to Q3 in the natural way by assuming it to be constant on each leaf. The function h
foliates Q3 into its level surfaces. Denote this foliation by Lh . Notice that
the topology of this foliation obviously does not depend on the choice of a metric
on the sphere and on the choice of �; �;  .
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It is easy to see that the foliation consists of four one-parameter families
of Liouville tori, four circles (into which the tori from the families are shrunk),
and one singular leaf of type K � S1 , where K is a graph consisting of two circles
intersecting transversally at two points.

We assert that the Liouville foliations of systems vJ(a; b; c) and vE(A;B;C) are
isomorphic to Lh . Let us show this.

First consider the Euler case. Here the foliation is given by the function
(additional integral)

fE = s21 + s22 + s23

on the common level surface of three functions

f0 = r21 + r22 + r23 = 1 ;

g = s1r1 + s2r2 + s3r3 = 0 ;

2H= As21 +Bs22 + Cs23 = 1 :

The �rst two of these functions determine the manifold M4
0 di�eomorphic

to the (co)tangent bundle of the sphere, the third one (Hamiltonian) selects
the set of unit (co)vectors in the cotangent bundle. Here  = (r1; r2; r3) is a point
on the sphere, K = (s1; s2; s3) is a (co)tangent vector at this point.

We now make the following simple transformations. The idea is to interchange
\coordinates" and \momenta". Put

x =
p
As1 ; y =

p
Bs2 ; z =

p
Cs3 ;

px =
r1p
A
; py =

r2p
B
; pz =

r3p
C
:

After this change the functions become

2H= x2 + y2 + z2 = 1 ;

g = xpx + ypy + zpz = 0 ;

f0 = Ap2x +Bp2y + Cp2z = 1 :

Thus, we can interpret the same isoenergy surface in another way, considering it
as the unit covector bundle over the sphere f2H = x2 + y2+ z2 = 1g (but not over
the sphere ff0 = 1g as before). As a result, the additional integral can be written
as a function on the base

fE =
x2

A
+
y2

B
+
z2

C
;

which immediately leads us to the above model Lh .
The similar construction can be carried out for the Jacobi problem, but

we shall proceed in a di�erent way. As we remarked above, both systems can
be viewed as geodesic ows on the sphere. We have shown in Chapter 15, that
the corresponding metrics admit a very simple deformation one to the other
in the class of metrics with integrable geodesic ows. Moreover, under this

Copyright 2004 by CRC Press LL



deformation the Liouville foliation will be changed without bifurcations. As a result,
we obtain a smooth isotopy between the Liouville foliations related to our systems
vJ (a; b; c) and vE(A;B;C). �

Thus, we have shown that the systems in question have the same Liouville
foliation and described this foliation by means of a model example. It is clear that
this condition is necessary for the orbital equivalence of the systems. However,
we can say nothing yet about the behavior of trajectories on Liouville tori
(i.e., on the leaves of the Liouville foliation). The next step is to examine orbital
invariants of the systems.

16.4. ROTATION FUNCTIONS

The main orbital invariant of a system is the rotation function. Recall that
the rotation number of a Hamiltonian system on a Liouville torus is de�ned
in the following way. According to the Liouville theorem, on the torus there exists
a coordinate system ('1; '2) in which the Hamiltonian system straightens and takes
the form

d'1
dt

= !1 ;

d'2
dt

= !2 :

The rotation number on the given torus is de�ned to be the ratio � = !1=!2 .
Clearly, this number depends on the Liouville torus. On the isoenergy surface these
tori form one-parameter families, whose parameter is, for example, an additional
integral f . As a result, on each one-parameter family of tori the rotation
function �(f) appears.

In essence, the rotation function is the main orbital invariant of a system.
However, we should pay attention to the fact that the rotation function depends,
�rstly, on the choice of basis on a Liouville torus and, secondly, on the choice
of an additional integral of the system.

The dependence on the choice of basis can be easily avoided, if for the systems
to be compared we choose the basis cycles on Liouville tori in a common way (we use
here the fact that the foliations are isomorphic). For example, in our case for
the Liouville foliation (see the model example above) we can suggest the following
simple rule for choosing basis cycles.

Recall that the isoenergy surface has the structure of a S1 -�bration, each
of whose �bers lies on some Liouville torus. It is easy to see that this S1 -�bration is
uniquely de�ned up to isotopy. Therefore, as the �rst uniquely de�ned basic cycle,
we can take the �ber � of this �bration.

Next, consider an arbitrary one-parameter family of Liouville tori. These tori
are contracted into a singular �ber (stable periodic trajectory). Therefore, on each
of the tori we can uniquely de�ne a disappearing cycle �, which shrinks into a point
as the tori tend to the stable periodic trajectory. We take � as the second basis
cycle.
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Thus, we have de�ned bases on Liouville tori in a canonical way. Now, after
having �xed the bases, we can write down the explicit formulas for the rotation
functions.

The parameter t on a family of Liouville tori in the Jacobi problem is taken
as the value of the integral fJ , and in the Euler case the analogous parameter � is
taken as the inverse value of the additional integral fE , i.e., 1=fE . It is not hard
to check that the parameters t and � vary in the segments [a; b] and [A;B]
respectively. The values a; b; c and A;B;C are bifurcational: at these points
the bifurcations of Liouville tori happen. Any other value from the above segments
corresponds to a pair of regular Liouville tori on which the rotation numbers coincide
by symmetry argument.

We shall use the formulas for the rotation functions from Chapter 8. In fact,
there we have calculated them in a di�erent basis on Liouville tori. In order
to obtain the expressions in the basis (�; �) just described, we need to �nd
the transition matrix between the old basis and the new one. The old basis
was related to the elliptic coordinates �2; �3 on the ellipsoid and had the form
f�2 = constg and f�3 = constg. It is easy to check that for t 2 (b; c) the old and new
basis cycles are connected by relations

� = f�2 = constg+ f�3 = constg ;
� = f�2 = constg :

For t 2 (a; b) the analogous relations hold, but �2 and �3 have to be interchanged:

� = f�2 = constg+ f�3 = constg ;
� = f�3 = constg :

Using these relations and formulas for the rotation function in the old basis
(Section 13.3.1), we obtain the following expressions for it in the new basis (�; �).

Proposition 16.1. The rotation function in the Jacobi problem, written

in the basis (�; �), has the following form:
1) for a < t < b

�J(t) =

�aR
�t

�(u; t) du

+1R
0

�(u; t) du

;

2) for b < t < c

�J (t) = �

�tR
�c

�(u; t) du

+1R
0

�(u; t) du

;

where

�(u; t) =

r
u

(u+ a)(u+ b)(u+ c)(u+ t)
:
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Comment. To prove these formulas one should use the following well-known
relations in the theory of hyperelliptic integrals:

�tZ
�c

�(u; t) du =

�aZ
�b

�(u; t) du +

+1Z
0

�(u; t) du if t 2 (b; c) ;

�bZ
�c

�(u; t) du =

�aZ
�t

�(u; t) du +

+1Z
0

�(u; t) du if t 2 (a; b) :

Analogous expressions for the rotation functions can be written in the Euler
case. See also [18], [194], and [307]. All the arguments and transition formulas from
the old basis to the new one are quite similar.

Proposition 16.2. The rotation function in the Euler case, written in

the basis (�; �), has the following form:

1) for A < � < B

�E(�) =
1

�

�Z
A

	(u; �) du ;

2) for B < � < C

�E(�) = � 1

�

CZ
�

	(u; �) du ;

where

	(u; �) =
up

(u� �)(C � u)(B � u)(A� u)
:

Thus, we have described explicit formulas for the rotation functions in the cor-
responding bases. As we see, they do not coincide. But we should not expect
the coincidence, because the parameters t and � on the one-parameter families
of Liouville tori were chosen independently of each other. The necessary condition
for the orbital equivalence of the system is, of course, not the coincidence
of the rotation functions, but their conjugacy. In other words, there must exist
a monotone (strictly increasing) change t = t(�) such that �J(t(�)) = �E(�)
on every of the four one-parameter families of tori. If we are interested in topological
orbital equivalence, then the change must be a continuous map from [A;C] to [a; c].
In the smooth case this change must be smooth.

It turns out that in the continuous case such a change exists for appropriate
parameters (A;B;C) and (a; b; c).

To check this, it is su�cient to examine the limits and monotonicity of these
functions.

Let us introduce the following notation

k (a ; b ; c) = lim
t!a

�J(t) ;

l (a ; b ; c) = lim
t!c

�J(t) ;

K(A;B;C) = lim
t!A

�E(�) ;

L(A;B;C) = lim
t!C

�E(�) :
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It is easy to check that the explicit formulas for these limits are

k (a ; b ; c) =
�
q

a
(b�a)(c�a)

1R
0

�(u; a) du

;

l (a ; b ; c) = �
�
q

c
(c�a)(c�b)

1R
0

�(u; c) du

;

K(A;B;C) =
Ap

(B �A)(C �A)
;

L(A;B;C) = � Cp
(C �A)(C �B)

:

The following statement describes the qualitative behaviour of the rotation
functions �E(�) and �J(t).

Proposition 16.3.

1) The function �E(�) strictly increases on the intervals (A;B) and (B;C).
2) The function �J (t) strictly increases on the intervals (a; b) and (b; c).
3) lim

�!B�0
�E(�) = lim

t!b�0
�J(t) = �1 :

The �rst statement can be easily checked by straightforward calculation
of the rotation function. The second one is a little more complicated, but the idea
of the proof is the same: to di�erentiate the rotation function and just to check
that the derivative is positive (see [59] for details). The third statement follows
easily from the explicit formulas for the rotation functions. Let us notice, however,
that tending of � to in�nity as a torus approaches a saddle atom is a general fact
(provided the basis is chosen correctly).

Thus, the qualitative behavior of the rotation functions in the Jacobi problem
and Euler case is quite similar. It is clear that for monotone functions the only
condition for continuous conjugacy is the coincidence of their limits at the ends
of the intervals they are de�ned on. Therefore, the necessary and su�cient condition
for continuous conjugacy of the two rotation functions �J and �E are two equalities

l(a; b; c) = L(A;B;C) ;

k(a; b; c) = K(A;B;C) :

It follows from the general theory of the topological orbital classi�cation
of integrable systems that, in addition to the above invariants (i.e., two limits
of the rotation functions), in the given case there is only one more invariant, namely,
the �-invariant. Recall that, for each saddle bifurcation, � is de�ned to be the set
of multipliers of hyperbolic periodic trajectories lying on the singular leaf. These
multipliers are considered up to proportionality: (�1 : �2 : : : : : �n). However,
in both cases (Euler and Jacobi) this invariant is trivial, that is, � = (1 : 1).
The point is that in the molecule W there is the only saddle atom C2 (in other
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words, the only saddle bifurcation). Besides, both systems admit a natural
symmetry that interchanges the vertices of C2 , and therefore, the multipliers related
to these vertices coincide. This means that � = (� : �) = (1 : 1).

In fact, speaking about the vertices of the atom C2 , we just mean the closed
geodesic  of hyperbolic type (such a geodesic exists and is unique), which we should
consider as two di�erent geodesics (t) and (�t).

In fact, we have calculated the complete orbital invariant for each of the systems,
i.e., the t-molecule. Recall that the t-molecule is obtained from the usual marked
molecule W � by adding the rotation vectors on all of its edges and the �-invariant
on atoms. There are no other (topological) orbital invariants for the Euler and
Jacobi systems.

Theorem 16.2. The explicit form of the t-molecules for the Euler and Jacobi

systems is presented in Fig. 16.1.

Figure 16.1

Thus, to prove the equivalence of the Euler case and Jacobi problem we only
need to choose triples of parameters (a; b; c) and (A;B;C) for which the above
equalities hold.
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16.5. THE MAIN THEOREM

Let us formulate the general idea that makes it possible to establish the existence
of isomorphisms between di�erent classes of systems by means of the theory
of invariant, and then apply it in the case considered. Let us be given two
classes of systems fvg and fv0g, each of which depends on some parameters
(x1; x2; : : : xk) 2 U and (X1; X2; : : : ; Xl) 2 U 0 . Suppose that the systems considered
have the same topological type of Liouville foliation, so we need to compare only
a �nite number of invariants which depend continuously on the parameters. Denote
the space of these invariants by I (i.e., the space in which they take their values).
As a result, we obtain two mappings �:U ! I and �0:U 0! I , which send every
set of parameters to the set of invariants for the corresponding dynamical system.
In the space I two subsets (two \surfaces") �(U) and �0(U 0) appear. The points
of their intersections correspond to the pairs of equivalent systems. Using this
natural and visual construction, one can also recognize what values of parameters
and invariants correspond to equivalent systems, and conversely, which systems are
not equivalent.

We now turn to the Euler case and Jacobi problem. Consider two mappings

� : ( a; b; c ) ! ( k ( a; b; c ); l ( a; b; c ) ) 2 R2 ;
� : (A;B;C)! (K(A;B;C); L(A;B;C)) 2 R2 ;

which assign the pair of orbital invariants to each ellipsoid and to each rigid
body. The properties of these mappings and their images in the \space of
invariants" turned out to be absolutely identical for the classes of systems
fvJ (a; b; c)g and fvE(A;B;C)g.

Proposition 16.4 [58], [271].
a) � ( a ; b ; c ) = � ( a0 ; b0 ; c0 ) if and only if the triples of parameters

(a; b; c) and (a0; b0; c0) are proportional, i.e., the corresponding ellipsoids are similar.

b) �(A;B;C) = �(A0; B0; C 0) if and only if the triples of parameters

(A ; B ; C) and (A0 ; B0 ; C 0) are proportional, i.e., the inertia ellipsoids of

the corresponding rigid bodies are similar.

c) The images of � and � coincide and have the following form on the two-

dimensional plane R2 (x; y):
fx > 0; y < �1g :

This statement implies immediately the following main theorem.

Theorem 16.3. The Jacobi problem (geodesic ow on the ellipsoid) and

the Euler case (in rigid body dynamics) are topologically orbitally equivalent

in the following exact sense. For any rigid body there exists an ellipsoid

(and vice versa, for any ellipsoid there exists \a rigid body") such that the corre-

sponding systems vJ (a; b; c) and vE(A;B;C) are topologically orbitally equivalent.

The parameters a; b; c and A;B;C related to equivalent systems are uniquely de�ned

up to proportionality.

Remark. We put \a rigid body" in quotation marks, because in our theorem
the parameters A;B;C are assumed to be arbitrary, whereas for a real rigid body
they must satisfy the triangle inequality.
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16.6. SMOOTH INVARIANTS

In conclusion, we discuss the question about the smooth orbital equivalence between
the Jacobi problem and the Euler case. To answer it, we can use the smooth
orbital classi�cation theory for integrable Hamiltonian systems with two degrees
of freedom. According to Chapter 8, the smooth orbital invariants are some power
series (this is connected with the necessity to sew the derivatives of all orders). Since
we are going, in fact, to prove the non-equivalence of the systems in the smooth
sense, it is natural to begin with examination of �rst terms of these series to �nd
at least one invariant which distinguishes them.

To that end it is su�cient to consider the rotation function again. This
time we shall examine their asymptotic behavior as t ! b and � ! B , i.e.,
as a Liouville torus approaches the saddle critical level of the additional integral.
In our case, this level, from the topological point of view, is the direct product
K � S1 , where S1 is the circle, and K is the planar graph presented as two circles
intersecting at two points. This singular level contains two hyperbolic trajectories
fx1g � S1 and fx2g � S1 , where x1 and x2 are the vertices of K .

We begin with the following general remark. Let �(t) be the rotation function
of some integrable Hamiltonian system related to a �xed pair of basis cycles (�; �)
on a one-parameter family T 2(t) of Liouville tori. Here t is a parameter
of the family. Let t0 be a bifurcational value of t, i.e., the tori T 2(t) tend
to a singular leaf as t ! t0 . Suppose that this leaf contains a closed hyperbolic
trajectory of the system, and consider the asymptotics of �(t) as t! t0 .

Proposition 16.5. Let the �rst basis cycle � be isotopic to the hyperbolic

trajectory lying on the singular leaf. Then, as t! t0 , we have

�(t) = � ln jt� t0j+ q(t) ;

where q(t) is a function continuous at t0 . The coe�cient � is the sum of the inverse

values of the multipliers of all hyperbolic trajectories lying on the singular leaf and

belonging to the closure of the family of tori.

It follows from this statement that � is a smooth orbital invariant of the system
(even in the sense of C1 -smoothness), because the multipliers of hyperbolic
trajectories are preserved under C1 -di�eomorphisms.

This fact, however, easily follows from the conjugacy condition for the rotation
functions. Indeed, if we make a smooth change

t = t(�) = t0 + a0(� � �0) + a1(� � �0)
2 + : : : = t0 + (� � �0)g(�) ;

where g(�) is a smooth function, g(�0) 6= 0, and t(�0) = t0 , then

�(t(�)) = � ln j(� � �0)g(�)j + q(t(�)) = � ln j� � �0j+ eq(�) ;
where eq(�) is continuous at �0 .

Thus, the coe�cient � in the asymptotics of �(t) near the critical leaf which
contains hyperbolic trajectories is a smooth orbital invariant of a Hamiltonian
system. For the Euler case and the Jacobi problem we denote this invariant
by M(A;B;C) and m(a; b; c), respectively.
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Having known an explicit form of the rotation function, we can easily compute
these numbers, using the following auxiliary lemma.

Lemma 16.1. Let

f(t) =

bZ
a

g(u) dup
(u� b)(u� t)

;

where t > b. Then, as t tends to b, the following representation holds :

f(t) = �g(b) ln jt� bj+ c(t) ;

where c(t) is continuous at t = b.

From this lemma we immediately obtain the following explicit formulas:

M(A;B;C) = � 1

�

Bp
(C �B)(B �A)

;

m (a ; b ; c) = �

q
b

(c�b)(b�a)

1R
0

�(u; b) du

:

Now to the two above invariants we add one more new invariant and consider
two two-dimensional surfaces in the three-dimensional space R3 (x; y; z), which we
consider as the space of values of invariants:

E =

8><
>:
x = K (A;B;C)

y = L (A;B;C)

z =M(A;B;C)

9>=
>; ; J =

8><
>:
x = k (a; b; c)

y = l (a; b; c)

z = m(a; b; c)

9>=
>; :

These surfaces are the images of the spaces of parameters in the space
of invariants. We are speaking here about a \surface", taking into account
the easily seen fact that the systems related to the proportional triples of parameters
are smoothly orbitally equivalent and, therefore, are mapped to the same point
in the space of invariants.

If we know the mutual location of these surfaces, we can draw some conclusions.
If the surfaces do not intersect, then there exists no pair (rigid body, ellipsoid)

for which the corresponding dynamical systems are smoothly equivalent (even
in the sense of C1 -smoothness). If the surfaces coincide, then this fact is a forcible
argument for possible smooth equivalence of the systems considered, because such
a coincidence may hardly occur by chance. Of course, the examination has to be
continued in this case: we must compare all the other smooth invariants.

If the surfaces intersect along a curve, then this means that the corresponding
systems, as a rule, are not equivalent. But there exist some exceptional pairs
(rigid body, ellipsoid), for which the coincidence of at least three invariants happens.
In such a situation we would have to compare the other smooth invariants for
these exceptional pairs. However, in this case it would be natural to examine
the question about C1 -equivalence. It can be shown that besides the above
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three invariants there is only one more C1 -invariant. So, to get the complete
answer, it would be su�cient to analyze the mutual location of two two-dimensional
surfaces in the four-dimensional space of invariants. Their intersection points
would correspond to the pairs of C1 -equivalent systems. That is a possible scheme
of analysis, which can be applied in a general situation.

In our case, because of the complication of explicit formulas, we have carried out
computer analysis of the problem [51].

Figure 16.2. Euler case Figure 16.3. Jacobi problem

The surfaces E (Euler case) and J (Jacobi problem) are illustrated in
Figs. 16.2 and 16.3. As we see, the qualitative behavior of these surfaces is very
similar. They are both the graphs of some functions z = zE(x; y) and z = zJ (x; y).
This follows from Proposition 16.4.

Figure 16.4. Di�erence between Euler case and Jacobi problem

In Fig. 16.4 we illustrate the surface

z = zE(x; y)� zJ (x; y) ;

which shows the di�erence between the Euler and Jacobi cases. More precisely,
this surface shows the di�erence between the third invariants M and m under
the condition that the �rst two invariants coincide, i.e., K(A;B;C) = k(a; b; c) and
L(A;B;C) = l(a; b; c).
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Thus, the numeric examination shows that the surfaces E (Euler case) and
J (Jacobi problem) do not intersect: the di�erence zE(x; y) � zJ (x; y) remains
always negative, tending asymptotically to zero as the surfaces go to in�nity.

Of course, this method is just a numerical experiment, and on these grounds
one cannot formulate the result as a strict theorem. However, it is a strict result that
these two surfaces do not coincide. This exactly means that continuously orbitally
equivalent pairs (rigid body, ellipsoid), as a rule, are not smoothly equivalent
(even in the sense of C1 -equivalence).

However, in our opinion, having carried out this numerical analysis, we can say
with certainty that actually no smoothly equivalent pairs vJ(a; b; c) and vE(A;B;C)
exist.

16.7. TOPOLOGICAL NON-CONJUGACY OF

THE JACOBI PROBLEM AND THE EULER CASE

Discussing the equivalence of the Euler and Jacobi problems, we can ask another
question: can they be topologically conjugate for some values of their parameters?
In other words, does there exist a homeomorphism between isoenergy surfaces which
sends one Hamiltonian ow to the other and preserves parametrization on integral
curves? The negative answer has been obtained by O. E. Orel [274].

Let us note, �rst of all, that, from the point of view of conjugacy, the Euler
case and the Jacobi problem are three-parametric. When we spoke above
about the orbital equivalence, we had, in essence, two parameters, because
the (A;B;C) and (a; b; c) should be considered up to proportionality (the orbital
type of the system did not change under homothety). Now the absolute values
of the semi-axes of an ellipsoid and of the principal moments of inertia of a rigid body
are essential. Note that, in the case a = b = c, the ellipsoid becomes the sphere.
Analogously, for A = B = C , the Euler system describes the dynamics of the rigid
ball. It is easy to see that in this case the systems just coincide, and we exclude
this trivial case from the further consideration.

Theorem 16.4. The geodesic ow on any ellipsoid (di�erent from the sphere),
restricted to its constant energy three-dimensional manifold, is not topologically

conjugate to any system of the Euler case. In other words, for any values of

parameters a; b; c and A;B;C (except for a = b = c and A = B = C ) the systems

vJ (a; b; c) and vE(A;B;C) are not topologically conjugate.

Proof. We need again to calculate and compare some invariants of the systems
in question.

As was shown above, the topological orbital type of an integrable system
is completely determined in this case by two invariants: k(a; b; c) and l(a; b; c)
for the Jacobi problem and, respectively, K(A;B;C) and L(A;B;C) for the Euler
case. These invariants have a natural meaning. The point is that each of the systems
to be compared has two periodic stable trajectories. The invariants k and l are
the limits of the rotation numbers of the dynamical system as Liouville tori shrink
into these trajectories. In the Jacobi problem these periodic trajectories correspond
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to two closed stable geodesics which are equatorial sections of the ellipsoid
in the directions orthogonal to its largest and smallest semi-axes. In the Euler
problem the analogous periodic trajectories correspond to the rotations of the rigid
body around its maximal and minimal axes of inertia. Here the corresponding limits
of the rotation number give the invariants K and L.

Note that the invariants k; l and K;L are functions of the parameters
a; b; c and A;B;C respectively. The conditions, which are necessary and su�cient
for the topological orbital equivalence of our systems, can be written as

k(a; b; c) = K(A;B;C) and l(a; b; c) = L(A;B;C) :

Since we are interested now in the problem of comparing these two systems from
the point of view of their conjugacy, then we should add at least three more new
invariants to the two invariants mentioned above. These are the periods of three
closed singular trajectories. Two of them have been just described. One needs
to add one more periodic unstable trajectory to them, namely, the hyperbolic
geodesic on the ellipsoid and, respectively, the unstable rotation of the rigid
body around the middle axis of inertia. Denote these three additional invariants
by t1; t2; t3 for the Jacobi problem and by T1; T2; T3 for the Euler case. As a result,
the topological conjugacy class of vJ (a; b; c) is de�ned by a set of invariants, which
includes at least the following �ve numbers:

k; l; t1; t2; t3 ;

and, respectively, for the Euler system vE(A;B;C):

K;L; T1; T2; T3 :

It is useful to look at the explicit expressions for the periods of closed trajectories
in the Euler and Jacobi problems. In the Jacobi problem the period of a closed
geodesic is just equal to its length. Therefore, for the periods in the Jacobi problem
we obtain

t1 =

2�Z
0

p
a cos2 t+ b sin2 t dt ;

t2 =

2�Z
0

p
a cos2 t+ c sin2 t dt ;

t3 =

2�Z
0

p
b cos2 t+ c sin2 t dt :

In the Euler case the periods of motion along the three closed trajectories are
given by

T1 = �
p
2C ; T2 = �

p
2B ; T3 = �

p
2A :

In both cases the energy level fH = h0g is �xed, and h0 equals 1.
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The Jacobi problem is three-parametric; therefore, by assigning the above
�ve numbers to each triaxial ellipsoid, we obtain a smooth mapping from
the three-dimensional space of triaxial ellipsoids into the �ve-dimensional Euclidean
space. As a result, we obtain some 3-surface in R

5 . Denote it by J3 . Following
the same scheme in the Euler case, we also obtain some 3-surface E3 in the same
�ve-dimensional space R5 .

To check the topological non-conjugacy of the systems in question, it is su�cient
to show that these two three-dimensional surfaces do not intersect in R5 (except for
the only point corresponding to the case a = b = c and A = B = C , i.e., the case
of the standard sphere). This fact can be checked analytically (see [274]). �
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