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Preface

What is the mind? Who am 1? Can mere matter think or feel? Where is the soul? Anyone
who confronts these questions runs headlong into perplexities. We conceived this book as
an attempt to reveal these perplexities and make them vivid. Our purpose is not so much
to answer the big questions directly as to jolt everyone: people who are committed to a
hard-nosed, no-nonsense scientific world view; as well as people who have a religious or
spiritualistic vision of the human soul. We believe there are at present no easy answers to
the big questions, and it will take radical rethinking of the issues before people can be
expected to reach a consensus about the meaning of the word “1.” This book, then, is
designed to provoke, disturb and befuddle its readers, to make the obvious strange and,
perhaps, to make the strange obvious.

We would like to thank the contributors and the many people who have advised
and inspired US............cceevnee.

This book grew out of conversations in 1980 at the Center for Advanced Study in
the behavioral sciences in Palo Alto, where Dennett was a Fellow engaged in research on
Artificial Intelligence and philosophy; sponsored by NSF Grant (BNS 78-24671) and the
Alfred P Sloan Foundation. It was completed while Hofstadter was a John Simon
Guggenheim Fellow engaged in research in artificial intelligence at Stanford University.
We want to thank these foundations for supporting our research, and for providing
settings in which our discussions could lead to collaboration.

Douglas R. Hofstadter
Daniel C. Dennett
Chicago

April 1981



Introduction

You see the moon rise in the east. You see the moon rise in the west. You watch two
moons moving toward each other across the cold black sky, one soon to pass behind the
other as they continue on their way. You are on Mars, millions of miles from home,
protected from the killing frostless cold of the red Martian desert by fragile membranes of
terrestrial technology. Protected but stranded, for your spaceship has broken down
beyond repair. You will never again return to Earth, to the friends and family and places
you left behind.

But perhaps there is hope in the communication compartment of the disabled
craft you find a Teleclone Mark IV teleporter and instructions for its use. If you turn the
teleporter on, tunes its beam to the Telecone receiver on Earth, and then step into the
sending chamber, the teleporter will swiftly and painlessly dismantle your body,
producing a molecule-by-molecule blueprint to be beamed to Earth, where the receiver,
its reservoirs well stocked with the requisite atoms, will almost instantaneously produce,
from the beamed instructions — you! Whisked back to Earth at the speed of light, into the
arms of your loved ones, who will soon be listening with rapt attention to your tales of
adventures on Mars.

One last survey of the damaged spaceship convinces you that the Teleclone is
your only hope. With nothing to lose, you set the transmitter up, flip the right switches,
and step into the chamber. 5 4, 3, 2, 1, FLASH! You open the door in front of you and
step out of the Teleclone receiver chamber into the suny, familiar atmosphere of Earth.
You’ve come home, none the worse for wear after your long-distance Telecone fall



from Mars. Your narrow escape from a terrible fate on the red planet calls for a
celebration, and as your family and friends gather around, you notice how everyone as
changed since you last saw them. It has been almost three years, after all, and you’ve all
grown older. Look at Sarah, your daughter, who must now be eight and a half. You find
yourself thinking “Can this be the little girl who used to sit on my lap?” Of course it is,
you reflect, even though you must admit that you do not so much recognize her as
extrapolate from memory and deduce her identity, She is so much taller, looks so much
older, and knows so much more. In fact, most of the cells in her body were not there
when last you cast eyes on her. But in spite of growth and change, in spite of replacement
cells, she’s still the same little person you kissed goodbye three years ago.

Then it hits you: “Am I, really, the same person who kissed this little girl goodbye
three years ago? Am | this eight year old child’s mother or am I, actually a brand-new
human being, only several hours old, in spite of my memories — or apparent memories —
of days and years before that? Did this child’s mother recently die on Mars, dismantled
and destroyed in the chamber of a Teleclone Mark 1V?

Did I die on Mars? No, certainly I did not die on Mars, since | am alive on Earth.
Perhaps, though, someone died on Mars — Sarah’s mother. Then | am not Sarah’s mother.
But I must be” The whole point of getting into the Teleclone was to return home to my
family! But | keep forgetting; maybe I never got into that Teleclone on Mars. Maybe that
was someone else — if it ever happened at all. Is that infernal machine a tele-porter — a
mode of transportation — or, as the brand name suggests, a sort of murdering twinmaker?
Did Sarah’s mother survive the experience with the Teleclone or not? She thought she
was going to. She entered the chamber with hope and anticipation, not suicidal
resignation. Her act was altruistic, to be sure — she was taking steps to provide sarah with
a loved one to protect her — but also selfish — she was getting herself out of a jam into
something pleasant. Or so it seemed. How do | know that’s how it seemed? Because |
was there; | was Sarah’s mother thinking those thoughts; | am Sarah’s mother. Or so it
seems.

In the days that follow, your spirits soar and plummet, the moments of relief and
joy balanced by gnawing doubts and soul searching. Soul searching. Perhaps, you think,
it isn’t right to go along with Sarah’s joyous assumption that her mother’s come home.
You feel a little bit like an imposter and wonder what Sarah will think when some day
she figures out what really happened on Mars. Remember when she figured out about
Santa Claus and seemed so confused and hurt? How could her own mother have deceived
her all those years?

So, now it’s with more than idle intellectual curiosity that you pick up



This copy of The Mind’s | and begin to read it, for it promises to lead you on a voyage of
discovery of the self and the soul. You will learn, it says, something about what and who
you are.

You think to yourself.

Here | am reading page 5 of this book; | see my hands holding this book. | have hands.
How do | know they’re my hands? Silly question. hey’re fastened to my arms, to my
body. How do I know this is my body? I control it. Do | own it? In a sense | do. It’s mine
to do with it as | like, so long as | don’ harm others. It’s even a sort of legal possession,
for while I may not legally sell it to anyone so long as | am alive, I can legally transfer
ownership of my body, to, say a medical school once it is dead.

If | have this body, then I guess I’m something other than this body. When | say
“I own my body” I don’t mean “This body owns itself” - probably a meaningless claim.
Or does everything that no one else owns own itself? Does the moon belong to everyone,
to no one, or to itself? What can be an owner of anything? | can, and my body is just one
of the things | own. In nay case, | and my body seem both intimately connected and yet
distinct. I am the controller, it is the controlled. Most of the time.

Then The Mind’s | asks you if in that case you might exchange your body for
another, a stronger or more beautiful or more controllable body.

You think that this is impossible.

But, the book insists, it is perfectly imaginable, and hence possible in principle..

You wonder whether the book has in mind reincarnation of the transmigration of
souls, but, anticipating the wonder, the book acknowledges that while reincarnation is
one interesting idea, the details of how this might happen are always left in the dark, and
there are other more interesting ways it might happen. What if your brain were to be
transplanted into a new body, which it could then control? Wouldn’t you think of that as
switching bodies? There would be vast technical problems, of course, but, given our
purposes, we can ignore them.

It does seem hen (doesn’t it?) that if your brain were transplanted into another
body, you would go with it. But, are you a brain? Try on two sentences, and see which
one sounds more like the truth to you:

I have a brain.
| am a brain.

Sometimes we talk about smart people being brains, but we don’t mean it
literally. We mean they have good brains. You have a good brain, but who or what, then,
is the you that has the brain? Once again, if you have a brain, could you trade it in for
another? How could anyone detach



you from your brain in a brain switch, if you are always go with your brain in a body
switch? Impossible? Maybe not, as we shall see. After all, if you have recently returned
from Mars, you left your old brain behind, didn’t you? So suppose we agree that you
have a brain. Have you ever stopped to ask yourself how you know you have a brain?
You’ve never seen it, have you? You can’t see it, even in a mirror, and you can’t feel it.
But of course you do know you have a brain. You know it because you know that you’re
a human being and all human beings have brains. You’ve read it in books and been told it
by people you trust. All people have livers too, and strangely enough what you know
about your own brain is rather like what you know about your own liver. You trust what
you’ve read in books. For many centuries people didn’t know what their livers were for.
It took science to discover the answer. People haven’t always known what their brains
were for either. Aristotle is said to have thought thet the brain was an organ for cooling
the blood — and of course it does cool your blood quite efficiently in the course of its
operations. Suppose our livers had been in our skulls and our brains were snuggled into
our ribcages. As we looked out at the world and listened, do you think we might have
found it plausible that we thought with our livers? Your thinking seems to happen behind
your eyes and between your ears — but that is because that’s where your brain is, or is that
because you locate yourself, roughly, at the place you see from? Isn’t itin fact just as
mind boggling to try to imagine how we could think with our brains — those soft grayish
cauliflower shaped things — as to imagine how we could think with our livers — those soft
reddish brown liver shaped things?

The idea that what you are is not simply a living body (or a living brain) but also a
soul or spirit seems to many people to be unscientific, in spite of its ancient tradition.
“Souls,” they might want to say, “have no place in science and could never fit into the
scientific world view. Science teaches us that there are no such things as souls. We don’t
believe in leprechauns and ghosts any more, thanks to science, and the suspect idea of a
soul inhabiting a body — the ‘ghost in the machine” — will itself soon give up the ghost.”
But not all versions of the idea that you are something distinct from your purely physical
body are so vulnerable to ridicule and refutation. Some versions, as we shall see, actually
flourish in the garden of science.

Our world is filled with things that are neither mysterious and ghostly nor simply
constructed out of the building blocks of physics. Do you believe in voices? How about
haircuts? Are their such things? What are they? What, in the language of the physicist, is
a hole — not an exotic black hole, but just a hole in a piece of cheese, for instance? Is it a
physical thing? What is a symphony? Where in space and time does “The Star



Spangled banner” exist? Is it nothing but some ink trails on some paper in the Library of
Congress? Destroy that paper and the anthem would still exist. Latin still exists, but it is
no loner a living language. The language of the cave people of France no longer exists at
all. The game of bridge is less than a hundred years old. What sort of thing is it? It is not
animal, vegetable or mineral.

These things are not physical objects with mass, or a chemical composition, but
are not purely abstract objects either — objects like the number &, which is immutable and
cannot be located in space and time. These things have birthplaces and histories. They
can change and things can happen to them. They can move about — much the same way a
species, a disease, or an epidemic can. We must not suppose that science teaches us that
every thing anyone would ever want to take seriously is identifiable as a collection of
particles moving about in space and time. Some people may think it is just common sense
(or just good scientific thinking) to suppose you are nothing but a particular living,
physical organism — a moving around of atoms — but in fact this idea exhibits a lack of
scientific imagination, not hard-headed sophistication. One doesn’t have to believe in
ghosts to believe in selves that have an identity that transcends any particular living body.

You are Sarah’s mother, after all. But is Sarah’s mother you? Did she die on
Mars, or was she moved back to Earth? It seems to you she returned to Earth — and of
course it seemed to her before she stepped into the teleporter that she would return to
Earth. Was she right? Maybe, but what would you say about the results of using the new,
improved Teleclone Mark V? Thanks to the miracles of noninvasive CAT-scanning
techniques, it obtains its blueprint without destroying the original. Sarah’s mother stil
might decide to push the button and step into the chamber -- for Sarah’s sake, and in
order to get the full story of her tragedy back to earth in the words of an eloguent
spokeswoman — but she would also expect to step out of the chamber and find herself still
on Mars. Could someone — some one — literally be in two places at once? Not for long, in
any case, but soon the two would accumulate different memories, and different lives.
They would be as distinct as any two people could be.

Private Lives

What makes you you, and what are your boundaries? Part of the answer seems obvious —
you are a centre of consciousness. But what in the world is consciousness? Consciousness
is both the most obvious and



the most mysterious feature of our minds. On the one hand, what could be more certain or
manifest to each of us that that he or she is a subject of experience, an enjoyer of
perceptions and sensations, a sufferer of pain, and entertainer of ideas, and a conscious
deliberator? On the other hand, what in the world can consciousness be? How can living
physical bodies in the physical world produce such a phenomenon? Science has revealed
the secrets of many initially mysterious natural phenomena — magnetism, or
photosynthesis or digestion are in principle equally accessible to any observer with the
right apparatus, but any particular case of consciousness seems to have a favored or
privileged observer, whose access of any others — no matter what apparatus they may
have. For his reason and others, so far there is no good theory of consciousness. There is
not even agreement about what a theory of consciousness would be like. Some have gone
so far as to deny that there is any real thing for the term “consciousness” to name.

The mere fact that such a familiar feature of our lives has resisted for so long all
attempts to characterize it suggests that our conception of it is at fault. What is needed is
not just more evidence, more experimental and clinical data, but a careful rethinking of
the assumptions that lead us to suppose there is a single and familiar phenomenon,
consciousness, answering to all the descriptions licensed by our everyday sense of the
term. Consider the baffling questions that are inevitably raised whenever one turns one’s
attention to consciousness. Are other animals conscious? Are they conscious in the same
way we are? Could a computer or a robot be conscious? Can a person have unconscious
thoughts? Unconscious pains or sensations or perceptions? Is a baby conscious at or
before birth? Are we conscious when we dream? Might a human being harbour more than
one conscious subject or ego or agent within one brain? Good answers to these questions
certainly will depend heavily on empirical discoveries about the behavioural capacities
and internal circumstances of the various problematic candidates for consciousness, but
about every such empirical finding we can ask: what is its bearing on the question of
consciousness and why? These are not directly empirical questions but rather conceptual
ones, which we may be able to answer with the help of thought experiments.

Our ordinary concept of consciousness seems to be anchored to two separable sets
of considerations that can be captured roughly by the phrases “from the inside” and “from
the outside.” From the inside, our



Own consciousness seems obvious and pervasive, we know that much goes on around us
and even inside our bodies of which we are entirely unaware or unconscious, but nothing
could be more intimately know to us than those things of which we are, individually,
conscious. Those things of which I am conscious, and the ways in which | am conscious
of them, determine what it is like to be me. I know in a way no other could know what it
is like to be me. From the inside, consciousness seems to be an all-or-nothing
phenomenon — an inner light that is either on or off. We grant that we are sometimes
drowsy or inattentive, or asleep, and on occasion we even enjoy abnormally heightened
consciousness, but when we are conscious, that we are conscious is not a fact that admits
of degrees. There is a perspective, then, from which consciousness seems to be a feature
that sunders the universe into two strikingly different kinds of things, those that have it
and those that don’t. Those that have it are subjects, beings to whom things can be one
way or another, beings it is like something to be. It is not like anything at all to be a brick
or a pocket calculator or an apple. These things have insides, but not the right sort of
insides — no inner life, no point of view. It is certainly like something to be me
(Something | know “from the inside”) and almost certainly like something to be you (for
you have told me, most convincingly, that it is the same with you), and probably like
something to be a dog or a dolphin (if only they could tell us!) and maybe even like
something to be a spider.

Other Minds

When one considers these others (other folk and other creatures), one considers them
perforce from the outside, and then various of their observable features strike us as
relevant to the question of their consciousness. Creatures react appropriately to events
within the scope of their senses; they recognize things, avoid painful experiences, learn,
plan, and solve problems. They exhibit intelligence. But putting matter this way might be
held to prejudge the issue. Talking of their “senses” or of “painful” circumstances, for
instance suggests that we have already settled the issue of consciousness -- for note that
had we described a robot in those terms, the polemical intent of the choice of words
would have been obvious (and resisted by many). How do creatures differ from robots,
real or imagined? By being organically and biologically similar to us — and we



are the paradigmatic conscious creatures. This similarity admits of degrees, of course,
and one’s intuitions about what sorts of similarity count are probably untrustworthy.
Dolphins’ fishiness.subtracts from our conviction that they are conscious like us, but no
doubt should not. Were chimpanzees as dull as seaslugs, their facial similarity to us
would no doubt nevertheless favour their inclusion in the charmed circle. If houseflies
were about our size, or warmblooded, we’d be much more confident that when we
plucked off their wings they felt pain (our sort of pain, the kind that matters). What
makes us think that some such considerations ought to count and not others?

The obvious answer is that the various “outside” indicators are more or les
reliable signs or symptoms of the presence of that whatever-it-is each conscious subject
knows from the inside. But how could this be confirmed? This is the notorious “problem
of other minds.” In one’s own case, it seems, one can directly observer the coincidence of
one’s inner life with one’s outwardly observable behaviour. But if each of us is to
advance rigorously beyond solipsism, we must be able to do something apparently
impossible: confirm the coincidence of inner and outer in others. Their telling us of the
coincidence in their own cases will not do, officially, for that gives us just more
coincidence of outer with outer; the demonstrable capacities for perception and intelligent
action normally go hand-in-hand with the capacity to talk, and particularly to make
“introspective” reports. If a cleverly designed robot could (seem to) tell us of its inner
life, (could utter all the appropriate noises in the appropriate contexts), would we be right
to admit it to the charmed circle? We might be, but how could we ever tell we were not
being fooled? Here the question seems to be; is that special inner light really turned on, or
is there nothing but darkness inside? And this question looks unanswerable. So perhaps
we have taken a misstep already.

My use of “we” and “our” in the last few paragraphs, and your unworried
acceptance of it, reveals that we don’t take the problem of other minds seriously — at least
for ourselves and the human beings with whom we normally associate. It is tempting to
conclude that insofar as there is a serious question yet to be answered about the imagined
robot (or about some problematic creature) it must turn out to be answerable by
straightforward observation. Some theorists think that once we have better theories of the
organization of our brains and their role in controlling our behaviour, we will be able to
use those theories to distinguish conscious entities from nonconscious entities. This is to
suppose that somehow or other the facts we get individually “from the inside” reduce to
facts publicly obtainable from the outside. Enough of the right sort of



Outside facts will settle the question of whether or not some creature is conscious. For
instance, consider neurophysiologist E.R.John’s* recent attempt to define consciousness
in objective terms.

.. a process in which information about multiple individual modalities of sensation and perception
is combined into a unified multidimensional representation of the state of the system and its
environment, and integrated with information about memories and the needs of the organism,
generating emotional reactions and programs of behaviour to adjust the organism to its
environment.

Determining that this hypothetical internal process occurs in a particular organism
is presumably a difficult but empirical task in the province of a new science of neural
information processing. Suppose that with regard to some creature it were completed
successfully; the creature is by this account, conscious. If we have understood the
proposal correctly, we will not find any room to wonder further. Reserving judgment here
would be like being shown in detail the operations of an automobile engine, and then
asking, “But is it really an internal combustion engine? Might we not be deluded in
thinking it was?

Any proper scientific account of the phenomenon of consciousness must
inevitably take this somewhat doctrinaire step of demanding that the phenomenon be
viewed as objectively as accessible, but one may still wonder if, once the step is taken,
the truly mysterious phenomenon will be left behind. Before dismissing this skeptical
hunch as the fancy of romantics, it would be wise to consider a striking revolution in the
recent history of thinking about the mind, a revolution with unsettling consequences.

Freud’s Crutch

For John Locke and many subsequent thinkers, nothing was more essential to the mind
than consciousness, and more particularly self-consciousness. The mind in all its
activities and processes was viewed as transparent to itself; nothing was hidden from its
inner view. To discern what went on in one’s mind one just “looked” - one
“introspected” — and the limits of what one thereby found were the very boundaries of the
mind. The notion of unconscious thinking or perceiving was not entertained, or if it was,
it was dismissed as incoherent, self-contradictory nonsense.

*For additional information on the authors and the works cited in the text, consult “Further
Reading” beginning on p. 465.



For Locke, indeed, there was a serious problem of how to describe all one’s memories as
being continuously in one’s mind when yet they were not continuously “present to
consciousness.” The influence of this view has been so great that when Freud initially
hypothesized the existence of unconscious mental processes, his proposal met widely
with stark denial and incomprehension. It was not just an outrage to common sense, it
was even self-contradictory to assert that there could be unconscious beliefs and desires,
unconscious feelings of hatred, unconscious schemes of self-defense and retaliation. But
Freud won converts. This “conceptual impossibility” became respectably thinkable by
theorists once they saw that it permitted them to explain otherwise inexplicable patterns
of psychopathology.

The new way of thinking was supported by a crutch, one could cling to at least a
pale version of the Lockean creed by imagining that these “unconscious” thoughts,
desires, and schemes belonged to other selves within the psyche. Just as | can keep my
schemes secret from you, my id can keep secrets from my ego. By splitting the subject
into many subjects, one could preserve the axiom that every mental state must be
someone’s conscious mental state and explain the inaccessibility of some of these states
to their putative owners by postulating other interior owners for them. This move was
usefully obscured in the mists of jargon so that the weird question of whether it was like
anything to be a superego, for instance, could be kept at bay.

Freud’s expansion of the bounds of the thinkable revolutionized clinical
psychology. It also paved the way for the more recent development of “cognitive”
experimental psychology. We have come to accept without the slightest twinge of
incomprehension a host of claims to the effect that sophisticated hypothesis testing,
memory searching, inference — in short, information processing — occurs within us though
it is entirely inaccessible to introspection . It is not repressed unconscious activity of the
sort Freud uncovered, activity driven out of the sight of consciousness, but just mental
activity that is somehow beneath or beyond the ken of consciousness altogether. Freud
claimed that his theories and clinical observations gave him the authority to overrule the
sincere denials of his patients about what was going on in their minds. Similarly the
cognitive psychologist marshals experimental evidence, models, and theories to show that
people are engaged in surprisingly sophisticated reasoning processes of which they can
give no introspective account at all. Not only are minds accessible to outsiders, some
mental activities are more accessible to outsiders than to the very “owners” of those
minds.

In the new theorizing, however, the crutch has been thrown away.



Although the new theories abound with metaphors — subsystems like little people in the
brain sending messages back and forth, asking for help, obeying and volunteering -- the
actual subsystems, are deemed to be unproblematic nonconscious bits of organic
machinery, as utterly lacking in a point of view or inner life as a kidney or kneecap.
(Certainly the advent of “mindless” but “intelligent” computers played a major role in
this further dissolution of the Lockean view.)

But now Locke’s extremism has been turned on its head, if before the very idea of
unconscious mentality seemed incomprehensible, now we are losing our grip on the very
idea of conscious mentality. What is consciousness but, if perfectly unconscious, indeed
subjectless, information processing is in principle capable of achieving all the ends for
which conscious minds were supposed to exist? If theories of cognitive psychology can
be true of us, they could also be true of zombies, or robots and the theories seem to have
no way of distinguishing us. How could any amount of mere subjectless information
processing (of the sort we have recently discovered to go on in us) add up to that special
feature with which it is so vividly contrasted? For the contrast has not disappeared. The
psychologist Karl Lashley once suggested provocatively that “no activity of the mind is
ever conscious,” by which he meant to draw our attention to the inaccessibility of the
processing that we know must go on when we think. He gave an example: If asked to
think a thought in dactylic hexameter, those who knew which rhythm that is can readily
oblige. For instance: How in the world did this case of dactylic hexameter come to me?
How we do it, what goes on in us to produce such a thought, is something quite
inaccessible to us. Lashley’s remark might seem at first to herald the demise of
consciiousness as a phenomenon for psychological study, but its true effect is just the
opposite. It draws our attention unmistakably to the difference between all the
unconscious information processing — without which, no doubt, there could be no
conscious experience — and the conscious thought itself, which is somehow directly
accessible. Accessible to what or to whom? To say that it is accessible to some subsystem
of the brain is not yet to distinguish it from the unconscious activities and events, which
are also accessible to various subsystems of the brain. If some particular special
subsystem is so constituted that that its traffic with the rest of the system somehow makes
it the case that there is one more self in the world, one more “’thing it is like something to
be,” this is far from obvious.

Strangely, enough, this problem is the old chestnut, the problem of other minds,
resurrected as a serious problem now that cognitive sci-



ence has begun to analyze the human mind into its functional components. This comes
out most graphically in the famous split-brain cases. (See “Further Reading” for details
and references.) There is noting very problematic in granting that the people who have
undergone severing of the corpus callosum have two somewhat independent minds, one
associated with the dominant brain hemisphere, and another associated with the non-
dominant brain hemisphere. This is not problematic, for we have grown used to thinking
of a person’s mind as an organization of communicating subminds. Here the lines of
communication have simply been cut, revealing the independent character of each part
particularly vividly. But what remains problematic is whether both subminds “have an
inner life.” One view is that there is no reason to grant consciousness to the non-dominant
hemisphere, since all that has been shown is that that hemisphere, like many unconscious
cognitive subsystems, can process a lot of information and intelligently control some
behaviour. But then we may ask what reason there is to grant consciousness to the
dominant hemisphere, or even to the whole, intact system in a normal person. We had
this thought this question frivolous and not worth discussing, but this avenue forces us to
take it seriously again. If on the other hand we grant full “inner life” consciousness to the
non-dominant hemisphere (or more properly to the newly discovered person whose brain
is the non-dominant hemisphere), what will be said about all the other information-
processing subsystems posited by current theory? Is the Freudian crutch to be taken away
again at the expense of populating our heads, quite literally, with hosts of subjects of
experience?

Consider, for example, the striking discovery by the psycholinguists James
Lackner and Merril Garrett (see “Further Reading”) of what might be called an
unconscious channel of sentence comprehension. In dichotic listening tests, subjects
listen through earphones to two different channels and are instructed to attend to just one
channel. Typically they can paraphrase or report with accuracy what they have heard
through the attended channel but usually they can say little about what was going on
concomitantly in the unattended channel. Thus, if the unattended channel carries a spoken
sentence, the subjects typically can report they heard a voice, or even a male or female
voice. Perhaps they even have a conviction about whether the voice was speaking in their
native tongue, but they cannot report what was said. In Lackney and Garrett’s
experiments subjects heard ambiguous sentences in the attended channel, such as “He put
out the lantern to signal the attack.” Simultaneously, in the unattended channel one group
of subjects received a sentence that suggested the interpretation of the sentence in



the attended channel (e.g. “He extinguished the lantern), while another group had a
neutral or irrelevant sentence as input. The former group could not report what was
presented through the unattended channel, but they favoured the suggested reading of the
ambiguous sentences significantly more than the control group did. The influence of the
unattended channel on the interpretation of the attended signal is processed all the way to
a semantic level — that is, the unattended signal is comprehended — but this is apparently
unconscious sentence comprehension! Or should we say it is evidence of the presence in
the subject of at least two different and onlt partially communicating consciousnesses? If
we ask the subjects what it was like to comprehend the unattended cannel, they will
reply, sincerely, that it was not like anything to them — they were quite unaware of that
sentence. But perhaps, as is often suggested about the split brain patients, there is in
effect someone else to whom our question ought to be addressed — the subject who
consciously comprehended the sentence and relayed a hint of its meaning to the subject
who answers our questions.

Which should we say, and why? We seem to be back to our unanswerable
question, which suggests we should find different ways of looking at the situation. A
view of consciousness that does justice to the variety of complications will almost
certainly demand a revolution in our habits of thought. Breaking bad habits is not that
easy. The fantasies and thought experiments collected here are games and exercises
designed to help.

In Part | the exploration begins with some swift forays into the territory, noting a
few striking landmarks but mounting no campaigns. In Part Il our target, the mind’s I, is
surveyed fro the outside. What is it that reveals the presence of other minds, other souls
to the searcher? Part 111 examines the physical foundation — in biology -- of the mind, and
then from this foundation moves up several levels of complexity to the level of internal
representations. The mind begins to emerge as a self-designing system of representations,
physically embodied in the brain. Here we encounter our first roadblock — “The Story of
a Brain.” We suggest some paths around it, and in Part IV we explore the implications of
the emerging views of the mind as software or program — as an abstract sort of thing
whose identity is independent of any particular physical embodiment. This opens up
delightful prospects, such as various technologies for the transmigration of souls, and
Fountains of Youth, but it also opens a Pandora’s box of traditional metaphysical
problems in untraditional costumes, which are confronted in Part V. Reality itself is
challenged by various rivals: dreams, fictions,



simulations, illusions. Free will, something no self-respecting mind would be caught
without, is put under an unusual spotlight. In “Minds, Brains, and Programs” we
encounter our second roadblock, but learn from it how to press on, in Part VI, past our
third roadblock, “What Is It Like to Be a Bat?” into the inner sanctum, where our mind’s-
eye view affords us the most intimate perspectives on our target, and allows us to relocate
our selves in the metaphysical and physical world. A guide to further expeditions is
provided in the last section.

D.C.D.
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Jorge Luils Borges

Borges and |

The other one, the one called Borges, Is the one things happen

to. 1 walk through the streets of Buenos Aires and stop for a
moment, perhaps mechanically now, to look at the arch of an
entrance hall and the grillwork on the gate. I know of Borges

from the mail and see his name on a list of professors or in a
biographical dictionary. 1 like hourglasses, maps, eighteen-
century typography, the taste of coffee and the prose of
Stevenson; he shares these preferences, but in a vain way that
turns them i1nto the attributes of an actor. It would be an
exaggeration to say that ours is a hostile relationship. 1 live,
let myself go on living. so that Borges may contrive his
literature, and this literature justifies me. It is no effort
for me to confess that he has achieved some valid pages, but
those pages cannot save me, perhaps because what is good belongs
to no one, not even to him, but rather to the language and to

tradition. Besides 1 am destined to perish, definitively, and
only some instant of myself can survive iIn him. Little by
little, 1 am giving over everything to him, though 1 am quite

aware of his perverse custom of Tfalsifying and magnifying
things. Spinoza knew that all things long to persist in their
being; the stone eternally wants to be a stone, and the tiger a
tiger. 1 shall remain in Borges, not in myself (if it is true
that 1 am someone), but 1 recognize myself les In his books than
in many others or in the laborious strum-

“Borges and ,l1 by Jorge Luis Borges, translated by James E. Irby, from
Labyrinths; Selected Stories and Other Writings, edited by Donald A.
Yates and James E. Irby. Copyright © 1962 by New Directions Publishing
Corp. Reprinted by permission of New Directions, New York.
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ming of a guitar. Years ago | tried to free myself from him and went
from the mythologies of the suburbs to the games with time and
infinity, but those games belong to Borges now and 1| shall have to
imagine other things. Thus my life is a flight and I lose everything
and everything belongs to oblivion, or to him.

I do not know which of us has written this page.

Reflections

Jorge Luis Borges, the great Argentinlan writer, has a deserved
international reputation, which creates a curious effect. Borges
seems to himself to be two people, the public personage and the
private person. His fame magnifies the effect, but we all can
share the feeling, as he knows. You read your name on a list, or
see a candid photograph of yourself, or overhear others talking
about someone and suddenly realize i1t is you. Your mind must
leap from a third-person perspective -- “he” or “she” — to a
first-person perspective — “1.” Comedians have long known how to
exaggerate this leap: the classic “double-take” in which say,
Bob Hope reads in the morning newspaper that Bob Hope i1s wanted
by the police, casually comments on this fact, and then jumps up
in alarm: “That’s mel”

While Robert Burns may be right that it is a gift to see
ourselves as others see us, it iIs not a condition to which we
could or should aspire at all times. In fact, several
philosophers have recently presented brilliant arguments to show
that there are two fundamentally and irreducibly different ways
of thinking Tfor ourselves. (See “Further Reading” for the
details.) The arguments are quite technical, but the issues are
fascinating and can be vividly illustrated.

Pete 1s waiting in line to pay for an item iIn a department
store, and he notices that there is a closed-circuit television
monitor over the counter — one of the store’s measures against
shoplifters. As watches the jostling crowd of people on the
monitor, he realizes that the person on the left side of the
screen In the overcoat carrying the large paper bag is having
his pocket picked by the person behind him. Then, as he raises
his hand to his mouth iIn astonishment, he notices that the
victim’s hand is moving to his mouth in just the same way. Pete
suddenly realizes
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that he 1i1s the person whose pocket 1i1s being picked! This
dramatic shift is a discovery; Pete comes to know something he
didn’t know a moment before, and of course it is important.
Without the capacity to entertain the sorts of thoughts that now
galvanize him into defensive action, he would hardly be capable
of action at all. But before the shift, he wasn’t entirely
ignorant, of course; he was thinking about “the person iIn the
overcoat” and seeing that the person was being robbed, and since
the person in the overcoat is himself, he was thinking about
himself. But he wasn’t thinking about himself as himself; he
wasn’t thinking about himself “in the right way.”

For another example, i1magine someone reading a book in
which a descriptive noun phrase of, say, three dozen words in
the first sentence of a paragraph portrays an unnamed person of
initially indeterminate sex who 1is performing an everyday
activity. The reader of that book, on reading the given phrase,
obediently manufactures iIn his or her mind’s eye a simple,
rather vague mental image of a person involved in some mundane
activity. In the next few sentences, as more detail is added to
the description, the reader’s mental image of the whole scenario
comes into a little sharper focus. Ten at a certain moment,
after the description has gotten quite specific, something
suddenly “clicks,” and the reader gets an eerie sense that he or
she 1s the very person being described! “How stupid of me not to
recognize earlier that 1 was reading about myself!” the reader
muses, feeling a little sheepish, but also quite tickled. You
can probably imagine such a thing happening, but to help you
imagine it more clearly, just suppose that the book involved
was The Mind’s 1. There now — doesn’t your mental image of the
whole scenario come into a little sharper focus? Doesn’t it all
suddenly “click”? What page did you imagine the reader as
reading? What paragraph? What thoughts might have crossed the
reader’s mind? If the reader were a real person, what might he
or she be doing right now?

It 1s not easy to describe something of such special self-
representation. Suppose a computer iIs programmed to control the
locomotion and behavious of a robot to which i1t iIs attached by
radio links. (The famous *“Shakey” at SRI International iIn
California was so controlled.) The computer contains a
representation of the robot and its environment, and as the
robot moves around, the representation changes accordingly. This
permits the computer program to control the robot’s activities
with the aid of up-to-date information about the robot’s “body”
and the environment it finds i1tself In. Now suppose the computer
represents the robot as located in the middle of an empty room,
and suppose you are
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Asked to “translate 1i1nto English” the computer’s internal
representation. Should 1t be “It (or he or Shakey) 1is iIn the
centre of an empty room” or “l am in the centre of an empty
room”? This question resurfaces iIn a different guise in Part 1V
of this book.

D.C.D.
D.R.H.
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D. E. Harding

On Having No Head

The best day of my life — my rebirthday, so the speak — was when

I found 1 had no head. This 1i1s not a literary gambit, a
witticism designed to arouse interest at any cost. | mean i1t in
all seriousness: | have no head.

It was about eighteen years ago, when 1 was thirty-three,
that 1 mad the discovery. Though i1t certainly came out of the
blue, it did so iIn response to an urgent enquiry; 1 had for
several months been absorbed iIn the question: what am 1? The
fact that | happened to be walking in the Himalayas at the time
probably had Hlittle to do with 1it; though 1in that country
unusual states of minds are said to come more easily. However
that may be, a very still clear day, and a view from the ridge
where 1 stood, over misty blue valleys to the highest mountain
range in the world, with Kangchenjunga and Everest unprominent
among 1ts snow peaks, made a setting worthy of the grandest
vision.

What actually happened was something absurdly simple and
unspectacular: 1 stopped thinking. A peculiar quiet, and odd
kind of alert limpness or numbness, came over me. Reason and
imagination, and all mental chatter died down. For once, words
really failed me. Past and future dropped away . 1 forgot who
and what 1 was, my name, manhood, animalhood, and all that could
be called mine. 1t was 1f 1 had been born that instant, brand
new, mindless, innocent of all memories. There existed only the
Now, that present moment and what was clearly given iIn it. To
look was enough. And what 1 found was khaki trouserlegs
terminating

Selectioons from On Having No Head, by D.E. Harding, Perennial
Library, Harper & Row. Published by arrangement with the Buddhist
Society, 1972 Reprinted by permission.
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Downwards in a pair of brown shoes, khaki sleeves terminating
sideways 1In a pair of pink hands, and a khaki shirtfront
terminating upwards in — absolutely nothing whatever! Certainly
not In a head.

It took me no time at all to notice this nothing, this hole
where a head should have been, was no ordinary vacancy, no mere
nothing. On the contrary, i1t was a nothing that found room for
everything—-room for grass, trees, shadowy distant hills, and far
beyond them snow-peaks like a row of angular clouds riding the
blue sky. 1 had lost a head and gained a world.

It was after all, quite literally breathtaking. 1 seemed to
stop breathing altogether, absorbed in the Given. Here it was,
this superb scene, brightly shining in the clear air, alone and
unsupported, mysteriously suspended in the void, and (and this
was the real miracle, the wonder and delight) utterly free of
“me,” unsustained by any observer. Its total presence was my
total absence, body and soul. Lighter than air, clearer than
glass, altogether released from myself, 1 was nowhere around.

Yet in spite of the magical and uncanny quality of this
vision, It was no dram, no esoteric revelation. Quite the
reverse; 1t felt like a sudden waking from the sleep of ordinary
life, and end to dreaming. It was self luminous reality for once
swept clean of all obscuring mind. It was the revelation, at
long last, of the perfectly obvious. It was a lucid moment in a
confused life-history. It was a ceasing to ignore something
which (since early childhood at any rate) 1 had always been too
busy or too clever to see. It was naked, uncritical attention to
what had all along been staring me in the face — my utter
facelessness. In short, it was all perfectly simple and plain
and straightforward, beyond argument, thought, and words. There
arose no questions, no reference beyond the experience itself,
but only peace and a quiet joy, and the sensation of having
dropped an intolerable burden.

* * *

As the wonder of my Himalayan discovery began to wear off, |
started describing i1t to myself iIn some such words as the
following.

Somehow or other 1 had vaguely thought of myself as
inhabiting this house which is my body, and looking out through
its two round windows at the world. Now 1 find it isn’t really
like that at all. As 1 gaze iInto the distance, what is there at
this moment to tell me how many eyes 1 have here - two, or
three, or hundreds, or none? In fact, only one window appears on
this side of my facade and that is wide open and frameless, with
nobody looking out of 1t. It is always the other fellow who has
eyes and a face to frame them; never this one.
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There exist, then, two sorts — two widely different species
— of man. The Tirst, of which 1 note countless specimens,
evidently carries a head on its shoulders (and by “head” 1 mean
a hairy eight inch ball with various holes in it) while the
second, of which 1 note only this one specimen, evidently
carries no such thing on 1its shoulders. And till now 1 had
overlooked this considerable difference! Victim of a prolonged
fir of madness, of a Ilifelong hallucination (and by
“hallucination” 1 mean what my dictionary says: apparent
perception of an object not actually present), | had invariably
seen myself as pretty much like other men, and certainly never
as a decapitated but still living biped. I had been blind to the
one thing that i1s always present, and without which 1 am blind
indeed — to this marvelous substitute-for-a-head, this unbounded
charity, this Jluminous and absolutely pure void, which
nevertheless is — rather than contains — all things. For however
carefully 1 attend, 1 fail to find here even so much as a blank
screen on which they are reflected, or a transparent lens or
aperture through which they are viewed — still less a soul or a
mind to which they are presented, or a viewer (however shadowy)
who is distinguishable from the view. Nothing whatever
intervenes, not even that baffling and elusive obstacle called
“distance”: the huge blue sky, the pink-edged whiteness of the
snows, the sparkling green of the grass - how can these be
remote when there’s nothing to be remote from? The headless void
here refuses all definition and location: it iIs not round, or
small, or big, or even here as distinct from there. (And even if
there were a head here to measure outwards from, the measuring-
rod stretching from it to the peak of Everest would, when read
end-on — and there’s no other way for me to read it — reduce to
a point, to nothing.) In fact, those colored shapes present
themselves in all simplicity, without any such complications as
near or Tfar, this or that, mine or not mine, seen-by-me or
merely given. All twoness — all duality of subject and object —
has vanished: it is no longer read into a situation which has no
room for it.

Such were the thoughts which followed the vision. To try to
set down the TfTirst-hand, Immediate experience iIn these or any
other terms, however, is to misrepresent it by complicating what
is quite simple: i1ndeed the longer the postmortem examination
drags on the further i1t gets from the living original. At best.
These descriptions can remind one of the vision (without the
bright awareness) or invite a recurrence of iIt; but the most
appetizing menu can taste like the dinner, or the best book
about humour enable one to see a joke. On the other hand, it is
impossible to stop thinking for long, and some attempt to relate
the lucid intervals of
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One’s life to the confused backgrounds is inevitable. It could
also encourage, indirectly, the recurrence of lucidity.

In any case, there are several commonsense objections which
refuse to be put off any longer, questions which 1@nsist on
reasoned answers, however iInconclusive. It becomes necessary to
“justify” one’s vision, even to oneself; also one’s friends may
need reassuring. In a sense this attempt at domestication is
absurd, because no argument can add to or take from an
experience which i1s as plain and incontrovertible as hearing
middle-C or tasting strawberry jam. In another sense, however,
the attempt has to be made, 1f one’s life is not to disintegrate
into two quite alien, idea-tight compartments.

* * *

My Ffirst objection was that my head may be missing, but not its
nose. Here it is, visibly preceding me wherever 1 go. And my
answer was: if this fuzzy, pinkish, yet perfectly transparent
cloud suspended on my right, and this other similar cloud
suspended on my left, are noses, then O count two of them and
not one; and the perfectly opaque single protuberance which 1
observe so clearly in the middle of your face i1Is not a nose:
only a hopelessly dishonest or confused observer would
deliberately use the same name TfTor such utterly different
things. | prefer to go by my dictionary and common usage, which
oblige me to say that, whereas nearly all other men have a nose
apiece, | have none.

All the same, i1if some misguided skeptic, overanxious to
make his point, were to strike out iIn this direction, aiming
midway between these two pink clouds, the result would surely be
as unpleasant as if 1 owned the most solid and punchable of
noses. Again, what about this complex of subtle tensions,
movements, pressures, 1itches, tickles, aches, warmths and
throbbings, never entirely absent from this central region?
Above all, what about these touch-feelings which arise when |
explore here with my hand? Surely these findings add up to
massive evidence for the existence of my head right here and
now, after all?

They do nothing of the sort. No doubt a great variety of
sensations are plainly given here and cannot be ignored, but
they don”t amount to a head, or anything like one. The only way
to make a head out of them would be to throw in all sorts of
ingredients that are plainly missing here — in particular, all
manner of coloured shapes iIn three dimensions. What sort of head
is it that, though containing innumerable sensations, 1is
observed to lack eyes, mouth, hair, and indeed all bodily
equipment which other heads are observed to contain? The plain
fact i1s that
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this place must be kept clear of all such obstructions, of the
slightest mistiness or colouring which could cloud my universe.

In any case, when 1 start groping round for my lost head,
instead of finding it here 1 only lose my exploring hand as
well; i1t too, is swallowed up in the abyss at the centre of my
being. Apparently this yawning cavern, this unoccupied base of
all my operations, this magical locality where 1 thought 1 kept
my head, is in fact more like a beacon-fire so fierce that all
things approaching it are instantly and utterly consumed, in
order that its world-illuminating brilliance and clarity shall
never for a moment be obscured. As for these lurking aches and
tickles and so on, they can no more quench or shade that central
brightness than these mountains and clouds and sky can do so.
Quite the contrary: they all exist iIn its shining, and through
them it 1s seen to shine. Present experience, whatever sense is
employed, occurs only in an empty and absent head. For here and
now my world and my head are incompatibles, they won’t mix.
There 1s no room for both at once on these shoulders, and
fortunately 1t is my head with all its anatomy that has to go.
This is not a matter of argument, or of philosophical acumen ,
or of working oneself up Into a state, but of simple sight -
LOOK=WHO”S-HERE instead of THINK-WHO”’S-HERE. If I fail to see
what I am (and especially what I am not) it is because I am too
busily iImaginative, too “spiritual,” too adult and knowing, to
accept the situation exactly as | find i1t at the moment. A Kkind
of alert i1diocy is what 1 need. It takes an iInnocent eye and an
empty head to see their own perfect emptiness.

Probably there is only one way of converting the skeptic who
still says | have a head here, and that i1s to iInvite him to come
here and take a look for himself; only he must be an honest
reporter, describing what he observes and nothing else.

Starting off on the far side of the room, he sees me as a
full-length man-with-a-head. But as he approaches he finds half
a man, then a head, ten a blurred cheek or eye or nose; then a
mere blur and finally (at the point of contact) nothing at all.
Alternatively, i1if he happens to be equipped with the necessary
scientific iInstruments; he reports that the blur resolves itself
into tissues, then cell groups, then a single cell, a cell-
nucleus, giant molecules .. and so on, till he comes to a place
where nothing is to be seen, to space which is empty of all
solid or material objects. In either case, the observer who
comes here to see what i1t’s really like finds what I find here —
vacancy. And if, having discovered and shared



On Having No Head 28

my nonentity here, he were to turn round (looking out with me
instead of in at me) he would again find what I find — that
this vacancy is filled to capacity with everything imaginable.
He, too, would Tfind this central Point exploding 1into an
Infinite Volume, this Nothing 1into the All, this Here into
Everywhere.

And 1T my skeptical observer still doubts his senses, he
may try his camera instead — a device which, lacking memory and
anticipation, can register only what is contained in the place
where i1t happens to be. It records the same picture of me. Over
there, 1t takes a man, midway, bits and pieces of a man; here,
no man and nothing — or else, when pointed the other way round,
the universe.

So this head is not a head, but a wrong-headed idea. I1f 1 an
still find a here, I am “seeing things,” and ought to hurry off
to the doctor. It makes little difference whether 1 find a human
head, or an asse’s head, a fried egg, or a beautiful bunch of

flowers]: to have any topknot at all 1is to suffer from
delusions.

During my Jlucid intervals, however, I am clearly headless
here. Over there, on the other hand, I am clearly far from
headless: indeed, I have more heads than I know what to do with.

Concealed in my human observers and iIn cameras, on display in
picture frames, pulling faces behind shaving mirrors, peering
out of door knobs an spoons and coffeepots and anything which
will take a high polish, my heads are always turning up — though
more-or-less shrunken and distorted, twisted back-to-front,
often the wrong way up, and multiplied to infinity.

But there i1s one place where no head of mine can ever turn up,
and that i1s here “n my shoulders,” where i1t would blot out this
Central Void which is my very life-source: fortunately nothing
is able to do that. In fact, these loose heads can never amount
to more than 1i1mpermanent and unprivileged accidents of that
outer” or phenomenal world which though altogether one with the
central essence, fTails to affect i1t in the slightest degree. So
unprivileged, indeed, iIs my head in the mirror, that 1 don’t
necessarily recognize myself in the glass, and neither do | see
the man over there, the too-familiar fellow who lives iIn that
other room behind the looking-glass and seemingly spends all his
time staring into this room — that small, dull, circumscribed,
particularized, ageing, and oh-so-vulnerable gazer - as the
opposite to every way of my real Self ere. 1 have never been
anything but this ageless, adamantine, measureless, lucid, and
alto-
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gether immaculate Void: it is unthinkable that I could ever have
been confused that staring wraith over there with what 1 plainly
perceive myself to be here and now and forever.

* * *

Film directors . . . are practical people, much more iInterested
in the telling re-creation of experience than in discerning the
nature of the experience; but in fact the one involves some of
the other. Certainly these experts are well aware (for example)
how feeble my reaction is to a film of a vehicle obviously
driven by someone else, compared with my reaction to a film of a
vehicle apparently driven by myself. In the first instance | am
a spectator on the pavement, observing two similar cars swiftly
approaching, colliding, killing the drivers, bursting into
flames — and 1 am mildly interested. In the second, 1 am the
driver — headless of course, like all first-person drivers, and
my car (what little there is of i1It) is stationary. Here are my
swaying knees, my foot hard down on the accelerator, my hands
struggling with the steering wheel, the long bonnet sloping away
in front, telegraph poles whizzing by, the road snaking this way
and that, the other cars, tiny at first, but looming larger and
larger, coming straight at me, and then the crash, a great flash
of light, and an empty silence . . . 1 sink back onto my seat
and get my breath back. 1 have been taken for a ride.

How are they fTilmed, these Tirst person experiences? Two
ways are possible: either a headless dummy is photographed, with
the camera iIn place of the head, or else a real man 1is
photographed, with his head held far back, or to one side to
make room for the camera. In other words, to ensure that 1 shall
identify myself with the actor, his head is got out of the way;
he must be my kind of man. For a picture of me-with-a-head i1s no
likeness at all, i1t i1s the portrait of a complete stranger, a
case of mistaken identity.

It 1s curious that anyone should go to the advertising man
for a glimpse iInto the deepest — and simplest — truths about
himself; odd also that an elaborate modern invention like the
cinema should help rid anyone of an illusion which very young
children and animals are free of. But human capacity for self-
deception has surely never been complete. A profound though dim
awareness of the human condition may well explain the popularity
of many old cults and legends of loose and flying heads, of one
eyed or headless monsters and apparitions, of human bodies with
non-human heads and martyrs who (like King Charles in the ill-
punctuated sentence) walked and talked after their heads were
cut off —-
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Fantastic pictures, no doubt, but nearer than common sense ever
gets to a true portrait of this man.

x* x* *

But if I have no head or face or eyes here (protests common
sense) how on Earth do I see you, and what are eyes for, anyway?
The truth 1s that the verb to see has two quite opposite
meanings. When se observe a couple conversing, we say they see
each other, though their faces remain iIntact and some Tfeet
apart, but when I see you your face is all, mine nothing. You
are the end of me. Yet (so Enlightenment-preventing 1is the
language of common sense) we use the same little word for both
operations: and of course, the same word has to mean the same
thing! What actually goes on between third persons as such is
visual communication — that continuous and self-contained chain
of physical processes (involving light waves, eye-lenses,
retinas, the visual area of the cortex, and so on) in which the
scientist can find no chink where “mind” or “seeing” could be
slipped in, or (if it could) would make any difference. True
seeing, by contrast, is fTirst person and so eyeless. In the
language of the sages, only the Buddha Nature, or Brahman, or
Allah, or God, sees or hears or experiences anything at all.

Reflections

We have been presented with a charmingly childish and
solipsistic view of the human condition. It is something that,
at an intellectual level, offends and appalls us; can anyone
sincerely entertain such notions without embarrassment? Yet to
some primitive level in us it speaks clearly. That is the level
at which we cannot accept the notion of our own death. In many
of use, that level has been submerged and concealed for so long
tat we TfTorget how incomprehensible is the concept of personal
nonexistence. We can so easily — it seems — extrapolate from the
nonexistence of others to the potential
nonexistence, one day, of ourselves. Yet how can it be a day
when 1 die? After all, a day i1s a time with light and sounds;
when 1 die, there will be none of those. “Oh, yes, there will
be,” protests an iInner voice. “Just because | won”’t be there to
experience them doesnt mean they won’t exist! That’s so
solipsistic!” My Inner voice, coerced by
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The power of a simple syllogism, has reluctantly overridden the
notion that I am a necessary ingredient of the universe. That
syllogism is roughly, this:

All human beings are mortal
I am a human being.
Therefore . . . I am a mortal.

But for the substitution of “I” for “Socrates” this iIs the most
classical of all syllogisms. What kind of evidence is there for
the two premises? The Tfirst premise presumes an abstract
category, the class of human beings. The second premise is that
I too belong to that class, despite the seemingly radical
difference between myself and every other member of that class
(which Harding is so fond of pointing out).

The i1dea of classes about which general statements can be
made 1Is not so shocking, but it It seems to be a rather advanced
property of intelligence to be able to formulate classes beyond
those that are part of an innate repertoire. Bees seem to have
the class “flower” down pretty well, but it is doubtful that
they can formulate a concept of *“chimney” or *“human.” Dogs and
cats seem to be able to manufacture new classes, such as “food
dish,” “door,” “toy,” and so on. But people are by far the best
at the piling up of new category upon new category. This
capacity is at the core of human nature and is a profound source
of joy. Sportscasters and scientists and artists all give us
great pleasure in their formulation of new kinds of concepts
that enter our mental vocabulary.

The other part of the first premise is the general concept
of death. That something can vanish or be destroyed iIs a very
early discovery. The food i1n the spoon vanishes, the rattle
falls off the high chair. Mommy goes away for a while, the
balloon pops, the newspaper in the fireplace burns up, the house
a block down the street i1s razed and so on. All very shocking
and disturbing, certainly - but still acceptable.
The swatted fly, the sprayed mosquitoes these build on the
previous abstractions, and we come to the general concept of
death. So much for the first premise.

(Patricks note.. In view of this, why do we insist in still
thinking that WE are special and that WE and only WE live after
death????)))

The second premise is the tricky one. As a child 1
formulated the abstraction “human being” by seeing things
outside of me that had something 1In common — appearance,
behaviour and so on. That this particular class could then “fold
back on me and engulf me — this realization necessarily comes
at a later stage of cognitive development, and must be quite a
shocking experience, although probably most of us do not
remember It happening.

The truly amazing step, though, is the conjunction of the
two premises. By the time we’ve developed the mental power to
formulate
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Them both, we also have developed a respect for the compelling
of simple logic. But the sudden conjunction of these two
premises slaps us in the face unexpectedly. 1t is an ugly,
brutal blow that sends us reeling — probably for days, weeks,
months. Actually, for years — for our whole lives! But somehow
we suppress the conflict and turn it in other directions.

Do higher animals have the ability to see themselves as

members of a class? Is a dog capable of (wordlessly) thinking
the thought. ““I bet I look like those dogs over there”? Imagine
the following gory situation. A ring is formed of, say, twenty
animals of one sort. An evil human repeatedly spins a dial and
walks over to the designated animal and knifes it to death in
front of the remaining ones. Is i1t likely that each one will
realize its impending doom, will think, “That animal over there
is just like me, and my goose may soon be cooked just as his
was. Oh, no!”? ((Patrick’s note.. YES, animals do know, cows at
the abattoir know they are going to be slaughtered.. smack one
dog and my others know they had better go hide...)
This ability to snap oneself onto others seems to be the
exclusive property of members of higher species. (it is the
central topic of Thomas Nagel’s article, “What is it like to be
a Bat?” reprinted in selection 24.) One begins by making partial
mappings: “l have feet, you have feet; | have hands, you have
hands; hmm . . * These partial mappings then can induce a total
mapping. Pretty soon, 1 conclude from your having a head that I
to have one, although I can’t see mine. But this stepping
outside myself iIs a gigantic and, In some ways, self-denying
step. It contradicts much direct knowledge about myself. It is
like Harding’s two distinct types of verb “to see” — when
applied to myself it is quite another thing than when it applies
to you. The power of this distinction gets overcome, however, by
the sheer weight of too many mappings all the time, establishing
without doubt my membership iIn a class that | formulated
originally without regard to myself.

So logic overrides intuition. Just as we could come to
believe that our Earth can be round — as is the alien moon —
without people fTalling off, so we fTinally come to believe that
the solipsistic view i1s nutty. Only a powerful vision such as
Harding’s Himalayan experience can return us to that primordial
sense of self and otherness, which is at the root of the
problems of conscious ness, soul, and self.

Do 1 have a brain? Will 1 actually die? We all think about
such questions many times during our Qlives. Occasionally,
probably every imaginative person thinks that all of life 1s a
huge joke or hoax — perhaps a psychology experiment — being
perpetrated by some inconceivable superbeing, seeing how far it
can push us iInto believing obvious absurdities (the i1dea that
sounds that 1 can’t understand really mean something. The idea
that someone can hear Chopin or eat chocolate ice-cream without
loving it, the idea that light goes at the same speed iIn any
reference frame,
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the i1dea that I am made of inanimate atoms, the idea of my own
death, and so on)> But unfortunately (or fortunately), that
“conspiracy theory” undermines 1itself, since it postulates
another mind — iIn fact a superintelligence an d therefore
inconceivable one — in order to explain away other mysteries.

There seems to be no alternative to accepting some sort of
incomprehensible quality iIn existence. Take your pick. We all
fluctuate delicately between a subjective and objective view of
the world, and this quandary is central to human nature.

D.-R.H.
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Harold J. Morowitz

Rediscovering the Mind

Something peculiar has been going on in science for the past 100
years or so. Many researchers are unaware of it, and others
won’t admit it even to their own colleagues. But there 1is
strangeness in the air.

What has happened is that biologists, who once postulated a
privileged role for the human mind iIn nature’s hierarchy, have
been moving relentlessly toward the hard-core materialism that
characterized nineteenth-century physics. At the same time,
physicists, faced with compelling experimental evidence, have
been moving away from strictly mechanical models of the universe
to a view that sees the mind as playing an integral role in all
physical events. It is as 1f the two disciplines were on two
fast-moving trains, going in opposite directions and not
noticing what is happening across the tracks.

This role reversal by biologists and physicists has left
the contemporary psychologist in an ambivalent position. From
the perspective of biology, the psychologist studies phenomena
that are far removed from the core of certainty, that is, the
submicroscopic world of atoms and molecules. From the
perspective of physics, the psychologist deals with “the mind,”
and undefined primitive that seems at once essential and
impenetrable. Clearly both views embody some measure of truth —
and a resolution of the problem is essential to deepening and
extending the foundations of behavioural science.

The study of Ilife at all levels, from the social to
molecular behaviour, has

“Rediscovered the Mind,” by Harold J. Morowitz. From Psychology Today,
August 1980. Reprinted by permission of the author.
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ILLUSTRATIONS BY VICTOR JUHASZ

In modern times relied on reductionism as the chief explanatory
concept. This approach to knowledge tries to comprehend one
level of scientific phenomena iIn terms of concepts at a lower
and presumably more fundamental level. In chemistry, large-scale
reactions are accounted for by examining the behaviour of
molecules. Similarly, physiologists study the activity of living
cells in terms of processes carried out by organelles and other
subcellular entities. An din geology, the formations and
properties of minerals are described using the features of the
constituent crystals. The essence of these cases 1Is seeking
explanation iIn underlying structures and activities.

Reductionism at the psychological level i1s exemplified by
the viewpoint in Carl Sagan’s best-selling book The Dragons of
Eden. He writes: “My fundamental premise about the brain iIs that
all its workings — what we sometimes call “~~ "mind™ - are a
consequence of its anatomy and physiology and nothing more.” As
a Turther demonstration of this trend of thought, we note that
Sagan’s glossary does not contain the words mind, consciousness,
perception, awareness, or thought, but rather deals with entries
such as synapse, lobotomy, proteins, and electrodes.

Such attempts to reduce human behaviour to its biological
basis have a long history, beginning with early Darwinians and
their contemporaries working in physiological psychology. Before
the nineteenth-century, the mind-body duality, which was central
to Descartes” philosophy, had tended to place the human mind
outside the domain of biology. Then the stress that the
evolutionists placed on our “apeness” made us subject to
biological study by methods appropriate to nonhuman primates
and, by extension, to other animals. The Pavlovian school
reinforced that theme, and 1t became a cornerstone of many
behavioural theories. While
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No general agreement has emerged among psychologists as to how
far reductionism should be carried, most will readily concede
that our actions have hormonal, neurological, and physiological
components. Although Sagan’s premise lies within a general
tradition iIn psychology, i1t is radical iIn aiming at complete
explanation in terms of the underlying level. This goal 1 take
to be the thrust of his phrase “and nothing more.”

At the time various schools of psychology were attempting
to reduce their science to biology, other life scientists were
also looking for more basic levels of explanation. Their outlook
can be seen In the writings of a popular spokesman of molecular
biology, Francis Crick. In his book, Of Molecules and Men, a

contemporary attack on vitalism — the doctrine that biology
needs to be explained in terms of life forces lying outside the
domain of physics — Crick states: “The ultimate aim of the

modern movement in biology i1s iIn fact to explain all biology in
terms of physics and chemistry.” He goes on to say that by
physics and chemistry he refers to the atomic level, where are
knowledge 1s secure. By use of the i1talicized all, he expresses
the position of radical reductionism that has been the dominant
viewpoint among an entire generation of Dbiochemists and
molecular biologists.

x* x* x*

IT we now combine psychological and biological reductionism and
assume they are going to overlap, we end up with a sequence of
explanation going from mind to anatomy and physiology, to cell
physiology, to molecular biology, to atomic physics. All this
knowledge i1s assumed to rest on a firm bedrock of understanding
the laws of quantum physics, the newest and most complete theory
of atomic structures and processes. Within this context,
psychology becomes a branch of physics, a result that may cause
some unease among both groups of professionals.

This attempt to explain everything about human beings in
terms of the Tfirst principles of physical science is not a new
idea and had reached a definitive position in the views of the
mid-nineteenth-century European physiologists. A representative
of that school, Emil Du Bois-Reymond, set forth his extreme
opinions iIn the 1iIntroduction to an 1848 book on animal
electricity. He wrote that “if our methods only were sufficient,
an analytical mechanics (Newtonian physics) of general life
processes would be possible and fundamentally would reach even
to the problem of the freedom of the will.”

There is a certain hubris iIn the words of these early
savants that was picked up by Thomas Huxley and his colleagues
in their defense of Darwinism and, even today, echoes in the
theories of modern reduction-
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ists who would move from the mind to the first principles of
atomic physics. It is most clearly seen at present in the
writings of the sociobiologists, whose arguments animate the
contemporary intellectual scene. In any case, Du Bois-Reymond’s
views are consistent with modern radical reductionists, except
that quantum mechanics has how replaced Newtonian mechanics as
the underlying discipline.

During the period in which psychologists and biologists
were steadily moving toward reducing their disciplines to the
physical sciences, they were largely unaware of perspectives
emerging from physics that cast an entirely new light on their
understanding. Toward the close of the last century, physics
presented a very ordered picture of the world, in which events
unfolded 1iIn characteristic, regular ways, following Newton’s
equations iIn mechanics and Maxwell’s in electricity. These
processes moved inexorably, independent of the scientist, who
was simply a spectator. Many physicists considered their subject
as essentially complete.

Starting with the introduction of the theory of relativity
by Albert Einstein in 1905, this neat picture was
unceremoniously upset. The new theory postulated that observers
in different systems moving with respect to each other, would
perceive the world differently. The observer thus became
involved i1n establishing physical reality. Te scientist was
losing the spectator’s role and becoming an active participant
in the system under study.

With the development of quantum mechanics, the role of the
observer became an even more central pat of physical theory, an
essential component 1in defining an event. The mind of the
observer emerged as a necessary element in the structure of the
theory. The 1implications of the developing paradigm greatly
surprised early quantum physicists and led them to study
epistemology and the philosophy of science. Never
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Before 1in scientific history, to my knowledge, had all the
leading contributors produced books and papers expounding the
philosophical and humanistic meaning of their results.

Werner Heisenberg, one of the founders of the new physics,
became deeply involved in the issues of philosophy and humanism.
In Philosophical Problems of Quantum Physics, he wrote of
physicists having to renounce thoughts of an objective time
scale common to all observers, and of events In time and space
that are independent of our ability to observe them. Heisenberg
stressed that the laws of nature are no longer dealt with
elementary particles, but with our knowledge of these particles
— that is, with the contents of our minds. Erwin Schrédinger,
the man who formulated the Tfundamental equation of quantum
mathematics, wrote an extraordinary little book in 1958 called
Mind and Matter. In this series of essays, he moved from the
results of the new physics to a rather mystical view of the
universe that he identified with the “perennial philosophy” of
Aldous Huxley. Schroédinger was the Tfirst of the quantum
theoreticians to express sympathy with the Upanishads and
eastern philosophical thought. A growing body of literature now
embodies this perspective, including two popular works, The Tao
of Physics by Fritjof Capra and the Dancing Wu Li masters by

Gary Zukav.
The problem faced by quantum theorists can best be seen in
the famous paradox. “Who killed Schroédinger’s cat?” In a

hypothetical formulation, a kitten is put in a closed box with a
jar of poison and a triphammer poised to smash the jar. The
hammer is activated by a counter that records random events,
such as radioactive decay. The experiment lasts just long enough
for there to be a probability of one-half that the hammer will
be released. Quantum mechanics represents the system
mathematically by the sum of a live-cat and a dead-cat function,
each with a probability of one-half. The question i1s whether the
act of looking (the measurement) kills or saves the cat, since
before the experimenter looks i1In the box both solutions are
equally likely.

This lighthearted example reflects a deep conceptual
difficulty. In more formal terms, a complex system can only be
described by using a probability distribution that relates the
possible outcomes of an experiment. In order to decide among the
various alternatives, a measurement IS required. This
measurement iIs what constitutes an event, as distinguished from
the probability which is a mathematical abstraction. However,
the only simple and consistent description physicists were able
to assign to a measurement involved an observer’s becoming aware
of the result. Thus the physical event and the content of the
human mind were inseparable. This [Qlinkage forced many
researchers to seriously consider consciousness as an integral
part of the structure of physics. Such inter-
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pretations moved science toward the idealist as contrasted with
the realist conception of philosophy.

The views of a large number of contemporary physical
scientists are summed up in the essay ‘“Remarks on the Mind-Body
Question” written by Nobel laureate Eugene Wigner. Wigner begins
by pointing out that most physical scientists have returned to
the recognition that thought — meaning the mind — Is primary. He
goes on to state: “lIt was not possible to formulate the laws of
quantum physics in a fully consistent way without reference to
the consciousness.” And he concludes by noting how remarkable it
is that the scientific study of the world led to the content of
consciousness as an ultimate reality.

A Tfurther development in yet another Tfield of physics
reinforces Wignher’s viewpoint. The introduction of iInformation
theory and 1its applications to thermodynamics has led to the
conclusion that entropy, a basic concept of that science, 1s a
measure of the observer’s ignorance of the atomic details of the
system. When we measure the pressure, volume, and temperature of
an object, we have a residual lack of knowledge of the exact
position and velocity of the component atoms and molecules. The
numerical value of the amount of information we are missing 1S
proportional to the entropy. In earlier thermodynamics, entropy
had represented, 1In an engineering sense, the energy of the
system unavailable to perform external work. In the modern view,
the human mind enters once again, and entropy relates not just
to the state of the system but to our knowledge of that state.

The founders of modern atomic theory did not start out to
impose a “mentalist” picture on the world. Rather, they began
with the opposite point of view and were forced to the present-
day position in order to explain experimental results.

We are now in a position to iIntegrate the perspectives of
three large fields: psychology, biology and physics. By
combining the positions of Sagan, Crick, and Wigner as spokesmen
for the various outlooks, we get a picture of the whole that is
quite unexpected.

First, the human mind, including consciousness and
reflective thought, can be explained by activities of the
central nervous system, which, In turn, can be reduced to the
biological structure and function of that physiological system.
Second, biological phenomena at all levels, can be totally
understood in terms of atomic physics, that is, through the
action and interaction of the component atoms of carbon,
nitrogen, oxygen, and so forth. Third, and last, atomic physics,
which 1is now understood most Tully by means of quantum
mechanics, must be formulated with the mind as a primitive
component of the system.

We have thus, In separate
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Circle — from the mind, back to the mind. The results of this
chain of reasoning will probably lead more aid and comfort to
Eastern mystics than to neurophysiologists and molecular
biologists; nevertheless, the <closed Iloop TfTollows from a
straightforward combination of the explanatory processes of
recognized experts in the three separate sciences. Since
individuals seldom work with more than one of these paradigms,
the general problem has received little attention.

IT we reject this epistemological circularity, we are left
with two opposing camps: a physics with a claim to completeness
because it describes all of nature, and a psychology that is
all-embracing because it deals with the mind, our only source of
knowledge of the world. Given the problems i1n both of these
views, it is perhaps well to return to the circle and give it
more sympathetic consideration. If it deprives us of Tfirm
absolutes, at least 1t encompasses the mind-body problem and
provides a framework within which individual disciplines can
communicate. The closing of the circle provides the best
possible approach for psychological theorists.

The strictly reductionist approach to human behaviour so
characteristic of sociobiology also runs into trouble on more
narrowly biological grounds. For it includes an assumption of
continuity in evolution from early mammals to man, which implies
that the mind, or consciousness, was not a radical departure.
Such an assumption is hardly justified when one considers the
dramatic instances of discontinuity in evolution. The origin of
the universe itself, the “big bang,” i1s a cosmic example of a
discontinuity. Te beginning of life, while less cataclysmic, is
certainly another example.
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The encoding of information in genetic molecules introduced
the possibility of profound disturbances in the laws that
governed the universe. Before the coming of genetic life, for
example, fluctuations In temperature or noise were averaged out,
giving rise to precise laws of planetary evolution. Afterward
however, a single molecular event at the level of thermal noise
could lead to macroscopic consequences. For i1If the event were a
mutation iIn a self-replicating system, then the entire course of
biological evolution could be altered. A single molecular event
could kill a whale by inducing a cancer or destroy an ecosystem
by generating a virulent virus that attacks a key species 1in
that system. The origin of life does not abrogate the underlying
laws of physics, but it adds a new fTeature: Ularge scale
consequences of molecular events. This rule change makes
evolutionary history indeterminate and so constitutes a clear-
cut discontinuity.

A number of contemporary biologists and psychologists
believe that the origin of reflective thought that occurred
during primate evolution is also a discontinuity tat has changed
the rules. Again, the new situation does not abrogate the
underlying biological laws, but it adds a TfTeature that
necessitates novel ways of thinking about the problem. The
evolutionary biologist Lawrence B. Slobodkin has identified the
new fTeature as an introspective self-image. This property he
asserts, alters the response to evolutionary problems and makes
it i1mpossible to assign major historical events to cause
inherent in biological evolutionary laws. Slobodkin is claiming
that the rules have changed and man cannot be understood by laws
applicable to other mammals whose brains have a very similar
physiology.

This emergent feature of man has, in one form or another,
been discussed by numerous anthropologists, psychologists , and
biologists. It is part of the empirical data that cannot be
shelved just to preserve reductionist purity. The discontinuity
needs to be thoroughly studied and evaluated, but first i1t needs
to be recognized. Primates are very different from other
animals, and human beings are very different from other
primates.

We now understand the troublesome features in a forceful
commitment to uncritical reductionism as a solution to the
problem of the mind. We have discussed the weaknesses of that
position. In addition to being weak, it iIs a dangerous view,
since the way we respond to our fellow human beings iIs dependent
on the way we conceptualize them i1n our theoretical
formulations. If we envision our fellows solely as animals or
machines, we drain our iInteractions of humanistic richness. IT
we seek our behavioural norms in the study of animal societies,
we ignore those
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uniquely human features that so enrich our Ulives. Radical
reductionism offers very Jlittle 1i1n the area of moral
imperatives. Further, it presents the wrong glossary of terms
for a humanistic pursuit.

The scientific community has made notable progress in
understanding the brain, and 1 share the enthusiasm for
neurobiology that characterizes modern-day research.
Nevertheless, we should be reluctant to let that élan generate
statements that go beyond science and lock us into philosophical
positions that i1mpoverish our humanity by denying the most
intriguing aspect of our species. To underrate the significance
of the appearance and character of reflective thought is a high
price to pay iIn order to honour the liberation of science from
theology by our reductionist predecessors several generations
back. The human psyche is part of the observed data of science.
We can retain i1t and still be good empirical biologists and
psychologists.

Reflections

“The garden of Forking Paths” is a picture, incomplete yet not
false, of the universe as Ts ui Pén conceived it to be.
Differing from Newton and Schopenhauer.. (he) did not think of
time as absolute and uniform . He believed in an infinite
series of times, in a dizzily growing, ever spreading network
of diverging, converging and parallel times. This web of time
— the strands of which approach one another, bifurcate,
intersect, or 1ignore each other through the centuries -
embraces every possibility. We do not exist in most of them.
In some you exist and not 1, while in others I do, and you do
not, and yet in others both of us exist. In this one, in which
chance has favoured me, you have come to my gate. In another,
you, crossing the garden have found me dead. In yet another, |
say these very same words, but am an error, a phantom.

Jorge Luis Borges
“The garden of Forking Paths”

Actualities seem to float in a wider see of possibilities from
out of which they were chosen; and somewhere, indeterminism
says, such possibilities exist, and form part of the truth.

-- William James

It I1s an attractive notion that the mysteries of quantum physics
and the mysteries of consciousness are somehow one. The
epistemological loop that Morowitz describes has just about the
proper amounts of hard sci-
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ence, beauty, weirdness, and mysticism to “sound right.”
However, it Is an i1dea that iIn many ways opposes an important
them of this book, which 1is that nonquantum-mechanical
computational models of mind (all that goes along with mind) are
possible In principle. Bur right or wrong — and 1t i1s too early
to say — the ideas that Morowitz presents are worth thinking
about, for there is a certainly no question that the problem of
the 1i1nteraction of subjective and objective viewpoints 1iIs a
conceptual difficulty at the heart of quantum mechanics. In
particular, quantum mechanics as i1t i1s usually cast accords a
privileged causal status to certain systems known as “observers”
without spelling out whether consciousness 1S a necessary
ingredient of observer status). To clarify this point we must
present a quick overview of the “measurement problem” in quantum
mechanics, and we will invoke the metaphor of the *‘quantum wave
faucet” for that purpose.

Imagine a faucet with two knobs — hot and cold — each of
which you can twist continuously. Water comes streaming out of
the faucet, but there i1s a strange property to this system. The
water is always totally hot or totally cold — no in-between.
These are called the “two temperature eigenstates” of the water.
The only way you can tell which eigenstate the water i1s In is by
sticking your hand in and feeling i1t. Actually, iIn orthodox
quantum mechanics 1t i1s trickier than that. It is the act of
putting your hand under the water that throws the water iInto one
or the other eigenstate. Up until that very instant, the water
is said to have be iIn a superposition of states (or more
accurately, a superposition of eigenstates)

Depending on the setting of the knobs, the likely hood of

cold water will vary. Of course, 1f you turn on only the *“H”
tap, then you’ll get hot water always, and if you turn on only
“C,” then you’ll get cold water for sure. If you open both
valves, however, you’ll create a superposition of states. By
trying it over and over again with one setting, you can measure
the probability tat you’ll get cold water with that setting.
After that, you can change the setting and try again. There will
be some crossover point where hot and cold are equally likely.
It will be like flipping a coin. (This quantum water faucet 1is
sadly reminiscent of many a bathroom shower.) Eventually you can
build up enough data to draw a graph of the probability of cold
water as a function of the knobs” settings.
Quantum phenomena are like this. Physicist can twiddle knobs and
put systems into superpositions of states analogous to our hot-
cold superpositions. As long as no measurement iIs made of the
system, the physicists cannot know which eigenstate the system 1
sin. Indeed 1t can
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Be shown that in a very fundamental sense the system itself does
not “know” which eirgenstate it i1s in, and that 1t decides — at
random — only at the moment the observer’s hand is put in to
“test the water,” so to speak. The system, up till the moment of
observation, acts as i1If 1t were not In an eigenstate. For all
practical purposes, for all theoretical purposes — iIn fact for
all purposes—the system iIs not In an eigenstate.

You can imagine doing a lot of experiments on the wate
coming out of a quantum water faucet to determine if iIts is
actually hot or actually cold without sticking your hand in
(we’re of course assuming that there are no telltale clues such
as steam). For example, run your washing machine on the water
from the faucet. Still, you won’t know iIf your wool sweater has
shrunk or not until the moment you open the washing machine (a
measurement made by a conscious observer). Make some tea with
water from the faucet. Still, you won’t know if you’ve got iced
tea or not, until you taste i1t (interaction with a conscious
observer again). Attach a recording thermometer just under the
water Tfaucet. Until you vyourself see the reading on the
thermometer or the ink marks on its record, you can’t know the
temperature. You can’t be any surer that the ink is on the paper
than you are that the water has a definite temperature. The
critical point here is that the sweater and the tea and the
thermometer, not having conscious-observer status themselves,
have to play along with the gag and, just as the water did,
enter their own superpositions of states — shrunk and nonshrunk,
iced-tea-and-hot-tea, ink-high-and ink-low.

This may sound as if It has nothing to do with physics per
se but merely with ancient philosophical conundrums such as
“Does a tree In a forest make a noise when i1t falls 1Tt there’s
no one there to hear i1t?” But the quantum-mechanical twist on
such riddles is that there are observation consequences that are
diametrically opposite to the consequences that would occur if
a seemingly mixed state were in reality always a true
eigenstate, merely hiding i1ts identity from observers until the
moment of measurement. In crude terms, a stream of maybe-hot-
maybe-cold water would act differently from a stream of water
that 1s actually hot or actually cold, because the two
alternatives “interfere” with each other in the sense of
overlapping waves (as when part of a speedboat’s wake
momentarily cancels another part reflected of a jetty, or when a
skipped rock’s successive bounces send out ripples that
crisscross and create shimmering patterns on a still lake
surface). It turns out that such interference effects are only
statistical, so the effect would become manifest only after a
large number of sweater-washings or tea-makings. Interested
readers should consult the beautiful exposition of this
difference in The character of Physical law by Richard Feynman.



Rediscovering the Mind 45

The plight of Schrodinger’s cat carries this idea further — that
even a cat could be iIn a quantum-mechanical superposition of
states until a human observer intervened. One might object, and
say, “Wait a minute! Isn’t a live cat as much of a conscious
observer as a human being 1s?” Probably it is — but notice that
this cat is possibly a dead cat, which

Schrédinger’s cat in a superposition of states. (From The Many-Worlds of Quantum Mechanics, edited
by Bryce S. DeWitt and Neill Graham.)

is certainly not a conscious observer. In effect, we have
created, in Schrodinger’s cat, a superposition of two
eigenstates one of which has observer status, the other of which
lacks it! Now what shall we do? The situation is reminiscent of
a Zen riddle (recounted in Zen Flesh, Zen Bones by Paul Repx)
posed by the master Kydgen:

Zen is like a man hanging in a tree by his teeth over a precipice. His
hands grasp no branch, his feet rest on no limb, and under the tree
another person asks him: “Why did Bodhidharma come to China from
India?” if the man in the tree does not answer, he fails; and it he
does answer, he falls and loses his life. Now what shall he do?

To many physicists the distinction between systems with observer
status and those without has seemed artificial, even repugnant.
Moreover, the 1i1dea that an observer’s intervention causes a
“collapse of the wave function” -- a sudden jump iInto one
randomly chosen pure eilgenstate — iIntroduces caprice into the
ultimate laws of nature. “God does not play dice” (“Der Herrgott
wurfelt nicht” was Einstein’s lifelong belief.

A radical attempt to save both continuity and determinism 1in
quantum mechanics iIs known as the “many-worlds interpretation”
of quantum mechanics, first proposed in 1957 by Hugh Everett
I111. According
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to this very Dbizarre theory, no system ever  jumps
discontinuously iInto an eilgenstate. What happens 1is that the
superposition evolves smoothly with 1its various branches
unfolding i1n parallel. Whenever necessary, the state sprouts
further branches that carry the various new alternatives. For
instance, there are two branches in the case of Schrodinger’s
cat, and they both develop in parallel. “Well, what happens to
the cat? Does i1t feel itself to be alive, or dead?” one must
wonder. Everett would answer, “It depends which branch you look
at. On one branch it feels 1itself alive, and on the other
there’s no cat to feel anything.” With Intuition beginning to
rebel, one then asks, “Well, what about a few moments before the
cat on the fatal branch died? How did the cat feel then? Surely
the cat can’t feel two ways at once! Which of the two branches
contains the genuine cat?

The problem becomes even more intense as you realize the
implications of this theory as applied to you, here and now. For
every quantum mechanical branch in your life (and there have
been billions upon billions), you have split Into two or more
yous, riding along parallel but disconnected branches of one
gigantic “universal wave function.” At the critical spot In his
article where this difficulty arises, Everett calmly iInserts the
following footnote:

At this point we encounter a language difficulty. Whereas before the
observation we had a single observer state, afterwards there were a
number of different sates for the observer, all occurring in a
superposition. Each of these separate states is a state for an
observer, so that we can speak of the different observers described by
different states. On the other hand, the same physical system is
involved, and from this viewpoint it is the same observer, which is in
different states for different elements of the superposition (i.e.,
had had different experiences 1iIn the separate elements of the
superposition). In this situation we shall use the singular when we
wish to emphasize that a single physical system is involved, and the
plural when we wish to emphasize the different experiences for the
separate elements of the superposition (E.g., “The observer performs
an observation of the quantity A, after which each of the observers of
the resulting superposition has perceived an eigenvalue.”)

All said with a poker fTace. The problem of how 1t Tfeels
subjectively is not treated; It iIs just swept under the rug. It
is probably considered meaningless.

And yet, one simply has to wonder, “Why, then, do 1 feel
myself to be in just one world?” Well, according to Everett’s
view, you don’t — you feel all the alternative simultaneously,
it’s just this you going down this branch who doesn’t experience
all the alternatives. This 1s completely shocking. The vivid
quotes with which we opened our reflection come
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Back and penetrate deeply. The ultimate question is this: “Why
is this me iIn this branch, then? What makes me — I mean this me
— Ffeel i1tself — | mean myself — unsplit?”

The sun is setting one evening over the ocean. You and a
group of friends are standing at various points along the wet
sand. As the water laps at your feet, you silently watch the red
globe drop nearer and nearer to the horizon. As you watch,
somewhat mesmerized, you notice how the sun’s reflection on the
wave crests forms a straight line composed of thousands of
momentary orange-red glints — a straight line pointing right at
you” ““How lucky that | am the one who happens to be lined up
exactly with that line”” you think to yourself. “Too bad not all
of us can stand here and experience this perfect unity with the
sun.” And at the same moment, each of your friends is having
precisely the same thought . . or is it the same?

Such musings are at the heart of the “soul-searching
question.” Why is this soul in this body? (Or on this branch of
the universal wave TfTunction?” Why, when there are so many
possibilities, did this mind get attached to this body? Why
can’t my “l-ness” belong to some other body? It is obviously
circular and unsatisfying to say something like “You are in that
body because that was the one made by your parents.” But why
were they my parents, and not someone else? Who would have been
my parents i1f | had been born in Hungary? What would I have been
like 1T | had been someone else? Or if someone else had been me?
Or — am I someone else? Am 1 everyone else? Is there only one
universal consciousness? Is it an i1llusion to feel oneself as
separate, as an individual? It is rather eerie to find these
bizarre themes reproduced at the core of what is supposedly our
stablest and least erratic science.

And yet iIn a way it Is not so surprising. There is a clear
connection between the imaginary worlds iIn our minds and the
alternate worlds evolving in parallel with the one we
experience. The proverbial young man picking apart the daisy and
muttering, “She loves me, she loves me not, she loves me, she
loves me not is clearly maintaining in his mind (at least) two
different worlds based on two different models for his beloved.
Or would it be more accurate to say that there i1s one mental
model of his beloved that is in a mental analogue of a quantum-
mechanical superposition of states?

And when a novelist simultaneously entertains a number of
possible ways of extending a story, are the characters not, so
to speak metaphorically, iIn a mental superposition of states? If
the novel never gets set to paper, perhaps the split characters
can continue to evolve their multiple stories in their author’s
brain. Furthermore, i1t would even seem strange to ask
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which story is the genuine version. All the worlds are equally
genuine.

And in like manner, there is a world -- a branch of the
universal wave function — in which you didn”’t make that stupid
mistake you now regret so much. Aren’t you jealous? But how can
you be jealous of yourself? Besides which, there’s another world
in which you made yet stupider mistakes, and are jealous of this
very you, here and now in this world!

Perhaps one way to think of the universal wave function is
as the mind — or brain, 1f you prefer — of the great novelist in
the sky, God, 1in which all possible branches are being
simultaneously entertained. We would be mere subsystems of God’s
brain, and these versions of us are no more privileged or
authentic tan our galaxy is the only genuine galaxy. God’s
brain, conceived in this way, evolves smoothly and
deterministically, as Einstein always maintained. The physicist
Paul Davies, writing on just this topic in his recent book Other
Worlds, says: “our consciousness weaves a route at random along
the ever-branching evolutionary pathway of the cosmos, so it is
we, rather than God, who are playing dice.”

Yet this leaves unanswered the most fundamental riddle that
each of us must ask: “Why is my unitary feeling of myself
propagating down this random branch rather than down some other?
What law underlies the random choices that pick out the branch 1
feel myself tracing out? Why doesn”t my felling of myself go
along with the other me’s as they split off, following other
routes? What attaches me-ness to the viewpoint of this body,
evolving down this branch of the universe at this moment in
time?”
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the question is so basic that it almost seems to defy clear
formulation iIn words. And the answer does not seem to be
forthcoming from quantum mechanics. In fact, this is exactly the
collapse of the wave function reappearing at the far end of the
rug as 1t was shoved under by Everett. It turns 1t Into a
problem of personal identity, no less perplexing than the
original problem i1t replaces.

One can fall even more deeply into the pit of paradox when
one realizes that there are branches of this one gigantically
branching universal wave function on which there i1s no evidence
for quantum mechanics whatsoever, branches on which there is no
Everett or many-worlds interpretation of quantum mechanics.
There are branches on which this entire Reflection got written
exactly as you see it here, except that ended with a different
Tlutzpah.

D.R.H
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A_M_. TURING

Computing Machinery
And Intelligence

The Imitation Game

I propose to consider the question “Can machines think?”
This should begin with definitions of the terms “machine” and
“think.” The definitions might be framed so as to reflect as far
as possible the normal use of the words, but this attitude is
dangerous. If the meaning of the words “machine” and “think” are
to be found by examining how they are commonly used it 1is
difficult to escape the conclusion that the meaning an dthe
answer to the question “Can machines think?” is to be sought in
a statistical survey such as a Gallop poll. But this is absurd.
Instead of attempting such a definition I shall replace the
qgquestion by another, which is closely related to it, and is
expressed in relatively unambiguous words.

The new form of the problem can be described in terms of a
game which we call the “imitation game.” It is played with three
people, a man (A), a woman (B), and an interrogator (C) who may
be of either sex. The interrogator stays in a room apart from
the other two. The object of the game for the interrogator is to
determine which of the other two is

Excerpt from “Computing Machines and Intelligence.” Mind, Vol. LIX.
No. 236 1950). Reprinted by permission.
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The man and which is the woman. He knows them by labels X, and
Y, and at the end of the game he says either “X is A and Y is B”
or "X is B and Y is A.” The interrogator 1is allowed to put
questions to A and B thus.

C: Will X please tell me the length of his or her hair?

Now suppose X 1is actually A, then A must answer. It is A’s
object 1in the game to try to cause C to make the wrong
identification. His answer might therefore be.

“"My hair is shingled and the longest strands are about nine
inches long.”

In order that tones of voice may not help the interrogator
the answers should be written, or better still, typewritten. The
ideal arrangement is to have a teleprinter communicating between
the two rooms. Alternatively the question and answers can be
repeated by an intermediary. The object of the game is for the
third player (B) is to help the interrogator. The best strategy
for he is probably to give truthful answers. She can add such
things as ”“I am the woman, don’t listen to him!” to her answers,
but it will avail nothing as the man can make similar comments.

We now ask the question, “What will happen when a machine
take sthe part of A in this game?” Will the interrogator deicde
wrongly as often when the game 1is played like this as he does
when the game 1is played between a man and a woman? These
questions replace our original “Can machines think?”

Critique of the New Problem

As well as asking “What is the answer to this new form of
the question,” one may ask, “Is this new question a worthy one
to investigate?” This latter gquestion we investigate without
further ado, thereby cutting short an infinite regress.

The new problem has the advantage of drawing a fairly sharp
line between the physical and the intellectual capacities of a
man. No engineer or chemist claims to be able to produce a
material which is indistinguishable from the human skin. It is
possible that at some time this might be done, but even
supposing this invention available, we should feel there was
little point in trying to make a “thinking machine” more human
by dressing it up in such artificial flesh. The form in which we
have set the problem reflects this fact in the condition which
prevents the interrogator from seeing or touching the other
competitors, or from hearing their voices.
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Some other advantages of the proposed criterion may be shown up
by specimen questions and answers. Thus:

Q: Please write me a sonnet on the subject of the Forth Bridge.

A: Count me out on this one. I never could write poetry.

Q: Add 34957 to 78764

A: (pause about 30 seconds and then give an answer) 105621.

Q: Do you play chess?

A: Yes.

Q: I have K at my K1 and no other pieces. You have only K at K6
and R at R1. It is your move. What do you play?

A: (after a pause of 15 seconds) R - R8 mate

The qguestion and answer method seems to be suitable for
introducing almost any one of the fields of human endeavour that
we wish to include. We do not wish to penalize the machine for
its inability to shine in beauty competitions, nor to penalize a
man for losing in a race against an airplane. The conditions of
our game make these disabilities irrelevant. The “witnesses” can
brag, 1if they consider it advisable, as much as they please
about their charms, strength or heroism, but the interrogator
cannot demand practical demonstrations.

The game may perhaps be criticized on the ground that the
odds are weighted too heavily against the machine. If the man
were to try and pretend to be the machine he would clearly make
a very poor showing. He would be given away at once by slowness
and inaccuracy 1n arithmetic. May not machines carry out
something which ought to be described as thinking, but which is
very different from what a man does? This objections is a very
strong one, but at least we can say that if, nevertheless, a
machine can be —constructed to play the imitation game
satisfactorily we need not be troubled by this objection.

It might be urged that when playing the “imitation game”
the best strategy for the machine may possibly be something
other than imitation of the behaviour of a man. This may be, but
I think it is unlikely that there is any great effect of this
kind. In any case there is no intention to investigate here the
theory of the game, and it will Dbe assumed that the best
strategy 1s to try to provide answers that would naturally be
given by a man.
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The Machines Concerned in the Game

The question which we put earlier will not be qgquite definite
until we have specified what we mean by the word “machine.” It
is natural that we should wish to permit every kind of
engineering technique to be used in our machines. We also wish
to allow te possibility that an engineer or team of engineers
may construct a machine which works, but whose manner of
operation cannot be satisfactorily described by its constructors
because they have applied a method which is largely
experimental. Finally, we wish to exclude from the machines men
born in the wusual manner. It is difficult to frame the
definitions so as to satisfy these three conditions. One might
for instance insist that the team of engineers should all be of
one sex, but this would not really be satisfactory, for it is
probably possible to rear a complete individual from a single
cell of the skin (say) of a man. To do so would be a feat of
biological technique deserving of the very highest praise, but
we would not be inclined to regard it as a case of “constructing
a thinking machine.” This prompts us to abandon the requirement
that every kind of technique should be permitted. We are the
more ready to do so in view of the fact that the present
interest in “thinking machines” has been aroused by a particular
kind of machine, wusually called an “electronic computer” or
“digital computer.” Following this suggestion we only permit
digital computers to take part in our game. .

This special property of digital computers, that they can
mimic any discrete machine, is described by saying that they are
universal machines. The existence of machines with this property
has the important consequence that, considerations of speed
apart, it is unnecessary to design various new machines to do
various computing processes. They can all be done with one
digital computer, suitably programmed for each case. It will be
seen tat as a consequence of this all digital computers are in a
sense equivalent.

Contrary View on the Main Question

We may now consider the ground to have been cleared and we

are ready to proceed to the debate on our question “Can machines
think?”
... We cannot altogether abandon our original form of the
problem, for opinions will differ as to the appropriateness of
the substitution and we must at least listen to what has to be
said in this connection.

It will simplify matters for the reader if I explain first
my own beliefs in the matter. Consider first the more accurate
form of the question. I
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believe that in about fifty years time it will be possible to
program computers, with a storage capacity of about 10°, to make
them play the imitation game so well that an average
interrogator will not have more that 70 percent chance of making
the right identification after five minutes of questioning. The
original guestion, “Can machines think?” I believe to be too
meaningless to deserve discussion. Nevertheless I believe that
at the end of the century the use of words and general educated
opinion will have altered so much that one will be able to speak
of machines thinking without expecting to be contradicted. I
believe further that no useful purpose is served by concealing
these Dbeliefs. The popular view 1s that scientists proceed
inexorably from well-established fact to well-established fact,
never being influenced by any unproved conjecture 1is quite
mistaken. Provided it is made clear which are proved facts and
which are conjectures, no harm can result. Conjectures are of
great importance since they suggest useful lines of research.

I now proceed to consider opinions opposed to my own.

1. The theological objection. Thinking is a function of
man’s immortal soul. God has given an immortal soul to every man
and woman, but not to any other animal or machines. Hence no
animal or machine can think.®'

I am unable to accept any part of this, but will attempt to
reply in theological terms. I should find this argument more
convincing if animals were classed with men, for there is a
greater difference, to my mind, between the typical animate than
there 1s Dbetween man and the other animals. The arbitrary
character of the orthodox wview becomes clearer if we consider
how 1t might appear to a member of some other religious
community? How do Christians regard the Moslem view that women
have no souls? But let us leave this point aside and return to
the main argument. It appears to me that the argument quoted
above implies a serious restriction to the omnipotence of the
Almighty. It is admitted that there are certain things He cannot
do such as making one equal to two, but should we not believe
that He has freedom to confer a soul on an elephant if He sees
fit? We might expect that He would only exercise this power in
conjunction with a mutation which provided the elephant with an
appropriately improved brain to minister to the need of this
soul. An argument of exactly similar form may be made for the
case

'Possibly this view is heretical. St Thomas Aquinas (Summa Theologica,
quoted by Bertrand Russell, A History of Western Philosophy (New York:
Simon and Schuster, 1945), p. 458) states that God cannot make man to
have no soul. But this may not be a real restriction on His powers,
but only a result of the fact that men’s souls are immortal and
therefore indestructible.
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of machines. It may seem different because it is more difficult
to “swallow.” But this really only means that we think it would
be less likely that He would consider the circumstances suitable
for conferring a soul. The circumstances 1n dquestion are
discussed in the rest of this paper. In attempting to construct
such machines we should not be irreverently usurping His power
of creating souls, any more tan we are in the procreation of
children, rather, we are, 1in either case, instruments of His
will providing mansions for the souls that He creates.

However, this is mere speculation. I am not very impressed
with theological arguments whatever they may be used to support.
Such arguments have often been found unsatisfactory in the past.
In the time of Galileo it was argued that the texts, “And the
sun stood still . . and hasted not to go down about a whole
day” (Joshua x, 13) and “He laid the foundation of the earth,
that it should not move at any time” (Psalm cv. 5) were an
adequate refutation of the Copernican theory. With our present
knowledge such an argument appears futile. When that knowledge
was not available it made gquite a different impression.

2. The “Heads in the Sand” Objection. “The consequences of
machines thinking would be too dreadful. Let us hope and believe
that they cannot do so.

This argument is seldom expressed quite so openly as in the
form above. But it affects most of us who think about it at all.
We like to believe that Man is in some subtle way superior to
the rest of creation. It is best if he can be shown to be
necessarily superior, for then there is no danger of him losing
his commanding position. The popularity of the theological
argument is clearly connected with this feeling. It is likely to
be quite strong in intellectual people, since they wvalue the
power of thinking more highly than others, and are more inclined
to base their belief in the superiority of Man on this power.

I do not think this argument is sufficiently substantial to
require refutation. Consolation would be more appropriate:
perhaps this should be sought in the transmigration of souls.

3. The Mathematical Objection. There are a number of
results of mathematical logic which can be used to show that
there are limitations to the powers of discrete state machines.
The best known of these results is known as G&del’s theorem, and
shows that in any sufficiently powerful logical system
statements can be formulated which can neither be proved nor
disproved within the system, unless possibly the system itself
is inconsistent. There are other, 1in some respects similar,
results due to Church, Kleene, Roser and Turing. The latter
result 1is the most convenient to consider, since it refers
directly to machines, whereas the others can only be used in a
comparatively indirect argument: for instance if G&del’s
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theorem is to be used we need in addition to have some means of
describing logical systems in terms of machines, and machines in
terms of logical systems. The result in question refers to a
type of machine which is essentially a digital computer with an
infinite capacity. It states that there are certain things that
such a machine cannot do. If it is rigged up to give answers to
questions as in the imitation game, there will be some questions
to which it will either give a wrong answer, or fail to give an
answer at all however much time is allowed for a reply. There
may, of course, be many such questions and questions which
cannot be answered by one machine may be satisfactorily answered
by another. We are of course supposing for the present that the
questions are of the kind to which an answer “Yes” or “WNo” is
appropriate, rather than questions such as “What do you think of
Picasso?” The questions that we know the machines must fail on
are of this type. “Consider the machine specified as follows

Will this machine ever answer “Yes” to any question?” The
dots are to be replaced by a description of some machine in a
standard form . . . When the machine described bears a certain
comparatively simple relation to the machine which 1is under
interrogation, it can be shown that the answer is either wrong
or not forthcoming. This is the mathematical result: it 1is
argued that it proves a disability of machines to which the
human intellect is not subject.

The short answer to this argument is that although it is
established that there are limitations to the powers of any
particular machine, it has only been stated, without any sort of
proof, that no such limitations apply to the human intellect.
But I do not think that this view can be dismissed quite so
lightly. Whenever one of these machines is asked the appropriate
critical question, and gives a definite answer, we now that this
answer must be wrong, and this gives us a certain feeling of
superiority. Is this feeling illusory? It is no doubt gite
genuine, but I do not think too much importance should be
attached to it. We too often give wrong answers to questions
ourselves to be Jjustified in being very pleased with such
evidence of fallibility on the part of the machines. Further,
our superiority can only be felt on such a occasion in relation
to the one machine over which we have scored our petty triumph.
There would be no question of triumphing simultaneously over all
machines. In short, then, there might be men cleverer than any
given machine, but then again there might be other machines
cleverer again, and so on.

Those who hold to the mathematical argument would, I think,
mostly be willing to accept the imitation game as a basis for
discussion. Those who believe in the two previous objections
would probably not be interested in any criteria.

4. The Argument from Consciousness. This argument is very
well ex-
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Pressed in Professor Jefferson’s Lister Oration for 1949, from
which I gquote. ™“Not until a machine can write a sonnet or
compose a concerto because of thoughts and emotions felt, and
not by the chance fall of symbols, could we agree that machine
equals brain - that is, not only write it, but know that it had
written it. No mechanism could feel (and not merely artificially
signal, an easy contrivance) pleasure at 1its successes, grief
when its valves fuse, be warmed by flattery, be made miserable
by its mistakes, be charmed by sex, be angry or depressed when
it cannot get what it wants.”

This argument appears to be a denial of the wvalidity of our
test. According to the most extreme form of this view the only
way by which one could be sure that a machine thinks is to be
the machine and to feel oneself thinking. One could then
describe these feelings to the world, but of course, no one
would be justified in taking any notice. Likewise according to
this view the only way to know what a man thinks is to be that
particular man. It 1is in fact the solipsist point of view. It
may be the most logical view to hold but it makes communication
of ideas difficult. A is liable to believe “A thinks but B does
not” while B believes “B thinks but A does not.” Instead of
arguing continually over this point it 1is wusual to have the
polite convention that everyone thinks.

I am sure that Professor Jeffereon does not wish to adopt
the extreme and solipsist point of view. Probably he would be
gquite willing to accept the imitation game as a test. The game
(with the player B omitted) is frequently used in practice under
the name of Vviva voce to discover whether someone really
understands something or has Y“learned it parrot fashion.” Let
us listen to a part of such a viva voce:

INTERROGATOR: In the first line of your sonnet which reads “Shall I
compare thee to a summer’s day,” would not “a spring day” do as well
or better?

WITNESS: It wouldn’t scan.

Interrogator: How about “a winter’s day”? That would scan all right.
WITNES: Yes, but nobody wants to be compared to a winter’s day.
INTERROGATOR: Would vyou say that Mr. Pickwic reminded vyou of
Christmas?

WITNESS: In a way.

INTERROGATOR: Yet Christmas is a winter’s day, and I do not think Mr.
Pickwick would mind the comparison.

WITNESS: I don’t think you’re serious. By a winter’s day one means a
typical winter’s day, rather than a special one like Christmas.

And so on. What would Professor Jefferson say if the
sonnet-writing machine was able to answer like this in the viva
voce? I do not know whether he would regard the machine as
“merely artificially signaling” these answers, Dbut 1if the
answers were as satisfactory and sustained as 1in the above
passage I do not think he would describe it as “an easy contriv-
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7

ance.” This phrase is, I think, intended to cover such devices
as the inclusion in the machine of a record of someone reading a
sonnet, with appropriate switching to turn it on from time to
time.

In short, then, I think that most of those who support the
argument from consciousness could be persuaded to abandon it
rather than be forced into the solipsist position. They will
then probably be willing to accept our test.

I do not wish to give the impression that I think there is
no mystery about consciousness. There 1is, for 1instance,
something of a paradox connected with any attempt to localize
it. But I do not think these mysteries necessarily need to be
solved before we can answer the question with which we are
concerned in this paper.

5. Arguments from Various Disabilities . These arguments
take the form “I grant you that you can make machines do all the
things you have mentioned but you will never be able to make one
to do X.” Numerous features X are suggested in this connection.
I offer a selection.

Be kind, resourceful, beautiful, friendly . . . have initiative, have
a sense of humour, tell right from wrong, make mistakes . . . fall in
love, enjoy strawberries and cream . . . make someone fall in love
with it, learn from experience . . . use word properly, be the subject
of its own thought. . . have as much diversity of behaviour as a man,
do something really new.

No support is usually offered for these statements. I believe
they are mostly founded on the ©principle of scientific
induction. A man has seen thousands of machines in his lifetime.
From what he sees of them he draws a number of general
conclusions. They are ugly, each is designed for a very limited
purpose, when required for a minutely different purpose they are
useless, the variety of behaviour of any one of them 1is very
small, etc. Naturally he concludes that these limitations are
associated with the wvery small storage capacity of most
machines. (I am assuming that the idea of storage capacity is
extended in some way to cover machines other than discrete state
machines. The exact definition does not matter as no
mathematical accuracy 1is claimed in the present discussion.) A
few vyears ago, when very little had Dbeen heard of digital
computers, it was possible to elicit much incredulity concerning
them, if one mentioned their properties without describing their
construction. That was presumably due to a similar application
of the principle of of scientific induction. These applications
o the principle are of course largely unconscious. When a burned
child fears the fire and shows that he fears it by avoiding it,
I should say he was applying scientific induction. (I could of
course also describe his behaviour in many other ways.) The
works and customs



Computing Machinery and Intelligence 62

of mankind do not seem to be very suitable material to which to
apply scientific induction. A very large part of space-time must
be investigated if ©reliable results are to be obtained.
Otherwise we may (as most English children do) decide that
everybody speaks English, and then it is silly to learn French.

There are, however, special remarks to be made about many
of the disabilities that have been mentioned. The inability to
enjoy strawberries and cream may have struck the reader as
frivolous. Possibly a machine might be made to enjoy this
delicious dish, but any attempt to make one do so would be
idiotic. What 1is dimportant about this disability is that it
contributes to some of the other disabilities, e.g., to the
difficulty of the same kind of friendliness occurring between
man and machine as between white man and white man, or between
black man and black man.

The claim that “machines cannot make mistakes” seems a
curious one. One 1is tempted to retort, “Are the any the worse
for that?” But let us adopt a more sympathetic attitude, and try
to see what 1s really meant. I think this criticism can be
explained in terms of the imitation game. It is claimed that the
interrogator could distinguish the machine from the man simply
by setting them a number of problems in arithmetic. The machine
would be unmasked because of its deadly accuracy. The reply to
that 1is simple. The machine (programmed for playing the game)
would not attempt to give the right answers to the arithmetic
questions. It would deliberately introduce mistakes in a manner
calculated to confuse the interrogator. A mechanical fault would
probably show itself through an unsuitable decision to what sort
of mistake to make in the arithmetic. Even this interpretation
of the criticism is not sufficiently sympathetic. But we cannot
afford the space to go into it much further. It seems to me that
this criticism depends on a confusion Dbetween two kinds of
mistakes. We may call them “errors of functioning” and “errors
of conclusion.” Errors of functioning are due to some mechanical
or electrical fault which causes the machine to behave otherwise
than it was designed to do. In philosophical discussions one
likes to ignore the possibility of such errors, one is therefore
discussing “abstract machines.” These abstract machines are
mathematical fictions rather than physical objects.. By
definition they are incapable of errors of functioning. In this
sense we can truly say that “machines can never make mistakes.
"Errors of conclusion can only arise when some meaning 1is
attached to the output signals from the machine. The machine
might, for instance, type out mathematical equations, or
sentences in English. When a false proposition is typed we say
that the machine has committed an error of conclusion. There is
clearly no reason at all for saying that a machine cannot make
this kind of mistake. It might do nothing but type out
repeatedly “0=1."” To take
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A less perverse example, it might have some method for drawing
conclusions by scientific induction. We must expect such a
method to lead occasionally to erroneous results.

The claim that a machine cannot be the subject of its own
thought can of course only be answered if it can be shown that
the machine has some thought with Some subject matter.
Nevertheless, “the subject matter of a machine’s operations”
does seem to mean something, at least to the people who deal
with it. If, for instance, the machine was trying to find a
solution of the equation X? -40x - 11 = 0, one would be tempted
to describer this equation as part of the machine’s subject
matter at that moment. In this sort of sense a machine
undoubtedly can be its own subject matter. It may be used to
help in making up its own programs, or to predict the effect of
alterations in its own structure. By observing the results of
its own Dbehaviour it can modify its own programs so as to
achieve some purpose more effectively. These are possibilities
of the near future, rather than Utopian dreams.

The criticism that a machine cannot have much diversity of
behaviour is Jjust a way of saying that it cannot have much
storage capacity. Until fairly recently a storage capacity of
even a thousand digits was very rare.

The criticisms that we are considering here are often
disguised forms of the argument from consciousness. Usually if
one maintains that a machine can do one of these things and
describes the kind of method that the machine could use, one
will not make much of an impression. It 1is thought that the
method (whatever it may be, for it must be mechanical) is really
rather base. Compare the parenthesis in Jefferson’s statement
quoted above.

6. Lady Lovelace’s objection. Our most detailed information
of Babbage’s Analytical Engine comes from a memoir by Lady
Lovelace. In it she states, “The Analytical Engine has no
pretensions to originate anything. It can do whatever we know
how to order i1t to perform” (her italics) This statement is
quoted by Hartree who adds: “This does not imply that it may no
be possible to construct electronic equipment which will think
for itself,” or in which, in biological terms, one could set up
a conditioned reflex, which would serve as a Dbasis for
‘learning.’ Whether that is possible in principle or not is a a
stimulating and exciting question, suggested by some of these
recent developments. But it did not seem that the machines
constructed or projected at the time had this property.”

I am in thorough agreement with Hartree over this. It will
be noticed that he does not assert that the machines in question
had not got the property, but rather that the evidence available
to Lady Lovelace did not encourage her to believe that they had
it. It is quite possible that the
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machines in question had in a sense got this property. For
suppose that some discrete state machine has the property. The
Analytical Engine was a universal digital computer, so that, if
its storage capacity and speed were adequate, it could by
suitable programming be made to mimic the machine in question.
Probably this argument did not occur to the Countess or to
Babbage. In any case there was no obligation on them to claim
all that could be claimed.

A variant of Lad Lovelace’s objection states that a machine
can “never do anything really new.” This may be parried for a
moment with the saw, “There is nothing new under the sun.” Who
can be certain that “original work” that he has done was not
simply the growth of the seed planted in him by teaching, or by
the effect of following well-known general principles? A better
variant of the objection says that a machine can never “take us
by surprise.” This statement is a more direct challenge and can
be met directly. Machines take me by surprise with great
frequency. This is largely because I do not do sufficient
calculation to decide what to expect them to do, or rather
because, although I do a calculation, I do it in a hurried,
slipshod fashion, taking risks. Perhaps I say to myself, ™I
suppose the voltage here ought to be the same as there; anyway
let’s assume it is.” Naturally I am often wrong, and the result
is a surprise for me, for by the time the experiment is done
these assumptions have been forgotten. These admissions lay me
open to lectures on the subject of my wvicious ways, but do not
throw any doubt on my credibility when I testify to the
surprises I experience.

I do not expect this reply to silence my critic. He will
probably say that such surprises are due to some creative mental
act on my part, and reflect no credit on the machine. This leads
us back to the argument from consciousness and far from the idea
of surprise. It is a line of argument we must consider closed,
but it 1is perhaps worth remembering that the appreciation of
something as surprising requires as much of a “creative mental
act” whether the surprising event originates from a man, a book,
a machine or anything else.

The view that machines cannot give rise to surprises 1is
due, I Dbelieve, to a fallacy to which philosophers and
mathematicians are particularly subject. This is the assumption
that as soon as a fact is presented to a mind all consequences
of that fact spring into the mind simultaneously with it. It is
a very useful assumption under many circumstances, but one too
easily forgets that it is false. A natural consequence of doing
so 1s that one then assumes that there is no virtue in the mere
working out of consequences from data and general principles.

7. Argument from Continuity in the Nervous System. The
nervous system
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is certainly not a discrete state machine. A small error in the
information about the size of a nervous impulse impinging on a
neuron may make a large different ce to the size of the outgoing
impulse. It may be argued that, this being so, one cannot expect
to be able to mimic the behaviour of the nervous system with a
discrete state system.

It is true that a discrete state machine must be different
from a continuous machine. But if we adhere to the condition of
the imitation game, the interrogator will not be able to take
any advantage of this difference. The situation can be made

clearer if we consider some other simpler continuous machine. (A
differential analyzer is a certain kind of machine not of the
discrete state type used for some kinds of calculation.) Some of

these provide their answers in a type form, and so are suitable
for taking part in the game. It would not be possible for a
digital computer to predict exactly what answers the
differential analyzer would give to a problem, but it would be
quite capable of giving the right sort of answer. For instance
if asked to give the value of nm (actually about 3.1416) it would
be reasonable to choose at random between the values 3.12, 3.13,
3.14, 3.15, 3.16 with the probabilities of 0.05, 0.15, 0.55,
0.19, 0.06 (say). Under these circumstances it would be very
difficult for the interrogator to distinguish the differential
analyzer from the digital computer.

8. The Argument from Informality of behaviour. It is not
possible to produce a set of rules purporting to describe what a
man should do in every conceivable set of circumstances. One
might for instance have a rule that one is to stop when one sees
a red traffic light, and to go if one sees a green one, but what
if by some fault both appear together? One may perhaps decide
that it is safest to stop. But some further difficulty may well
arise from this decision later. To attempt to provide rules of
conduct to cover every eventuality, even those arising from
traffic lights, appears to be impossible. With all this I agree.

From this it is argued that we cannot be machines. I shall
try to reproduce the argument, but I fear I shall hardly do it
justice. It seems to run something like this. “If each man had a
definite set of rules of conduct by which he regulated his life
he would be no better than a machine. But there are no such
rules, so men cannot be machines.” The undistributed middle is
quite glaring. I do not think the argument is ever put quite
like this, but I believe this is the argument used nevertheless.
There may however be certain confusion between “rules of
conduct” and “laws of behaviour” to cloud the issue. BY rules of
conduct I mean precepts such as “Stop if you see red lights,™ on
which one can act, and of which one can be conscious. By “laws
of behaviour” I mean laws of
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nature as applied to a man’s body such as “if you pinch him he
will squeak.” If we substitute “laws of behaviour which regulate
his 1life” for “laws of conduct by which he regulates his life”
in the argument quoted the undistributed middle is no longer
insuperable. For we believe that it is not only true that being
regulated Dby laws of behaviour implies Dbeing some sort of
machine (though not necessarily a discrete state machine), but
that conversely being such a machine implies being regulated by
such laws. However, we cannot do easily convince ourselves of
the absence of complete laws of behaviour as complete rules of
conduct. The only way we know of for finding such laws 1is
scientific observation, and we certainly know of no
circumstances under which we could say, “We have searched
enough. There are no such laws.”

We can demonstrate more forcibly that any such statement
would be unjustified. For suppose we could be sure of finding
such laws if they existed. Then given a discrete state machine
it should certainly be possible to discover by observation
sufficient about it to predict its future behaviour, and this
with a reasonable time, say a thousand years. But this does not
seem to be the case. I have set up on the Manchester computer a
small program using only 1000 units of storage, whereby the
machine supplied with one sixteen-figure number replies with
another within two seconds. I would defy anyone to learn from
these replies sufficient about the program to be able to predict
any replies to untried values.

9. The Argument from Extrasensory Perception. I assume the
reader is familiar with the idea of extrasensory perception, and
the meaning of the four items of it, viz., telepathy,
clairvoyance, precognition, and psychokinesis. These disturbing
phenomena seem to deny all our usual scientific ideas. How we
should 1like to discredit them! Unfortunately the statistical
evidence at least for telepathy, 1s overwhelming. It is very
difficult to rearrange one’s ideas so as to fit these new facts
in. Once one has accepted them it does not seem a very big step
to believe in ghosts and bogies. The idea that our bodies move
simply according to the known laws of physics, together with
some others not yet discovered but somewhat similar, would be
one of the first to go.

His argument is to my mind guite a strong one, One can say
in reply that many scientists theories seem to remain workable
in practice, in spite of clashing with E.S.P.; but in fact one
can get along very nicely 1if one forgets about it. This 1is
rather cold comfort, and one fears that thinking is just the
kind of phenomenon where E.S.P. may be especially relevant.

A more specific argument based on E.S.P. might run as
follows: “Let us play the imitation game, using as witnesses a
man who 1s good as a telepathic receiver, and a digital
computer. The interrogator can ask such questions as ‘What suit
does the card in my right hand belong to?’ The
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Man by telepathy or clairvoyance gives the right answer 130
times out of 400 cards. The machine can only guess at random and
perhaps gets 104 right, so the interrogator makes the right
identification.” There 1s an 1interesting possibility, which
opens here. Suppose the digital computer contains a random
number generator. Then it will be natural to use this to decide
what answer to give. But then the random number generator will
be subject to the psychokinetic powers of the interrogator.
Perhaps this pschokinesis might cause the machine to guess right
more often than would be expected on a probability calculation,
so that te interrogator might still be unable to make the right
identification. On the other hand, he might be able to guess
right without any questioning, by clairvoyance. With E.S.P.
anything may happen.

If telepathy is admitted it will be necessary to tighten
our test. The situation could be regarded as analogous to that
which would occur 1if the interrogator were talking to himself
and one of the competitors was listening with his ear to the
wall. To put the competitors into a “telepathy-proof room” would
satisfy all requirements.

Reflections

Most of our response to this remarkable and lucid article is
contained in the following dialogue. However, we wish to make a
short comment about Turing’s apparent willingness to believe
that extrasensory perception might turn out to be the ultimate
difference between humans and the machines they create. If this
comment is taken at face value (and not as some sort of discrete
joke), one has to wonder what motivated it. Apparently Turing
was convinced that the evidence for telepathy was quite strong.
However, if it was strong in 1950, it is no stronger now, thirty
years later - in fact, it is probably weaker. Since 1950 there
have been many notorious cases of claims of psychic ability of
one sort or another, often wvouched for by physicists of some
renown. Some of these physicists have later felt they had been
made fools of and have taken back their public pro-E.S.P.
pronouncements, only to jump on some new paranormal bandwagon
the next month. But it is safe to say that the majority of
physicists - and certainly the majority of psychologists, who
specialize in understanding the mind - doubt the existence of
extrasensory perception in any form.
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Turing took “cold comfort” in the idea that paranormal
phenomena might be reconcilable in some way with well-
established scientific theories. We differ with him. We suspect
hat 1if such phenomena such as telepathy, precognition, and
telekinesis turned out to exist (and turned out to have he
remarkable properties typically claimed for them).the laws of
physics would not be simply amend able to accommodate them; only
a major revolution in our scientific world view could do them
justice. One might look forward to such a revolution with
sadness and perplexity. How could the science that had worked
for so well for so many things turn out to be so wrong? The
challenge of rethinking al of science from its most basic
assumptions on up would be a great intellectual adventure, but
the evidence that we need to do this has simply failed to
accumulate over the years.
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Douglas R. Hofstadter

The Turing test:

A Coffeehouse Conversation

PARTICIPANTS
Chris, a physics student, Pat, a biology student, and Sandy, a philosophy student.

CHRIS: Sandy, | want to thank you for suggesting that | read Alan Turing’s article
“Computing Machinery and Intelligence.” It’s a wonderful piece and it certainly made
me think — and think about my thinking.

SANDY: Glad to hear it. Are you still as much of a skeptic about artificial intelligence as
you used to be?

CHRIS: You’ve got me wrong. I’m not against artificial intelligence. | think it’s
wonderful stuff — perhaps a little crazy, but why not? | simply am convinced that you Al
advocates have far underestimated the human mind and that there are things a computer
will never, ever be able to do. For instance, can you imagine a computer writing a Proust
novel? The richness of imagination and complexity of the characters. . . .

SANDY': Rome wasn’t built in a day.

This selection appeared previously as “Metamagical Themas. A Coffeehouse conversation on the
Turing test to determine if a machine can think.” In Scientific American, May 1981 pp. 15-36
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CHRIS: In the article Turing comes through as an interesting person. Is he still alive?

SANDY: No, he died back in 1954, at just forty-one. He’d only be sixty-seven this year,
although he is now such a legendary figure it seems strange to imagine him still alive
today.

CHRIS: How did he die?

SANDY: Almost certainly suicide. He was homosexual and had to deal with a lot of
harsh treatment and stupidity from the outside world. In the end it apparently got to be
too much and he killed himself.

CHRIS: That’s a sad story.

SANDY: Yes, it certainly is. What saddens me is that he never got to see the amazing
progress in computing machinery and theory that has taken place.

PAT: Hey, are you going to clue me in as to what this Turing article is about?

SANDY: It is really about two things. One is the question “Can a machine think?” — or
rather “Will a machine ever think?” The way Turing answers this question — he thinks the
answer is “yes,” by the way — is by batting down a series of objections to the idea, one
after another. The other point he tries to make is that the question is not meaningful as it
stands. It’s too full of emotional connotations. Many people are upset by the suggestion
that people are machines, or that machines might think. Turing tries to defuse the
question by casting it in a less emotional terms. For instance, what do you thin k, Pat, of
the idea of “thinking machines?”

PAT: Frankly, I find the term confusing. You know what confuses me? Its those ads in
the newspapers and on TV that talk about “products that think™ or “intelligent ovens” or
whatever. | just don’t know how seriously to take them.

SANDY: | know the kind of ads you mean, and | think they confuse a lot of people. On
the one hand we’re given the refrain “Computers are really dumb, you have to spell
everything out for them in complete detail,” and on the other hand we’re bombarded with
advertising hype about “smart products.”

CHRIS: That’s certainly true. Did you know that one computer terminal manufacturer

has even taken to calling its products “dumb terminals” in order to make them stand out
from the crowd?
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SANDY: That’s cute, but it just plays along with the trend toward obfuscation. The term
“electronic brain” always comes to my mind when I’m thinking about this. Many people
swallow it completely, while others reject it out of hand. Few have the patience to sort
out the issues and decide how much of it makes sense.

PAT: Does Turing suggest some way of resolving it, some sort of 1Q test for machines?

SANDY: That would be interesting, but no machine could yet come close to taking an
1Q test. Instead, Turing proposes a test that theoretically could be applied to any machine
to determine whether it can think or not.

PAT: Does the test give a clear-cut yes or no answer? 1’d be skeptical if it claimed so.

SANDY: No, it doesn’t. In a way, that’s one of its advantages. It shows how the
borderline is quite fuzzy and how subtle the whole question is.

PAT: So, as is usual in philosophy, it’s all just a question of words.

SANDY': Maybe, but they’re emotionally charged words, and so it’s important, it seems
to me, to explore the issues and try to map out the meanings of the crucial words. The
issues are fundamental to our concept of ourselves, so we shouldn’t just sweep them
under the rug.

PAT: So tell me how Turing’s test works.

SANDY: The idea is based on what he calls the Imitation Game. In this game a man and
a woman go into separate rooms and can be interrogated by a third party, via some sort of
teletype setup. The third party can address questions to either room, but he has no idea
which person is in which room. For the interrogator the idea is to discern which room the
woman Is in. Now the woman, by her answers, tries to aid the interrogator as much as
possible. The man, however, is dong his best to bamboozle the interrogator by responding
as he thinks a woman might. And if he succeeds in fooling the interrogator. . .

PAT: The interrogator only gets to see written words, eh? And the sex of the author is
supposed to shine through? That game sounds like a good challenge. | would very much
like to participate in it some day. Would the interrogator know either the man or the
woman before the test began? Would any of them know the others?

SANDY: That would probably be a bad idea. All sorts of sublimal cueing might occur if
the interrogator knew one or both of them. It
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would be safest if all three people were totally unknown to each other.
PAT: Could you ask any questions at all, with no holds barred?
SANDY: Absolutely. That’s the whole idea.

PAT: Don’t you think then, that pretty quickly it would degenerate into very sex-oriented
questions? | can imagine the man, overeager to act convincing, giving the game away by
answering some very blunt questions that most women would find too personal to
answer, even through an anonymous computer connection.

SANDY: It sounds plausible.

CHRIS: Another possibility would be to probe for knowledge of minute aspects of
traditional sex-role differences, by asking about such things as dress seizes and so on.
The psychology of the Imitation Game could get pretty subtle. | suppose it would make a
difference if the interrogator were a woman or a man. Don’t you think that a woman
could spot some telltale differences more quickly than a man could?

PAT: If so, maybe that’s how to tell a man from a woman!

SANDY: Hmm . .. that’s a new twist! In any case, | don’t know if this original version of
the Imitation Game has ever been seriously tried out, despite the fact that it would be
relatively easy to do with modern computer terminals. | have to admit, though, that I’'m
not sure what it would prove, whichever way it turned out.

PAT: | was wondering that. What would it prove if the interrogator -- say, a woman —
couldn’t tell correctly which person was the woman? It certainly wouldn’t prove that the
man was a woman.

SANDY: Exactly! What | find funny is that although | fundamentally believe in the
Turing test, I’m not sure what the point is of the Imitation Game, on which it’s founded.

CHRIS: I’m not any happier with the Turing test for “thinking machines” than | am with
the Imitation Game as a test for femininity.

PAT: From your statements | gather that the Turing test is a kind of extension of the
Imitation game, only involving a machine and a person in separate rooms.

SANDY: That’s the idea. The machine tries its hardest to convince the interrogator that it

is the human being, while the human tries to make it clear that he or she is not a
computer.
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PAT: Except for your loaded phrase “the machine tries,” this sounds very interesting. But
how do you know that this test will get at the essence of thinking? Maybe it’s testing for
the wrong things. Maybe, just to take a random illustration, someone would feel that a
machine was able to think only if it could dance so well tat you couldn’t tell it was a
machine. Or someone else could suggest some other characteristic. What’s so sacred
about being able to fool people by typing at them?

SANDY: | don’t see how you can say such a thing. I’ve heard that objection before, but
frankly it baffles me. So what if the machine can’t tap-dance or drop a rock on your toe?
If it can discourse intelligently on any subject you want, then it has shown it can think —
to me, at least! As I see it, Turing has drawn, in one clean stroke, a clear division between
thinking and other aspects of being human.

PAT: Now you’re the baffling one. If one couldn’t conclude anything from a man’s
ability to win at the Imitation Game, how could one conclude anything from a machines
ability to win at the Turing game?

CHRIS: Good question.

SANDY: It seems to me that you could conclude something from a man’s win in the
Imitation Game. You wouldn’t conclude he was a woman, but you could certainly say he
had good insights into the feminine mentality (if there is such a thing). Now, if a
computer could fool someone into thinking it was a person, | guess you’d have to say
something similar about it — that it had good insights into what it’s like to be human, into
the “human condition” (whatever that is).

PAT: maybe, but that isn’t necessarily equivalent to thinking, is it? It seems to me that
passing the Turing test would merely prove that some machine or other could do a very
good job of simulating thought.

CHRIS: | couldn’t agree more with Pat. We all know that fancy computer programs exist
today for simulating all sorts of complex phenomena. In physics, for instance, we
simulate the behaviour of particles, atoms, solids, liquids, gases, galaxies, and so on. But
nobody confuses any of those simulations with the real thing!

SANDY: In his book Brainstorms, the philosopher Daniel Dennett makes a similar point
about simulated hurricanes.

CHRIS: That’s a nice example too. Obviously, what goes on inside a computer when it’s

simulating a hurricane is not a hurricane, for the machine’s memory doesn’t get torn to
bits by 200-mile-an-hour
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winds, the floor of the machine room doesn’t get flooded with rainwater, and so on.

SANDY: Oh, come on - that’s not a fair argument! In the first place, the programmers
don’t claim the simulation really is a hurricane. It’s merely a simulation of certain aspects
of a hurricane. But in the second place, you’re pulling a fast one when you imply that
there are no downpours or 200-mile-an-hour winds in a simulated hurricane. To us there
aren’t any — but if the program were incredibly detailed, it could include simulated people
on the ground who would experience the wind and the rain, just as we do when a
hurricane hits. In their minds — or, if you prefer, in their simulated minds — the hurricane
would not be a simulation, but a genuine phenomenon complete with drenching and
devastation.

CHRIS: Oh, boy — what a science-fiction scenario! Now we’re talking about simulating
whole populations, not just a single mind.

SANDY: Well, look — I’'m simply trying to show you why your argument that a
simulated McCoy isn’t the real McCoy is fallacious. It depends on the tacit assumption
that any old observer of the simulated phenomenon is equally able to assess what’s going
on. But, in act, it may take an observer with a special vantage point to recognize what is
going on. In this case, it takes special “computational glasses” to see the rain, and the
winds, and so on.

PAT: “Computational Glasses”? | don’t know what you’re talking about!

SANDY: | mean that to see the winds and the wetness of the hurricane, you have to be
able to look at it in the proper way, You —

CHRIS: No, no, no! A simulated hurricane isn’t wet! No matter how much it might seem
wet to simulated people, it won’t ever be genuinely wet! And no computer will ever get
torn apart in the process of simulating winds!

SANDY: Certainly not, but you’re confusing levels. The laws of physics don’t get torn
apart by real hurricanes either. In the case of the simulated hurricane, if you go peering at
the computer’s memory expecting to find broken wires and so forth, you’ll be
disappointed. But, look at the proper level. Look into the structures that are coded for in
the memory. You’ll see some abstract links have been broken, some values of variables
radically changed, and so forth. There’s your flood, your devastation — real, only a little
concealed, a little hard to detect.

CHRIS: I’'m sorry, | just can’t buy that. You’re insisting that | look for a new kind of
devastation, a kind never before associated with hurri-
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canes. Using this idea, you could call anything a hurricane, as long as its effects, seen
through your special “glasses,” could be called “floods and devastation.”

SANDY: Right — you’ve got it exactly! You recognize a hurricane by its effects. You
have no way of going in and finding some ethereal “essence of hurricane,” some
“hurricane soul,” located right in the middle of its eye! It’s the existence of a certain kind
of pattern — a spiral storm with an eye, and so forth that makes you say it’s a hurricane.
Of course there are a lot of things that you’ll insist on before you call something a
hurricane.

PAT: Well, wouldn’t you say that being an atmospheric phenomenon is one vital
prerequisite? How can anything inside a computer be a storm? To me, a simulation is a
simulation is a simulation!

SANDY: Then I suppose you would say that even the calculations that computers do are
simulated — that they are fake calculations. Only people can do genuine calculations,
right?

PAT: Well, computers get the right answers, so their calculations are not exactly fake —
but they’re still just patterns. There’s no understanding going on in there. Take a cash
register. Can you honestly say that you feel it is calculating something when its gears turn
on each other? And a computer is just a fancy cash register, as | understand it.

SANDY: If you mean that a cash register doesn’t feel like a schoolkid doing arithmetic
problems, I’ll agree. But is that what “calculation” means? Is that an integral part of it? If
so, the contrary to what everybody has thought till now, we’ll have to write a very
complicated program to perform genuine calculations. Of course, this program will
sometimes get careless and make mistakes and it will sometimes scrawl its answers
illegibly, and it will occasionally doodle o its paper . . . It won’t be more reliable than the
post office clerk who adds up your total by hand. Now, | happen to believe eventually
such a program could be written. Then we’d know something about how post office
clerks and schookids work.

PAT: | can’t believe you could ever do that.

SANDY: Maybe, maybe not, but that’s not my point. You say a cash register can’t
calculate. It reminds me of another favourite passage from Dennett’s Brainstorms — a
rather ironic one, which is why 1 like it. The passage goes something like this. “Cash
registers can’t really calculate, they can only spin their gears. But cash registers can’t
really spin their gears either; they can only follow the laws of
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physics. “Dennett said it originally about computers. | modified it talk about cash
registers. And you could use the same line of reasoning in talking about people. “’People
can’t really calculate; all they can do is manipulate mental symbols, But they aren’t really
manipulating symbols at al; all they are doing is firing various neurons in various
patterns. But they can’t really make the neurons fire, they simply have to let the laws of
physics make them fire for them.” Et cetera. Don’t you see how this Dennett-inspired
reduction ad absurdum would lead you to conclude that calculation doesn’t exist,
hurricanes don’t exist, nothing at a higher level than particles and the laws of physics
exists? What do you gain by saying a computer only pushes symbols around and doesn’t
truly calculate?

PAT: The example may be extreme, but it makes my point that there is a vast difference
between a real phenomenon and any simulation of it. This is so for hurricanes, and even
more so for human thought.

SANDY: Look, | don’t want to get too tangled up in this line of argument, but let me try
out one more example. If you were a radio ham listening to another ham broadcasting in
Morse code and you were responding in Morse code, would it sound funny to you to refer
to “the person at the other end”?

PAT: No, that would sound okay, although the existence of a person at the other end
would be an assumption.

SANDY: Yes, but you wouldn’t be likely to go back and check it out. You’re prepared to
recognize personhood through those rather unusual channels. You don’t have to see a
human body or hear a voice—all you need is a rather abstract manifestation — a code, as it
were. What I’m getting at is this. To “see” the person behind the dits and dahs, you have
to be willing to do some decoding, some interpretation. It’s not direct perception, it’s
indirect. You have to peel off a layer or two, to find the reality hidden in there. You put
on your “radio-ham’s glasses” to “see” the person behind the buzzes. Just the same with
the simulated hurricane! You don’t see it darkening the machine room — you have to
decode the machine’s memory. You have to put on a special “memory-decoding glasses.”
Then what you see is a hurricane!

PAT: Oh, ho, ho! Talk about fast ones — wait a minute! In he case of the shortwave radio,
there’s a real person out there, somewhere in the Fiji Islands or wherever. My decoding
act as | sit by my radio simply reveals that that person exists. It’s like seeing a shadow
and concluding there’s an object out there, casting it. One doesn’t confuse the
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shadow with the object, however! And with the hurricane there’s no real hurricane
behind the scenes, making the computer follow its patterns. No, what you have is just a
shadow hurricane without any genuine hurricane. | just refuse to confuse shadows with
reality.

SANDY: All right. I don’t want to drive this point into the ground. | even admit it is
pretty silly to say a simulated hurricane is a hurricane. But | wanted to point out that it’s
not as silly as you might think at first blush. And when you turn to simulated thought,
you’ve got a very different matter on your hands from simulated hurricanes.

PAT: | don’t see why. A brainstorm sounds to me like a mental hurricane. But seriously,
you’ll have to convince me.

SANDY: Well, to do so, I’ll have to make a couple of extra points about hurricanes first.
PAT: Oh, no! Well, all right, all right.

SANDY: Nobody can say just exactly what a hurricane is — that is, in totally precise
terms. There’s an abstract pattern that many storms share, and it’s for that reason that we
call those storms hurricanes. But it’s not possible to make a sharp distinction between
hurricanes and nonhurricanes. There are tornados, cyclones, typhoons, dust devils. . . Is
the Great Red Spot on Jupiter a hurricane? Are sunspots hurricanes? Could there be a
hurricane in a wind tunnel? In a test tube? In your imagination ou can even extend the
concept of “hurricane” to include a microscopic storm on the surface of a neutron star.

CHRIS: That’s not so far fetched, you know. The concept of “earthquake” has actually
been extended to neutron stars. The astrophysicists say that the tiny changes in rate that
once in a while are observed in the pulsing of a pulsar are caused by “glitches” —
starquakes — that have just occurred on the neutron star’s surface.

SANDY: Yes, | remember that now. The idea of a “glitch” strikes me as wonderfully
eerie — a surrealistic kind of quivering on a surrealistic kind of surface.

CHRIS: Can you imagine — plate tectonics on a giant rotating sphere of pure nuclear
matter?

SANDY That’s a wild thought. So starquakes and earthquakes can both be subsumed into
a new, more abstract category. And that’s how science constantly extends familiar
concepts, taking them further and further from familiar experience and yet keeping some
essence constant. The number system is the classic example — from positive
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numbers to negative numbers, then rationals, reals, complex numbers, and “on beyond
zebra,” as Dr. Seuss says.

PAT: I think | can see your point here, Sandy. We have many examples in biology of
close relationships that are established in rather abstract ways. Often the decision about
what family some species belongs to comes down an abstract pattern shared at some
level. When you have your system of classification on very abstract patterns, | suppose
that a broad variety of phenomena can fall into “the same class,” even if in many
superficial ways the class members are utterly unlike each other. So perhaps | can
glimpse, at least a little, how to you a simulated hurricane could, in some funny sense, be
a hurricane.

CHRIS: Perhaps the word that’s being extended is not “hurricane” but “be”!
PAT: How so?

CHRIS: If Turing can extend the verb “think” can’t | extend the verb “be”? All | mean is
that when simulated things are deliberately confused with the genuine article,
somebody’s doing a lot of philosophical wool-pulling. It’s a lot more serious than just
extending a few nouns such as “hurricane.”

SANDY: | like your idea that “be” is being extended, but I think your slur about “wool-
pulling” goes too far. Anyway, if you don’t object, let me say just one more thing about
simulated hurricanes and then I’ll get to simulated minds . Suppose you consider a
really deep simulation of a hurricane -- I mean a simulation of every atom, which | admit
is impossibly deep. I hope you would agree that it would then share all that abstract
structure that defines the “essence of hurricanehood.” So what’s to hold you back from
calling it a hurricane?

PAT: | thought you were backing off from that claim of equality?

SANDY: So did I, but then these examples came up, and | was forced to go back to my
claim. But let me back off, as | said | would do, and get back to thought, which is the real
issue here. Thought, even more than hurricanes, is an abstract structure, a way of
describing some complex events that happen in a medium called a brain. But actually
thought can take place in any of several billion brains. There are all these physically very
different brains, and yet they all support “the same thing” — thinking. What’s important,
then, is the abstract pattern, not the medium. The same kind of swirling can happen inside
any of them, so no person can claim to think more “genuinely” than
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any other. Now, if we come up with some new kind of medium in which the same style of
swirling takes place, could you deny hat thinking is taking pace in it?

PAT: Probably not, but you have just shifted the question. The question now is, how can
you determine whether “the same style” of swirling is really happening?

SANDY: The beauty of the Turing test is that it tells you when.

CHRIS: | don’t see that at all. How would you know that the same style of activity was
occurring inside a computer as inside my minds, simply because it answered questions as
I do? All you’re looking at is its outside.

SANDY: But how do you know that when | speak to you, anything similar to what you
call “thinking” is going on inside me? The Turing test is a fantastic probe, something like
a particle accelerator in physics. Chris, | think you’ll like this analogy. Just as in physics,
when you want to understand what is going on at an atomic or subatomic level, since you
can’t see it directly, you scatter accelerated particles off the target in question and
observe their behaviour. From this you infer the internal nature of the target. The Turing
test extends this idea to the mind. It treats the mind as a “target” that is not directly
visible but whose structure can be deduced more abstractly. By “scattering” questions off
a target mind, you learn something about its internal workings, just as in physics.

CHRIS: More exactly put, you can hypothesize about what kinds of internal structures
might account for the behaviour observed — but they may or may not in fact exist.

SANDY: Hold on, now! Are you saying that atomic nuclei are merely hypothetical
entities? After all, their existence — or should | say “hypothetical existence”? — was
proven, or should I say “suggested”? — by the behaviour of particles scattered off atoms.

CHRIS: Physical systems seem to me to be much simpler than the mind, and the certainty
of the inferences made is correspondingly greater.

SANDY: The experiments are also correspondingly harder to perform and to interpret. In
the Turing test, you could perform many highly delicate experiments in the course of an
hour. I maintain that people give other people credit for being conscious simply because
of their continual external monitoring of them — which is itself something like a Turing
test.
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PAT: That may be roughly true, but it involves more than just conversing with people
through a teletype. We see that other people have bodies, we watch their faces and
expressions — we see they are fellow human beings and so we think they think.

SANDY: To me, that seems like a highly anthropocentric view of what thought is. Does
that mean you would sooner say a manikin in a store thinks than a wonderfully
programmed computer, simply because the manikin looks more human?

PAT: Obviously I would need more than just vague physical resemblances to the human
form to be willing to attribute the power of thought to an entity> But that organic quality,
the sameness of origin, undeniably leads a degree of credibility that is very important.

SANDY:': Here we disagree. | find this simply too chauvinistic. | feel that the key thing is
a similarity of internal structure — not bodily, organic, chemical structure, but
organizational structure — software. Whether an entity can thin seems to be a question of
whether its organization can be described in a certain way, and I’m perfectly willing to
believe that the Turing test detects the presence or absence of that mode of organization. |
would say that your depending on my physical body as evidence that | am a thinking
being is rather shallow. The way | see it, the Turing test looks far deeper than at mere
external form.

PAT: Hey now — you’re not giving me much credit. It’s not just the shape of a body that
lends weight to the idea that there’s real thinking going on inside — it’s also, as | said, the
idea of common origin. It’s the idea that you and I both sprang from DNA molecules, an
idea to which I attribute much depth. Put it this way: The external form of human bodies
reveals that they share a deep biological history, and that it’s that depth that lends a lot of
credibility to the notion that the owner of such a body can think.

SANDY: But that is all indirect evidence. Surely you want some direct evidence? That si
what the Turing test is for. And | think it is the only way to test for “thinkinghood.”

CHRIS: But you could be fooled by the Turing test, just as an interrogator could think a
man was a woman.

SANDY: | admit, | could be fooled if | carried out the test in too quick or too shallow a
way. But | would go for the deepest things | could think of.

CHRIS: 1 would want to see if the program could understand jokes. That would be area
test of intelligence.
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SANDY: | agree that humour probably is an acid test for a supposedly intelligent
program, but equally important to me — perhaps more so — would be to test its emotional
responses. So | would ask it about its reactions to certain pieces of music or works of
literature — especially my favourite ones.

CHRIS: What if it said, “I don’t know that piece,” or even “I have no interest in music”?
What if it avoided all emotional references?

SANDY: That would make me suspicious. Any consistent pattern of avoiding certain
issues would raise serious doubts in me as to whether | was dealing with a thinking being.

CHRIS: Why do you say that? Why not say you’re dealing with a thinking but
unemotional being?

SANDY: You’ve hit upon a sensitive point. |1 simply can’t believe that emotions and
thought can be divorced. Put another way, | think that emotions are an automatic by-
product of the ability to think. They are implied by the very nature of thought.

CHRIS: Well, what if you’re wrong? What if | produced a machine that could think but
not emote? Then its intelligence might go unrecognized because it failed to pass your
kind of test.

SANDY: I’d like you to point out to me where the boundary line between emotional
questions and unemotional ones lies. You might want to ask about the meaning of a great
novel. This requires understanding of human emotions? Is that thinking or merely cool
calculation? You might want to ask about a subtle choice of words. For that you need an
understanding of their connotations. Turing uses examples like this in his article. You
might want to ask it for advice about a complex romantic situation. It would need to
know a lot about human motivations and their roots. Now if it failed at this kind of task, |
would not be much inclined to say that it could think. As far as I am concerned, the
ability to think, the ability to feel, and consciousness are just different facets of one
phenomenon, and no one of them can be present without the others.

CHRIS: Why couldn’t you build a machine that could feel nothing, but that could think
and make complex decisions anyway? | don’t see any contradiction there.

SANDY: Well, I do. I think that when you say you are visualizing a metallic, rectangular
machine, probably in an air-conditioned room -- a hard, angular, cold object with a
million coloured wires inside it, a machine that sits stock still on a tiled floor, humming
or buzzing
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or whatever, and spinning its tapes. Such a machine can play a good game of chess,
which, I freely admit, involves a lot of decision making. And yet | would never call such
a machine conscious.

CHRIS: How come? To mechanists, isn’t a chess-playing machine rudimentarily
conscious?

SANDY: Not to this mechanist. The way | see it, consciousness has got to come from a
precise pattern of organization — one that we haven’t yet figured out how to describe in
any detailed way. But | believe we will gradually come to understand it. In my view
consciousness requires a certain way of mirroring the external universe internally, and the
ability to respond to that external reality on the basis of the internally represented model.
And then in addition, what’s really crucial for a conscious machine is that it should
incorporate a well-developed and flexible self-model. And it’s there that all existent
programs, including the best chess-playing ones, fall down.

CHRIS: Don’t chess programs look ahead and say to themselves as they’re figuring out
their next move, “If you move here, then I’ll go there, and if you go this way, | could go
that way. . . “? Isn’t that a sort of self model?

SANDY: Not really. Or, if you want, it’s an extremely limited one. It’s an understanding
of self only in the narrowest sense. For instance, a chess-playing program has no concept
of why it is playing chess, or the fact that it is a program, or is in a computer, or has a
human opponent. It has no ideas about what winning and losing are, or —

PAT: How do you know it has no such sense? How can you presume to say what a chess
program feels or knows?

SANDY: Oh, come on! We all know that certain things don’t feel anything or even know
anything. A thrown stone doesn’t know anything about parabolas, and a whirling fan
doesn’t know anything about air. It’s true | can’t prove those statements, but here we are
verging on questions of faith.

PAT: This reminds me of a Taoist story | read. It goes something like this. Two sages
were standing on a bridge over a stream. One said to the other, “I wish | were a fish. They
are so happy!” The second replied, “How do you know whether fish are happy or not?”
You’re not a fish.” The first said, “But you’re not me, so how do you know whether |
know how fish feel?”

SANDY:: Beautiful! Talking about consciousness really does call for a certain amount of
restraint. Otherwise you might as well just jump
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on either of the solipsism bandwagons — “I am the only conscious being in the universe”
— or the panpsychism bandwagon — “Everything in the universe is conscious!”

PAT: Well, how do you know? Maybe everything is conscious.

SANDY: If you’re going to join those who claim that stones, and even particles like
electrons have some sort of consciousness, then | guess we part company here. That’s a
kind of mysticism | can’t fathom. As for chess programs, | happen to know how they
work, and | can tell you for sure that they aren’t conscious! No way!

PAT: Why not?

SANDY: They incorporate only the barest knowledge about the goals of chess. The
notion of “playing” is turned into the mechanical act of comparing a lot of numbers and
choosing the biggest one over and over again. A chess program has no sense of shame
about losing or pride in winning. It’s self model is very crude. It gets away with doing the
least it can, just enough to play a game of chess and do nothing more. Yet, interestingly
enough, we still tend to talk about the “desires” of a chess-playing computer. We say, “It
wants to keep its king behind a row of pawns,” or “It likes to get its rooks out early,” or
“It thinks | don’t see that hidden fork.”

PAT: Well, we do the same thing with insects. We spot a lonely ant somewhere and say,
“It’s trying to get back home or “It wants to drag that dead bee back to the colony.” In
fact, with any animal we use terms that indicate emotions, but we don’t know for sure
how much the animal feels. | have no trouble talking about dogs and cats being happy or
sad, having desires and beliefs and so on, but of course | don’t think their sadness is as
deep or complex as human sadness is.

SANDY: But you wouldn’t call it “simulated sadness” would you?

PAT: No, of course not. I think it’s real.

SANDY: It’s hard to avoid use of such technological or mentalistic terms. | believe
they’re quite justified, although they shouldn’t be carried too far. They simply don’t have
the same richness of meaning when applied to present day chess programs as when

applied to people.

CHRIS: 1 still can’t see that intelligence has to involve emotions. Why couldn’t you
imagine an intelligence that simply calculates and has no feelings?
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SANDY: A couple of answers here! Number one, any intelligence has to have
motivations. It’s simply not the case, whatever many people may think, that machines
could think any more “objectively” than people do. Machines, when they look at a scene,
will have to focus and filter that scene down into some preconceived categories, just as a
person does. It means giving more weight to some things than others. This happens on
every level of processing.

PAT: what do you mean?

SANDY: Take me right now, for instance. You might think that I’m just making some
intellectual points, and | wouldn’t need emotions to do that. But what makes me care
about these points? Why did | stress the word “care” so heavily? Because I’, emotionally
involved in this conversation! People talk to each other out of conviction, not out of
hollow, mechanical reflexes. Even the most intellectual conversation is driven by
underlying passions. There’s an emotional undercurrent to every conversation — it’ s the
fact that the speakers want to be listened to, understood, and respected for what they are
saying.

PAT: It sounds to me as if all you’re saying is that people need to be interested in what
they’re saying, otherwise a conversation dies.

SANDY: Right! I wouldn’t bother to talk to anyone if | weren’t motivated by interest.
And interest is just another name for a whole constellation of subconscious biases. When
I talk, all my biases work together and what you perceive on the surface level is my style,
my personality. But that style arises from an immense number of tiny priorities, biases,
leanings. When you add up a million of these interacting together, you get something that
amounts to a lot of desires. It just all adds up! And that brings me to the other point,
about feelingless calculation. Sure, that exists — in a cash register, a pocket calculator. 1I’d
even say it’s true of all today’s computer programs. But eventually, when you put enough
feelingless calculations together in a huge coordinated organization, you’ll see something
hat has properties on another level. You can see it — in fact , you have to see it — not as a
bunch of little calculations, but as a system of tendencies and desires and beliefs and so
on. When things get complicated enough, you’re forced to change your level of
description. To some extent that’s already happening, which is why we use words such as
“want,” “think,” “try,” and “hope,” to describer chess programs and other attempts at
mechanical thought. Dennett calls that kind of level switch by the observer “adopting the
intentional stance.” The really
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interesting things in Al will only begin to happen, I’d guess, when the program itself
adopts the intentional stance towards itself!

CHRIS: That would be a very strange sort of level-crossing feedback loop.

SANDY: It certainly would. Of course, in my opinion, it’s highly premature for anyone
to adopt the intentional stance, in the full force of the term, towards today’s programs. At
least that’s my opinion.

CHRIS: For me an important related question is. To what extent is it valid to adopt the
intentional stance toward beings other than humans?

PAT: | would certainly adopt the intentional stance toward mammals.
SANDY: I vote for that.

CHRIS: That’s interesting! How can that be, Sandy? Surely you wouldn’t claim that a
dog or cat can pass the Turing test? Yet don’t you think that the Turing test is the only
way to test for the presence of thought? How can you have these beliefs at once?

SANDY: Hmm . ... All right. I guess I’m forced to admit that the Turing test works only
above a certain level of consciousness. There can be thinking beings that could fail the
test — but on the other hand, anything that passes it, in my opinion, would be a genuinely
conscious thinking being.

PAT: How can you think of as computer as a conscious being? I apologize if this sounds
a stereotype, but when I think of conscious beings, | just can’t connect that thought with
machines. To me consciousness is connected with soft, warm bodies, silly though that
may seem.

CHRIS: That does sound odd, coming from a biologist. Don’t you deal with life in terms
of chemistry and physics for all that magic to seem to vanish?

PAT: Not really. Sometimes the chemistry and physics just increase the feeling that
there’s something magical going on down there! Anyway, | can’t always integrate my
scientific knowledge with my gut-level feelings.

CHRIS: I guess | share that trait.

PAT: So how do you deal with rigid preconceptions like mine?

SANDY: I’d try to dig down under the surface of your concept of “machines” and get at

the intuitive connotations that lurk there, out of sight, but deeply influencing your
opinions. | think that we all have
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a holdover image from the Industrial Revolution that sees machines as clunky iron
contraptions gawkily moving under the pressure of some loudly chugging engine.
Possibly that’s even how the computer inventor Charles Babbage viewed people! After
all, he called his magnificent many-geared computer the Analytical Engine.

PAT: Well, I certainly don’t think people are just fancy steam shovels of even electric
can openers. There’s something about people, something that — that they’ve got a sort of
flame inside them, something alive, something that flickers unpredictably, wavering,
uncertain — but something creative!

SANDY: Great! That’s just the sort of thing | wanted to hear. It’s very human to think
that way. Your flame image makes me think of candles, of fires, of thunderstorms with
lightning dancing all over the sky in crazy patterns. But do you realize that just that kind
of pattern is visible on a computer’s console? The flickering lights form amazing chaotic
sparkling patterns. It’s such a far cry from heaps of lifeless clanking metal! It is
flamelike, by God! Why don’t you let the word “machine” conjure images of dancing
patterns of light rather than giant steam shovels?

CHRIS: That’s a beautiful image, Sandy. It changes my sense of mechanism from being
matter-oriented to being pattern-oriented. It makes me try to visualize the thoughts in my
mind — these thoughts right now, even — as a huge spray of tiny pulses flickering in my
brain.

SANDY: That’s quite a poetic self-portrait for a spray o flickers to have come up with!

CHRIS: Thank you. But still, I’m not totally convinced that a machine is all that I am. |
admit, my concept of machines probably does suffer from anachronistic subconscious
flavours, but I’'m afraid | can’t change such a deeply rooted sense in a flash.

SANDY: At least you do sound open minded. And to tell the truth, part of me does
sympathize with the way you and pat view machines. Part of me balks at calling myself a
machine. It is a bizarre thought that a feeling being like you or me might emerge from
mere circuitry. Do | surprise you?

CHRIS: You certainly surprise me. So tell us — do you believe in the idea of an intelligent
computer, or don’t you?

SANDY: it all depends on what you mean. We have all heard the question “Can

computers think?” There are several possible interpretations of this (aside from the many
interpretations of the word “think”).
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They revolve around different meanings of the words “can” and “computer.”
PAT: Back to word games again. . . ..

SANDY: That’s right. First of all, the question might mean “Does some present-day
computer think, right now? To this, | would immediately answer with a loud “no.” Then
it could be taken to mean, “Could some present-day computer, if suitably programmed,
potentially think?” This is more like it, but I would still answer, “Probably not.”
The real difficulty hinge son the word “computer.” The way | see it, “computer” calls up
an image of just what described earlier: an air conditioned room with cold rectangular
metallic boxes in it. But | suspect that with increasing public familiarity with computers
and continued progress in computer architecture, that vision will eventually become
outmoded.

PAT: Don’t you think computers, as we know them, will be around for a while?

SANDY: Sure, there will have to be computers in today’s image around for a long time,
but advanced computers — maybe no longer called computers -- will evolve and become
quite different. Probably, as in the case of living organisms, there will be many
branchings in the evolutionary tree. There will be computers for business, computers for
schoolkids, computers for scientific calculations, computers for systems research,
computers for simulation, computers for rockets going into space, and so on. Finally,
there will be computers for the study of intelligence. It’s really only these last that I’m
thinking of — the ones with the maximum flexibility, the ones that people are deliberately
attempting to make smart. | see no reason that these will stay fixed in the traditional
image. Probably they will soon acquire as standard features some rudimentary sensory
systems — mostly for vision and hearing at first. They will need to be able to move
around, to explore. They will have to be physically flexible. In short, they will have to
become more animal-like, more self-reliant.

CHRIS: It makes me think of the robots R2D2 and C3PO in Star Wars.

SANDY: As a matter of fact, | don’t think of anything like them when | visualize
intelligent machines. They’re too silly, to much the product of a film designer’s
imagination. Not that | have a clear vision of my own. But | think it is necessary, if
people are going to try realistically to imagine an artificial intelligence, to go beyond the
limited, hard-edged image of computers that comes from exposure to what we have
today. The only thing that all machines will always have in
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common is their underlying mechanicalness. That may sound cold and inflexible, but
what could be more mechanical --- in a wonderful way — than the operations of the DNA
and proteins and organelles in our cells?

PAT: To me what goes on inside cells has a “wet,” “slippery” feel to it, and what goes
on inside machines is dry and rigid. 1t’s connected with the fact that computers don’t
make mistakes, that computers do only what you tell them to do. Or at least hat’s my
image of computers.

SANDY: Funny -- a minute ago your image was of a flame, and now it’s of something
“wet and slippery.” Isn’t it marvelous how contradictory we can be?

PAT: | don’t need your sarcasm.
SANDY: I’m not being sarcastic — I really do think it is marvelous.
PAT: It’s just an example of the human mind’s slippery nature — mine, in this case.

SANDY: True. But your image of computers is stuck in a rut. Computers certainly can
make mistakes — and | don’t mean on the hardware level. Think of any present-day
computer predicting the weather. It can make wrong predictions, even though its program
runs flawlessly.

PAT: But that’s only because you’ve fed it the wrong data.

SANDY: Not so. It’s because weather-prediction is too complex. Any such program has
to make do with a limited amount of data — entirely correct data — and extrapolate from
there. Sometime it will make wrong predictions. 1t’s no different from the farmer in the
field gazing at the clouds who says “I reckon we’ll get a little snow tonight.” We make
models of things in our heads and use them to guess how the world will behave. We have
to make do with our models, however inaccurate they may be. And if they’re too
inaccurate, evolution will prune us out — we’ll fall over a cliff or something. And
computers are the same. It’s just that human designers will seed up the evolutionary
progress by aiming explicitly at the goal of creating intelligence, which is something
nature just stumbled on.

PAT: So you think computers will make fewer mistakes as they get smarter?

SANDY: Actually, just the other way round. The smarter they get, the more they’ll be in
a position to tackle messy real-life domains, so
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they’ll be more and more likely to have inaccurate models. To me, mistake making is a
sign of high intelligence!

PAT: Boy — you throw me sometimes.

SANDY: I guess I’m a strange sort of advocate for machine intelligence. To some degree
| straddle the fence. | think that machines won’t be really intelligent in a humanlike way
until they have something like the biological wetness or slipperiness to them. | don’t
mean literally wet — the slipperiness could be in the software. But biologically-seeming or
not, intelligent machines will in any case be machines. We will have designed them, built
them — or grown them! We will understand how they work — at least in some sense.
Possibly no one person will really understand them, but collectively we will know how
they work.

PAT: It sounds like you want to have your cake and eat it too.

SANDY: You’re probably right. What I’m getting at is that when artificial intelligence
comes, it will be mechanical and yet at the same time organic. It will have that same
astonishing flexibility that we see in life’s mechanisms. And when | say “mechanisms” |
mean “mechanisms.” DNA and enzymes and so on really are mechanical and rigid and
reliable. Wouldn’t you agree, Pat?

PAT: That’s true. But when they work together, a lot of unexpected things happen. There
are so many complexities and rich modes of behaviour that all that mechanicalness adds
up to something very fluid.

SANDY: For me it’s an almost unimaginable transition from the mechanical level of
molecules to the living level of cells. But it’s what convinces me that people are
machines. That thought makes me uncomfortable in some ways, but in other ways it is an
exhilarating thought.

CHRIS: If people are machines, how come it’s so hard to convince them of the fact?
Surely if e are machines, we ought to be able to recognize our own machinehood?

SANDY: You have to allow for emotional factors here. To be told you’re a machine is, in
a way, to be told that you’re nothing more than your physical parts, and it brings you face
to face with your own mortality. That’s something nobody finds easy to face. But beyond
the emotional objection, to see yourself as a machine you have to jump all the way from
the bottommost mechanical level to the level where the complex lifelike activities take
place. If there are many intermediate layers, they act as a shield, and the mechanical
quality becomes
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almost invisible. | think that’s how intelligent machines will seem to us — and to
themselves! — when they come around.

PAT: | once heard a funny idea about what will happen when we eventually have
intelligent machines. When we try to implant that intelligence into devices we’d like to
control, their behaviour won’t be so predictable.

SANDY: They’ll have a quirky little “flame” inside, maybe?
PAT: maybe.
CHRIS: So what’s so funny about that?

PAT: Well, think of military missiles. The more sophisticated their target-tracking
computers get, according to this idea, the less predictably they will function. Eventually
you’ll have missiles that will decide they are pacifists and will turn around and go home
and land quietly without blowing up. We could even have “smart bullets” that turn
around in mid-flight because they don’t want to commit suicide!

SANDY: That’s a lovely thought.

CHRIS: I’'m very skeptical about these ideas. Still, Sandy, I’d like to hear your
predictions about when intelligent machines will come to be.

SANDY: It won’t be for a long time, probably, that we’ll see anything remotely
resembling the level of human intelligence. It just rests on too awesomely complicated a
substrate — the brain — for us to be able to duplicate it in the foreseeable future. Anyway,
that’s my opinion.

PAT: Do you think a program will ever pass the Turing test?

SANDY: That’s a pretty hard question. | guess there are various degrees of passing such
a test, when you come down to it. It’s not black and white. First of all, it depends on who
the interrogator is. A simpleton might be totally taken in by some programs today. But
secondly, it depends on how deeply you are allowed to probe.

PAT: Then you could have a scale of Turing tests — one-minute versions, five-minute
versions, hour-long versions, and so forth. Wouldn’t it be interesting if some official
organization sponsored a periodic competition, like the annual computer-chess
championships, for programs to try to pass the Turing test?

CHRIS: The program that lasted the longest against some panel of distinguished judges
would be the winner. Perhaps there could be a big prize for the first program that fools a
famous judge for, say, ten minutes.

PAT: What would a program do with a prize?
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CHRIS: Come now, Past. If a program’s good enough to fool the judges, don’t you think
it’s good enough to enjoy the prize?

PAT: Sure, especially if the prize is an evening out on the town, dancing with all the
interrogators.

SANDY: I’d certainly like to see something like that established. I think it could be
hilarious to watch the first programs flop pathetically!

PAT: You’re pretty skeptical, aren’t you?. Well, do you think any computer program
today could pass a five-minute Turing test, given a sophisticate interrogator?

SANDY: | seriously doubt it. It’s partly because no one is really working on it explicitly.
However, there is one program called “Parry” which its inventors claim has already
passed a rudimentary version of the Turing test. In a series of remotely conducted
interviews, Parry fooled several psychiatrists who were told they were talking to either a
computer or a paranoid patient. This was an improvement over an earlier version, in
which psychiatrists were imply handed transcripts of short interviews and asked to
determine which ones were with a genuine paranoid and which ones with a computer
simulation.

PAT: You mean they didn’t have the chance to ask any questions? That’s a severe
handicap — and it doesn’t seem to be in the spirit of the Turing test. Imagine someone
trying to tell me which sex I belong to just by reading a transcript of a few remarks made
by me. It might be very hard! So I’m glad the procedure has been improved.

CHRIS: How do you get a computer to act like a paranoid?

SANDY: I’m not saying it does act like a paranoid, only that some psychiatrists, under
unusual circumstances, thought so. One of the things that bothered me about this pseudo-
Turing test is the way Parry works. “He” — as they call him — acts like a paranoid in that
he gets abruptly defensive, veers away from undesirable topics in the conversation, and,
in essence, maintains control so that no one can truly probe “him.” In this way, a
simulation of a paranoid is a lot easier than a simulation of a normal person.

PAT: No kidding! It reminds me of the joke about the easiest kind of human for a
computer program to simulate.

CHRIS: What is that?

PAT: A catatonic patient — they just sit and do nothing at all for days on end. Even |
could write a computer program to do that!

91



A Coffeehouse Conversation 92

SANDY: An interesting thing about Parry is that it creates no sentences on it’s own — it
merely selects from a huge repertoire of canned sentences the one that best responds to
the input sentence.

PAT: Amazing! But that would probably be impossible on a larger scale, wouldn’t it?

SANDY: Yes. The number of sentences you’d need to store to be able to respond in a
normal way to all possible sentences in a conversation is astronomical and really
unimaginable. And they would have to be so intricately indexed for retrieval. . . .
Anybody who thinks that somehow a program could be rigged up just to pull sentences
out of storage like record in a jukebox, and that this program could ass the Turing test,
has not thought very hard about t. The funny part about it is that it is just this kind of
unrealizable program that some enemies of artificial intelligence cite when arguing
against the concept of the Turing test. Instead of a a truly intelligent machine, they want
you to imagine a gigantic, lumbering robot that intones canned sentences in a dull
monotone. It’s assumed that you could see through to its mechanical level with ease, even
if it were simultaneously performing tasks that we think of as fluid, intelligent processes.
Then the critics say, “You see! It would still be just a machine -- a mechanical device, not
intelligent at all!” | see things almost the opposite way. If | were shown a machine that
can do things that | can do — | mean pass the Turing test — then, instead of feeling insulted
or threatened, 1I’d chime in with the philosopher Raymond Smullyan and say, “How
wonderful machines are!”

CHRIS: If you could ask a computer just one question in the Turing test, what would it
be?

PAT: How about “If you could ask a computer just one question in the Turing test, what
would it be?”?

Reflections

Many people are put off by the provision in the Turing test requiring the contestants in
the Imitation game to be in another room from the judge, so only their verbal responses
can be observed. As an element in a parlour game the rule makes sense, but how could a
legitimate scientific proposal
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include a deliberate attempt to hide facts from the judges? By placing the candidates for
intelligence in “black boxes” and leaving noting as evidence but a restricted range of
“external behaviour” (in this case, verbal output by typing), the Turing test seems to settle
dogmatically on some form of behaviourism, or (worse) operationalism, or (worse still)
verificationism. (These three cousins are horrible monster isms of the recent past, reputed
to have been roundly refuted by philosophers of science and interred—but what is that
sickening sound? Can they be stirring in their graves? We should have driven stakes
through their hearts!) Is the Turing test just a case of what John Searle calls
“operationalist sleight of hand”?

The Turing test certainly does make a strong claim about what matters about
minds. What matters, Turing proposes, is not what kind of gray matter (if any) the
candidate has between his ears, and not what it looks like or smells like, but whether it
can act — or behave, if you like — intelligently. The particular game proposed in the
Turing test, the Imitation Game, is not sacred, but just a cannily chosen test of more
general intelligence. The assumption Turin g was prepared to make was that nothing
could possibly pass the Turing test by winning the Imitation game without being able to
perform infinitely many other clearly intelligent actions. Had he chosen checkmating the
world chess champion as his litmus test of intelligence, there would have been powerful
reasons for objecting, it now seems quite probable that one could make a machine that
can do that but nothing else. Had he chosen stealing the British Crown Jewels without
using force or accomplices, or solving the Arab-Israeli conflict without bloodshed, there
would be few who would make the objection that intelligence was being “reduced to”
behaviour or “operationally defined” in terms of behaviour. (Well, no doubt some
philosopher somewhere would set about diligently constructing an elaborate but entirely
outlandish scenario in which some utter dolt stumbled into possession of the British
Crown Jewels, “passing” the test and thereby “refuting” it as a good general test of
intelligence. The true operationalist, of course, would then have to admit that such a
lucky moron was by operationalist lights, truly intelligent since he passed the defining
test — which is no doubt why true operationalists are hard to find.)

What makes Turing’s chosen test better than stealing the British Crown Jewels or
solving the Arab-Israeli conflict is that the latter tests are unrepeatable (if successfully
passed once), too difficult (many manifestly intelligent people would fail them utterly)
and too hard to judge objectively. Like a well-composed wager, Turing’s test invites
trying; it seems fair, demanding but possible, and crisply objective in the judging. The
Turing test reminds one of a wager in another way, too. Its motivation
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IS to stop an interminable, sterile debate by saying “Put up or shut up!” Turing says in
effect; “Instead of arguing about the ultimate nature and essence of mind or intelligence,
why don’t we all agree that anything hat could pass this test is surely intelligent, and then
turn to ask how something could be designed that might pass th test fair and square?”
Ironically, Turing failed to shut off the debate but simply managed to get it redirected.

Is the Turing test vulnerable to criticism because of its “black box” ideology?
First, as Hofstadter notes in his dialogue, we treat each other as black boxes, relying on
our belief in other minds. Second, the black box ideology is in any event the ideology of
all scientific investigation. We learn about the DNA molecule by probing it in various
ways and seeing how it behaves in response; we learn about cancer and earthquakes and
inflation in the same way. “Looking inside” the black box is often useful when
macroscopic objects are our concern, we do it by bouncing “opening” probes (such as a
scalpel) off the object and then scattering photons off the exposed surfaces into our eyes.
Just one more black box experiment. The question must be, as Hofstadter says: Which
probes will be most directly relevant to the question we want to answer? If our question is
about whether some entity is intelligent, we will find no more direct, telling probes than
the everyday questions we often ask each other. The extent of Turing’s “behaviourism” is
simply to incorporate that near truism into a handy, laboratory-style experimental test.

Another problem raised but not settled in Hofstadter’s dialogue concerns
representation. A computer simulation of something is typically a detailed, “automated,”
multidimensional representation of that thing, but of course there’s a world of difference
between representation and reality, isn’t there? As John Searle says, “No one would
suppose that we could produce milk and sugar by running a computer simulation of the
formal sequences in lactation and photosynthesis . . . “* If we devised a program that
simulated a cow on a digital computer, our simulation, being a mere representation of a
cow, would not, if “milked,” produce milk, but at best a representation of milk. You
canlt drink that, no matter how good a representation it is, and no matter how thirsty you
are.

But now suppose we made a computer simulation of a mathematician, and suppose it
worked well. Would we complain that what we had hoped for was proofs, but alas, all we
got instead was mere representations of proofs? But representations of proofs are proofs,
aren’t they? It depends on how good the proofs represented are. When cartoonists repre-

* (See selection 22, “Minds, Brains, and Programs,” p. 375)
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sent scientists pondering blackboards , what they typically represent as proofs of
formulae on the blackboard is pure gibberish, however “realistic” these figures appear to
the layman. If the simulation of the mathematician produced phony proofs like those in
the cartoons, it might still simulate something of theoretical interest about
mathematicians — their verbal mannerisms, perhaps, or their absentmindedness. On the
other hand, if the simulation were designed to produce representations of the proofs a
good mathematician would produce, it would be as valuable a “colleague” — in the proof
producing department — as the mathematician. That is the difference it seems, between
abstract, formal products like proofs or songs (see the next selection “The Princess
Ineffabelle”) and concrete, material products like milk, On which side of this divide does
the mind fall? Is mentality like milk or like a song?

If we think of the mind’s product as something like control of the body, it seems its
product is quite abstract. If we think of the mind’s product as a sort of special substance
or even a variety of substances — lot ‘n lots of love, a smidgin or two of pain, some
ecstasy, and a few ounces of that desire that all good ballplayers have in abundance — it
seems its product is quite concrete.

Before leaping into debate on this issue we might pause to ask if the principle that creates
the divide is all that clear-cut at the limits to which we would have to push it, were we to
confront a truly detailed, superb simulation of any concrete “realized” in some hardware
or other, and the vehicles of representation must themselves produce some effects in the
world. If the representation of an event itself produces just about the same effects in the
world as the event itself would, to insist that it is merely a representation begins to sound
willful. This idea, playfully developed in the next selection, is a recurrent theme
throughout the rest of the book.

D.C.D.
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STANISLAW LEM

The Princess Ineffabelle

“There was something. . . .but | forget just what,” said the King, back in front of the
Cabinet That Dreamed. “But why are you, Subtillion, hopping about on one leg like that
and holding the other?”

“It’s — it’s nothing, Your Highness . . .a touch of rhombotism . . . must be a
change in the weather,” stammered the craft Thaumaturge, and then continued to tempt
the King to sample yet another dream. Zipperupus thought awhile, read through the Table
of Contents and chose, “The Wedding Night of Princess Ineffabelle.” And he dreamt he
was sitting by the fire and reading an ancient volume, quaint and curious, in which it told,
with well-turned words and crimson ink on gilded parchment, of the Princess Ineffabelle,
who reigned five centuries ago in the land od Dandelia, and it told of her Icicle Forest,
and her Helical Tower, and the Aviary That Neighed and the Treasury with a Hundred
Eyes, but especially of her beauty and abounding virtues. And Zipperupus longed for this
vision of loveliness with a great longing, and a mighty desire was kindled within him and
set his soul afire, tat his eyeballs blazed like beacons, and he rushed out and searched
every corner of the dream for Ineffabelle, but she was nowhere to be found, indeed, only
the very oldest robots had ever heard of that princess. Weary from his long
peregrinations, Zipperupus came at last to the centre of the royal desert, where the

Excerpt from “The Tale of the Three Story Telling Machines,” from The Cyberiad bt Stanislaw
Lem, translated bt Michael Kandel. Copyright © 1974 by The Seabury Press, Inc. Reprinted by
permission of The Continuum Publishing Corporation.
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Dunes were gold plated, and there espied a humble hut; when he approached it, he saw an
individual of patriarchal appearance, in a robe as white as snow. The latter rose and spake
thusly:

“Thou seekest Ineffabelle, poor wretch” And yet thou knowest full well she doth
not live here these five hundred years, hence how vain and unavailing is thy passion? The
only thing that I can do for thee is to let thee see her — not in the flesh, forsooth, but a fair
informational facsimile, a model that is digital, not physical, stochastic, not plastic,
ergodic and most assuredly erotic, and all in yon Black Box, which | constructed in my
spare time out of odds and ends!”

“Ah, show her to me, show her to me now!” exclaimed Zipperupus, quivering.
The patriarch gave a nod, examined the ancient volume for the princess’s coordinates, put
her and the entire Middle Ages on punch cards, wrote up the program, threw the switch,
lifted the lid of the Black Box and said.

“Behold!”

The King leaned over, looked an saw, yes, the Middle Ages simulated to a T, all
digital, binary , and nonlinear, and there was the land of Dandelia, The Icicle Forest, the
palace with the Helical Tower, the Aviary That Neighed, and the Treasury with a
Hundred Eyes as w ell, and there was Ineffabelle herself, taking a slow, stochastic stroll
through he simulated garden, and her circuits glowed red and gold as she picked simulate
daisies, and hummed a simulated song. Zipperupus, unable to restrain himself any longer,
leaped upon the Black Box and in his madness tried to climb into that computerized
world. The patriarch, however, quickly killed the current, hurled the King to the earth and
said.

“Madman! Wouldst attempt the impossible?! For no being made of matter can
ever enter a system that is naught but the flux and swirl of alphanumerical elements,
discontinuous integer configurations, the abstract stuff of digits!”

“But I must, | must!!” bellowed Zipperupus, beside himself, and beat his head
against the Black Box until the metal was dented. The old sage then said:

“If such is they inalterable desire, there is a way | can connect thee to the Princess
Ineffabelle, but first thou must part with thy present form, for I shall take thy appurtenant
coordinates and make a program of thee, atom by atom, and place thy simulation in that
world medievally modeled, informational and representational, and there it will remain,
enduring as long as electrons course through these wires and hop from cathode to anode.
But thou, standing here before me now, thou will be annihilated.
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So that thy only existence may be in the form of given fields and potentials, statistical,
heuristical, and wholly digital!”

“That’s hard to believe,” said Zipperupus. “How will | know you’ve simulated
me, and not someone else?”

“Very well, we’ll make a trial run,” said the sage. And he took all the King’s
measurements, as for a suit of clothes, though with much greater precision, since every
atom was carefully plotted and weighed, and then he fed the program into the Black Box
and said:

“Behold!”

The King peered inside and saw himself sitting by the fire and reading in an
ancient book about the Princess Ineffabelle, then rushing out to find here, asking here and
there, until in the heart of the gold-plated desert he came upon a humble hut and a snow-
white patriarch, who greeted him with the words. “Thou seekest Ineffabelle, poor
wretch!” And so on.

“Surely now thou art convinced,” aid the patriarch, switching it off. “This time |
shall program thee in the Middle Ages, at the side of the sweet Ineffabelle, that thou
mayest dream with her an unending dream, simulated, nonlinear, binary. . . *

“Yes, yes, | understand,” said the King. “But still, it’s only my likeness, not
myself, since | am right here, and not in any Box!”

“But thou wilt not be here long,” replied the sage with a kindly smile, “for | shall
attend to that. . . .”

And he pulled a hammer from under the bed, a heavy hammer, but serviceable.

“When thou art locked in the arms of thy beloved,” the patriarch told him, “I shall
see to it that there be not two of thee, one here and one there, in the Box — employing a
method that is old and primitive, yet never fails, so if thou wilt just bend over a little. . . .”

“First let me take another look at your Ineffabelle,” said the King. “Just to make
sure. .. "

The sage lifted the lid of the Black Box and showed him Ineffabelle. The King
looked and looked, and finally said:

“The description in the ancient volume is greatly exaggerated. She’s not bad, of
course, but nowhere near as beautiful as it says in the chronicles. Well, so long, old sage.

And he turned to leave.

“Where art thou going madman?!” cried the patriarch, clutching his hammer, for
the King was almost out the door.

“Anywhere but in the Box,” said Zipperupus and hurried out, but at that very
moment the dream burst like a bubble beneath his feet, and he found himself in the
vestibule facing the bitterly disappointed Subtillion.
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disappointed because the King had come so close to being locked up in the Black Box,
and the Lord High Thaumaturge could have kept him there forever. . . .

Refelections

This is the first of three selections in our book by the Polish writer and philosopher
Stanislaw Lem . We have used the published translations by Michael Kandel, and before
commenting on Lem’s ideas, we must pay tribute to Kandel for his ingenious conversions
of sparkling Polish wordplay into sparkling English wordplay. All through The Cyberiad
(from which this story was taken), this high level of translation is maintained. In reading
translations like this one, we are reminded how woefully far the current programs for
machine translation are from snatching jobs away from people.

Lem has had a lifelong interest in the questions we raise in this book. His intuitive
and literary approach perhaps does a better job of convincing readers of his views than
any hard-nosed scientific article or arcanely reasoned philosophical paper might do.

As for his story, we think it speaks for itself. We would just like to know one
thing: what is the difference between a simulated song and a real song?

D.R.H.
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TERREL MIEDANER

The Soul of Martha a Beast

Jason Hunt thanked him, breathed a deep inward sigh of relief, and called his next
witness.

Dr. Alexander Belinsky, professor of animal psychology, was a short, rotund
individual of brusque and businesslike manner. His initial testimony brought to light his
excellent academic credentials, qualifying him as an expert witness sin his field. That
done, Hunt requested the court’s permission to allow a demonstration of some
complexity.

There was a brief discussion before the bench as to whether this should be
allowed, but as Morrison had no objection, it was permitted in spite of Feinman’s
reservations and the bailiff shortly escorted a pair of graduate assistants into the room,
pushing before them a cart filled with a variety of electronic equipment.

Because the taking of court records had been historically limited to verbal
transcription, demonstrations of the sort planned here had not been permitted until recent
years, when specialized laws designed to speed up courtroom procedure permitted a court
reporter to videotape such demonstrations for the official record. But as Feinman watched
one assistant set up electronic paraphernalia, while the other left momentarily and
returned leading a chimpanzee, he began to regret the onset of modernization.

The animal appeared nervous and afraid of the crowd, holding itself

Excerpt from The Soul o Anna Klane by Terrel Miedaner. Copyright © 1977 by Church of
Physical Theology, Ltd. Reprinted by permission of Coward, Mcann & Geoghegan Inc.
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Close to its handler as it was escorted into the courtroom. Upon perceiving Dr. Belinsky,
the creature jumped into the witness box with obvious displays of affection. Under
Hunt’s direction, he introduced her to the court as Martha, one of twenty experimental
animals he used in his latest researches, the results of which had been recently published
in book form. When asked by Hunt to describe these experiences, he proceeded as
follows.

“For years it was assumed that animals had not developed a humanlike language
facility because their brains were deficient. But in the early sixties some animal
psychologists proposed that the only reason chimpanzees couldn’t talk was because their
primitive vocalizing mechanisms prevented them from sounding words. They proceeded
to test this theory by devising simple symbolic languages which didn’t involve speech.
They tried coloured cards, pictures, magnetic slate boards, keyboard devices and even the
international sign language, all with some degree of success.

“Although these experiments proved that symbolic speech is not restricted to man,
they seemed also to show that the language capacity of the most intelligent animals was
severely limited. When a clever undergraduate student subsequently devised a computer
program capable of duplicating every language achievement of the cleverest
chimpanzees, interest in the animal speech experiments diminished significantly.

“Nonetheless, it seemed that these animals might be limited by the constraints of
the previous experiments, just as they were limited earlier by poor vocal chords. Man has
a speech centre within his brain, a specialized area devoted to the interpretation and
creation of human language. Chimpanzees do communicate with each other in their
natural state, and also have a specialized brain area for their natural system of chattering
and yowling.

“It occurred to me that, by their use of hand motions to bypass vocal chords, the
previous language experiments had also bypassed the chimpanzee’s natural speech
centres. | decided to try to involve this natural speech centre while still bypassing the
animal’s primitive vocal cords, and succeeded with the equipment you see before you.

“If you look closely at the left side of Martha’s head here, you will observe a
circular plastic cap. This covers an electrical connector permanently imbedded in her
skull. To this are attached a number of electrodes which terminate within her brain. Our
electronic equipment can be connected to Martha’s head so as to monitor the neural
activity of her speech centre and translate it into English words.

“Martha is only a seven-electrode chimp, one of our slower experimental animals.
She ‘speaks’ by stimulating certain of the implanted electrodes, although she doesn’t
realize that. The pattern of the electrode
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signals is decoded by a small computer that outputs her selected word on a voice-
synthesizer. This technique enabled her to develop a natural sort of feedback-response
mechanism. Except for a deficient grammatical base and lack of inflection, when we
connect up her transistorized vocal chords she will sound quite human.

“Don’t expect too much, however, for as I mentioned, Martha is not one of our
star pupils. Although her seven-electrode system can be decoded into one hundred
twenty-eight distinct words, she has learned only fifty-three. Other animals have done
much better. Our resident genius is a nine-electrode male with a vocabulary of four
hundred seven words out of five hundred twelve possibilities. Nonetheless,” he added as
he reached for her connecting cable. “I believe you’ll find her a pleasant
conversationalist.”

As Dr. Belinsky proceeded to connect her to the world of human language, the
chimpanzee indicated delight and excitement. She jumped up and down and chattered as
he reached for te cable handed him by one of his student assistants, then sat still while he
removed the protective cap and mated the halves of the connector. As soon as they
snapped together in positive lock she jumped up again, seemingly oblivious to the cable
attached to her head, as she pointed to a small box the scientists held in one hand.

“For Martha,” he explained, “speech is an almost ceaseless activity for her
electronic vocal chords never tire. In order to get a word in | use this control to literally
shut her off.

“All right, Martha, go ahead,” the psychologist said as he switched her sound on.

Immediately a small loudspeaker on the equipment burst into noisy life. “Hello!
Hello! | Martha Martha Happy Chimp. Hello Hello -- !

The beast was cut off with a soft electrical click as the courtroom sat in dumb
amazement. The sight of the animal opening and closing her mouth in mimicry of the
sexy female voice pouring from the speaker was rather difficult to assimilate.

Her teacher continued. “How old is Martha?”

“Three Three Martha Three — *

“Very good. Now relax, Martha quite down. Who am 1?” he asked, pointing to
himself.

“Belinsky Man Nice Belins — *

“And what are those?” he asked, his hand sweeping the packed courtroom.

“Man man People Nice people — *
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The researcher cut her off again and turned t the defense attorney, indicating that he was
ready to proceed.

Hunt stood and addressed his first question. “In your opinion is this animal
intelligent?”

“Within the broad definition of ‘intelligence’ I would say yes, she is.”

“Is she intelligent in the human sense?”” Hunt asked.

“I believe so, but to form such an opinion of her yourself, you would really have
to treat her lie a human, talk to her, play with her. To that end | brought along a box of
her favourite playthings. She will devote her limited attention either to me, or whoever
has custody of her treasures. | suggest you examine her yourself.”

From the corner of his eye Morrison observed the judge watching him in
anticipation of an objection, which he dutifully provided. “Objection, your Honour. |
should at least like to hear Mr. Hunt assure us this testimony will be relevant.”

“Well Mr. Hun?” Feinman asked.

“It is relevant, as will become clear.”

“And if it is not,” Feinman promise, “rest assured it will be stricken from the
record. Proceed.”

Hunt opened Martha’s box, an oversized jewelry box painted in bright red, and
after looking over its contents, he reached in and retrieved a cellophane-wrapped cigar.
As held it up the chimpanzee piped. “Cigar Belinsky Bad Bad Cigar.” To which she
added her normal chattering and some flamboyant nose-holding for emphasis.

“What’s an old cigar doing in your toy box, Marha?” Hunt asked.

“What? What Wha — “ she returned before Belisnky cut her off.

“The question is a bit complicated for her. Try simplifying it to key words and
short verbs,” he suggested

Hunt did. “Does Martha eat cigar?”

This time she responded, “No Eat No eat Cigar. Eat Food Food Smoke Cigar.”

“Rather impressive, Doctor,” Hunt complimented the scientist. Then he turned to
Morrison. “Perhaps the prosecution would like an opportunity to examine the witness?”

Morrison hesitated before agreeing, then took the box holding the animal’s
playthings. With undisguised discomfort he picked out a stuffed teddy bear and asked the
chimp to identify it. Immediately the beast began to jump in agitation as her artificial
voice tried to keep up with her.

“Man Bad Bad No take Bear Martha Bear Help Belinksy Help Martha Taske Bear
Hel -

As soon as she was cut off, she reverted to her natural chattering,
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while the researcher explained her paranoia. “She detects a level of hostility in you, sir.
Frankly, | sympathize with you, and assure you that many people besides yourself are
uncomfortable with the notion that an animal might speak intelligibly. But she is
becoming somewhat agitated. Perhaps if someone else could interview her — *

“I would like to try,” Judge Feinman interjected. The participants readily agreed,
and as Morrison brought the box to the bench, Martha subsided, unoffended by the
prosecutor’s scowl.

“Is Martha hungry?” Feinman asked, perceiving several ripe bananas and candies
within the container.

“Martha Eat Now Martha Eat — “

“What would Martha like to eat?”

“Martha eat Now — *

Would Martha like Candy?”

“Candy Candy Yes Can—*

He reached in and handed her a banana, which the animal adroitly grasped,
peeled, and stuck into her mouth. Once while she was eating, Belinsky turned her ion for
a moment, catching parts of an endless “Happy Martha” readout that appeared to startle
the chimp slightly. When done, she faced the judge again, opening and closing her mouth
soundlessly until her handler switched on the audio. “Good Banana Good Banana Thank
you Man Candy Now Candy Now.”

Pleased with his results, Feinman reached into the box and offered the requested
treat. She took it, but instead of eating it immediately, Martha again pointed to Belinsky’s
switch box, indicating that she wanted to be heard.

“Cigar Cigar Martha Want Cigar — “

The judge found the cigar and held it out. She took it, sniffed at it a moment, then
handed it back. “Nice Nice Man Eat Belinsky Cigar Thank You Thank You Man —*

The judge was both fascinated with the creature’s intelligence and charmed by her
childlike simplicity. The animal sensed his affection and returned it, to the delight and
entertainment of the court. But Hunt did not want to prolong this, and after a few minutes
of interspecies conversation, he interrupted.

“Perhaps | should proceed with the testimony, your Honour?”

“Yes, of course,” the judge agreed, reluctantly handing over the animal, who had
by this time joined him on the bench.

“Doctor Belinsky,” Hunt continued after Martha had settled down, “could you
briefly state your scientific conclusions regarding the intelligence of this animal?”
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“her mind differs from ours, the scientist said, “but only in degree. Our brains are larger
and our bodies are more adaptable, consequently we are superior. But the difference
between us may yet prove to be embarrassingly slight. | believe that Marta, deficient as
she is, still possesses humanlike intelligence.”

“Could you draw some clear dividing line between the mentality of her species
and ours?”

“No. Clearly she is inferior to the normal human. Yet Martha is unquestionably
superior to deficient humans at the idiot level, and a peer to most imbeciles. She has an
added advantage in that she is cleaner and can care for herself and offspring, which idiots
and imbeciles cannot do. I would not wish to make clear-cut distinctions between her
intelligence and ours.”

Hunt id not ask his next question immediately. He had, of course, planned this
experiment with the researcher beforehand. To complete the testimony he was to request
one more demonstration, which by its nature could not have been practiced. But he was
not sure that Belinsky would go through with it as planned. In fact he was not entirely
sure he himself wanted the demonstration performed. Yet, there was a job to do.

“Doctor Belinsky, does the humanlike intelligence of this creature merit
corresponding humanlike treatment?”

“No. We treat all laboratory animals decently, of course, but their value lies only
in their experimental potential. Martha, for example, has already outlived her usefulness
and is scheduled to be destroyed shortly, for the cost of her upkeep is greater than her
experimental value.”

“How do you go about eliminating such an animal?” Hunt asked.

“There are a variety of quick and painless methods. | prefer an orally administered
poison contained in a favourite food and given unexpectedly. Although that may seem a
cruel trick, it prevents the anima from anticipating its fate. The fact of death is inevitable
for all of us, but for these simple creatures at least, the fear of it need never reach them.”
As he spoke, Belinsky extracted a small piece of candy from his coat pocket.

“Would you demonstrate this procedure before the court?” Hunt asked.

As the scientist offered the candy to the chimpanzee, Feinman finally realized
what was being done. He voiced an order to halt the deadly experiment, but too late.

The researcher had never personally destroyed one of his animals before, always
leaving the task to assistants. As the unsuspecting chimpanzee placed the poisoned gift
into her mouth and bit, Belinsky conceived of an experiment he had never before
considered. He turned on
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the switch. “Candy Candy Thank you Belinsky Happy Happy Martha.”

Then her voice stopped of its own accord. She stiffened, then relaxed in her
master’s arms, dead.

But brain death is not immediate. The final sensory discharge of some circuit
within her inert body triggered a brief burst of neural pulsations decoded as “Hurt Martha
Hurt Martha.”

Nothing happened for another two seconds. Then randomly triggered neural
discharges no longer having anything to do with the animal’s lifeless body sent one last
pulsating signal to the world of men.

“Why Why Why Why --

A soft electrical click stopped the testimony.

Reflections

At the office in the morning and did business. By and by we are
called to Sir. W. Battens to see the strange creature that Captain
Holmes hath brought with him from Guiny, it is a great baboone,
but so much like a man in most things, that (though they say there
is a Species of them) yet | cannot believe but that it is a monster
got of a man and she-baboone. I do believe it already understands
much English, and | am o the mind it might be tought to speak or
make signs.

--The Diary of Samuel Pepys
August 24 1661

The pathetic noncomprehending cry of the dying chimp evokes in us powerful sympathy
— we can identify so easily with this innocent and enchanting creature. What though, is
the plausibility of this scenario? Chimp language has been a controversial are for over a
decade now. While it appears that these and other primates can absorb numerous
vocabulary items — up to several hundred, in fact — and even on occasion come up with
ingenious compound words, it is far less well substantiated that they can absorb a
grammar by which they can combine words into complex meaning-carrying propositions.
It seems that chimps may simply use arbitrary juxtapositions of words rather than
syntactic structures. Is this a severe limitation? In the eyes of some it is, for it puts a strict
upper bound to the complexity of ideas that can be expressed thereby. Noam Chomsky
and others maintain that that which is essentially human is our
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innate linguistic ability, a sort of “primal grammar” hat all languages would share at a
sufficiently deep level. Thus chimps and other primates not sharing our primal grammar
would be essentially different from us.

Others have agreed that the primates who — or do | mean “that”? — give the
appearance of suing language are doing something very different from what we do when
we use language. Rather than communicating — that is, conveying private ideas into the
common currency of signs in patterns — they are manipulating symbols that to them have
no meaning, but whose manipulations can achieve desired goals for them. To a strict
behaviourist, this idea of distinguishing between external behaviours on the basis of
hypothetical mental qualities such as “meaning” is absurd. And yet such an experiment
was once carried out with high-school students instead of primates as the subjects. The
students were given coloured plastic chips of various shapes and were “conditioned” to
manipulate them in certain ways in order to obtain certain rewards. Now, the sequences
in which they learned to arrange the chips in order to get the desired objects could in fact
be decoded into simple English requests for the objects — and yet most of the students
claimed to have never thought of matters this way. They said that they detected patterns
that worked and patterns that didn’t work, and that was as far as it went. To them it felt
like an exercise in meaningless symbol-manipulation! This astonishing result may
convince many people that the chimp-language claims are all wishful thinking on the part
of anthropomorphic animal lovers. But the debate is far from settled.

However, whatever the realism of our excerpt, many moral and philosophical
issues are well posed. What is the difference between having a mind - intellect — and
having a soul — emotionality? Can one exist without the other? The justification given for
killing Martha is that she is not as “valuable” as a human being. Somehow this must be a
code word for the idea that she has “less of a soul” than a human does. But is degree of
intellect a true indicator of degree of soul? Do retarded or senile people have “smaller
souls” than normal people? The critic James Huneker, writing of Chopin’s Etude opus 25
no. 1, said “Small souled men, no matter how agile their fingers, should avoid it.” What
an incredible pronouncement! Yet it has a certain truth to it, snobbish and elitist though it
might be to say so. But who will provide the soul meter?

Is the Turing test not such a meter? Can we measure the soul through language?
Needless to say, some qualities of Martha’s soul come through loud and clear in her
utterances. She is very appealing, partly through her physical appearance (actually, how
do we know this?), partly
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through the fact of our identifying with her, partly through her charmingly simple-minded
syntax. We feel protective of her as we would of a baby or small child.

Well, all these devices and more will be exploited — even more insidiously! — in
the following passage, another selection from The Soul of Anna Klane.

D.R.H.
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TERREL MIEDANER

The Soul of
the Mark 111 Beast

”Anatol’s attitude is straightforward enough,” Hunt said. “He considers biological life as
a complex form of machinery.”

She shrugged, but not indifferently. “I admit being fascinated by the man, but |
can’t accept that philosophy.”

“Think about it.” Hunt suggested. “You know that according to neoevolution
theory, animal bodies are formed by a completely mechanistic process. Each cell is a
microscopic machine, a tiny component part integrated into a larger, more complex
device.”

Dirksen shook her head. “But animal and human bodies are more than machines.
The reproductive act itself makes them different.”

“Why,” Hunt asked, “is it so wonderful that a biological machine should beget
another biological machine? It requires no more creative thought for a female mammal to
conceive and give birth than for an automatic mill to spew forth engine blocks.”

Dirksen’s eyes flashed “Do you think the automatic mill feels anything when it
gives birth?” she challenged.

“Its metal is severely stressed, and eventually the mill wears out.”

“l don’t think that’s what | mean by *“feeling.’”

“Nor 1,” hunt agreed. “But it isn’t always easy to know who or what

Excerpt from The Soul of Anna Klane by Terrel Miedaner. Copyright © 1977 by the Church of
Physical Theology, Ltd. Reprinted by permission of Coward, Mc Cann & Geoghegan , Inc.
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his feelings. On the farm where | was raised, wee had a brood sow with an unfortunate
tendency to crush most of her offspring to death — accidentally, | imagine. Then she ate
her children’s corpses. Would you say she had maternal feelings?”

“I’m not talking about pigs!

“We could talk about humans in the same breath. Would you care to estmate how
many newborn babies drown in toilets?”

Dirksen was too appalled to speak.

After some silence Hunt continued. “What you see there in Klane as
preoccupation with machinery is just a different perspective. Machines are yet another
life form to him, a form he himself can create from plastic and metal. And he is honest
enough to regard himself as a machine.”

“A machine begetting machines,” Dirksen quipped. “Next thing you’ll be calling
him a mother!”

“No.” Hunt said. “He’s an engineer. And however crude an engineered machine is
in comparison with the human body, it represents a higher act than simple biological
reproduction, for it is ate least the result of a thought process.”

“l ought to know better than to argue with a lawyer,” she conceded, still upset.
“But I just do not relate to machines! Emotionally speaking, there is a difference between
the way we treat animals and the way we treat machines that defies logical explanation. |
mean, | can break a machine and it really doesn’t bother me, but I cannot kill an animal.”

“Have you ever tried?”

“Sort of,” Dirksen recalled. “The apartment | shared at college was infested with
mice, so | set a trap. But when | finally caught one, I couldn’t empty the trap — the poor
dead thing looke so hurt and harmless. So | buried it in the backyard, trap and all, and
decided that living with mice was far more pleasant than killing them.”

“Yet you do eat meat,” Hunt pointed out. “So your aversion isn’t so much to
killing per se as it is to doing it yourself.”

“Look, “ she said, irritated. “That argument misses a point about basic respect for
life. We have something in common with animals. You do see that, don’t you?”

“Klane has a theory that you might find interesting,” Hunt persisted. “He would
say that real or imagined biological kinship has nothing to do with your ‘respect for life.”
In actual fact, you don’t like to kill simply because the animal resists death. It cries,
struggles, or looks sad — it pleads with you not to destroy it. And it is your mind, by the
way, not your biological body, that hears an animal’s plea.”

She looked at him, unconvinced.
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Hunt laid some money on the table, pushed back his chair. “Come with me.”

A half hour later Dirksen found herself entering Klane’s house in the company of
his attorney, for whose car the entrance gate had automatically moved aside, and at
whose touch the keyless front door had servoed immediately open.

She followed him to the basement laboratory, where Hunt opened one of several
dozen cabinets and brought out something that looked like a large aluminium beetle with
small, coloured indicator lamps and a few mechanical protrusions about it’s smooth
surface. He turned it over, showing Dirksen three rubber wheels on its underside.
Stenciled on the flat metal base were the words MARK 111 BEAST.

Hunt set the device on the tiled floor, simultaneously toggling a tiny switch on its
underbelly. With a quiet humming sound the toy began to move in a searching pattern
back and forth across the floor. It sopped momentarily, then headed for an electrical
outlet near the base of one large chassis. It paused before the socket, extended a pair of
prongs from an opening in its metallic body, probed and entered the energy source. Some
of the lights on its body began to glow green, and a noise almost like the purring of a cat
emanated from within.

Dirsen regarded the contrivance with interest. “A mechanical animal. It’s cute —
but what’s the point of it?”

Hunt reached over to a nearby bench for a hammer and held it out to her. “I’d like
you to kill it.”

“What are you talking about?” Dirksen said in mild alarm. “Why should 1 kill . . .
break that . . . that machine?” She backed away, refusing to take the weapon.

“Just as a experiment.” Hunt replied. “I tried it myself some years ago at Klane’s
behest and found it instructiver.”

“What did you learn?”

“Something about the meaning of life and death.”

Dirksen stood looking at Hunt suspiciously.

“The ‘beast’ has no defenses that can hurt you,” he assured her. “Just don’t crash
into anything while you’re chasing it.” He held out the hammer.

She stepped tentatively forward, took the weapon, looked sidelong at the peculiar
machine purring deeply as it sucked away at the electrical current. She walked toward it,
stooped down and raised the hammer. “But . . . it’s eating,” she said, turning to Hunt.

He laughed. Angrily she took the hammer in both hands, raised it, and brought it
down hard.
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But with a shrill noise like a cry of fright the beats had pulled its mandibles from
the socket and moved suddenly backwards. The hammer cracked solidly into the floor, on
a section of tile that had been obscured from view by the body of the machine. The tile
was pockmarked with indentations.

Dirksen looked up. Hunt was laughing. The machine had moved two metres away
and stopped, eyeing her. No, she decided, it was not eyeing her. Irritated with herself,
Dirksen grasped her weapon and stalked cautiously forward. The machine backed away,
a pair of red lights on the front of it glowing alternately brighter and dimmer at the
approximate alphawave frequency of the human brain. Dirksen lunged, swung the
hammer, and missed —

Ten minutes later she returned, flushed and gasping, to Hunt. Her body hurt in
several places where she had bruised it on jutting machinery, and her head ached where
she had cracked it under a workbench. “It’s like trying to catch a big rat! When do its
stupid batteries run down anyway?”

Hunt checked his watch. “I’d guess it has another half hour, provided you keep it
busy. He pointed beneath a workbench, where the beast had found another electrical
outlet. “But there is an easier way to get it.”

“I’ll take it.”

“Put the hammer down and pick it up.”

“Just . .. pick it up?”

“yes. It only recognizes danger from its own kind — in this case the steel hammer
head. It’s programmed to trust unarmed protoplasm.”

She laid the hammer on a bench, walked slowly over to the machine. It didn’t
move. The purring had stopped, pale amber lights glowed softly. Dirksen reached down
and touched it tentatively, felt a slight vibration. She gingerly picked it up with both
hands. Its lights changed to a clear green colour, and through the comfortable warmth of
its metal skin she could feel the smooth purr of motors.

“So now hat do | do with the stupid thing?” she asked irritably.

“Oh, lay him on his back on the workbench. He’ll be quite helpless in that position, and
you can bash him at your leisure .”

“l can do without the anthropomorphisms,” Dirksen muttered as she followed
Hunt’s suggestion, determined to see this thing through.

As she inverted the machine and set it down, its lights changed back to red.
Wheels spun briefly, stopped. Dirksen picked up the hammer again, quickly raised it and
brought it down in a smooth arc which struck the helpless machine off-centre, damaging
one of its wheels and flipping it right side up again. There was a metallic scraping sound
from the damaged wheel, and the beast began spinning in a fitful circle. A shap-
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ping sound came from its underbelly, the machine stopped, lights glowing dolefully.

Dirksen pressed her lips together tightly, raised the hammer for as final blow. But
as she started to bring it down there came from within the beast a sound, a soft crying that
rose and fell like a baby whimpering. Dirksen dropped the hammer and stepped back, her
eye son the blood-red pool of lubricating fluid forming on the table beneath the creature.
She looked at Hunt, horrified. “It’s . . .it’s = “

“Just a machine,” Hunt said, s seriously now, “Like these, its evolutionary
predecessors.” His gesturing hands took in the array of machinery in the workshop
around them. Mute and menacing watchers. “But unlike them it can sense its own doom
and cry out for succour.”

“Turn it off,” she said flatly.

Hunt walked to the table, tried to move its tint power switch. “You’ve jammed t,
I’m afraid.” He picked up the hammer from the floor where it had fallen. ‘Care to
administer the death blow?”

She stepped back, shaking her head as Hunt raise dthe hammer. “Couldn’t you fix
— * There was a brief metallic crunch. She winced, turned her head. The wailing had
stopped, and they returned upstairs in silence.

Reflections

Jason Hunt remarks, “But it isn’t always easy to know who or what has feelings.” This is
the crux of the selection. At first Lee Dirksen seizes on self-reproductive power as the
essence of the living. Hunt quickly points out to her that inanimate devices can self-
assemble. And what about microbes, even viruses, which carry within them instructions
for their own replication? Have they souls? Doubtful!

Then she turns to the idea of feeling as the key. And to drive this point home, the
author pulls out ever stop in the emotional organ, in trying to convince you that there can
be mechanical, metallic feelings -- a contradiction in terms, it would surely seem. Mostly
it comes as a set of sublimal appeals to the gut level. He uses phrases like “Aluminium
beetle,” “soft purring,” “shrill noise like a cry of fright,” “eyeing her,” “gentle vibration,”
“the comfortable warmth of its metal skin,” helpless machine,” *“spinning in a fitful
circle,” “lights gleaming dolefully.” This

e AN 1] 77 L
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All seems quite blatant — but how could he have gone further than his next image; that of
the “blood-red pool of lubricating fluid forming on the table beneath the creature,” from
which (or from whom?) is emanating a “soft crying wail that rose and fell like a baby
whimpering”? Now, really!

The imagery is so provocative that one is sucked in. One may feel manipulated,
yet one’s annoyance at that cannot overcome one’s instinctive sense of pity. How hard it
is for some people to drown an ant in their sink by turning on the faucet! How easy for
others to feed live goldfish to their pet piranhas each day! Where should we draw the
line? What is sacred and what is indispensable?

Few of us are vegetarians or even seriously consider the alternative during our
lives. Is it because we feel at ease with the idea of killing cows and pigs and so on?
Hardly. Few of us want to be reminded that there is a hunk of dead animal on our plate
when we are served a steak. Mostly, we protect ourselves by a coy use of language and
an elaborate set of conventions that allow us to maintain a double standard. The true
nature of meat eating, like the true nature of sex and excretion, is only easy to refer to
implicitly, hidden in euphemistic synonyms and allusions: “veal cutlets,” “making love,”
“going to the bathroom.” Somehow we sense that there is soul-killing going on in
slaughterhouses, but our palates don’t want to be reminded of it.

Which would you more easily destroy — a Chess Challenger VII that can play a
good game of chess against you and whose red lights cheerfully flash as it “ponders”
what to do next, or the cute little Teddy bear that you used to love when you were a
child? Why does it tug at the heartstrings? It somehow connotes smallness, innocence,
vulnerability.

We are so subject to emotional appeal yet so able to be selective in our attribution
of soul. How were the Nazis able to convince themselves it was all right to kill Jews?
How were Americans so willing to “waste gooks” in the Vietham war? It seems that
emotions of one sort — patriotism — can ac as a valve, controlling the other emotions that
allow us to identify, to project — to see our victim as (a reflection of) ourselves.

We are all animists to some degree. Some of us attribute “personalities” to our
cars, others of us see our typewriters or our toys as “alive,” as possessors of “souls.” It is
hard to burn some things in a fire because some piece of us is going up in flames. Clearly
the “soul” we project into these objects is an image purely in our minds. Yet if that is so,
why isn’t it equally so for the souls that we project into our friends and family?

We all have a storehouse of empathy that is variously hard or easy to tap into,
depending on our moods and on the stimulus. Sometimes mere words or fleeting
expressions hit the bull’s-eye and we soften. Other times we remain callous and icy,
unmovable.
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In this selection, the little beasts flailing against death touches Lee Dirksen’s heart
and our own. We see the small beetle fighting for its life, or in the words of Dylan
Thomas, raging “against the dying of the light.” Refusing to “go gentle into that good
night.” This supposed recognition of its own doom is perhaps the most convincing touch
of all. It reminds us of the ill-fated animals in the ring, being randomly selected and
slaughtered, trembling as they see the inexorable doom approach.

When does a body contain a soul? In this very emotional selection, we have seen
“soul” emerge as a function not of any clearly defined inner state, but as a function of our
own ability to project. This is, oddly enough. The most behaviouristic of approaches! We
ask nothing about the internal mechanisms — instead we impute it, given the behaviour. It
IS a strange sort of validation of the Turing test approach to “soul detection.”

D.R.H.
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ALLEN WHEELIS

Spirit

We come into being as a slight thickening at the end of a long thread. Cells proliferate,
become an excrescence, assume the shape of a man. The end of the thread now lies
buried within, shielded, inviolate. Our task is to bear it forward, pass it on. We flourish
for a moment, achieve a bit of singing and dancing, a few memories we would carve in
stone, then we wither, twist out of shape. The end of the thread lies now in our children,
extends back through us, unbroken, unfathomably into the past. Numberless thickenings
have appeared on it, have flourished and have fallen away as we now fall away. Nothing
remains but the germ-line. What changes to produce new structures as life evolves is not
the momentary excrescence but the hereditary arrangements within the thread.

We are carriers of spirit. We know not how nor why nor where. On our shoulders, in our
eyes, in anguished hands through unclear realm, into a future unknown, unknowable, and
in continual creation, we bear its full weight. Depends it on us utterly, yet we know it not.
We inch it forward with each beat of heart, give to it the work of hand, of mind. We
falter, pass it on to our children, lay out our bones, fall away, are lost, forgotten. Spirit
passes on, enlarged, enriched, more strange, complex.

We are being used. Should we not know in whose service? To whom, to what,
give we unwitting loyalty? What is this quest? Beyond that which we have what could we
want? What is a spirit?

Excerpt from On Not Knowing How to Live by Allen Wheelis. Copyright © 1975 by Allen
Wheelis. Reprinted by permission of Harper & Row, Publishers, Inc.
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A river or a rock, writes Jacques Monod, “we know, or believe, to have been
molded by the free play of physical forces to which we cannot attribute any design, any
‘project” or purpose. Not, that is, if we accept the basic premise of the scientific method,
to wit, that nature is objective and not projective.”

The basic premise carries a powerful appeal. For we remember a time, no more
than a few generations ago, when the opposite seemed manifest, when the rock wanted to
fall, the river to sing or to rage. Willful spirits roamed the universe, used nature with
whim. And we know what gains in understanding and control have come to us from the
adoption of a point of view which holds that natural objects and events are without goal
or intention. The rock doesn’t want anything, the volcano pursues no purpose, rivers
quests not the sea, wind seeks no destination.

But thee is another view. The animism of the primitive is not the only alternative
to scientific objectivity. This objectivity may be valid for the time spans in which we are
accustomed to reckon, yet untrue for spans of enormously greater duration. The
proposition that light travels in a straight line, unaffected by adjacent masses, serves us
well in surveying our farm, yet makes for error in the mapping of distant galaxies.
Likewise, the proposition that nature, what is just “out there,” is without purpose, severs
us well as we deal with nature in days or years or lifetimes, yet may mislead us on the
plains of eternity.

Spirit rises, matter falls. Spirit reaches like aflame, a leap of dancer. Out of the
void it creates form like a god, is god. Spirit was from the start, though even that
beginning may have been an ending of some earlier start. If we look back far enough we
arrive at a primal mist wherein spirit is but a restlessness of atoms, a trembling of
something there that will not stay in stillness and in cold.

Matter would have the universe a uniform dispersion, motionless, complete. Spirit
would have an earth, a heaven and a hell, whirl and conflict, an incandescent t sun to
drive away the dark, to illuminate good and evil, would have thought, memory, desire,
would build a stairway of forms increasing in complexity, inclusiveness, to a heaven ever
receding above, changing always in configuration, becoming when reached but the way
to more distant heavens, the last . . . but there is no last, for spirit tends upward without
end, wanders, spirals, dips, but tends ever upward, ruthlessly using lower forms to create
higher forms, moving toward ever greater inwardness, consciousness, spontaneity, to an
ever greater freedom.
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Particles become animate. Spirit leaps aside from matter, which tugs forever to
pull it down, to make it still. Minute creatures writhe in warm oceans. Ever more
complex become the tiny forms which bear for a moment a questing spirit. They come
together, touch, spirit is beginning to create love. They touch, something passes. They
die, die, die, endlessly. Who shall know the spawnings in the rivers of our past? Who
shall count the waltzing grunion of that surf? Who will mourn the rabbits of the plains,
the furry tides of lemmings? They die, die, die, but have touched, and something passes.
Spirit leaps forever away, creates new bodies, endlessly, ever more complex vessels to
bear spirit forward, pass it on enlarged to those who follow.

Virus becomes bacteria, becomes algae, becomes fern. Thrust of spirit cracks
stone, drives up the Douglas fir. Amoeba reaches out soft blunt arms in ceaseless motion
to find the world, to know it better, to bring it in, growing larger, questing further, ever
more capacious of spirit. Anemone becomes squid, becomes fish, wriggling becomes
swimming, becomes crawling: fish becomes slug, becomes lizard, crawling becomes
walking, becomes running, becomes flying. Living things reach out to each other, spirit
leaps between. Tropism becomes scent, becomes fascination, becomes lust, becomes
love. Lizard to fox to monkey to man, in a look, in a word, we come together, touch, die,
serve spirit without knowing, carry it forward, pass it on. Ever more winged this spirit,
ever greater its leaps. We love someone far away, someone who died a long time ago.

* * *

“man is the vessel of the Spirit,” writes Erich Heller; “ . .. Spirit is the voyager who,
passing through the land of man, bids the human soul to follow it to the Spirit’s purely
spiritual destination.”

Viewed closely, the path of spirit is seen to meander, is a glisten of snail’s way in night
forest, but from a height minor turnings merge into steadiness of course. Man has reached
a ledge from which to look back. For thousands of years the view is clear, and beyond,
through a haze, for thousands more, we still see quite a bit. The horizon is millions of
years behind us. Beyond the vagrant turnings of our last march stretches a shining path
across that vast expanse running straight. Man did not begin it nor will he end it, but
makes it now, finds the passes, cuts the channels. Whose way is it we so further? Not
man’s; for there’s our first
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footprint. Not life’s; for there’s still the path when life was not yet.

Spirit is the traveler, passes now through the realm of man. We did not create
spirit, do not possess it, cannot define it, are but the bearers. We take it from unmourned
and forgotten forms, carry it through our span, will pass it on, enlarged or diminished, to
those who follow. Spirit is the voyager, man is the vessel.

Spirit creates and spirit destroys. Creation without destruction is not possible,
destruction without creation feeds on past creation, reduces form to matter, tends toward
stillness. Spirit creates more than it destroys (though not in every season, nor even every
age, hence those meanderings, those turnings back, wherein the longing of matter for
stillness triumphs in destruction) and this preponderance of creation makes for the overall
steadiness of course.

From primal mist of matter to spiraled galaxies and clockwork solar systems,
from molten rock to an earth of air and land and water, from heaviness to lightness to life,
sensation to perception, memory to consciousness — man now holds a mirror, spirit sees
itself. Within the river currents turn back, eddies whirl. The river itself falters, disappears,
emerges, moves on. The general course is the growth of form, increasing awareness,
matter to mind consciousness. The harmony of man and nature is to be found in
continuing this journey along its ancient course toward greater freedom and awareness.

In these poetic passages, psychiatrist Allen Wheelis portrays he eerie disorienting view
that modern science has given us of our place in the scheme of things. Many scientists,
not to mention humanists, find this a very difficult view to swallow and look for some
kind of spiritual essence, perhaps intangible, that would distinguish living beings,
particularly humans, from the inanimate rest of the universe. How does anima come from
atoms?

Wheelis’s concept of “spirit” is not that sort of essence. It is a way of describing
the seemingly purposeful path of evolution as if there were one guiding force behind it. If
there is, it is that which Richard Dawkins in the powerful selection that follows so clearly
states: survival of stable replicators. In his preface Dawkins candidly writes:” We are
survival
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Machines — robot vehicles blindly programmed to preserve the selfish molecules known
to us as genes. This is a truth which still fills me with astonishment. Though | have
known it for years, | never seem to get fully used to it. One of my hopes is that | may
have some success in astonishing others.”

D.R.H.
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RICHARD DAWKINS

Selfish Genes
And Selfish Memes

Selfish Genes

In the beginning was simplicity. It is difficult enough explaining how even a simple
universe began. | take it as agreed that it would be even harder to explain the sudden
springing up, fully armed, of complex order-life, or a being capable of creating life.
Darwin's theory of evolution by natural selection is satisfying because it shows us a way
in which simplicity could change into complexity, how unordered atoms could group
themselves into ever more complex patterns until they ended up manufacturing people.
Darwin provides a solution, the only feasible one so far suggested, to the deep problem of
our existence. | will try to explain the great theory in a more general way than is
customary, beginning with the time before evolution itself began.

Darwin's “survival of the fittest' is really a special case of a more general law of
survival of the stable. The universe is populated by stable things. A stable thing is a
collection of atoms which is permanent enough or common enough to deserve a name. It
may be a unique collection of atoms, such as the Matterhorn, which lasts long enough to
be worth naming. “Or it may be a class of entities, such as rain drops, which come

Excerpt from The Selfish Gene by Richard Dawkins. Copyright © Oxford University Press 1976.
Reprinted by permission of Oxford University Press.
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into existence at a sufficiently high rate to deserve a collective name, even if any one of
them is short-lived. The things which we see around us, and which we think of as needing
explanation-rocks, galaxies, ocean waves -are all, to a greater or lesser extent, stable
patterns of atoms. Soap bubbles tend to be spherical because this is a stable configuration
for thin films filled with gas. In a spacecraft, water is also stable in spherical globules, but
on earth, where there is gravity, the stable surface for standing water is flat and
horizontal. Salt crystals tend to be cubes because this is a stable way of packing sodium
and chloride ions together. In the sun the simplest atoms of all, hydrogen atoms, are
fusing to form helium atoms, because in the conditions which prevail there the helium
configuration is more stable. Other even more complex atoms are being formed in stars
all over the universe, and were formed in the "big bang" which, according to the
prevailing theory, initiated the universe. This is originally where the elements on our
world came from.

Sometimes when atoms meet they link up together in chemical reaction to form
molecules, which may be more or less stable. Such molecules can be very large. A crystal
such as a diamond can be regarded as a single molecule, a proverbially stable one in this
case, but also a very simple one since its internal atomic structure is endlessly repeated.
In modern living organisms there are other large molecules which are highly complex,
and their complexity shows itself on several levels. The hemoglobin of our blood is a
typical protein molecule. It is built up from chains of smaller molecules, amino acids,
each containing a few dozen atoms arranged in a precise pattern. In the hemoglobin
molecule there are 574 amino acid molecules. These are arranged in four chains, which
twist around each other to form a globular three-dimensional structure of bewildering
complexity. A model of a hemoglobin molecule looks rather like a dense thornbush. But
unlike a real thornbush it is not a haphazard approximate pattern but a definite invariant
structure, identically repeated, with not a twig nor a twist out of place, over six thousand
million million million times in an average human body. The precise thornbush shape of
a protein molecule such as hemoglobin is stable in the sense that two chains consisting of
the same sequences of amino acids will tend, like two springs, to come to rest in exactly
the same three-dimensional coiled pattern. Hemoglobin thornbushes are springing into
their "preferred” shape in your body at a rate of about four hundred million million per
second, and others are being destroyed at the same rate.

Hemoglobin is a modern molecule, used to illustrate the principle that atoms tend
to fall into stable patterns. The point that is relevant here is that, before the coming of life
on earth, some rudimentary evolution fo molecules could have occurred by ordinary
processes of physics and
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chemistry. There is no need to think of design or purpose or directedness. If a group of
atoms in the presence of energy falls into a stable pattern it will tend to stay that way. The
earliest form of natural selection was simply a selection of stable forms and a rejection of
unstable ones. There is no mystery about this. It had to happen by definition.

From this, of course, it does not follow that you can explain the existence of
entities as complex as man by exactly the same principles on their own. It is no good
taking the right number of atoms and shaking them together with some external energy
till they happen to fall into the right pattern, and out drops Adam! You may make a
molecule consisting of a few dozen atoms like that, but a man consists of over a thousand
million million million million atoms. To try to make a man, you would have to work at
your biochemical cocktail-shaker for a period so long that the entire age of the universe
would seem like an eye-blink, and even then you would not succeed. This is where
Darwin's theory, in its most general form, comes to the rescue. Darwin's theory takes over
from where the story of the slow building up of molecules leaves off.

The account of the origin of life which | shall give is necessarily speculative; by
definition, nobody was around to see what happened. There are a number of rival
theories, but they all have certain features in common. The simplified account I shall give
is probably not too far from the truth.

We do not know what chemical raw materials were abundant on earth before the
coming of life, but among the plausible possibilities are water, carbon dioxide, methane,
and ammonia: all simple compounds known to be present on at least some of the other
planets in our solar system. Chemists have tried to imitate the chemical conditions of the
young earth. They have put these simple substances in a flask and supplied a source of
energy such as ultraviolet light or electric sparksartificial simulation of primordial
lightning. After a few weeks of this, something interesting is usually found inside the
flask: a weak brown soup containing a large number of molecules more complex than the
ones originally put in. In particular, amino acids have been found-the building blocks of
proteins, one of the two great classes of biological molecules. Before these experiments
were done, naturally occurring amino acids would have been thought of as diagnostic of
the presence of life. If they had been detected on, say, Mars, life on that planet would
have seemed a near certainty. Now, however, their existence need imply only the
presence of a few simple gases in the atmosphere and some volcanoes, sunlight, or
thundery weather. More recently, laboratory simulations of the chemical conditions of
earth before the coming of life have
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yielded organic substances called purines and pyrimidines. These are building blocks of
the genetic molecule, DNA itself.

Processes analogous to these must have given rise to the "primeval soup” which
biologists and chemists believe constituted the seas some three to four thousand million
years ago. The organic substances became locally concentrated, perhaps in drying scum
round the shores, or in tiny suspended droplets. Under the further influence of energy
such as ultraviolet light from the sun, they combined into larger molecules. Nowadays
large organic molecules would not last long enough to be noticed: they would be quickly
absorbed and broken down by bacteria or other living creatures. But bacteria and the rest
of us are late-comers, and in those days large organic molecules could drift unmolested
through the thickening broth.

At some point a particularly remarkable molecule was formed by accident. We
will call it the Replicator. It may not necessarily have been the biggest or the most
complex molecule around, but it had the extraordinary property of being able to create
copies of itself. This may seem a very unlikely sort of accident to happen. So it was. It
was exceedingly improbable. In the lifetime of a man, things which are that improbable
can be treated for practical purposes as impossible. That is why you will never win a big
prize on the football pools. But in our human estimates of what is probable and what is
not, we are not used to dealing in hundreds of millions of years. If you filled in pools
coupons every week for a hundred million years you would very likely win several
jackpots.

Actually a molecule which makes copies of itself is not as difficult to imagine as
it seems at first, and it only had to arise once. Think of the replicator as a mold or
template. Imagine it as a large molecule consisting of a complex chain of various sorts of
building block molecules. The small building blocks were abundantly available in the
soup surrounding the replicator. Now suppose that each building block has an affinity for
its own kind. Then whenever a building block from out in the soup lands up next to a part
of the replicator for which it has an affinity, it will tend to stick there. The building
blocks which attach themselves in this way will automatically be arranged in a sequence
which mimics that of the replicator itself. It is easy then to think of them joining up to
form a stable chain just as in the formation of the original replicator. This process could
continue as a progressive stacking up, layer upon layer. This is how crystals are formed.
On the other hand, the two chains might split apart, in which case we have two
replicators, each of which can go on to make further copies.

A more complex possibility is that each building block has affinity not
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for its own kind, but reciprocally for one particular other kind. Then the replicator would
act as a template not for an identical copy, but for a kind of "negative,” which would in its
turn remake an exact copy of the original positive. For our purposes it does not matter
whether the original replication process was positive-negative or positive-positive, though
it is worth remarking that the modern equivalents of the first replicator, the DNA
molecules, use positive-negative replication. What does matter is that suddenly a new kind
of "stability” came into the world. Previously it is probable that no particular kind of
complex molecule was very abundant in the soup, because each was dependent on building
blocks happening to fall by luck into a particular stable configuration. As soon as the
replicator was born it must have spread its copies rapidly throughout the seas, until the
smaller building block molecules became a scarce resource, and other larger molecules
were formed more and more rarely.

So we seem to arrive at a large population of identical replicas. But now we must
mention an important property of any copying process: it is not perfect. Mistakes will
happen. | hope there are no misprints in this book, but if you look carefully you may find one
or two. They will probably not seriously distort the meaning of the sentences, because they
will be "first-generation™ errors. But imagine the days before printing, when books such
as the Gospels were copied by hand. All scribes, however careful, are bound to make a
few errors, and some are not above a little willful "improvement.” If they all copied from
a single master original, meaning would not be greatly perverted. But let copies be made
from other copies, which in their turn were made from other copies, and errors will start to
become cumulative and serious. We tend to regard erratic copying as a bad thing, and in
the case of human documents it is hard to think of examples where errors can be described
as improvements. | suppose the scholars of the Septuagint could at least be said to have
started something big when they mistranslated the Hebrew word for "young woman™ into
the Greek word for "virgin,” coming up with the prophecy: "Behold a virgin shall
conceive and bear a son..." Anyway, as we shall see, erratic copying in biological
replicators can in a real sense give rise to improvement, and it was essential for the
progressive evolution of life that some errors were made. We do not know how
accurately the original replicator molecules made their copies. Their modern descendants,
the DNA molecules, are astonishingly faithful compared with the most high-fidelity
human copying process, but even they occasionally make mistakes, and it is ultimately
these mistakes which make evolution possible. Probably the original replicators were far
more erratic, but in any case we may be sure that mistakes were made, and these mistakes
were cumulative.
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As mis-copyings were made and propagated, the primeval soup became filled by a
population not of identical replicas, but of several varieties of replicating molecules, all
"descended” from the same ancestor. would some varieties have been more numerous
than others? Almost certainly yes. Sonic varieties would have been inherently more stable
than others. Certain molecules, once formed, would be less likely than others to break tip
again. These types would become relatively numerous in the soup, not only as a
direct logical consequence of their "longevity," but also because they would have a long
time available for making copies of themselves. Replicators of high longevity would
therefore tend to become more numerous and, other things being equal, there would have
been an "evolutionary trend"” toward greater longevity in the population of molecules.

But other things were probably not equal, and another property of a replicator variety
which must have had even more importance in spreading it through the population was
speed of replication, or "fecundity.” If replicator molecules of type A make copies of
themselves on average once a week while those of type B make copies of themselves once
an hour, it is not difficult to see that pretty soon type A molecules are going to be far
outnumbered, even if they "live” much longer than B molecules. There would therefore
probably have been an "evolutionary trend" towards higher "fecundity" of molecules in
the soup. A third characteristic of replicator molecules which would have been positively
selected is accuracy of replication. If molecules of type X and type Y last the same length of
time and replicate at the same rate, but X makes a mistake on average every tenth
replication while I' makes a mistake only every hundredth replication, I' will
obviously become more numerous. The X contingent in the population loses not only
the errant "children” themselves, but also all their descendants, actual or potential.

If you already know something about evolution, you may find something slightly
paradoxical about the last point. Can we reconcile the idea that copying errors are an
essential prerequisite for evolution to occur, with the statement that natural selection
favors high copying-fidelity? The answer is that although evolution may seem, in some
vague sense, a "good thing,” especially since we are the product of it, nothing actually
"wants" to evolve. Evolution is something that happens, willy-nilly, in spite of all the
efforts of the replicators (and nowadays of the genes) to prevent it happening. Jacques
Monod made this point yen well in his Herbert Spencer lecture, after wryly remarking:
"Another curious aspect of the theory of evolution is that everybody thinks he understands
it
To return to the primeval soup, it must have become populated by stable varieties of
molecule: stable in that either the individual molecules
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lasted a long time, or they replicated rapidly, or they replicated accurately. Evolutionary
trends toward these three kinds of stability took place in the following sense: If you had
sampled the soup at two different times, the later sample would have contained a higher
proportion of varieties with high longevity/fecundity/copying-fidelity. This is essentially
what a biologist means by evolution when he is speaking of living creatures, and the
mechanism is the same-natural selection.

Should we then call the original replicator molecules "living"? Who cares? |
might say to you "Darwin was the greatest man who has ever lived,” and you might say,
"No, Newton was," but | hope we would not prolong the argument. The point is that no
conclusion of substance would be affected whichever way our argument was resolved. The
facts of the lives and achievements of Newton and Darwin remain totally unchanged
whether we label them "great” or not. Similarly, the story of the replicator molecules
probably happened something like the way | am telling it, regardless of whether we
choose to call them "living." Human suffering has been caused because too many of us
cannot grasp that words are only tools for our use, and that the mere presence in the
dictionary of a word like "living" does not mean it necessarily has to refer to something
definite in the real world. Whether we call the early replicators living or not, they were the
ancestors of life; they were our founding fathers.

The next important link in the argument, one which Darwin himself laid stress on
(although he was talking about animals and plants, not molecules) is competition. The
primeval soup was not capable of supporting an infinite number of replicator molecules.
For one thing, the earth's size is finite, but other limiting factors must also have been
important. In our picture of the replicator acting as a template or mold, we supposed it
to be bathed in a soup rich in the small building block molecules necessary to make
copies. But when the replicators became numerous, building blocks must have been used
up at such a rate that they became a scarce and precious resource. Different varieties or
strains of replicator must have competed for them. We have considered the factors which
would have increased the numbers of favored kinds of replicator. We can now see that less-
favored varieties must actually have become less numerous because of competition, and
ultimately many of their lines must have gone extinct. There was a struggle for existence
among replicator varieties. They did not know they were struggling, or worry about it; the
struggle was conducted without any hard feelings, indeed without feelings of any kind.
But they were struggling, in the sense that any miscopying which resulted in a new higher
level of stability, or a new way of reducing the stability of rivals, was automatically
preserved and multi
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plied. The process of improvement was cumulative. Ways of increasing stability and of
decreasing rivals' stability became more elaborate and more efficient. Some of them
may even have "discovered" how to break yp molecules of rival varieties chemically,
and to use the building blocks so released for making their own copies. These proto-
carnivores simultaneously obtained food and removed competing rivals. Other replicators
perhaps discovered how to protect themselves, either chemically or by building a
physical wall of protein around themselves. This may have been how the first living cells
appeared. Replicators began not merely to exist, but to construct for themselves
containers, vehicles for their continued existence. The replicators which survived were the
ones which built survival machines for themselves to live in. The first survival machines
probably consisted of nothing more than a protective coat. But making a living got steadily
harder as new rivals arose with better and more effective survival machines. Survival
machines got bigger and more elaborate, and the process was cumulative and
progressive.

Was there to be any end to the gradual improvement in the techniques and artifices
used by the replicators to ensure their own continuance in the world? There would be
plenty of time for improvement. What weird engines of self-preservation would the
millennia bring forth? Four thousand million years on, what was to be the fate of the
ancient replicators? They did not die out, for they are past masters of the survival arts.
But do not look for them floating loose in the sea; they gave up that cavalier freedom long
ago. Now they swarm in huge colonies, safe inside gigantic lumbering robots, sealed off
from the outside world, communicating with it by tortuous indirect routes,
manipulating it by remote control. They are in you and in me; they created us, body and
mind; and their preservation is the ultimate rationale for our existence. They have come
a long way, those replicators. Now they go by the name of genes, and we are their survival
machines.

Once upon a time, natural selection consisted of the differential survival of replicators
floating free in the primeval soup. Now natural selection favors replicators which are good
at building survival machines, genes which are skilled in the art of controlling embryonic
development. In this, the replicators are no more conscious or purposeful than they ever
were. The same old processes of automatic selection between rival molecules by reason of
their longevity, fecundity, and copying-fidelity, still go on as blindly and as inevitably as
they did in the far-off days. Genes have no foresight. They do not plan ahead. Genes just
are, some genes more so
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than others, and that is all there is to it. But the qualities which determine a gene's
longevity and fecundity are not so simple as they were. Not by a long way.

In recent years-the last six hundred million or so-the replicators have achieved
notable triumphs of survival-machine technology such as the muscle, the heart, and the
eye (evolved several times independently). Before that, they radically altered fundamental
features of their way of life as replicators, which must be understood if we are to proceed
with the argument.

The first thing to grasp about a modern replicator is that it is highly gregarious. A
survival machine is a vehicle containing not just one gene but many thousands. The
manufacture of a body is a cooperative venture of such intricacy that it is almost
impossible to disentangle the contribution of one gene from that of another. A given
gene will have many different effects on quite different parts of the body. A given part
of the body will be influenced by many genes, and the effect of any one gene depends on
interaction with many others. Some genes act as master genes controlling the
operation of a cluster of other genes. In terms of the analogy, any given page of the plans
makes reference to many different parts of the building; and each page makes sense only
in terms of cross-references to numerous other pages.

This intricate interdependence of genes may make you wonder why we use the word
"gene" at all. Why not use a collective noun like "gene complex™? The answer is that for
many purposes that is indeed quite a good idea. But if we look at things in another way, it
does make sense too to think of the gene complex as being divided up into discrete
replicators or genes. This arises because of the phenomenon of sex. Sexual repro-
duction has the effect of mixing and shuffling genes. This means that any one individual
body is just a temporary vehicle for a short-lived combination of genes. The combination
of genes that is any one individual may be short-lived, but the genes themselves are
potentially very long-lived. Their paths constantly cross and recross down the
generations. One gene may be regarded as a unit which survives through a large
number of successive individual bodies.

* * *

Natural selection in its most general form means the differential survival of entities. Some
entities live and others die but, in order for this selective death to have any impact on the
world, an additional condition must be met. Each entity must exist in the form of lots of
copies, and at least some of the entities must be potentially capable of surviving-in the
form of
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popies-for a significant period of evolutionary time. Small genetic units have these
properties; individuals, groups, and species do not. It was the great achievement of Gregor
Mendel to show that hereditary units can be treated in practice as indivisible and
independent particles. Nowadays we know that this is a little too simple. Even a cistron is
occasionally divisible and any two genes on the same chromosome are not wholly
independent. What | have done is to define a gene as a unit which, to a high degree,
approaches the ideal of indivisible particulateness. A gene is not indivisible, but it is
seldom divided. It is either definitely present or definitely absent in the body of any given
individual. A gene travels intact from grandparent to grandchild, passing straight through
the intermediate generation without being merged with other genes. If genes continually
blended with each other, natural selection as we now understand it would be impossible.
Incidentally, this was proved in Darwin's lifetime, and it caused Darwin great worry since in
those days it was assumed that heredity was a blending process. Mendel's discovery had
already been published, and it could have rescued Darwin, but alas he never knew about it:
nobody seems to have read it until years after Darwin and Mendel had both died. Mendel
perhaps did not realize the significance of his findings, otherwise he might have written to
Darwin.

Another aspect of the particulateness of the gene is that it does not grow senile; it is
no more likely to die when it is a million years old than when it is only a hundred. It leaps
from body to body down the generations, manipulating body after body in its own way
and for its own ends, abandoning a succession of mortal bodies before they sink in senility
and death.

The genes are the immortals, or rather, they are defined as genetic entities which
come close to deserving the title. We, the individual survival machines in the world,
can expect to live a few more decades. But the genes in the world have an
expectation of life which must be measured not in decades but in thousands and
millions of years.

Survival machines began as passive receptacles for the genes, providing little
more than walls to protect them from the chemical warfare of their rivals and the
ravages of accidental molecular bombardment. In the early days they "fed" on organic
molecules freely available in the soup. This easy life came to an end when the organic
food in the soup, which had been slowly built up under the energetic influence of centuries
of sunlight, was all used up. A major branch of survival machines, now called plants, started
to use sunlight directly thx themselves to build up complex



Selfish Genes and Selfish Memes 134

molecules from simple ones, reenacting at much higher speed the synthetic processes of
the original soup. Another branch, now known as animals, "discovered™ how to exploit the
chemical labors of the plants, either by eating them, or by eating other animals. Both main
branches of survival machines evolved more and more ingenious tricks to increase their
efficiency in their various ways of life, and new ways of life were continually being opened
up. Subbranches and sub-subbranches evolved, each one excelling in a particular
specialized way of making a living: in the sea, on the ground, in the air, underground, up
trees, inside other living bodies. This subbranching has given rise to the immense diversity
of animals and plants which so impresses us today.

Both animals and plants evolved into many-celled bodies, complete copies of
all the genes being distributed to every cell. We do not know when, why, or how many
times independently, this happened. Some people use the metaphor of a colony,
describing a body as a colony of cells. I prefer to think of the body as a colony of genes,
and of the cell as a convenient working unit for the chemical industries of the genes.

Colonies of genes they may be but, in their behavior, bodies have undeniably acquired
an individuality of their own. An animal moves as a coordinated whole, as a unit.
Subjectively | feel like a unit, not a colony. This is to be expected. Selection has favored
genes which cooperate with others. In the fierce competition for scarce resources, in the
relentless struggle to eat other survival machines, and to avoid being eaten, there must
have been a premium on central coordination rather than anarchy within the communal
body. Nowadays the intricate mutual coevolution of genes has proceeded to such an extent
that the communal nature of an individual survival machine is virtually unrecognizable.
Indeed many biologists do not recognize it, and will disagree with me.

* * *

One of the most striking properties of survival-machine behavior is its apparent
purposiveness. By this | do not just mean that it seems to be well calculated to help the
animal's genes to survive, although of course it is. | am talking about a closer analogy to
human purposeful behavior. When we watch an animal "searching™ for food, or for a mate,
or for a lost child, we can hardly help imputing to it some of the subjective feelings we
ourselves experience when we search. These may include "desire” for some object, a
"mental picture"” of the desired object, an "aim" or "end in view." Each one of us knows,
from the evidence of his own introspection, that, at least in one modern survival machine,
this purposiveness has evolved the property we call "consciousness.” | am not
philosopher
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enough to discuss what this means, but fortunately it does not matter for our present
purposes because it is easy to talk about machines which behave as if motivated by a
purpose, and to leave open the question whether they actually are conscious. These
machines are basically very simple, and the principles of unconscious purposive behavior
are among the commonplaces of engineering science. The classic example is the Watt
steam governor.

The fundamental principle involved is called negative feedback, of which there are

various different forms. In general what happens is this. The "purpose machine,” the
machine or thing that behaves as if it had a conscious purpose, is equipped with some kind
of measuring device which measures the discrepancy between the current state of things
and the "desired" state. It is built in such a way that the larger this discrepancy is, the harder
the machine works. In this way the machine will automatically tend to reduce the
discrepancy-this is why it is called negative feedback-and it may actually come to
rest if the "desired"” state is reached. The Watt governor consists of a pair of balls which
are whirled round by a steam engine. Each ball is on the end of a hinged arm. The faster
the balls fly round, the more does centrifugal force push the arms toward a horizontal
position, this tendency being resisted by gravity. The arms are connected to the steam
valve feeding the engine, in such a way that the steam tends to be shut off when the
arms approach the horizontal position. So, if the engine goes too fast, some of its steam
will be shut off, and it will tend to slow down. If it slows down too much, more steam will
automatically be fed to it by the valve, and it will speed up again. Such purpose machines
often oscillate due to overshooting and time-lags, and it is part of the engineer's art to
build in supplementary devices to reduce the oscillations.
The "desired" state of the Watt governor is a particular speed of rotation. Obviously
it does not consciously desire it. The "goal™ of a machine is simply defined as that state
to which it tends to return. Modern purpose machines use extensions of basic principles
like negative feedback to achieve much more complex "lifelike™ behavior. Guided missiles,
for example, appear to search actively for their target, and when they have it in range they
seem to pursue it, taking account of its evasive twists and turns, and sometimes even
"predicting” or "anticipating™ them. The details of how this is done are not worth going
into. They involve negative feedback of various kinds, "feed-forward," and other principles
well understood by engineers and now known to be extensively involved in the working of
living bodies. Nothing remotely approaching consciousness needs to be postulated,
even though a layman, watching its apparently deliberate and purposeful behavior, finds
it hard to
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believe that the missile is not under the direct control of a human pilot.

It is a common misconception that because a machine such as a guided missile was
originally designed and built by conscious man, then it must be truly under the immediate
control of conscious man. Another variant of this fallacy is “computers do not really play
chess, because they can only do what a human operator tells them.” It is important that we
understand why this is fallacious, because it affects our understanding of the sense in
which genes can be said to "control™ behavior. Computer chess is quite a good example
for making the point, so I will discuss it briefly.

Computers do not yet play chess as well as human grand masters, but they have
reached the standard of a good amateur. More strictly, one should say programs have
reached the standard of a good amateur, for a chess-playing program is not fussy which
physical computer it uses to act out its skills. Now, what is the role of the human
programmer? First, he is definitely not manipulating the computer from moment to
moment, like a puppeteer pulling strings. That would be just cheating. He writes the
program, puts it in the computer, and then the computer is on its own: there is no further
human intervention, except for the opponent typing in his moves. Does the programmer
perhaps anticipate all possible chess positions and provide the computer with a long list of
good moves, one for each possible contingency? Most certainly not, because the number
of possible positions in chess is so great that the world would come to an end before the
list had been completed. For the same reason, the computer cannot possibly be
programmed to try out "in its head" all possible moves, and all possible follow-ups, until it
finds a winning strategy. There are more possible games of chess than there are atoms in
the galaxy. So much for the trivial nonsolutions to the problem of programming a
computer to play chess. It is in fact an exceedingly difficult problem, and it is hardly
surprising that the best programs have still not achieved grand master status.

The programmer's actual role is rather more like that of a father teaching his son to
play chess. He tells the computer the basic moves of the game, not separately for every
possible starting position, but in terms of more economically expressed rules. He does not
literally say in plain English "bishops move in a diagonal,” but he does say something
mathematically equivalent, such as, though more briefly: "New coordinates of bishop are
obtained from old coordinates, by adding the same constant, though not necessarily with
the same sign, to both old x coordinate and old y coordinate.” Then he might program in
some "advice,” written in the same sort of mathematical or logical language, but
amounting in human terms to hints such as "don't leave your king unguarded,” or
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useful tricks such as "forking" with the knight. The details are intriguing, but they would
take us too far afield. The important point is this: When it is actually playing, the computer
is on its own and can expect no help from its master. All the programmer can do is to set
the computer up beforehand in the best way possible, with a proper balance between lists
of specific knowledge and hints about strategies and techniques.

The genes too control the behavior of their survival machines, not directly with
their fingers on puppet strings, but indirectly like the computer programmer. All they can
do is to set it up beforehand; then the survival machine is on its own, and the genes can
only sit passively inside. Why are they so passive? Why don't they grab the reins and take
charge from moment to moment? The answer is that they cannot because of timelag
problems. This is best shown by another analogy, taken from science fiction. Af for
Andromeda by Fred Hoyle and John Elliot is an exciting story, and, like all good science
fiction, it has some interesting scientific points lying behind it. Strangely, the book seems
to lack explicit mention of the most important of these underlying points. It is left to the
reader's imagination. I hope the authors will not mind if I spell it out here.

There is a civilization two hundred light years away, in the constellation of
Andromeda. * They want to spread their culture to distant worlds. How best to do it?
Direct travel is out of the question. The speed of light imposes a theoretical upper limit to
the rate at which you can get from one place to another in the universe, and mechanical
considerations impose a much lower limit in practice. Besides, there may not be all that
mare worlds worth going to, and how do you know which direction to go in? Radio is a
better way of communicating with the rest of the universe, since, if you have enough
power to broadcast your signals in all directions rather than beam them in one direction,
you can reach a very large number of worlds (the number increasing as the square of the
distance the signal travels). Radio waves travel at the speed of light, which means the
signal takes two hundred years to reach Earth from An-' dromeda. The trouble with this
sort of distance is that you can never hold a conversation. Even if you discount the fact
that each successive message from Earth would be transmitted by people separated from
each other by twelve generations or so, it would be just plain wasteful to attempt to
converse over such distances.

This problem will soon arise in earnest for us: it takes about four minutes for radio
waves to travel between Earth and Mars. There can be no doubt that spacemen will have
to get out of the habit of conversing

*Not to he confused with the Andromeda galaxy, which is two million light years away.
-Eds.
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in short alternating sentences, and will have to use long solilogquies or monologues, more
like letters than conversations. As another example, Roger Payne has pointed out that the
acoustics of the sea have certain peculiar properties, which mean that the exceedingly
loud "song™ of the humpback whale could theoretically be heard all the way round the
world, provided the whales swim at a certain depth. It is not known whether they actually
do communicate with each other over very great distances, but if they do they must be in
much the same predicament as an astronaut on Mars. The speed of sound in water is such
that it would take nearly two hours for the song to travel across the Atlantic Ocean and for
a reply to return. | suggest this as an explanation for the fact that the whales deliver a
continuous soliloquy, without repeating themselves, for a full eight minutes. They then go
back to the beginning of the song and repeat it all over again, many times over, each
complete cycle lasting about eight minutes.

The Andromedans of the story did the same thing. Since there was no point in
waiting for a reply, they assembled everything they wanted to say into one huge unbroken
message, and then they broadcast it out into space, over and over again, with a cycle time
of several months. Their message was very different from that of the whales, however. It
consisted of coded instructions for the building and programming of a giant computer. Of
course the instructions were in no human language, but almost any code can be broken by
a skilled cryptographer, especially if the designers of the code intended it to be easily
broken. Picked up by the Jodrell Bank radio telescope, the message was eventually
decoded, the computer built, and the program run. The results were nearly disastrous for
mankind, for the intentions of the Andromedans were not universally altruistic, and the
computer was well on the way to dictatorship over the world before the hero eventually
finished it off with an axe.

From our point of view, the interesting question is in what sense the
Andromedans could be said to be manipulating events on Earth. They had no direct
control over what the computer did from moment to moment; indeed they had no possible
way of even knowing the computer had been built, since the information would have
taken two hundred years to get back to them. The decisions and actions of the computer
were entirely its own. It could not even refer back to its masters for general policy
instructions. All its instructions had to be built-in in advance, because of the
inviolable two-hundred-year barrier. In principle, it must have been programmed very
much like a chess-playing computer, but with greater flexibility and capacity for absorbing
local information. This was because the program had to be designed to work not just
on earth, but on any world possessing an advanced technology, any of a set of worlds
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whose detailed conditions the Andromedans had no way of knowing.

Just as the Andromedans had to have a computer on earth to take day-to-day decisions
for them, our genes have to build a brain. But the genes are not only the Andromedans
who sent the coded instructions; then are also the instructions themselves. The reason why
they cannot manipulate our puppet strings directly is the same: time-lags. Genes work by
controlling protein synthesis. This is a powerful way of manipulating the world, but
it is slow. It takes months of patiently pulling protein strings to build an embryo. The
whole point about behavior, on the other hand, is that it is fast. It works on a time scale not
of months but of seconds and fractions of seconds. Something happens in the world, an
owl flashes overhead, a rustle in the long grass betrays prey, and in milliseconds nervous
systems crackle into action, muscles leap, and someone's life is saved-or lost. Genes don't
have reaction times like that. Like the Andromedans, the genes can do only their best in
advance by building a fast executive computer for themselves, and programming it in
advance with rules and "advice" to cope with as many eventualities as they can
"anticipate.” But life, like the game of chess, offers too many different possible
eventualities for all of them to be anticipated. Like the chess programmer, the genes
have to "instruct™ their survival machines not in specifics, but in the general strategies and
tricks of the living trade.

As J. Z. Young has pointed out, the genes have to perform a task analogous to
prediction. When an embryo survival machine is being built, the dangers and problems of
its life lie in the future. Who can say what carnivores crouch waiting for it behind what
bushes, or what fleet-footed prey will dart and zigzag across its path? No human prophet,
nor any gene. But some general predictions can be made. Polar bear genes can safely
predict that the future of their unborn survival machine is going to be a cold one. They
do not think of it as a prophecy, they do not think at all: they just build in a thick coat of
hair, because that is what they have always done before in previous bodies, and that is why
they still exist in the gene pool. They also predict that the ground is going to be snowy,
and their prediction takes the form of making the coat of hair white and therefore
camouflaged. If the climate of the Arctic changed so rapidly that the baby bear found
itself born into a tropical desert, the predictions of the genes would be wrong, and they
would pay the penalty. The young bear would die, and they inside it.

* * *

One of the most interesting methods of predicting the future is simulal. If a general
wishes to know whether a particular military plan will
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be better than alternatives, he has a problem in prediction. There are unknown quantities
in the weather, in the morale of his own troops, and in the possible countermeasures of
the enemy. One way of discovering whether it is a good plan is to try it and see, but it is
undesirable to use this test for all the tentative plans dreamed up, if only because the
supply of young men prepared to die "for their country” is exhaustible and the supply of
possible plans is very large. It is better to try the various plans out in dummy runs rather
than in deadly earnest. This may take the form of full-scale exercises with "Northland"
fighting "Southland” using blank ammunition, but even this is expensive in time and
materials. Less wastefully, war games may be played, with tin soldiers and little toy
tanks being shuffled around a large map.

Recently, computers have taken over large parts of the simulation function, not
only in military strategy, but in all fields where prediction of the future is necessary,
fields like economics, ecology, sociology, and many others. The technique works like
this. A model of some aspect of the world is set up in the computer. This does not mean
that if you unscrewed the lid you would see a little miniature dummy inside with the
same shape as the object simulated. In the chess-playing computer there is no "mental
picture” inside the memory banks recognizable as a chess board with knights and pawns
sitting on it. The chess board and its current position would be represented by lists of
electronically coded numbers. To us a map is a miniature scale model of a part of the
world, compressed into two dimensions. In a computer, a map would more probably be
represented as a list of towns and other spots, each with two numbers-its latitude and
longitude. But it does not matter how the computer actually holds its model of the world
in its head, provided that it holds it in a form in which it can operate on it, manipulate it,
do experiments with it, and report back to the human operators in terms which they can
understand. Through the technique of simulation, model battles can be won or lost,
simulated airliners fly or crash, economic policies lead to prosperity or to ruin. In each
case the whole process goes on inside the computer in a tiny fraction of the time it
would take in real life. Of course there are good models of the world and bad ones, and
even the good ones are only approximations. No amount of simulation can predict
exactly what will happen in reality, but a good simulation is enormously preferable to
blind trial and error. Simulation could be called vicarious trial and error, a term
unfortunately preempted long ago by rat psychologists.

If simulation is such a good idea, we might expect that survival machines would
have discovered it first. After all, they invented many of the other techniques of human
engineering long before we came on the
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scene: the focusing lens and the parabolic reflector, frequency analysis of sound waves,
servo-control, sonar, buffer storage of incoming information, and countless others with
long names, whose details don't matter. What about simulation? Well, when you
yourself have a difficult decision to make involving unknown quantities in the future,
you do go in for a form of simulation. You imagine what would happen if you did each
of the alternatives open to you. You set up a model in your head, not of everything in the
world, but of the restricted set of entities which you think may be relevant. You may see
them vividly in your mind's eye, or you may see and manipulate stylized abstractions of
them. In either case it is unlikely that somewhere laid out in your brain is an actual
spatial model of the events you are imagining. But, just as in the computer, the details of
how your brain represents its model of the world are less important than the fact that it is
able to use it to predict possible events. Survival machines which can simulate the future
are one jump ahead of survival machines who can only learn on the basis of overt trial
and error. The trouble with overt trial is that it takes time and energy. The trouble with
overt error is that it is often fatal. Simulation is both safer and faster.

The evolution of the capacity to simulate seems to have culminated in subjective

consciousness. Why this should have happened is, to me, the most profound mystery
facing modern biology. There is no reason to suppose that electronic computers are
conscious when they simulate, although we have to admit that in the future they may
become so. Perhaps consciousness arises when the brain's simulation of the world
becomes so complete that it must include a model of itself. Obviously the limbs and
body of a survival machine must constitute an important part of its simulated world;
presumably for the same kind of reason, the simulation itself could be regarded as part
of the world to be simulated. Another word for this might indeed be "self-awareness,"
but I don't find this a fully satisfying explanation of the evolution of consciousness, and
this is only partly because it involves an infinite regress-if there is a model of the model,
why not a model of the model of the model? ...
Whatever the philosophical problems raised by consciousness, for the purpose of this
story it can be thought of as the culmination of an evolutionary trend towards the
emancipation of survival machines as executive decision-takers from their ultimate
masters, the genes. Not only are brains in charge of the day-to-day running of survival-
machine affairs, they have also acquired the ability to predict the future and act
accordingly. They even have the power to rebel against the dictates of the genes, for
instance in refusing to have as many children as they are able to. But in this respect man
IS a very special case, as we shall see.
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What has all this to do with altruism and selfishness? | am trying to build up
the idea that animal behavior, altruistic or selfish, is under the control of genes in only
an indirect, but still very powerful, sense. By dictating the way survival machines and
their nervous systems are built, genes exert ultimate power over behavior. But the
moment-to-moment decisions about what to do next are taken by the nervous system.
Genes are the primary policy-makers; brains are the executives. But as brains became
more highly developed, they took over more and more of the actual policy decisions,
using tricks like learning and simulation in doing so. The logical conclusion to this trend,
not yet reached in any species, would be for the genes to give the survival machine a single
overall policy instruction: do whatever you think best to keep us alive.

Selfish Memes

The laws of physics are supposed to be true all over the accessible universe. Are there
any principles of biology which are likely to have similar universal validity? When
astronauts voyage to distant planets and look for life, they can expect to find creatures too
strange and unearthly for us to imagine. But is there anything which must be true of all
life, wherever it is found, and whatever the basis of its chemistry? If forms of life exist
whose chemistry is based on silicon rather than carbon, or ammonia rather than water,
if creatures are discovered which boil to death at -100 degrees centigrade, if a form of
life is found which is not based on chemistry at all but on electronic reverberating
circuits, will there still be any general principle which is true of all life? Obviously | do not
know but, if I had to bet, | would put my money on one fundamental principle. This is the
law that all life evolves by the differential survival of replicating entities. The gene, the
DNA molecule, happens to be the replicating entity which prevails on our own planet.
There may be others. If there are, provided certain other conditions are met, they will
almost inevitably tend to become the basis for an evolutionary process.

But do we have to go to distant worlds to find other kinds of replicator and other,
consequent, kinds of evolution? | think that a new kind of replicator has recently
emerged on this very planet. It is staring us in the face. It is still in its infancy, still
drifting clumsily about in its primeval soup, but already it is achieving evolutionary change
at a rate which leaves the old gene panting far behind.

The new soup is the soup of human culture. We need a name for the
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new replicator, a noun which conveys the idea of a unit of cultural transmission, or a unit of
imitation. "Mimeme" comes from a suitable Greek root, but | want a monosyllable that
sounds a bit like "gene." | hope my classicist friends will forgive me if | abbreviate
mimeme to meme. If it is any consolation, it could alternatively be thought of as being
related to "memory,"” or to the French word meme. It should be pronounced to rhyme
with "cream.”

Examples of memes are tunes, ideas, catch-phrases, clothes fashions, ways of making
pots or of building arches. Just as genes propagate themselves in the gene pool by leaping
from body to body via sperms or eggs, SO memes propagate themselves in the meme pool
by leaping from brain to brain via a process which, in the broad sense, can be
called imitation. If a scientist hears, or reads about, a good idea, he passes it on to
his colleagues and students. He mentions it in his articles and his lectures. If the idea
catches on, it can be said to propagate itself, spreading from brain to brain. As my
colleague N. K. Humphrey neatly summed up an earlier draft of this chapter: ... memes
should be regarded as living structures, not just metaphorically but technically. When you
plant a fertile meme in my mind, you literally parasitize my brain, turning it into a vehicle
for the meme's propagation in just the way that a virus may parasitize the genetic
mechanism of a host cell. And this isn't just a way of talking-the meme for, say,
“belief in life after death' is actually realized physically, millions of times over, as a
structure in the nervous systems of individual men the world over.”

* * *

I conjecture that co-adapted meme-complexes evolve in the same kind of way as co-
adapted gene-complexes. Selection favours memes which exploit their cultural
environment to their own advantage. This cultural environment consists of other memes
which are also being selected. The meme pool therefore comes to have the attributes of an
evolutionarily stable set, which new memes find it hard to invade.

I have been a bit negative about memes, but they have their cheerful side as well. When we
die there are two things we can leave behind us: genes and memes. We were built as gene
machines, created to pass on our genes. But that aspect of us will be forgotten in three
generations. Your child, even your grandchild, may bear a resemblance to you, perhaps in
facial features, in a talent for music, in the colour of her hair. But as each generation passes,
the contribution of your genes is halved. It does not take long to reach negligible
proportions. Our genes may be immortal but the collection of genes which is any one of
us is bound to
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crumble away. Elizabeth Il is a direct descendant of William the Conqueror. Yet it
is quite probable that she bears not a single one of the old king's genes. We
should not seek immortality in reproduction.

But if you contribute to the world's culture, if you have a good idea, compose a
tune, invent a spark plug, write a poem, it may live on, intact, long after your
genes have dissolved in the common pool. Socrates may or may not have a gene
or two alive in the world today, as G. C. Williams has remarked, but who cares?
The meme-complexes of Socrates, Leonardo, Copernicus, and Marconi are still
going strong.

Reflections

Dawkins is a master at expounding the reductionist thesis that says life and mind
come out of a seething molecular tumult, when small units, accidentally formed,
are subjected over and over to the merciless filter of fierce competition for
resources with which to replicate. Reductionism sees all of the world as reducible
to the laws of physics, with no room for so-called "emergent™ properties or, to
use an evocative though oldfashioned word, "entelechies"-higher-level
structures that presumably cannot be explained by recourse to the laws that
govern their parts.

Imagine this scenario: You send your nonfunctioning typewriter (or washing
machine or photocopy machine) back to the factory for repair, and a month later
they send it back reassembled correctly (as it had been when you sent it in),
along with a note saying that they're sorry-all the parts check out fine, but the
whole simply doesn't work. This would be considered outrageous. How can
every part be perfect if the machine still doesn't work right? Something has to be
wrong somewhere! So common sense tells us, in the macroscopic domain of
everyday life.

Does this principle continue to hold, however, as you go from a whole to its
parts, then from those parts to their parts, and so on, level after level? Common
sense would again say yes-and yet many people continue to believe such things
as "You can't derive the properties of water from the properties of hydrogen
and oxygen atoms" or "A living being is greater than the sum of its parts.”
Somehow people often envision atoms as simple billiard balls, perhaps with
chemical valences but without much more detail. As it turns out, nothing could
be further from the truth. When you get down to that very small size scale, the
mathemat
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ics of "matter" becomes more intractable than ever. Consider this passage
from Richard Mattuck's text on interacting particles:

A reasonable starting point for a discussion of the many-body problem might be the question of
how many bodies are required before we have a problem. Prof. G. E. Brown has pointed out that,
for those interested in exact solutions, this can be answered by a look at history. In eighteenth-
century Newtonian mechanics, the three-body problem was insoluble. With the birth of general
relativity around 1910, and quantum electrodynamics around 1930, the two- and one-body
problems became insoluble. And within modern quantum field theory, the problem of zero bodies
(vacuum) is insoluble. So, if we are out after exact solutions, no bodies at all is already too many.

The quantum mechanics of an atom like oxygen, with its eight electrons, is
far beyond our capability to completely solve analytically. A hydrogen or
oxygen atom's properties, not to mention those of a water molecule, are
indescribably subtle, and are precisely the sources of water's many elusive
qualities. Many of those properties can be studied by computer simulations of
many interacting molecules, using simplified models of the atoms. The better the
model of the atom, the more realistic the simulation, naturally. In fact, computer
models have become one of the most prevalent ways of discovering new
properties of collections of many identical components, given knowledge only of
the properties of an individual component. Computer simulations have yielded
new insights into how galaxies form spiral arms, based on modeling a single star
as a mobile gravitating point. Computer simulations have shown how solids,
liquids, and gases vibrate, flow, and change state, based on modeling a single
molecule as a simple electromagnetically interacting structure.

It is a fact that people habitually underestimate the intricacy and complexity

that can result from a huge number of interacting units obeying formal rules at
very high speeds, relative to our time scale.
Dawkins concludes his book by presenting his own meme about memes-
software replicators that dwell in minds. He precedes his presentation of the
notion by entertaining the idea of alternate life-support media. One that he fails
to mention is the surface of a neutron star, where nuclear particles can band
together and disband thousands of times faster than atoms do. In theory, a
"chemistry” of nuclear particles could permit extremely tiny self-replicating
structures whose high-speed lives would zoom by in an eyeblink, equally complex
as their slow earthbound counterparts. Whether such life actually exists-or whether
we could ever find out, assuming it did-is unclear, but it gives rise to the
amazing idea of an entire civilization's rise and fall in the period of a few
earth days-a
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super-Lilliput! The selections by Stanislaw Lem in this book all share this
quality; see especially selection 18, "The Seventh Sally."

We bring this weird idea up to remind the reader to keep an open mind about
the variability of media that can support complex lifelike or thoughtlike
activity. This notion is explored slightly less wildly in the following dialogue,
in which consciousness emerges from the interacting levels of an ant colony.

D. R. H.
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DOUGLAS R. HOFSTADTER

Prelude . . . Ant Fugue

Achilles and the Tortoise have come to the residence of their friend the Crab, to
make the acquaintance of one of his friends, the Anteater. The introductions
having been made, the four of them settle down to tea.

TORTOISE: We have brought along a little something for you, Mr. Crab.

CRAB: That's most kind of you. But you shouldn't have.

TORTOISE: Just a token of our esteem. Achilles, would you like to give it to Mr. C?

ACHILLES: Surely. Best wishes, Mr. Crab. | hope you enjoy it.

(Achilles hands the Crab an elegantly wrapped present, square and very thin. The
Crab begins unwrapping it.)

ANTEATER: | wonder what it could be.

CRAB: We'll soon find out. (Completes the unwrapping, and pulls out the gift.) Two records!
How exciting! But there's no label. Uh-oh-is this another of your "specials,” Mr. T?

TORTOISE: If you mean a phonograph-breaker, not this time. But it is in fact a custom-
recorded item, the only one of its kind in the entire

Excerpt from Godel, Escher, Bach: an Eternal Golden Braid by Douglas R. Hofstadter. Copyright ©
1979 by Basic Books, Inc. Reprinted by permission of Basic Books, Inc., Publishers.
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world. In fact, it's never even been heard before-except, of course, when Bach played it.
CRAB: When Bach played it? What do you mean, exactly?

ACHILLES: Oh, you are going to be fabulously excited, Mr. Crab, when Mr. T tells you
what these records in fact are.

TORTOISE: Oh, you go ahead and tell him, Achilles.

ACHILLES: May I? Oh, boy! I'd better consult my notes, then. (Pulls out a small filing card
and clears his voice.) Ahem. Would you be interested in hearing about the remarkable new
result in mathematics, to which your records owe their existence?

CRAB: My records derive from some piece of mathematics? How curious! Well, now that
you've provoked my interest, | must hear about it.

ACHILLES: Very well, then. (Pauses for a moment to sip his tea, then resumes.)
Have you heard of Fermat's infamous "Last Theorem™?

ANTEATER: I'm not sure.... It sounds strangely familiar, and yet | can't quite place it.

ACHILLES: It's a very simple idea. Pierre de Fermat, a lawyer by vocation but
mathematician by avocation, had been reading in his copy of the classic text Arithmetica by
Diophantus and came across a page containing the equation

a’+h%=c2

He immediately realized that this equation has infinitely many solutions a, b, ¢, and then
wrote in the margin the following notorious.comment:

n®+n"=n°

has solutions in positive integers a, b, ¢, and n only when n = 2 (and then there are
infinitely many triplets a, b, c, which satisfy the equation); but there are no
solutions for n > 2. | have discovered a truly marvelous proof of this statement,
which, unfortunately, is SO small that it would be well-nigh invisible if written in
the margin.

Ever since that day, some three hundred years ago, mathematicians have been vainly trying to
do one of two things: either to prove Fermat's claim and thereby vindicate Fermat's
reputation, which, although very high, has been somewhat tarnished by skeptics who
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think he never really found the proof he claimed to have found-or else to refute the claim, by
finding a counterexample: a set of four integers a, b, ¢, and n, with n > 2, which satisfy the
equation. Until very recently, every attempt in either direction had met with failure. To be
sure, the Theorem has been proven for many specific values of n-in particular, all n up to
125,000.

ANTEATER: Shouldn't it be called a "Conjecture” rather than a "Theorem," if it's never been
given a proper proof?

ACHILLES: Strictly speaking, you're right, but tradition has kept it this way.
CRAB: Has someone at last managed to resolve this celebrated question?

ACHILLES: Indeed! In fact, Mr. Tortoise has done so, and as usual, by a wizardly stroke. He
has not only found a proof of Fermat's Last Theorem (thus justifying its name as well as
vindicating Fermat), but also a counterexample, thus showing that the skeptics had good
intuition!

CRAB: Oh my gracious! That is a revolutionary discovery.

ANTEATER: But please don't leave us in suspense. What magical integers are they, that
satisfy Fermat's equation? I'm especially curious about the value of n.

ACHILLES: Oh, horrors! I'm most embarrassed! Can you believe this? | left the values at
home on a truly colossal piece of paper. Unfortunately it was too huge to bring along. | wish |
had them here to show to you. If it's of any help to you, | do remember one thing-the value of
n is the only positive integer which does not occur anywhere in the continued fraction for 7r.

CRAB: Oh, what a shame that you don't have them here. But there's no reason to doubt what
you have told us.

ANTEATER: Anyway, who needs to see n written out decimally? Achilles has just told us
how to find it. Well, Mr. T, please accept my hearty felicitations, on the occasion of your
epoch-making discovery!

TORTOISE: Thank you. But what | feel is more important than the result itself is the
practical use to which my result immediately led.

CRAB: | am dying to hear about it, since | always thought number theory was the Queen of
Mathematics-the purest branch of mathematics -the one branch-of mathematics which has no
applications!

TORTOISE: You're not the only one with that belief, but in fact it is quite impossible to
make a blanket statement about when or how some
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Pierre de Fermat

branch-or even some individual Theorem-of pure mathematics will have important
repercussions outside of mathematics. It is quite unpredictable-and this case is a perfect
example of that phenomenon.

ACHILLES: Mr. Tortoise's double-barreled result has created a breakthrough in the field of
acoustico-retrieval!

ANTEATER: What is acoustico-retrieval?

ACHILLES: The name tells it all: it is the retrieval of acoustic information from extremely
complex sources. A typical task of acoustico-retrieval is to reconstruct the sound which a
rock made on plummeting into a lake, from the ripples which spread out over the lake's
surface.

CRAB: Why, that sounds next to impossible!
ACHILLES: Not so. It is actually quite similar to what one's brain does, when it reconstructs
the sound made in the vocal cords of another person from the vibrations transmitted by the

eardrum to the fibers in the cochlea.

CRAB: | see. But I still don't see where number theory enters the picture, or what this all has
to do with my new records.

ACHILLES: Well, in the mathematics of acoustico-retrieval, there arise many questions
which have to do with the number of solutions of
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certain Diophantine equations. Now Mr. T has been for years trying to find a way of
reconstructing the sounds of Bach playing his harpsichord, which took place over two
hundred years ago, from calculations involving the motions of all the molecules in the
atmosphere at the present time.

ANTEATER: Surely that is impossible! They are irretrievably gone, gone forever!

ACHILLES: Thus think the naive ... But Mr. T has devoted many years to this problem, and
came to the realization that the whole thing hinged on the number of solutions to the equation

a" +b"=c"
in positive integers, with n > 2.

TORTOISE: | could explain, of course, just how this equation arises, but I'm sure it would
bore you.

ACHILLES: It turned out that acoustico-retrieval theory predicts that the Bach sounds can be
retrieved from the motion of all the molecules in the atmosphere, provided that there exists
either at least one solution to the equation

CRAB: Amazing!
ANTEATER: Fantastic!
TORTOISE: Who would have thought!

ACHILLES: | was about to say, "provided that there exists either such a solution or a proof
that there are no solutions!" And therefore, Mr, T, in careful fashion, set about working at
both ends of the problem simultaneously. As it turns out, the discovery of the counterexample
was the key ingredient to finding the proof, so the one led directl) to the other.

CRAB: How could that be?

TORTOISE: WEell, you see, | had shown that the structural layout of an) proof of Fermat's
Last Theorem-if one existed-could be described by an elegant formula, which, it so
happened, depended on the values of a solution to a certain equation. When | found this
second equation, to my surprise it turned out to be the Fermat equation. An amusing
accidental relationship between form and content. So when | found the counterexample, all 1
needed to do was to use those ( numbers as, a blueprint for constructing my proof that there
were no solutions to the equation. Remarkably simple, when you think
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about it. | can't imagine why no one had ever found the result before.

ACHILLES: As a result of this unanticipatedly rich mathematical success, Mr. T was able to
carry out the acoustico-retrieval which he had so long dreamed of. And Mr. Crab's present
here represents a palpable realization of all this abstract work.

CRAB: Don't tell me it's a recording of Bach playing his own works for harpsichord!

ACHILLES: I'm sorry, but | have to, for that is indeed just what it is! This is a set of two
records of Johann Sebastian Bach playing all of his Well- Tempered Clavier. Each record
contains one of the two volumes of the Well-Tempered Clavier; that is to say, each record
contains twenty-four preludes and fugues-one in each major and minor key.

CRAB: Well, we must absolutely put one of these priceless records on, immediately! And
how can | ever thank the two of you?

TORTOISE: You have already thanked us plentifully, with this deliciou tea which you have
prepared.

(The Crab slides one of the records out of its jacket and puts it on. The sound of an incredibly
masterful harpsichordist fills the room, in the highest imaginable fidelity. One even hears-or
is it one's imagination ?-the soft sounds of Bach singing to himself as he plays.... )

CRAB: Would any of you like to follow along in the score? | happen to have a unique edition
of the Well-Tempered Clavier, specially illuminated by a teacher of mine who happens also
to be an unusually fine calligrapher.

TORTOISE: | would very much enjoy that.

(The Crab goes to his elegant glass-enclosed wooden bookcase, opens the doors, and draws
out two large volumes.)

CRAB: Here you are, Mr. Tortoise. I've never really gotten to know all the beautiful
illustrations in this edition. Perhaps your gift will provide the needed impetus for me to do so.

TORTOISE: I do hope so.

ANTEATER: Have you ever noticed how in these pieces the prelude always sets the mood
perfectly for the following fugue?

CRAB: Yes. Although it may be hard to put it into words, there is always some subtle
relation between the two. Even if the prelude and fugue
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do not have a common melodic subject, there is nevertheless always some intangible abstract
quality which underlies both of them, binding them together very strongly.

TORTOISE: And there is something very dramatic about the few moments of silent suspense
hanging between prelude and fugue-that moment where the theme of the fugue is about to
ring out, in single tones, and then to join with itself in ever-increasingly complex levels of
weird, exquisite harmony.

ACHILLES: I know just what you mean. There are so many preludes and fugues which |
haven't yet gotten to know, and for me that fleeting interlude of silence is very exciting; it's a
time when | try to second-guess old Bach. For example, | always wonder what the fugue's
tempo will be: allegro or adagio? Will it be in 6/8 or 4/4? Will it have three voices or five-or
four? And then, the first voice starts.... Such

an exquisite moment.

CRAB: Ah, yes, well do | remember those long-gone days of my youth, the days when |
thrilled to each new prelude and fugue, filled with the excitement of their novelty and beauty
and the many unexpected surprises which they conceal.

ACHILLES: And now? Is that thrill all gone?

CRAB: It's been supplanted by familiarity, as thrills always will be. But in that familiarity
there is also a kind of depth, which has its own compensations. For instance, | find that there
are always new surprises which I hadn't noticed before.

ACHILLES: Occurrences of the theme which you had overlooked?

CRAB: Perhaps-especially when it is inverted and hidden among several other voices, or
where it seems to come rushing up from the depths, out of nowhere. But there are also
amazing modulations which it is marvelous to listen to over and over again, and wonder how
old Bach dreamt them up.

ACHILLES: I am very glad to hear that there is something to look forward to, after | have
been through the first flush of infatuation with the Well-Tempered Clavier-although it also
makes me sad that this stage could not last forever and ever.

CRAB: Oh, you needn't fear that your infatuation will totally die. One of the nice things
about that sort of youthful thrill is that it can always be resuscitated, just when you thought it
was finally dead. It just takes the right kind of triggering from the outside.
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ACHILLES: Oh, really? Such as what?

CRAB: Such as hearing it through the ears, so to speak, of someone to whom it is a totally
new experience-someone such as you, Achilles. Somehow the excitement transmits itself,
and I can feel thrilled again.

ACHILLES: That is intriguing. The thrill has remained dormant somewhere inside you, but
by yourself, you aren't able to fish it up out of your subconscious.

CRAB: Exactly. The potential of reliving the thrill is "coded,” in some unknown way, in the
structure of my brain, but I don't have the power to summon it up at will; I have to wait for
chance circumstance to trigger it.

ACHILLES: | have a question about fugues which | feel a little embarrassed about asking,
but as | am just a novice at fugue-listening, |1 was wondering if perhaps one of you seasoned
fugue-listeners might help me in learning? ...

TORTOISE: I'd certainly like to offer my own meager knowledge, if it might prove of some
assistance.

ACHILLES: Oh, thank you. Let me come at the question from an angle. Are you familiar
with the print called Cube with Magic Ribbons, by M. C. Escher?

TORTOISE: In which there are circular bands having bubblelike distortions which, as soon
as you've decided that they are bumps, seem to turn into dents-and vice versa?

ACHILLES: Exactly.

CRAB: | remember that picture. Those little bubbles always seem to flip back and forth
between being concave and convex, depending on the direction that you approach them from.
There's no way to see them simultaneously as concave and convex-somehow one's brain
doesn't allow that. There are two mutually exclusive "modes™ in which one can perceive the
bubbles.

ACHILLES: Just so. Well, | seem to have discovered two somewhat analogous modes in
which | can listen to a fugue. The modes are these: either to follow one individual voice at a
time, or to listen to the total effect of all of them together, without trying to disentangle one
from another. | have tried out both of these modes, and, much to my frustration, each one of
them shuts out the other. It's simply not in my power to follow the paths of individual voices
and at the same
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Cube with Magic Ribbons (M C Escher lithograph 1957)

time to hear the whole effect. | find that I flip back and forth between one mode and the
other, more or less spontaneously and involuntarily.

ANTEATER: Just as when you look at the magic bands, eh?

ACHILLES: Yes. | was just wondering ... does my description of these two modes of fugue-
listening brand me unmistakably as a naive, Inexperienced listener, who couldn't even begin
to grasp the deeper modes of perception which exist beyond his ken?

TORTOISE: No, not at all, Achilles. I can only speak for myself, but | too find myself
shifting back and forth from one mode to the other without exerting any conscious control
over which mode should be
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dominant. | don't know if our other companions here have also experienced anything similar.

CRAB: Most definitely. It's quite a tantalizing phenomenon, since you feel that the essence of
the fugue is flitting about you, and you can't quite grasp all of it, because you can't quite
make yourself function both ways at once.

ANTEATER: Fugues have that interesting property, that each of their voices is a piece of
music in itself; and thus a fugue might be thought of as a collection of several distinct pieces
of music, all based on one single theme, and all played simultaneously. And it is up to the
listener (or his subconscious) to decide whether it should be perceived as a unit, or as a
collection of independent parts, all of which harmonize.

ACHILLES: You say that the parts are "independent,” yet that can't be literally true. There
has to be some coordination between them, otherwise when they were put together one would
just have an unsystematic clashing of tones-and that is as far from the truth as could be

ANTEATER: A better way to state it might be this: if you listened to each voice on its own,
you would find that it seemed to make sense all b. itself. It could stand alone, and that is the
sense in which | meant tha it is independent. But you are quite right in pointing out that each
of these individually meaningful lines fuses with the others in a highly nonrandom way, to
make a graceful totality. The art of writing a beautiful fugue lies precisely in this ability, to
manufacture several different lines, each one of which gives the illusion of having been.,
written for its own beauty, and yet which when taken together form a whole, which does not
feel forced in any way. Now, this dichotomy, between hearing a fugue as a whole and
hearing its component voices is a particular example of a very general dichotomy, which
applies to many kinds of structures built up from lower levels.

ACHILLES: Oh, really? You mean that my two "modes™ may have some more general type
of applicability, in situations other than fugue-listening?

ANTEATER: Absolutely.
ACHILLES: | wonder how that could be. I guess it has to do with alternating between

perceiving something as a whole and perceiving it as a collection of parts. But the only place
I have ever run into that dichotomy is in listening to fugues.
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TORTOISE: Oh, my, look at this! I just turned the page while following the music, and came
across this magnificent illustration facing the first page of the fugue.

CRAB: | have never seen that illustration before. Why don't you pass it 'round?

(The Tortoise passes the book around. Each of the foursome looks at it in a characteristic
way-this one from afar, that one from close up, everyone tipping his head this way and that in
puzzlement. Finally it has made the rounds and returns to the Tortoise, who peers at it rather
intently. )

ACHILLES: Well, I guess the prelude is just about over. | wonder if, as | listen to this fugue,
I will gain any more insight into the question "What is the right way to listen to a fugue: as a
whole, or as the sum of its parts?"

TTORTOISE: Listen carefully, and you will!

(The prelude ends. There is a moment of silence; and ...

[ATTACCA ]

... Ant Fugue

.. then, one by one, the four voices of the fugue chime in.)

ACHILLES: | know the rest of you won't believe this, but the answer to the question is
staring us all in the face, hidden in the picture. It is simply one word-but what an important
one: "MU"!

C(CRAB: | know the rest of you won't believe this, but the answer to the question is staring
us all in the face, hidden in the picture. It is simply one word-but what an important one:
"HOLISM"!

ACHILLES: Now hold on a minute. You must be seeing things. It's plain

as day that the message of this picture is "MU," not "HOLISM"!

CRAB: | beg your pardon, but my eyesight is extremely good. Please look again, and then
tell me if the picture doesn't say what | said it says!

ANTEATER: h know the rest of you won't believe this, but the answer to the question is
staring us all in the face, hidden in the picture. It is simply one word-but what an important
one: "REDUCTIONISM"!
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CRAB: Now hold on a minute. You must be seeing things. It's plain as day that the message
of this picture is "HOLISM," not "REDUCTIONISM

ACHILLES: Another deluded one! Not "HOLISM," not "REDUCTIONISM,"
but "MU™" is the message of this picture, and that much is certain.

ANTEATER: | beg your pardon, but my eyesight is extremely clear. Please look again, and
then see if the picture doesn't say what I said it says.

ACHILLES: Don't you see that the picture is composed of two pieces, and that each of them
is a single letter?

CRAB: You are right about the two pieces, but you are wrong in your identification of what
they are. The piece on the left is entirely composed of three copies of one word: ""HOLISM";
and the piece on the right is composed of many copies, in smaller letters, of the same word.
Why the letters are of different sizes in the two parts, | don't know, but I know what | see,
and what | see is "HOLISM," plain as day. How you see anything else is beyond me.

ANTEATER: You are right about the two pieces, but you are wrong in your identification of
what they are. The piece on the left is entirely composed of many copies of one word:
"REDUCTIONISM"; and the piece on the right is composed of one single copy, in larger
letters, of the same word. Why the letters are of different sizes in the two parts, | don't know,
but | know what | see, and what | see is "REDUCTIONISM," plain as day. How you see
anything else is beyond me.

ACHILLES: I know what is going on here. Each of you has seen letters which compose, or
are composed of, other letters. In the left-hand piece, there are indeed three "HOLISM"s, but
each one of them is composed out of smaller copies of the word "REDUCTIONISM." And in
complementary fashion, in the right-hand piece, there is indeed one "REDUCTIONISM," but
it is composed out of smaller copies of the word "HOLISM." Now this is all fine and good,
but in your silly squabble, the two of you have actually missed the forest for the trees. You
see, what good is it to argue about whether "HOLISM" or "TREDUCTIONISM" is right, when
the proper way to understand the matter is to transcend the question, by answering "Mu"?

CRAB: | now see the picture as you have described it, Achilles, but I have no idea of what
you mean by the strange expression "transcending
the question.”

ANTEATER: | now see the picture as you have described it, Achilles, but I have no idea of
what you mean by the strange expression "mu. "
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ACHILLES: I will be glad to indulge both of you, if you will first oblige me, by telling me
the meaning of these strange expressions, "holism "and "reductionism. "

CRAB: Holism is the most natural thing in the world to grasp. It's simply the belief that "the
whole is greater than the sum of its parts.” No one in his right mind could reject holism.

ANTEATER: Reductionism is the most natural thing in the world to grasp. It's simply the
belief that "a whole can be understood completely if you understand its parts, and the nature
of their 'sum."" No one in her left brain could reject reductionism.

CRAB: | reject reductionism. | challenge you to tell me, for instance, how to understand a
brain reductionistically. Any reductionistic explanation of a brain will inevitably fall far short
of explaining where the consciousness experienced by a brain arises from.

ANTEATER: 1 reject holism. | challenge you to tell me, for instance, how a holistic
description of an ant colony sheds any more light on it than is shed by a description of the
ants inside it, and their roles, and their, interrelationships. Any holistic explanation of an ant
colony will inevitably fall far short of explaining where the consciousness experienced by an
ant colony arises from.

ACHILLES: Oh, no! The last thing that | wanted to do was to provoke another argument.
Anyway, now that | understand the controversy, | believe that my explanation of "mu " will
help greatly. You see "mu " is an ancient Zen answer which, when given to a question,
unasks the question. Here, the question seems to be "Should the world be understood via
holism or via reductionism?" And the answer of "mu" here rejects the premises of the
question, which are that one or the other must be chosen. By unasking the question, i reveals
a wider truth: that there is a larger context into which both holistic and reductionistic
explanations fit.

ANTEATER: Absurd! Your "mu" is as silly as p cow's moo. I'll have none of this Zen wishy-
washiness.

CRAB: Ridiculous! Your "mu" is as silly as a kitten's mew. I'll have none of this Zen washy-
wishiness.

ACHILLES: Oh, dear! We're getting nowhere fast. Why have you stayed so strangely silent,
Mr. Tortoise? It makes me very uneasy. Surely you must somehow be capable of helping
straighten out this mess?

TORTOISE: | know the rest of you won't believe this, but the answer to the question is
staring us all in the face, hidden in the picture. It is simply one word-but what an important
one: "MU"!
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(just as he says this, the fourth voice in the fugue being played enters, exa one octave below
the first entry.)

ACHILLES: Oh, Mr. T, for once you have let me down. | was sure t you, who always see the
most deeply into things, would be able resolve this dilemma-but apparently, you have seen no
further tI 1 myself saw. Oh, well, 1 guess | should feel pleased to have seer far as Mr.
Tortoise, for once.

TORTOISE: | beg your pardon, but my eyesight is extremely fine. Ple look again, and then
tell me if the picture doesn't say what | sai says.

ACHILLES: But of course it does! You have merely repeated my c original observation.

TORTOISE: Perhaps "MU" exists in this picture on a deeper level than imagine, Achilles-an
octave lower (figuratively speaking). But now | doubt that we can settle the dispute in the
abstract. 1 wo like to see both the holistic and reductionistic points of view laid more
explicitly; then there may be more of a basis for a decisio would very much like to hear a
reductionistic description of an colony, for instance.

CRAB: Perhaps Dr. Anteater will tell you something of his experiences in that regard. After
all, he is by profession something of an exi on that subject.

TORTOISE: | am sure that we could learn much from a myrmecologist you, Dr. Anteater.
Could you tell us more about ant colonies, from a reductionistic point of view?

ANTEATER: Gladly. As Mr. Crab mentioned to you, my profession has me quite a long way
into the understanding of ant colonies.

ACHILLES: I can imagine! The profession of Anteater would seem to be synonymous with
being an expert on ant colonies!

ANTEATER: | beg your pardon. "Anteater" is not my profession; it is species. By profession,
I am a colony surgeon. | specialize in correcting nervous disorders of the colony by the
technique of surgical removal.

ACHILLES: Oh, I see. But what do you mean by "nervous disorders’ an ant colony?
ANTEATER: Most of-my clients suffer from some sort of speech impairment. You know,

colonies which have to grope for words in every situations. It can be quite tragic. | attempt to
remedy the situation
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by, uhh-removing-the defective part of the colony. These operations are sometimes quite
involved, and of course years of study are required before one can perform them.

ACHILLES: But-isn't it true that, before one can suffer from speech impairment, one must
have the faculty of speech?

ANTEATER: Right.
ACHILLES: Since ant colonies don't have that faculty, I am a little confused.

CRAB: It's too bad, Achilles, that you weren't here last week, when Dr. Anteater and Aunt
Hillary were my house guests. | should have thought of having you over then.

ACHILLES: Is Aunt Hillary your aunt, Mr. Crab? CRAB: Oh, no, she's not really anybody's
aunt.

ANTEATER: But the poor dear insists that everybody should call her that, even strangers. It's
just one of her many endearing quirks.

CRAB: Yes, Aunt Hillary is quite eccentric, but such a merry old soul. It's a shame I didn't
have you over to meet her last week.

ANTEATER: She's certainly one of the best-educated ant colonies | have ever had the good
fortune to know. The two of us have spent many a long evening in conversation on the widest
range of topics.

ACHILLES: I thought anteaters were devourers of ants, not patrons of ant-intellectualism!

ANTEATER: Well, of course the two are not mutually inconsistent. | am on the best of terms
with ant colonies. It's just ants that | eat, not colonies-and that is good for both parties: me,
and the colony.

ACHILLES: How is it possible that

TORTOISE: How is it possible that

ACHILLES: -having its ants eaten can do an ant colony any good?
CRAB: How is it possible that

TORTOISE: -having a forest fire can do a forest any good?
ANTEATER: How is it possible that

CRAB: -having its branches pruned can do a tree any good?
ANTEATER: -having a haircut can do Achilles any good?

TORTOISE: Probably the rest of you were too engrossed in the discussion to notice the
lovely stretto which just occurred in this Bach fugue.
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ACHILLES: What is a stretto?

TORTOISE: Oh, I'm sorry; | thought you knew the term. It is where one
theme repeatedly enters in one voice after another, with very little delay between entries.

ACHILLES: If I listen to enough fugues, soon I'll know all of these things and will be able to
pick them out myself, without their having to be pointed out.

TORTOISE: Pardon me, my friends. 1 am sorry to have interrupted. Dr. Anteater was trying
to explain how eating ants is perfectly consistent with being a friend of an ant colony.

ACHILLES: Well, I can vaguely see how it might be possible for a limited and regulated
amount of ant consumption to improve the overall health of a colony-but what is far more
perplexing is all this talk about having conversations with ant colonies. That's impossible. An
ant colony is simply a bunch of individual ants running around at random looking for food
and making a nest.

ANTEATER: You could put it that way if you want to insist on seeing the trees but missing
the forest, Achilles. In fact, ant colonies, seen as wholes, are quite well-defined units, with
their own qualities, at times including the mastery of language.

ACHILLES: 1 find it hard to imagine myself shouting something out loud in the middle of
the forest, and hearing an ant colony answer back.

ANTEATER: Silly fellow! That's not the way it happens. Ant colonies don't converse out
loud, but in writing. You know how ants form trails leading them hither and thither?

ACHILLES: Oh, yes-usually straight through the kitchen sink and into my peach jam.

ANTEATER: Actually, some trails contain information in coded form. If you know the
system, you can read what they're saying just like a book.

ACHILLES: Remarkable. And can you communicate back to them?

ANTEATER: Without any trouble at all. That's how Aunt Hillary and | have conversations
for hours. | take a stick and draw trails in the moist ground, and watch the ants follow my
trails. Presently, a new trail starts getting formed somewhere. | greatly enjoy watching trails
develop. As they are, forming, | anticipate how they will continue (and more often | am
wrong than right). When the trail is -completed, I know what Aunt Hillary is thinking, and 1
in turn make my reply.
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ACHILLES: There must be some amazingly smart ants in that colony, I'll say that.

ANTEATER: | think you are still having some difficulty realizing the difference in levels
here. Just as you would never confuse an individual tree with a forest, so here you must not
take an ant for the colony. You see, all the ants in Aunt Hillary are as dumb as can be. They
couldn't converse to save their little thoraxes!

ACHILLES: Well then, where does the ability to converse come from? It must reside
somewhere inside the colony! | don't understand how the ants can all be unintelligent, if Aunt
Hillary can entertain you for hours with witty banter.

TORTOISE: It seems to me that the situation is not unlike the composition of a human brain
out of neurons. Certainly no one would insist that individual brain cells have to be intelligent
beings on their own, in order to explain the fact that a person can have an intelligent
conversation.

ACHILLES: Oh, no, clearly not. With brain cells, | see your point completely. Only ... ants
are a horse of another color. I mean, ants just roam about at will, completely randomly,
chancing now and then upon a morsel of food.... They are free to do what they want to do,
and with that freedom, | don't see at all how their behavior, seen as a whole, can amount to
anything coherent-especially something so coherent as the brain behavior necessary for
conversing.

CRAB: It seems to me that the ants are free only within certain constraints. For example, they
are free to wander, to brush against each other, to pick up small items, to work on trails, and
so on. But they never step out of that small world, that ant-system, which they are in. It
would never occur to them, for they don't have the mentality to imagine anything of the kind.
Thus the ants are very reliable components, in the sense that you can depend on them to
perform certain kinds of tasks in certain ways.

ACHILLES: But even so, within those limits they are still free, and they just act at random,
running about incoherently without any regard for the thought mechanisms of a higher-level
being which Dr. Anteater asserts they are merely components of.

ANTEATER: Ah, but you fail to recognize one thing, Achilles-the regularity of statistics.

ACHILLES: How is that?
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ANTEATER: For example, even though ants as individuals wander about in what seems a
random way, there are nevertheless overall trends, involving large numbers of ants, which
can emerge from that chaos.

ACHILLES: Oh, I know what you mean. In fact, ant trails are a perfect example of such a
phenomenon. There, you have really quite unpredictable motion on the part of any single ant-
and yet, the trail itself seems to remain well defined and stable. Certainly that must mean that
the individual ants are not just running about totally at random.

ANTEATER: Exactly, Achilles. There is some degree of communication among the ants, just
enough to keep them from wandering off completely at random. By this minimal
communication they can remind each other that they are not alone but are cooperating with
teammates. It takes a large number of ants, all reinforcing each other this way, to sustain any
activity-such as trail building-for any length of time. Now my very hazy understanding of the
operation of brains leads me to believe that something similar pertains to the firing of
neurons. Isn't it true, Mr. Crab, that it takes a group of neurons firing in order to make another
neuron fire?

CRAB: Definitely. Take the neurons in Achilles' brain, for example. Each neuron receives
signals from neurons attached to its input lines, and if the sum total of inputs at any moment
exceeds a critical threshold, then that neuron will fire and send its own output pulse rushing
off to other neurons, which may in turn fire-and on down the line it goes. The neural flash
swoops relentlessly in its Achillean path, in shapes stranger then the dash of a gnat-hungry
swallow; every twist, every turn foreordained by the neural structure in Achilles' brain, until
sensory input messages interfere.

ACHILLES: Normally, I think that I'm in control of what I think-but the way you put it turns
it all inside out, so that it sounds as though "I" am just what comes out of all this neural
structure, and natural law. It makes what | consider my self sound at best like a by-product of
an organism governed by natural law and, at worst, an artificial notion produced by my
distorted perspective. In other words, you make me feel like | don't know who-or what-I am,
if anything.

TORTOISE: You'll come to understand much better as we go along. But Dr. Anteater-what
do you make of this similarity?

ANTEATER: | knew there was something parallel going on in the two very different
systems. Now | understand it much better. It seems that group phenomena which have
coherence-trail building, for example-will take place only when a certain threshold number of
ants get
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involved. If an effort is initiated, perhaps at random, by a few ants in some locale, one of two
things can happen: either it will fizzle out after a brief sputtering start

ACHILLES: When there aren't enough ants to keep the thing rolling?

ANTEATER: Exactly. The other thing that can happen is that a critical mass of ants is
present, and the thing will snowball, bringing more and more ants into the picture. In the
latter case, a whole "team™ is brought into being which works on a single project. That
project might be trail making, or food gathering, or it might involve nest keeping. Despite the
extreme simplicity of this scheme on a small scale, it can give rise to very complex
consequences on a larger scale.

ACHILLES: I can grasp .the general idea of order emerging from chaos, as you sketch it, but
that still is a long way from the ability to converse. After all, order also emerges from chaos
when molecules of a gas bounce against each other randomly-yet all that results there is an
amorphous mass with but three parameters to characterize it: volume, pressure, and
temperature. Now that's a far cry from the ability to understand the world, or to talk about it!

ANTEATER: That highlights a very interesting difference between the explanation of the
behavior of an ant colony and the explanation of the behavior of gas inside a container. One
can explain the behavior of the gas simply by calculating the statistical properties of the
motions of its molecules. There is no need to discuss any higher elements of structure than
molecules, except the full gas itself. On the other hand, in an ant colony, you can't even begin
to understand the activities of the colony unless you go through several layers of structure.

ACHILLES: | see what you mean. In a gas, one jump takes you from the lowest level-
molecules-to the highest level-the full gas. There are no intermediate levels of organization.
Now how do intermediate levels of organized activity arise in an ant colony?

ANTEATER: It has to do with the existence of several different varieties of ants inside any
colony.

ACHILLES: Oh, yes. I think | have heard about that. They are called "castes,” aren't they?

ANTEATER: That's correct. Aside from the queen, there are males, who do practically
nothing toward the upkeep of the nest, and then --

ACHILLES: And of course there are soldiers-glorious fighters against communism!
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CRAB: Hmm . . . | hardly think that could be right, Achilles. An ant colony is quite
communistic internally, so why would its soldiers fight against communism? Or am | right,
Dr. Anteater?

ANTEATER: Yes, about colonies you are right, Mr. Crab; they are indeed based on
somewhat communistic principles. But about soldiers Achilles is somewhat naive. In fact, the
so-called "soldiers" are hardly adept at fighting at all. They are slow, ungainly ants with giant
heads, who can snap with their strong jaws, but are hardly to be glorified. As in a true
communistic state, it is rather the workers who are to be glorified. It is they who do most of
the chores, such as food gathering, hunting, and nursing of the young. It is even they who do
most of the fighting.

ACHILLES: Bah. That is an absurd state of affairs. Soldiers who won't fight!

ANTEATER: WEell, as | just said, they really aren't soldiers at all. It's the workers who are
soldiers; the soldiers are just lazy fatheads.

ACHILLES: Oh, how disgraceful! Why, if 1 were an ant, I'd put some discipline in their
ranks! I'd knock some sense into those fatheads!

TORTOISE: If you were an ant? How could a myrmidon like you be an ant? There is no way
to map your brain onto an ant brain, so it seems to me to be a pretty fruitless question to
worry over. More reasonable would be the proposition of mapping your brain onto an ant
colony. ... But let us not get sidetracked. Let Dr. Anteater continue with his most illuminating
description of castes and their role in the higher levels of organization.

ANTEATER: Very well. There are all sorts of tasks which must be accomplished in a
colony, and individual ants develop specializations. Usually an ant's specialization changes as
the ant ages. And of course it is also dependent on the ant's caste. At any one moment, in any
small area of a colony, there are ants of all types present. Of course, one caste may be be very
sparse in some places and very dense in others.

CRAB: Is the density of a given caste, or specialization, just a random thing? Or is there a
reason why ants of one type might be more heavily concentrated in certain areas, and less
heavily in others?

ANTEATER: I'm glad you brought that up, since it is of crucial importance in understanding
how a colony thinks. In fact, there evolves, over a long period of time, a very delicate
distribution of castes inside a colony. And it is this distribution that allows the colony to have
the complexity that underlies the ability to converse with me.
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ACHILLES: It would seem to me that the constant motion of ants to and fro would
completely prevent the possibility of a very delicate distribution. Any delicate distribution
would be quickly destroyed by all the random motions of ants, just as any delicate pattern
among molecules in a gas would not survive for an instant, due to the random bombardment
from all sides.

ANTEATER: In an ant colony, the situation is quite the contrary. In fact, it is just exactly the
constant to-ing and fro-ing of ants inside the colony which adapts the caste distribution to
varying situations, and thereby preserves the delicate caste distribution. You see, the caste
distribution cannot remain as one single rigid pattern; rather, it must constantly be changing
so as to reflect, in some manner, the realworld situation with which the colony is dealing, and
it is precisely the motion inside the colony which updates the caste distribution, so as to keep
it in line with the present circumstances facing the colony.

TORTOISE: Could you give an example?

ANTEATER: Gladly. When I, an anteater, arrive to pay a visit to Aunt Hillary, all the foolish
ants, upon sniffing my odor, go into a panic-which means, of course, that they begin running
around completely differently from the way they were before 'l arrived.

ACHILLES: But that's understandable, since you're a dreaded enemy of the colony.

ANTEATER: Oh, no. | must reiterate that, far from being an enemy of the colony, | am Aunt
Hillary's favorite companion. And Aunt Hillary is, my favorite aunt. | grant you, I'm quite
feared by all the individual ants in the colony-but that's another matter entirely. In any case,
you see that the ants' action in response to my arrival completely changes the internal
distribution of ants.

ACHILLES: That's clear.

ANTEATER: And that sort of thing is the updating which I spoke of. The new distribution
reflects my presence. One can describe the change from old state to new as having added a
"piece of knowledge" to the colony.

ACHILLES: How can you refer to the distribution of different types of ants inside a colony
as a "piece of knowledge"?

ANTEATER: Now there's a vital point. It requires some elaboration. You see, what it comes
down to is how you choose to describe the caste distribution. If you continue to think in terms
of the lower levels --
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individual ants-then you miss the forest for the trees. That's just toy microscopic a level, and
when you think microscopically, you're bound to miss some large-scale features. You've got
to find the proper high-level framework in which to describe the caste distribution-only then
will it make sense how the caste distribution cal encode many pieces of knowledge.

ACHILLES: Well, how do you find the proper-sized units in which t~ describe the present
state of the colony, then?

ANTEATER: All right. Let's begin at the bottom. When ants need to get something done,
they form little "teams,” which stick together t~ perform a chore. As | mentioned earlier,
small groups of ants are constantly forming and unforming. Those which actually exist for
while are the teams, and the reason they don't fall apart is that there really is something for
them to do.

ACHILLES: Earlier you said that a group will stick together if its size exceeds a certain
threshold. Now you're saying that a group will stick together if there is something for it to do.

ANTEATER: They are equivalent statements. For instance, in food gathering, if there is an
inconsequential amount of food somewhere which gets discovered by some wandering ant
who then attempts to communicate its enthusiasm to other ants, the number of ants who
respond will be proportional to the size of the food sample-and a inconsequential amount will
not attract enough ants to surpass the threshold. Which is exactly what |1 meant by saying
there is nothing to do-too little food ought to be ignored.

ACHILLES: | see. | assume that these "teams" are one of the levels c structure falling
somewhere in between the single-ant level and the colony level.

ANTEATER: Precisely. There exists a special kind of team, which I call "signal”-and all the
higher levels of structure are based on signal In fact, all the higher entities are collections of
signals acting is concert. There are teams on higher levels whose members are no ants, but
teams on lower levels. Eventually you reach the lowest-level teams-which is to say, signals-
and below them, ants.

ACHILLES: Why do signals deserve their suggestive name?

ANTEATER: It comes from their function. The effect of signals is to traps port ants of
various specializations to appropriate parts of the colony. So the typical story of a signal is
thus: It comes into existence by exceeding the threshold needed for survival, then it migrates
for
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some distance through the colony, and at some point it more or less disintegrates into its
individual members, leaving them on their own.

ACHILLES: It sounds like a wave, carrying sand dollars and seaweed from afar, and leaving
them strewn, high and dry, on the shore.

ANTEATER: In a way that's analogous, since the team does indeed deposit something which
it has carried from a distance, but whereas the water in the wave rolls back to the sea, there is
no analogous carrier substance in the case of a signal, since the ants themselves compose it.

TORTOISE: And | suppose that a signal loses its coherency just at some spot in the colony
where ants of that type were needed in the first place.

ANTEATER: Naturally.

ACHILLES: Naturally? It's not so obvious to me that a signal should always go just where it
is needed. And even if it goes in the right direction, how does it figure out where to
decompose? How does it know it has arrived?

ANTEATER: Those are extremely important matters, since they involve explaining the
existence of purposeful behavior-or what seems to be purposeful behavior-on the part of
signals. From the description, one would be inclined to characterize the signals' behavior as
being oriented toward filling a need, and to call it "purposeful.” But you can look at it
otherwise.

ACHILLES: Oh, wait. Either the behavior is purposeful, or it is not. | don't see how you can
have it both ways.

ANTEATER: Let me explain my way of seeing things, and then see if you agree. Once a
signal is formed, there is no awareness on its part that it should head off in any particular
direction. But here the delicate caste distribution plays a crucial role. It is what determines
the motion of signals through the colony, and also how long a signal will remain stable, and
where it will "dissolve."

ACHILLES: So everything depends on the caste distribution, eh?

ANTEATER: Right. Let's say a signal is moving along. As it goes, the ants which compose it
interact, either by direct contact or by exchange of scents, with ants of the local
neighborhoods which it passes through. The contacts and scents provide information about
local matters of urgency, such as nest building, or nursing, or whatever. The signal will
remain glued together as long as the local needs are different
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from what it can supply; but if it can contribute, it disintegrates, spilling a fresh team of
usable ants onto the scene. Do you see now how the caste distribution acts as an overall guide
of the teams inside the colony?

ACHILLES: | do see that.

ANTEATER: And do you see how this way of looking at things requires attributing no sense
of purpose to the signal?

ACHILLES: | think so. Actually, I'm beginning to see things from two different vantage
points. From an ant's-eye point of view, a signal has no purpose. The typical ant in a signal is
just meandering around the colony, in search of nothing in particular, until it finds that it feels
like stopping. Its teammates usually agree, and at that moment the team unloads itself by
crumbling apart, leaving just its members but none of its coherency. No planning is required,
no looking ahead; nor is any search required to determine the proper direction. But from the
colony's point of view, the team has just responded to a message which was written in the
language of the caste distribution. Now from this perspective, it looks very much like
purposeful activity.

CRAB: What would happen if the caste distribution were entirely random? Would signals
still band and disband?

ANTEATER: Certainly. But the colony would not last long, due to the meaninglessness of
the caste distribution.

CRAB: Precisely the point | wanted to make. Colonies survive because their caste
distribution has meaning, and that meaning is a holistic aspect, invisible on lower levels. You
lose explanatory power unless you take that higher level into account.

ANTEATER: | see your side; but I believe you see things too narrowly. CRAB: How so0?

ANTEATER: Ant colonies have been subjected to the rigors of evolution for billions of
years. A few mechanisms were selected for, and most were selected against. The end result
was a set of mechanisms which make ant colonies work as we have been describing. If you
could watch the whole process in a movie-running a billion or so times faster than life, of
course-the emergence of various mechanisms would be seen as natural responses to external
pressures, just as bubbles in boiling water are natural responses to an external heat source. |
don't suppose you see "meaning" and "purpose™ in the bubbles in boiling water-or do you?
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CRAB: No, but --

ANTEATER: Now that's my point. No matter how big a bubble is, it owes its existence to
processes on the molecular level, and you can forget about any "higher-level laws." The same
goes for ant colonies and their teams. By looking at things from the vast perspective of
evolution, you can drain the whole colony of meaning and purpose. They become
superfluous notions.

ACHILLES: Why, then, Dr. Anteater, did you tell me that you talked with Aunt Hillary? It
now seems that you would deny that she can talk or think at all.

ANTEATER: | am not being inconsistent, Achilles. You see, | have as much difficulty as
anyone else in seeing things on such a grandiose time scale, so | find it much easier to change
points of view. When | do so, forgetting about evolution and seeing things in the here and
now, the vocabulary of teleology comes back: the meaning of the caste distribution and the
purposefulness of signals. This not only happens when I think of ant colonies, but also when |
think about my own brain and other brains. However, with some effort | can always
remember the other point of view if necessary, and drain all these systems of meaning, too.

CRAB: Evolution certainly works some miracles. You never know the next trick it will pull
out of its sleeve. For instance, it wouldn't surprise me one bit if it were theoretically possible
for two or more "signals" to pass through each other, each one unaware that the other one is
also a signal; each one treating the other as if it were jus part of the background population.
ANTEATER: It is better than theoretically possible; in fact it happens routinely!

ACHILLES: Hmm.... What a strange image that conjures up in my mind. | can just imagine
ants moving in four different directions, some black, some white, criss-crossing, together
forming an orderly pattern, almost like-like

TORTOISE: A fugue, perhaps?

ACHILLES: Yes-that's it! An ant fugue!

CRAB: An interesting image, Achilles. By the way, all that talk of boiling water made me
think of tea. Who would like some more?

ACHILLES: I could do with another cup, Mr. C.

CRAB: Very good.
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An "ant fugue" drawn by M. C. Escher (woodcut, 1953.)

ACHILLES: Do you suppose one could separate out the different visual "voices™ of such an
"ant fugue"? | know how hard it is for me-

TORTOISE: Not for me, thank you.
ACHILLES: -to track a single voice
ANTEATER: I'd like some too, Mr. Crab
ACHILLES: -in a musical fugue
ANTEATER:-if it isn't too much trouble.
ACHILLES: -when all of them

CRAB: Not at all. Four cups of tea --

TORTOISE: Three!
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ACHILLES: -are going at once.
CRAB: -coming right up!

ANTEATER: That's an interesting thought, Achilles. But it's unlikely that anyone could draw
such a picture in a convincing way.

ACHILLES: That's too bad.

TORTOISE: Perhaps you could answer this, Dr. Anteater. Does a signal, from its creation
until its dissolution, always consist of the same set of ants?

ANTEATER: As a matter of fact, the individuals in a signal sometimes break off and get
replaced by others of the same caste, if there are a few in the area. Most often, signals arrive
at their disintegration points with nary an ant in common with their starting lineup.

CRAB: | can see that the signals are constantly affecting the caste distn bution throughout the
colony, and are doing so in response to th internal needs of the colony-which in turn reflect
the external situation which the colony is faced with. Therefore the caste distribution as you
said, Dr. Anteater, gets continually updated in a way which, ultimately reflects the outer
world.

ACHILLES: But what about those intermediate levels of structure? Yo were saying that the
caste distribution should best be pictured not in terms of ants or signals, but in terms of teams
whose members were other teams, whose members were other teams, and so on until; you
come down to the ant level. And you said that that was the key to understanding how it was
possible to describe the caste distribution as encoding pieces of information about the world.

ANTEATER: Yes, we are coming to all that. | prefer to give teams of a sufficiently high
level the name of "symbols." Mind you, this sense of the word has some significant
differences from the usual sense. My "symbols™ are active subsystems of a complex system,
and they are composed of lower-level active subsystems.... They are therefore quite different
from passive symbols, external to the system, such as letters of the alphabet or musical notes,
which sit there immobile waiting for an active system to process them.

ACHILLES: Oh, this is rather complicated, isn't it? | just had no idea that ant colonies had
such an abstract structure.

ANTEATER: Yes, it's quite remarkable. But all these layers of structure are necessary for the
storage of the kinds of knowledge which enable an
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organism to be "intelligent” in any reasonable sense of the word. Any system which has a
mastery of language has essentially the same underlying sets of levels.

ACHILLES: Now just a cotton-picking minute. Are you insinuating that my brain consists
of, at bottom, just a bunch of ants running around?

ANTEATER: Oh, hardly. You took me a little too literally. The lowest level may be utterly
different. Indeed, the brains of anteaters, for instance,. are not composed of ants. But when
you go up a level or two in a brain, you reach a level whose elements have exact counterparts
in other systems of equal intellectual strength-such as ant colonies.

TORTOISE: That is why it would be reasonable to think of mapping your brain, Achilles,
onto an ant colony, but not onto the brain of a mere ant.

ACHILLES: | appreciate the compliment. But how would such a mapping be carried out?
For instance, what in my brain corresponds to the low-level teams which you call signals?

ANTEATER: Oh, I but dabble in brains, and therefore couldn't set up the map in its glorious
detail. But-and correct me if I'm wrong, Mr. Crab-1 would surmise that the brain counterpart
to an ant colony's signal is the firing of a neuron; or perhaps it is a larger-scale event, such as
a pattern of neural firings.

CRAB: | would tend to agree. But don't you think that, for the purposes of our discussion,
delineating the exact counterpart is not in itself crucial, desirable though it might be? It seems
to me that the main idea is that such a correspondence does exist, even if we don't know
exactly how to define it right now. | would only question one point, Dr. Anteater, which you
raised, and that concerns the level at which one can have faith that the correspondence
begins. You seemed to think that a signal might have a direct counterpart in a brain; whereas
| feel that it is only at the level of your active symbols and above that it is likely that a
correspondence must exist.

ANTEATER: Your interpretation may very well be more accurate than mine, Mr. Crab.
Thank you for bringing out that subtle point.

ACHILLES: What does a symbol do that a signal couldn't do?

ANTEATER: It is something like the difference between words and letters. Words, which are
meaning-carrying entities, are composed of letters, which in themselves carry no meaning.
This gives a good idea of the difference between symbols and signals. In fact it is a useful
analogy,
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as long as you keep in mind the fact that words and letters are passive, symbols and signals
are active.

ACHILLES: I'll do so, but I'm not sure | understand why it is so vital to stress the difference
between active and passive entities.

ANTEATER: The reason is that the meaning which you attribute to any passive symbol, such
as a word on a page, actually derives from the meaning which is carried by corresponding
active symbols in your brain. So that the meaning of passive symbols can only be properly
understood when it is related to the meaning of active symbols.

ACHILLES: All right. But what is it that endows a symbol-an active one, to be sure-with
meaning, when you say that a signal, which is a perfectly good entity in its own right, has
none?

ANTEATER: It all has to do with the way that symbols can cause other symbols to be
triggered. When one symbol becomes active, it does not do so in isolation. It is floating
about, indeed, in a medium, which is characterized by its caste distribution.

CRAB: Of course, in a brain there is no such thing as a caste distribution, but the counterpart
is the "brain state." There, you describe the states of all the neurons, and all the
interconnections, and the threshold for firing of each neuron.

ANTEATER: Very well; let's lump "caste distribution™ and "brain state" under a common
heading, and call them just the "state.” Now the state can be described on a low level or on a
high level. A low-level description of the state of an ant colony would involve painfully
specifying the location of each ant, its age and caste, and other similar items. A very detailed
description, yielding practically no global insight as to why it is in that state. On the other
hand, a description on a high level would involve specifying which symbols could be
triggered by which combinations of other symbols, under what conditions, and so forth.

ACHILLES: What about a description on the level of signals, or teams.

ANTEATER: A description on that level' would fall somewhere in between the low-level and
symbol-level descriptions. It would contain a great deal of information about what is actually
going on in specific locations throughout the colony, although certainly less than an antby-ant
description, since teams consist of clumps of ants. A team-byteam description is like a
summary of an ant-by-ant description. However, you have to add extra things which were not
present in the ant-by-ant description-such as the relationships between teams,
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and the supply of various castes here and there. This extra complication is the price you pay
for the right to summarize.

ACHILLES: It is interesting to me to compare the merits of the descriptions at various levels.
The highest-level description seems to carry the most explanatory power, in that it gives you
the most intuitive picture of the ant colony, although strangely enough, it leaves out
seemingly the most important feature-the ants.

ANTEATER: But you see, despite appearances, the ants are not the most important feature.
Admittedly, were it not for them, the colony wouldn't exist; but something equivalent-a
brain-can exist, ant-free. So, at least from a high-level point of view, the ants are dispensable.

ACHILLES: I'm sure no ant would embrace your theory with eagerness. ANTEATER: Well,
I never met an ant with a high-level point of view.

CRAB: What a counterintuitive picture you paint, Dr. Anteater. It seems that, if what you say
is true, in order to grasp the whole structure, you have to describe it omitting any mention of
its fundamental building blocks.

ANTEATER: Perhaps | can make it a little clearer by an analogy. Imagine you have before
you a Charles Dickens novel.

ACHILLES: The Pickwick Papers-will that do?

ANTEATER: Excellently! And now imagine trying the following game: You must find a
way of mapping letters onto ideas, so that the entire Pickwick Papers makes sense when you
read it letter by letter.

ACHILLES: Hmm. . .. You mean that every time | hit a word such as "the," | have to think
of three definite concepts, one after another, with no room for variation?

ANTEATER: Exactly. They are the "t"-concept, the "h"-concept, and the "e"-concept-and
every time, those concepts are as they were the preceding time.

ACHILLES: Well, it sounds like that would turn the experience of "reading” The Pickwick
Papers into an indescribably boring nightmare. It would be an exercise in meaninglessness,
no matter what concept | associated with each letter.

ANTEATER: Exactly. There is no natural mapping from the individual letters into the real
world. The natural mapping occurs on a higher level-between words, and parts of the real
world. If you wanted to describe the book, therefore, you would make no mention of the
letter level.



Prelude . . . Ant Fugue 180

ACHILLES: Of course not! I'd describe the plot and the characters, and so forth.

ANTEATER: So there you are. You would omit all mention of the building blocks, even
though the book exists thanks to them. They are the medium, but not the message.

ACHILLES: All right-but what about ant colonies?

ANTEATER: Here, there are active signals instead of passive letters, and active symbols
instead of passive words-but the idea carries over.

ACHILLES: Do you mean | couldn't establish a mapping between signals and things in the
real world?

ANTEATER: You would find that you could not do it in such a way that the triggering of
new signals would make any sense. Nor could you, succeed on any lower level-for example,
the ant level. Only on the symbol level do the triggering patterns make sense. Imagine, for
instance, that one day you were watching Aunt Hillary when I arrived to pay a call. You
could watch as carefully as you wanted, and yet you would probably perceive nothing more
than a rearrangement of ants.,

ACHILLES: I'm sure that's accurate.

ANTEATER: And yet, as | watched, reading the higher level instead of the lower level, |
would see several dormant symbols being awakened those which translate into the thought
"Oh, here's that charming D Anteater again-how pleasant!"-or words to that effect.

ACHILLES: That sounds like what happened when the four of us all found different levels to
read in the MU-picture-or at least three of u did....

TORTOISE: What an astonishing coincidence that there should be such a resemblance
between that strange picture which I chanced upon in the Well-Tempered Clavier and the
trend of our conversation.

ACHILLES: Do you think it's just coincidence? TORTOISE: Of course.
ANTEATER: Well, I hope you can grasp now how the thoughts in Aunt Hillary emerge from
the manipulation of symbols composed of signals composed of teams composed of lower-

level teams, all the way down to ants.

ACHILLES: Why do you call it "symbol manipulation"? Who does the manipulating, if the
symbols are themselves active? Who is the agent?
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ANTEATER: This gets back to the question that you earlier raised about purpose. You're
right that symbols themselves are active, but the activities which they follow are nevertheless
not absolutely free. The activities of all symbols are strictly determined by the state of the full
system in which they reside. Therefore, the full system is responsible for how its symbols
trigger each other, and so it is quite reasonable to speak of the full system as the "agent." As
the symbols operate, the state of the system gets slowly transformed, or updated. But there
are many features that remain over time. It is this partially constant, partially varying system
that is the agent. One can give a name to the full system. For example, Aunt Hillary is the
"who" who can be said to manipulate her symbols; and you are similar, Achilles.

ACHILLES: That's quite a strange characterization of the notion of who I am. I'm not sure |
can fully understand it, but I will give it some thought.

TORTOISE: It would be quite interesting to follow the symbols in your brain as you do that
thinking about the symbols in your brain.

ACHILLES: That's too complicated for me. | have trouble enough just trying to picture how
it is possible to look at an ant colony and read it on the symbol level. I can certainly imagine
perceiving it at the ant level; and with a little trouble, I can imagine what it must be like to
perceive it at the signal level; but what in the world can it be like to perceive an ant colony at
the symbol level?

ANTEATER: One learns only through long practice. But when one is at my stage, one reads
the top level of an ant colony as easily as you yourself read the "mu" in the MU-picture.

ACHILLES: Really? That must be an amazing experience.
ANTEATER: In a way-but it is also one which is quite familiar to you, Achilles.

ACHILLES: Familiar to me? What do you mean? | have never looked at an ant colony on
anything but the ant level.

ANTEATER: Maybe not; but ant colonies are no different from brains in many respects.
ACHILLES: | have never seen nor read any brain either, however.

ANTEATER: What about your own brain? Aren't you aware of your own thoughts? Isn't that
the essence of consciousness? What else are you doing but reading your own brain directly at

the symbol level?

ACHILLES: I never thought of it that way. You mean that | bypass all the lower levels, and
see only the topmost level?
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ANTEATER: That's the way it is, with conscious systems. They perceive themselves on the
symbol level only, and have no awareness of the lower levels, such as the signal levels.

ACHILLES: Does it follow that in a brain, there are active symbols that are constantly
updating themselves so that they reflect the overall state of the brain itself, always on the
symbol level?

ANTEATER: Certainly. In any conscious system there are symbols tha represent the brain
state, and they are themselves part of the very brain state which they symbolize. For
consciousness requires a large degree of self-consciousness.

ACHILLES: That is a weird notion. It means that although there is frantic activity occurring
in my brain at all times, | am capable of registering that activity in only one way-on the
symbol level; and | am completely insensitive to the lower levels. It is like being able to read
Dickens novel by direct visual perception, without ever having learned the letters of the
alphabet. | can't imagine anything as weird as that really happening.

CRAB: But precisely that sort of thing did happen when you read "MU, without perceiving
the lower levels "HOLISM" and "REDUCTIONISM.

ACHILLES: You're right-I bypassed the lower levels, and saw only the top. | wonder if I'm
missing all sorts of meaning on lower levels o my brain as well, by reading only the symbol
level. It's too bad that the top level doesn't contain all the information about the bottom level,
so that by reading the top, one also learns what the bottom level says. But | guess it would be
naive to hope that the top level encodes anything from the bottom level-it probably doesn't
percolate up. The MU-picture is the most striking possible example of that: There, the
topmost level says only "MU," which bears no relation whatever to the lower levels!

CRAB: That's absolutely true. (Picks up the MU-picture, to inspect it more closely.) Hmm. . .
. There's something strange about the smallest letters in this picture; they're very wiggly .. .

ANTEATER: Let me take a look. (Peers closely at the MU-picture.) | think there's yet
another level, which all of us missed! TORTOISE: Speak for yourself, Dr. Anteater.

ACHILLES: Oh, no-that can't be! Let me see. (Looks very carefully.) I know the rest of you
won't believe this, but the message of this picture | staring us all in the face, hidden in its
depths. It is simply one word, repeated over and over again, like a mantra-but what an
important
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one: "MU"! What do you know! It is the same as the top level! And none of us suspected it in
the least.

CRAB: We would never have noticed it if it hadn't been for you, Achilles.

ANTEATER: | wonder if the coincidence of the highest and lowest levels happened by
chance? Or was it a purposeful act carried out by some creator?

CRAB: How could one ever decide that?

TORTOISE: | don't see any way to do so, since we have no idea why that particular picture is
in the Crab's edition of the Well-Tempered Clavier.

ANTEATER: Although we have been having a lively discussion, | have still managed to
listen with a good fraction of an ear to this very long and complex four-voice fugue. It is
extraordinarily beautiful.

TORTOISE: It certainly is. And now, in just a moment, comes an organ point.

ACHILLES: Isn't an organ point what happens when a piece o music slows down slightly,

settles for a moment or two on a single note or chord, and then resumes at normal speed after
a short silence?

TORTOISE: No, you're thinking of a "fermata”-a sort of musical semicolon. Did you notice
there was one of those in the prelude?

ACHILLES: I guess | must have missed it.

TORTOISE: Well, you have another chance coming up to hear a fermata -in fact, there are a
couple of them coming up, toward the end of this fugue.

ACHILLES: Oh, good. You'll point them out in advance, won't you? TORTOISE: If you
like.

ACHILLES: But do tell me, what is an organ point?

TORTOISE: An organ point is the sustaining of a single note by one of the voices in a
polyphonic piece (often the lowest voice), while the other voices continue their own
independent lines. This organ point is on the note of G. Listen carefully, and you'll hear it.
ANTEATER: There occurred an incident one day when | visited with Aunt Hillary which
reminds me of your suggestion of observing the symbols in Achilles' brain as they create
thoughts which are about themselves.

CRAB: Do tell us about it.

ANTEATER: Aunt Hillary had been feeling very lonely, and was very happy to have
someone to talk to that day. So she gratefully told me
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to help myself to the juiciest ants | could find. (She's always beets most generous with her
ants.)

ACHILLES: Gee!

ANTEATER: It just happened that | had been watching the symbols which were carrying out
her thoughts, because in them were some particularly juicy-looking ants.

ACHILLES: Gee!

ANTEATER: So | helped myself to a few of the fattest ants which had been parts of the
higher-level symbols which | had been reading. Specifically, the symbols which they were
part of were the ones which had expressed the thought "Help yourself to any of the ants
which look appetizing."

ACHILLES: Gee!

ANTEATER: Unfortunately for them, but fortunately for me, the little bugs didn't have the
slightest inkling of what they were collectively telling me, on the symbol level.

ACHILLES: Gee! That is an amazing wraparound. They were completely unconscious of
what they were participating in. Their acts could be seen as part of a pattern on a higher level,
but of course they were completely unaware of that. Ah, what a pity-a supreme irony, in fact
-that they missed it.

CRAB: You are right, Mr. T-that was a lovely organ point.

ANTEATER: | had never heard one before, but that one was so conspicuous that no one
could miss it. Very effective.

ACHILLES: What? Has the organ point already occurred? How can | not have noticed it, if it
was so blatant?

TORTOISE: Perhaps you were so wrapped up in what you were saying that you were
completely unaware of it. Ah, what a pity-a supreme irony, in fact-that you missed it.

CRAB: Tell me, does Aunt Hillary live in an anthill?

ANTEATER: Well, she owns a rather large piece of property. It used to belong to someone
else, but that is rather a sad story. In any case, her estate is quite expansive. She lives rather
sumptuously, compared to many other colonies.

ACHILLES: How does that jibe with the communistic nature of ant colonies which you
earlier described to us? It sounds quite inconsistent, to me, to preach communism and to live
in a fancy estate!
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ANTEATER: The communism is on the ant level. In an ant colony all ants work for the
common good, even to their own individual detriment at times. Now this is simply a built-in
aspect of Aunt Hillary's structure, but for all 1 know, she may not even be aware of this
internal communism. Most human beings are not aware of anything about their neurons; in
fact they probably are quite content not to know any' thing about their brains, being
somewhat squeamish creatures. Aunt Hillary is also somewhat squeamish; she gets rather
antsy whenever she starts to think about ants at all. So she avoids thinking about them
whenever possible. | truly doubt that she knows anything about the communistic society
which is built into her very structure. She herself is a staunch believer in libertarianism-you
know, laissez faire and all that. So it makes perfect sense, to me at least, that she should live
in a rather sumptuous manor.
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TORTOISE: As | turned the page just now, while following along in this lovely edition of the
Well-Tempered Clavier, | noticed that the first of the two fermatas is coming up soon-so you
might listen for it, Achilles.
ACHILLES: I Will, I Will.
TORTOISE: Also, there's a most curious picture facing this page.
CRAB: Another one? What next?
TORTOISE: See for yourself. (Passes the score over to the Crab.)
CRAB: Aha! It's just a few bunches of letters. Let's see-there are various numbers of the
letters 'J,,' "S," "B," "m," "a," and "t." It's strange, how the first three letters grow, and then

the last three letters shrink again. '

ANTEATER: May | see it?



Prelude . . . Ant Fugue 186

CRAB: Why, certainly.

ANTEATER: Oh, by concentrating on details, you have utterly missed the big picture. In
reality, this group of letters is "f," "e,” "r," "A," "C," “H,” without any repetitions. First they
get smaller, then they get bigger.. Here, Achilles-what do you make of it?

ACHILLES: Let me see. Hmm. Well, | see it as a set of uppercase letters which grow as you
move to the right.

TORTOISE: Do they spell anything?
ACHILLES: Ah ... J. S. BACH." Oh! | understand now. It's Bach's name!

TORTOISE: Strange that you should see it that way. | see it as a set o lower-case letters,
shrinking as they move to the right, and . . , spelling out ... the name of ... (Slows down
slightly, especially drawing, out the last few words. Then there is a brief silence. Suddenly he
resumes as t nothing unusual had happened.)- "fermat."

ACHILLES: Oh, you've got Fermat on the brain, | do believe. You see Fermat's Last
Theorem everywhere.

ANTEATER: You were right, Mr. Tortoise-1 just heard a charming little fermata in the
fugue.

CRAB: So did I.
ACHILLES: Do you mean everybody heard it but me? I'm beginning to feel stupid.

TORTOISE: There, there, Achilles-don't feel bad. I'm sure you won t miss Fugue's Last
Fermata (which is coming up quite soon). But, to return to our previous topic, Dr. Anteater,
what is the very sad story which you alluded to, concerning the former owner of Aunt
Hillary's
property?

ANTEATER: The former owner was an extraordinary individual, one of the most creative
ant colonies who ever lived. His name was Johant Sebastiant Fermant, and he was a
mathematiciant by vocation, but a musiciant by avocation.

ACHILLES: How very versatile of him!

ANTEATER: At the height of his creative powers, he met with a most untimely demise. One
day, a very hot summer day, he was out soaking up the warmth, when a freak thundershower-
the kind that hits only once every hundred years or so-appeared from out of the blue and
thoroughly drenched J. S. F. Since the storm came utterly without warning, the ants got
completely disoriented and confused. The
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intricate organization that had been so finely built up over decades all went down the drain in
a matter of minutes. It was tragic.

ACHILLES: Do you mean that all the ants drowned, which obvious would spell the end of
poor J. S. F.?

ANTEATER. Actually, no. The ants managed to survive, every last one them, by crawling
onto various sticks and logs that floated above tl raging torrents. But when the waters receded
and left the ants back on their home grounds, there was no organization left. The cas
distribution was utterly destroyed, and the ants themselves had r ability to reconstruct what
had once before been such a finely tune organization. They were as helpless as the pieces of
Humpty Dump in putting themselves back together again. | myself tried, like all ti king's
horses and all the king's men, to put poor Fermant together again. | faithfully put out sugar
and cheese, hoping against hope that somehow Fermant would reappear . . . (Pulls out a
handkerchief and wipes his eyes.)

ACHILLES: How valiant of you! I never knew Anteaters had such bi hearts.

ANTEATER: But it was all to no avail. He was gone, beyond reconstitution. However,
something very strange then began to take place, over the next few months, the ants that had
been components of, S. F. slowly regrouped, and built up a new organization. And thus was
Aunt Hillary born.

CRAB: Remarkable! Aunt Hillary is composed of the very same ants Fermant was?

ANTEATER: Well, originally she was, yes. By now, some of the older an have died, and
been replaced. But there are still many holdover from the J. S. F.-days.

CRAB: And can't you recognize some of J. S. F.'s old traits coming to the fore, from time to
time, in Aunt Hillary?

ANTEATER: Not a one. They have nothing in common. And there is n reason they should,
as | see it. There are, after all, often sever distinct ways to rearrange a group of parts to form
a "sum.” An Aunt Hillary was just a new "sum" of the old parts. Not more tha the sum, mind
you just that particular kind of sum.

TORTOISE: Speaking of sums, | am reminded of number theory, where occasionally, one
will be able to take apart a theorem into its component symbols, rearrange them in a new
order, and come up with a new theorem.
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ANTEATER: I've never heard of such a phenomenon, although | confess to being a total
ignoramus in the field.

ACHILLES: Nor have | heard of it-and | am rather well versed in the field, if | don't say so
myself. | suspect Mr. T is just setting up one of his elaborate spoofs. | know him pretty well
by now.

ANTEATER: Speaking of number theory, I am reminded of J. S. F. again, for number theory
is one of the domains in which he excelled. In fact he made some rather remarkable
contributions to number theory Aunt Hillary, on the other hand, is remarkably dull-witted in
any thing that has even the remotest connection with mathematics. Also, she has only a rather
banal taste in music, whereas Sebastiant wa extremely gifted in music.

ACHILLES: | am very fond of number theory. Could you possibly relate to us something of
the nature of Sebastiant's contributions?

ANTEATER: Very well, then. (Pauses for a moment to sip his tea, then resumes) Have you
heard of Fourmi's infamous "Well-Tested Conjecture”

ACHILLES: I'm not sure.... It sounds strangely familiar, and yet | can quite place it.

ANTEATER: It's a very simple idea. Lierre de Fourmi, a mathematiciant" by vocation but
lawyer by avocation, had been reading in his copy o the classic text Arithmetica by DI of
Antus, and came across a page containing the equation

2a+2b:20

He immediately realized that this equation has infinitely many solutions a, b, ¢, and then
wrote in the margin the following notorious comment:
The equation

a"+h"=c"

has solutions in positive integers a, b, ¢, and n only when n = 2 (and then there are
infinitely many triplets a, b, ¢, which satisfy the equation); but there are no
solutions for n > 2. | have discovered a truly marvelous proof of this statement,
which, unfortunately, this margin is too small to contain.

Ever since that year, some three hundred days ago, mathematiciants have been vainly trying
to do one of two things: either to prove Fourmi's claim, and thereby vindicate Fourmi's
reputation, which,
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During emigrations army ants sometimes create bridges of their own bodies. In this photograph of such a
bridge (de Fourmi Lierre), the workers Ecilon burchelli colony can be seen linking their legs and, along the
top of the bridge, hooking their tarsal claws together to form irregular systems of chains. A symbiotic
silverfish, Trichatelura manni, is seen crossing the bridge in the center. (From E. O. Wilson, The Insect
Societies. Photograph courtesy of C. W. Rettenmeyer.)

although very high, has been somewhat tarnished by skeptics who think he never really found
the proof he claimed to have found-or else to refute the claim, by finding a counterexample: a
set of four integers a, b, ¢, and n, with n > 2, which satisfy the equation. Until very recently,
every attempt in either direction had met with failure. To be sure, the Conjecture has been
verified for many specific values of n-in particular, all n up to 125,000. But no one had
succeeded in proving it for all n-no one, that is, until Johant Sebastiant Fer mant came upon
the scene. It was he who found the proof that cleared Fourmi's name. It now goes under the
name ~ Johant Sebastiant's Well-Tested Conjecture.”

ACHILLES: Shouldn't it be called a "Theorem" rather than a "Conjecture,” if it's finally been
given a proper proof?

ANTEATER: Strictly speaking, you're right, but tradition has kept it this way.

TORTOISE: What sort of music did Sebastiant do?
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ANTEATER: He had great gifts for composition. Unfortunately, his greatest work is
shrouded in mystery, for he never reached the point of publishing it. Some believe that he had
it all in his mind; others are more unkind, saying that he probably never worked it out at all,
but merely blustered about it.

ACHILLES: What was the nature of this magnum opus?

ANTEATER: It was to be a giant prelude and fugue; the fugue was to have twenty-four
voices, and to involve twenty-four distinct subjects, one in each of the major and minor keys.

ACHILLES: It would certainly be hard to listen to a twenty-four-voice fugue as a whole!
CRAB: Not to mention composing one!

ANTEATER: But all that we know of it is Sebastiant's description of it, which he wrote in
the margin of his copy of Buxtehude's Preludes and Fugues for Organ. The last words which
he wrote before his tragic demise were:

| have composed a truly marvelous fugue. In it, I have added together the power of
24 keys, and the power of 24 themes; | came up with fugue with the power of 24
voices. Unfortunately, this margin is too narrow to contain it.

And the unrealized masterpiece simply goes by the name "Fermant's Last Fugue."
ACHILLES: Oh, that is unbearably tragic.

TORTOISE: Speaking of fugues, this fugue that we have been listening to is nearly over.
Toward the end, there occurs a strange new twist on its theme. (Flips the page in the Well-
Tempered Clavier.) Well, what have we here? A new illustration-how appealing! (Shows it to
the Crab.)

CRAB: Well, what have we here? Oh, | see: it's "THOLISMIONISM," written in large letters
that first shrink and then grow back to their original size. But that doesn't make any sense,
because it's not a word. Oh me, oh my! (Passes it to the Anteater.)

ANTEATER: Well, what have we here? Oh, | see: it's "REDUCTHOLISM,'
written in small letters that first grow and then shrink back to their original size. But that
doesn't make any sense, because it's not a word. Oh my, oh me! (Passes it to Achilles.)

ACHILLES: I know the rest of you won't believe this, but in fact this picture consists of the
word "HOLISM" written twice, with the letters
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ILLUSTRATION BY THE AUTHOR.

continually shrinking as they proceed from left to right. (Returns it to the Tortoise. )

TORTOISE: | know the rest of you won't believe this, but in fact this picture consists of the
word "REDUCTIONISM™ written once, with the letters continually growing as they proceed
from left to right.

ACHILLES: At last-1 heard the new twist on the theme this time! | am so glad that you
pointed it out to me, Mr. Tortoise. Finally, I think I am beginning to grasp the art of listening
to fugues..

Reflections

Is a soul greater than the hum of its parts? The participants in the preceding dialogue seem to
have divergent views on this question. What is certain and agreed upon, however, is that the
collective behavior of a system of individuals can have many surprising properties.

Many people, on reading this dialogue, are reminded of the seemingly purposive,
selfish, survival-oriented behavior of countries that emerges somehow from the habits and
institutions of their citizens: their educational system, legal structure, religions, resources,
style of consumption and level of expectations, and so on. When a tight organization forms
from distinct individuals-particularly when contributions to the organization are not traceable
to specific individuals in the lower level we tend to see it as a higher-level individual and
often speak of it in
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anthropomorphic terms. A newspaper article about a terrorist group described it as "playing
its cards extremely close to its chest.”" It is often said of Russia that it "desires" world
recognition of its might because it "suffers” from a "long-standing inferiority complex™ with
respect to Western Europe. While admittedly metaphors, these examples serve to
demonstrate how strong the urge is to personify organizations.

The component individuals of organizations-secretaries, workers, bus drivers,
executives, and so on-have their own goals in life, which, one might expect, would come into
conflict with any higher-level entity of which they formed a part, but there is an effect (which
many students of political science would regard as insidious and sinister) whereby the
organization co-opts and exploits these very goals, taking advantage of the individuals' pride,
need for self-esteem, and so on, and turning them, back to its own profits. There emerges
from all the many low-level goals a kind of higher-level momentum that subsumes all of
them, that sweeps them along and thereby perpetuates itself.

Therefore it is perhaps not so silly for the Tortoise to object to Achilles’ comparison
of himself to an ant and to prefer an attempt by Achilles to "map himself," at a suitable level,
onto an ant colony. Similarly, we may sometimes wonder to ourselves "What is it like to be
China? How different from that would it feel to be the United States?" Do suc questions
makes any kind of sense at all? We shall postpone detailed discussion of them until after
Nagel's piece on bats (selection 24). Nonetheless, let us think a bit right now about whether it
makes sense to think of "being" a country. Does a country have thoughts or beliefs? It all
comes down to whether a country has a symbol level, in the sense that Aunt Hillary does.
Instead of saying that a system "has a symbol level,” we might instead say, "It is a
representational system."

This concept of "representational system" is a crucial one in this book, and needs a
somewhat precise definition. By "representational system” we will mean an active, self-
updating collection of structures organized to "mirror” the world as it evolves. A painting, no
matter how representational, would thus be excluded, since it is static. Curiously, we mean
also to exclude mirrors themselves, although the argument could be made that the set of
images in a mirror keeps quite up to date with the world! The lack in this case is twofold.
First, the mirror itself does not make any distinction between images of different objects-it
mirrors the universe, but sees no categories. In fact, a mirror makes only one image it is in
the eye of the beholder that the mirror's single image breaks up into “separate” images of
many distinct objects. A mirror cannot be said to perceive-only to reflect. Second, the image
in a mirror is not an autonomous structure with its own "life"; it depends directly on the.
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external world. If the lights are turned off, it goes away. A representational system should be
able to keep on going even if cut off from contact with the reality it is "reflecting”-although
you now see that "reflection” is not quite a rich enough metaphor. The isolated
representational structures should now continue to evolve in a way that reflects, if not the true
way the world will evolve, at least a probable way. Actually, a good representational system
will sprout parallel branches for various possibilities that can be reasonably anticipated. Its
internal models will, in the metaphorical sense defined in the Reflections on "Rediscovering
the Mind,” go into superposition s of states, each with an associated subjective estimate of
likelihood.

In brief, then, a representational system is built on categories; it sifts incoming data
into those categories, when necessary refining or enlarging its network of internal categories;
its representations or "symbols" interact among themselves according to their own internal
logic; this logic, although it runs without ever consulting the external world, nevertheless
creates a faithful enough model of the way the world works that it manages to keep the
symbols pretty much "in phase" with the world they are supposed to be mirroring. A
television is thus not a representational system, as it indiscriminately throws dots onto its
screen without regard to what kinds of things they represent, and the patterns on the screen
do not have autonomy-they are just passive copies of things "out there." By contrast, a
computer program that can "look™ at a scene and tell you what is in that scene comes closer
to being a representational system. The most advanced artificial intelligence work on
computer vision hasn't yet cracked that nut. A program that could look at a scene and tell you
not only what kinds of things are in the scene, but also what probably caused that scene and
what will probably ensue in it-that is what we mean by a representational system. In this
sense, is a country a representational system? Does a country have a symbol level? We'll
leave this one for you to ponder on.

One of the crucial notions of the Ant Fugue is the "caste distribution™ or "state,” for it
is claimed that that is a causal agent in determining the future of the organism. Yet this seems
to contradict the idea that all of a system's behavior comes from underlying laws-those of
ants of neurons, in the case of colonies or brains-but ultimately, in either case those of
particles. Is there such a thing as "downward causality" put starkly, the notion that "a thought
can influence the path of ar electron"?

In Inside the Brain by William Calvin and George Ojemann, there i~ a provocative
series of questions asked about a neural firing. "What start: it?" they ask. What causes the
sodium channels to open up? (The function
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of the sodium channels is to let sodium ions into the neuron, and when their concentration is
high enough, that then triggers the release of the neurotransmitters, whose flow from one
neuron to another constitutes the essence of neural firing.) The answer is, the sodium
channels are voltage-sensitive, and they have just been hit by a strong enough voltage pulse
to flip their state from closed to open.

"But what_ causes the voltage to rise originally, so that it crosses this threshold ... and
sets off this sequence of events called the impulse?” they go on. The answer is, various
"nodes” along the neuron's axon have simply relayed this high voltage from one station to the
next. So then the question is again transformed. This time they ask, "But what causes the very
first impulse to occur at the very first node? Where does that voltage shift come from? What
precedes the impulse?"

Well, for most neurons inside the brain-" interneurons,” meaning neurons that are fed
into not by sensory input but only by other neurons -the answer is, their first node's voltage
shift is provoked by the total effect of the pulses of neurotransmitters coming in from other
neurons. (We could call those neurons "upstream” neurons, but that would imply, quite
falsely, that the flow of neural activity in the brain follows a line in only one direction, in the
manner of a river. In fact, as a rule, neural flow patterns are far from linear and make loops
all over the place, quite unlike rivers.)

Thus we seem to get into a vicious circle-a chicken-and-egg type of riddle. Question:
"What triggers a neural firing?" Answer: "Other neural firings!" But the real question remains
unanswered: "Why those neurons, and not others? Why this vicious circle and not another
neural loop in another part of the brain?" To answer this, we have to shift levels and talk
about the relationship of the brain to the ideas it encodes, which then would require us to talk
about how the brain encodes, or represents, its concepts about the world. Since we do not
wish to theorize in this book on the details of such matters, we will talk about a related but
simpler concept.

Imagine an intricately bifurcating and rejoining domino-chain network. Suppose that
each domino has a little time-delayed spring underneath it that stands it up again five seconds
after it has fallen. By setting up the network in various configurations, one could actually
program the system of dominoes to perform calculations with numbers, exactly as one could
a full-scale computer. Various pathways would carry out various parts of the calculation, and
elaborate branching loops could be set up. (Note how this image is not too different, then,
from that of networks of neurons in a brain.)

One could imagine a "program™ trying to break the integer 641 into
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the product of its prime factors. "Why isn't this particular domino ever falling down?" you
might ask, pointing at one that you've been watching for a long time. An answer on one level
would be "Because its predecessor never falls." But that low-level "explanation™ only begs
the question, What one really wants-the only satisfying answer, in fact-is an answer on the
level of the concepts of the program: "It never falls because it i~ in a stretch of dominoes that
gets activated only when a divisor is found But 641 has no divisors-it is prime. So the reason
that domino never falls has nothing to do with physics or domino chains-it is simply the fac
that 641 is prime.”

But have we then admitted that higher-level laws actually-are responsible, and govern
the system above and beyond lower-level laws? No. I is simply that an explanation that
makes any sense demands higher-level concepts. The dominos certainly don't know they are
part of a program nor do they need to-any more than the keys of a piano know, or nee( to
know, which piece you are playing. Think how strange it would be i they did! Nor do your
neurons know that they are involved in thinking€ these thoughts right now, nor ants that they
are part of the grand scheme of their colony.

There is a further-back question that might arise in your mind "What laws, at what
level, are responsible for the existence of the pro gram and the domino chains-indeed, for the
manufacturing of the dominoes at all?" To answer this and the many questions it inevitably
triggers we are sent sailing backward in time over larger and larger spans, back into all the
reasons our society exists, back to the origin of life, and si on. It is more convenient to sweep
these many questions under the rug and simply to leave our reason as: the primeness of 641.
We prefer this kind of compact higher-level explanation, one that eliminates long view into
the past and that concentrates on the present or the timeless. Bu if we want to trace events to
their ultimate causes, we are forced into reductionistic views as described by Dawkins or the
Tortoise. Indeed ultimately we are sent back to the physicists, who will refer us to the "Bi
Bang" as the primordial cause of everything. This is not satisfying, how ever, because ‘we
want an answer at a level that appeals to concept familiar to people-and, fortunately, nature is
stratified enough that the is often possible.

We asked whether a thought can influence the course of an electron in flight. The
reader could easily conjure up an image we do not have ii mind-namely, of a deeply
concentrating "psychic" with furrowed bro™ beaming his "waves of Plutonian energy" (or
whatever he calls them outwards toward an object-say a tumbling die-and influencing the
wayit will land. We do not believe in anything of the sort. We do not believe
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that there is some as-yet undiscovered "mental magnetism" through which concepts could
"reach down" and, through some sort of "semantic potential,” alter the paths of particles,
making them deviate from what present-day physics would predict. We are talking about
something else. It is more a question of where explanatory power comes from-perhaps a
question of the proper ways of using words, a question of how to reconcile everyday usage of
terms like "cause™ with the scientific usage of those terms. Thus, is it reasonable to explain
the trajectories of particles by making references to higher-level notions such as "beliefs,"
"desires,” and so forth? The reader may detect that we see much utility in adopting this way
of speaking. Just as evolutionary biologists feel free to use "teleological shorthand” to
condense their concepts down to an intuitively reasonable size, so we feel that people who
study the mechanisms of thought must necessarily become conversant with ways of
translating back and forth between purely reductionistic language and a sort of "holistic"
language in which wholes do indeed exert a visible effect on their parts, do indeed possess
"downward causality."

In physics, when a shift of point of view is made, sometimes the laws may appear to
be different. Think of the amusement park ride in which people line the inner walls of a large
cylinder. The cylinder starts spinning and as it does so, its floor falls away, as if a giant can
opener had just opened this can from below. The people are left hanging, with their backs
powerfully pressed against the wall by the so-called centrifugal force. If you were on this ride
and attempted to throw a tennis ball to a friend directly across the cylinder, you would see the
ball flying crazily off course, perhaps even boomeranglike returning to you! Of course, this is
simply because you would move around in the same amount of time as the ball sailed (in a
straight line) across the cylinder. But if you were unaware that you were in a rotating frame,
you might invent a name for the strange deflecting force that makes your ball veer away from
its intended destination. You might think it was some bizarre variation of gravity. This would
be strongly supported by the observation that this force acted identically on any two objects
with the same mass, as gravity does. Amazingly enough, this simple observation-that
"fictitious forces" and gravity are easily confused-is at the heart of Einstein's great theory of
general relativity. The point of this example is that a shift of frame of reference can induce a
shift of perceptions and concepts-a shift in ways of perceiving causes and effects. If it is good
enough for Einstein, it ought to be good enough for us!

We will not belabor the reader further with descriptions of the tricky shifts of point of
view as one swings back and forth between the level of wholes and the level of their parts.
We will simply introduce some catchy
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terminology which may titillate the reader into thinking further about these issues. We have
contrasted "reductionism™ and "holism." Now you can see that “reductionism™ is synonymous
with "upward causality" and "holism" with "downward causality." These are concepts having
to do with how events on different size-scales in space determine each other. They have
counterpart notions in the time dimension: to reductionism corresponds the idea of predicting
the future from the past without regard to "goals" of organisms; to holism corresponds the
idea that only inanimate objects can be so predicted, but that in the case of animate objects,
purposes and goals and desires and so on are essential to explain their actions. This view,
often called "goal-oriented" or "teleological,” could equally well be termed "goalism"-and its
opposite could be termed "predictionism." Thus predictionism emerges as the temporal
counterpart to reductionism, with goalism being the temporal counterpart to holism.
Predictionism is the doctrine that only "upstream" events -and nothing "downstream"-need be
taken into account in determining the way the present flows into the future. Goalism, its
opposite, sees animate objects as moving toward goals in the future-thus it sees future events
in some sense projecting causal power backward in time, or retroactively. We can call this
"retroactive causality"”; it is the temporal counterpart to holism's "introactive causality,"”
where causes are seen to flow "inward" (from wholes to their parts). Put goalism and holism
together, and you have-you guessed it-soulism! Put predictionism and reductionism together,
and you get-mechanism.
To summarize, we can draw a little chart:

Hard scientists Soft scientists
Reductionism Holism
(upward causality) (downward causality)
+ +
Predictionism Goalism
(upstream causality) (downstream causality)
= Mechanism = Soulism

Well, now that we have indulged our fancy for wordplay, let us move on. A fresh
perspective is offered us by another metaphor for brain activity: that of the “thinking wind
chime.” Think of a complex wind
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chime structured like a mobile, with glass "tinklers" dangling like leaves off branches,
branches dangling from larger branches, and so on. When wind strikes the chime, many
tinklers flutter and slowly the whole structure changes on all levels. It is obvious that not just
the wind, but also the chime state, determines how the little glass tinklers move. Even if only
one single glass tinkler were dangling, the twistedness of its string would have as much to do
with how the chime would move as the wind would.

Just as people do things "of their own volition," so the chime seems to have a "will of
its own." What is volition? A complicated internal configuration, established through a long
history, that encodes tendencies toward certain future internal configurations and away from
others. This is present in the lowliest wind chime.

But is this fair? Does a wind chime have desires? Can a wind chime think? Let's
fantasize a bit, adding many features to our chime. Suppose there is a fan on a track near the
chime, whose position is electronically controlled by the angle of one particular branch in the
chime, and whose blades' rotational speed is controlled by the angle of another branch. Now
the chime has some control over its environment, like having big hands that are guided by
groups of tiny, insignificant-seeming neurons: the chime plays a larger role in determining its
own future.

Let's go further and suppose that many of the branches control blowers, one blower
per branch. Now when wind-natural or blower caused-blows, a group of tinklers will
shimmer, and subtly and delicately they will transmit a soft shimmer to various other portions
of the chime. That in turn propagates around, gradually twisting branches, thus creating a
new chime state that determines where the blowers point and how hard they blow, and this
will set up more responses in the chime. Now the external wind and the internal chime state
are intertwined in a very complicated way-so complicated, in fact, that it would be very hard
to disentangle them conceptually from each other.

Imagine two chimes in the same room, each affecting the other by blowing small
gusts of wind in the direction of the other. Who can say that it makes sense to decompose the
system into two natural parts? It might be that the best way to look at the system is in terms
of top-level branches, in which case there might be five or ten natural parts in each of the two
chimes-or perhaps the branches a level below that are the best units to look at, in which case
we might see twenty or more per chime.... It is all a matter of convenience. All parts interact
in some sense with all others, but there might be two parts that are somewhat discernible as
separate in space or in coherence of organization-certain types of shimmering might stay
localized in one region, for instance-and we
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could then speak of distinct "organisms.” But note how the whole thing is still explicable in
terms of physics.

We could now posit a mechanical hand whose motions are controlled by the angles
of, say, two dozen high-level branches. These branches are of course intimately tied in with
the entire chime state. We could imagine the chime state determining the hand's motions in a
curious way-namely telling the hand which chess piece to pick up and move on a board.
Wouldn't it be a marvelous coincidence if it always picked up a sensible piece and made a
legal move? And an even more marvelous coincidence if its moves were always good
moves? Hardly. If this were to happen, it would be precisely because it was not a
coincidence. It would be because the chime's internal state had representational power.

Once again we'll back away from trying to describe precisely how ideas could be
stored in this strange shimmering structure, reminiscent of a quaking aspen. The point has
been to suggest to the reader the potential delicacy, intricacy, and self-involvedness of a
system that responds to external stimuli and to features at various levels of its own internal
configuration.

It is well-nigh impossible to disentangle such a system's response to the outside world
from its own self-involved response, for the tiniest external perturbation will trigger a myriad
tiny interconnected events, and a cascade will ensue. If you think of this as the system's
"perception™ of input, then clearly its own state is also "perceived” in a similar way. Self-
perception cannot be disentangled from perception.

The existence of a higher-level way of looking at such a system is not a foregone
conclusion; that is, there is no guarantee that we could decode the chime state into a
consistent set of English sentences expressing the beliefs of the system, including, for
instance, the set of rules of chess (as well as how to play a good game of chess!). However,
when systems like that have evolved by means of natural selection, there will be a reason that
some have survived and most others failed to: meaningful internal organization allowing the
system to take advantage of its environment and to control it, at least partially.

In the wind chime, the hypothetical conscious ant colony, and the brain, that
organization is stratified. The levels in the wind chime corresponded to the different levels of
branches dangling from other branches, with the spatial disposition of the highest branches
representing the most compact and abstract summary of the global qualities of the chime
state, and the disposition of the many thousands (or millions?) of quivering individual
tinklers giving a totally unsummarized, unintuitive, but concrete and local description of the
chime state. In the ant colony, there were ants, teams, signals at various levels, and finally the
caste distribu-
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tion or "colony state"-again the most incisive yet abstract view of the colony. As Achilles
marveled, it is so abstract that the ants themselves are never mentioned! In the brain, we just
do not know how to find the high-level structures that would provide a readout in English of
the beliefs stored in the brain. Or rather, we do-we just ask the brain's owner to tell us what
he or she believes! But we have no way of physically determining where or how beliefs are
coded.*

In our three systems, various semiautonomous subsystems exist, each of which
represents a concept, and various input stimuli can awaken certain concepts, or symbols.
Note that in this view there is no "inner eye" that watches all the activity and "feels" the
system; instead the system's state itself represents the feelings. The legendary "little person™
who would play that role would have to have yet a smaller "inner eye,” after all, and that
would lead to further little people and ever-tinier "inner eyes"-in short, to infinite regress of
the worst and silliest kind. In this kind of system, contrariwise, the self-awareness comes
from the system’'s intricately intertwined responses to both external and internal stimuli. This
kind of pattern illustrates a general thesis: "Mind is a pattern perceived by a mind." This is
perhaps circular, but it is neither vicious nor paradoxical.

The closest one could come to having a "little person™ or an "inne eye" that perceives
the brain's activity would be in the self-symbol-a complex subsystem that is a model of the
full system. But the self-symbol does not perceive by having its own repertoire of smaller
symbols (including its own self-symbol-an obvious invitation to infinite regress). Rather, the
self-symbol's joint activation with ordinary (nonreflexive) symbols constitutes the system's
perception. Perception resides at the level of the full system, not at the level of the self-
symbol. If you want to say that the self-symbol perceives something, it is only in the sense
that a male moth perceives a female moth, or in the sense that your brain perceives your heart
rate-at a level of microscopic intercellular chemical messages.

The last point to be made here is that the brain needs this multileveled structure
because its mechanisms must be extraordinarily flexible in order to cope with an
unpredictable, dynamic world. Rigid programs will go extinct rapidly. A strategy exclusively
for hunting dinosaurs will be no good when it comes to hunting woolly mammoths, and much
less good when it comes to tending domestic animals or commuting to work on the subway.
An intelligent system must be able to reconfigure itself-to sit back, assess the situation, and
regroup-in rather deep ways; such flexi

*See selection 25, "An Epistemological Nightmare," for a story featuring a machine that can outdo
a person at "brain reading."
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bility requires only the most abstract kinds of mechanisms to remain unchanged. A many-
layered system can have programs tailored to very specific needs (e.g., programs for chess
playing, woolly-mammoth hunting, and so on) at its most superficial level, and progressively
more abstract programs at deeper layers, thus getting the best of both worlds Examples of the
deeper type of program would be ones for recognizing patterns; for evaluating conflicting
pieces of evidence; for deciding which, among rival subsystems clamoring for attention,
should get higher priority; for deciding how to label the currently perceived situation for
possible retrieval on future occasions that may be similar; for deciding€ whether two
concepts really are or are not analogous; and so on.

Further description of this kind of system would carry us deep into the philosophical
and technical territory of cognitive science, and we will not go that far. Instead, we refer
readers to the "Further Readings' section for discussions of the strategies of knowledge
representation it humans and in programs. In particular, Aaron Sloman's book The Computer
Revolution in Philosophy goes into great detail on these issues.

D.RH
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ARNOLD ZUBOFF

The Story of a Brain

Once upon a time, a kind young man who enjoyed many friends and great wealth learned
that a horrible rot was overtaking all of his body but his nervous system. He loved life; he
loved having experiences. Therefore he was intensely interested when scientist friends of
amazing abilities proposed the following:

"We shall take the brain from your poor rotting body and keep it healthy in a special
nutrient bath. We shall have it connected to a machine that is capable of inducing in it
any pattern at all of neural firings and is therein capable of bringing about for you any
sort of total experience that it is possible for the activity of your nervous system to cause
or to be." The reason for this last disjunction of the verbs to cause and to be was that,
although all these scientists were convinced of a general theory that they called "the
neural theory of experience,” they disagreed on the specific formulation of this theory.
they all knew of countless instances in which it was just obvious that the state of the
brain, the pattern of its activity, somehow had made for a man's experiencing this rather
than that. It seemed reasonable to them all that ultimately what decisively controlled any
particular experience of a man-controlled whether it existed and what it was like-was the
state of his nervous system and more specifically that of those areas of the brain that
careful research had discovered to be involved in the various aspects of consciousness.
This conviction was what had prompted their proposal to their young friend.
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That they disagreed about whether an experience simply consisted in or else was caused
by neural activity was irrelevant to their belief that as long as their friend's brain was
alive and functioning under their control, they could keep him having his beloved
experience indefinitely, just as though he were walking about and getting himself into the
various situations that would in a more natural way have stimulated each of those patterns
of neural firings that they would bring about artificially. If he were actually to have gazed
through a hole in a snow-covered frozen pond, for instance, the physical reality there
would have caused him to experience what Thoreau described: "the quiet parlor of the
fishes, pervaded by a softened light as through a window of ground glass, with its bright
sanded floor the same as in summer.” The brain lying in its bath, stripped of its body and
far from the pond, if it were made to behave precisely as it naturally would under such
pond-hole circumstances, would have for the young man that very same experience.

Well, the young man agreed with the concept and looked forward to its execution.
And a mere month after he had first heard the thing proposed to him, his brain was
floating in the warm nutrient bath. His scientist friends kept busy researching, by means
of paid subjects, which patterns of neuron firings were like the natural neural responses to
very pleasant situations; and, through the use of a complex electrode machine, they kept
inducing only these neural activities in their dear friend's brain.

Then there was trouble. One night the watchman had been drinking, and, tipsily
wandering into the room where the bath lay, he careened forward so his right arm entered
the bath and actually split the poor brain into its two hemispheres.

The brain's scientist friends were very upset the next morning. They had been all
ready to feed into the brain a marvelous new batch of experiences whose neural patterns
they had just recently discovered.

"If we let our friend's brain mend after bringing the parted hemispheres together,"
said Fred, "we must wait a good two months before it will be healed well enough so that
we can get the fun of feeding him these new experiences. Of course, he won't know about
the waiting; but we sure will! And unfortunately, as we all know, two separated halves of
a brain can't entertain the same neural patterns that they can when they're together. For all
those impulses which cross from one hemisphere to another during a whole-brain
experience just can't make it across the gap that has been opened between them."

The end of this speech gave someone else an idea. Why not do the following?
Develop tiny electrochemical wires whose ends could be fitted to the synapses of neurons
to receive or discharge their neural impulses. These wires could then be strung from each
neuron whose connection
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had been broken in the split to that neuron of the other hemisphere to which it had
formerly been connected. "In this way," finished Bert, the proposer of this idea, "all those
impulses that were supposed to cross over from one hemisphere to the other could do just
that-carried over the wires."”

This suggestion was greeted with enthusiasm, since the construction of the wire
system, it was felt, could easily be completed within a week. But one grave fellow named
Cassander had worries. "We all agree that our friend has been having the experiences
we've tried to give him. That is, we all accept in some form or other the neural theory of
experience Now, according to this theory as we all accept it, it is quite permissible to alter
as one likes the context of a functioning brain, just so long as one maintains the pattern of
its activity. We might look at what we're saying this way. There are various conditions
that make for the usual having o an experience-an experience, for instance, like that
pond-hole experience we believe we gave our friend three weeks ago. Usually these
conditions are the brain being in an actual body on an actual pond stimulated to such
neural activity as we did indeed give our friend. We gave our friend the neural activity
without those other conditions of its context because our friend has no body and because
we believe that what is essential and decisive for the existence and character of an
experience anyway is not such context but rather only the neural activity that it can
stimulate. The contextual conditions, we believe, are truly inessential to the bare fact of a
man having an experience-even if they are essential conditions in the normal having of
that experience. If one has the wherewithal, as we do, to get around the normal necessity
of these external conditions of an experience of a pond hole, then such conditions are no
longer necessary. And this demonstrates that within our concept of experience they never
were necessary in principle to the bare fact of having the experience.

"Now, what you men are proposing to do with these wires amounts to regarding
as inessential just one more normal condition of our friend's having his experience. That
is, you are saying something like what | just said about the context of neural activity-but
you're saying it about the condition of the proximity of the hemispheres of the brain to
one another. You're saying that the two hemispheres being attached to one another in the
whole-brain experiences may be necessary to the coming about of those experiences in
the usual case, but if one can get around a breach of this proximity in some, indeed,
unusual case, as you fellows would with your wires, there'd still be brought about just the
same bare fact of the same experience being had! You're saying that proximity isn't a
necessary condition to this bare fact of an experience. But isn't it possible that even
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reproducing precisely the whole-brain neural patterns in a sundered brain would, to the
contrary, not constitute the bringing about of the whole-brain experience? Couldn't
proximity be not just something to get around in creating a particular whole-brain
experience but somehow an absolute condition and principle of the having of a whole-
brain experience?"

Cassander got little sympathy for his worries. Typical replies ran something like
this: "Would the damn hemispheres know they were connected by wires instead of
attached in the usual way? That is, would the fact get encoded in any of the brain
structures responsible for speech, thought or any other feature of awareness? How could
this fact about how his brain looks to external observers concern our dear friend in his
pleasures at all-any more than being a naked brain sitting in a warm nutrient bath does?
As long as the neural activity in the hemispheres together or apart-matches precisely that
which would have been the activity in the hemispheres lumped together in the head of a
person walking around having fun, then the person himself is having that fun. Why, if we
hooked up a mouth to these brain parts, he'd be telling us through it about his fun.” In
reply to such answers, which were getting shorter and angrier, Cassander could only
mutter about the possible disruption of some experiential field "or some such."

But after the men had been working on the wires for a while someone else came
up with an objection to their project that did stop them. He pointed out that it took
practically no time for an impulse from one hemisphere to enter into the other when a
brain was together and functioning normally. But the travel of these impulses over wires
must impose a tiny increase on the time taken in such crossovers. Since the impulses in
the rest of the brain in each hemisphere would be taking their normal time, wouldn't the
overall pattern get garbled, operating as if there were a slowdown in only one region?
Certainly it would be impossible to get precisely the normal sort of pattern going-you'd
have something strange, disturbed.

When this successful objection was raised, a man with very little training in
physics suggested that somehow the wire be replaced by radio signals. This could be
done by outfitting the raw face-of the split-of each hemisphere with an "impulse
cartridge” that would be capable of sending any pattern of impulses into the hitherto
exposed and unconnected neurons of that hemisphere, as well as of receiving from those
neurons any pattern of impulses that that hemisphere might be trying to communicate to
the other hemisphere. Then each cartridge could be plugged into a special radio
transmitter and receiver. When a cartridge received an impulse from a neuron in one
hemisphere intended for a
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neuron of the other, the impulse could then be radioed over and properly administered by
the other cartridge. The fellow who suggested this even mused that then each half of the
brain could be kept in a separate bath and yet the whole still be engaged in a single
whole-brain experience.

The advantage of this system over the wires, this fellow thought, resided in the
"fact” that radio waves take no time, unlike impulses in wires, to travel from one place to
another. He was quickly disabused of this idea. No, the radio system still suffered from
the time-gap obstacle.

But all this talk of impulse cartridges inspired Bert. "Look, we could feed each
impulse cartridge with the same pattern of impulses it would have been receiving by
radio but do so by such a method as to require no radio or wire transmission. All we need
do is fix to each cartridge not a radio transmitter and receiver but an “impulse
programmer,' the sort of gadget that would play through whatever program of impulses
you have previously given it. The great thing about this is that there is no longer any need
for the impulse pattern going into one hemisphere to be actually caused, in part, by the
pattern coming from the other. Therefore there need not be any wait for the transmission.
The programmed cartridges can be so correlated with the rest of our stimulation of neural
patterns that all of the timing can be just as it would have been if the hemispheres were
together. And, yes, then it will be easy to fix each hemisphere in a separate bath-perhaps
one in the laboratory here and one in the laboratory across town, so that we may employ
the facilities of each laboratory in working with merely half a brain. This will make
everything easier. And we can then bring in more people; there are many who've been
bothering us to let them join our project.”

But now Cassander was even more worried. "We have already disregarded the
condition of proximity. Now we are about to abandon yet another condition of usual
experience-that of actual causal connection. Granted you can be clever enough to get
around what is usually quite necessary to an experience coming about. So now, with your
programming, it will no longer be necessary for impulses in one half of the brain actually
to be a cause of the completion of the whole-brain pattern in the other hemisphere in
order for the whole-brain pattern to come about. But is the result still the bare fact of the
whole-brain experience or have you, in removing this condition, removed an absolute
principle of, an essential condition for, a whole-brain experience really being had?"

The answers to this were much as they had been to the other. How did the neural
activity know whether a radio-controlled or programmed impulse cartridge fed it? How
could this fact, so totally external to them, register with the neural structures underlying
thought, speech, and every other item of awareness? Certainly it could not register
mechanically.
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Wasn't the result then precisely the same with tape as with wire except that now the time-
gap problem had been overcome? And wouldn't a properly hooked-up mouth even report
the experiences as nicely after the taped as after the wired assistance with crossing
impulses?

The next innovation came soon enough-when the question was raised about
whether it was at all important, since each hemisphere was now working separately, to
synchronize the two causally unconnected playings of the impulse patterns of the
hemispheres. Now that each hemisphere would in effect receive all the impulses that in a
given experience it would have received from the other hemisphere-and receive them in
such a way as would work perfectly with the timing of the rest of its impulses-and since
this fine effect could be achieved in either hemisphere quite independent of its having yet
been achieved in the other, there seemed no reason for retaining what Cassander sadly
pointed to as the "condition of synchronization." Men were heard to say, "How does
either hemisphere know, how could it register when the other goes off, in the time of the
external observer, anyway? For each hemisphere what more can we say than that it is just
precisely as if the other had gone off with it the right way? What is there to worry about
if at one lab they run through one half of a pattern one day and at the other lab they
supply the other hemisphere with its half of the pattern another day? The pattern gets run
through fine. The experience comes about. With the brain parts hooked up properly to a
mouth, our friend could even report his experience.”

There was also some discussion about whether to maintain what Cassander called
"topology"-that is, whether to keep the two hemispheres in the general spatial relation of
facing each other. Here too Cassander's warnings were ignored.

Ten-centuries later the famous project was still engrossing men. But men now
filled the galaxy and their technology was tremendous. Among them were billions who
wanted the thrill and responsibility of participating in the "Great Experience Feed." Of
course, behind this desire lay the continuing belief that what men were doing in
programming impulses still amounted to making a man have all sorts of experiences.

But in order to accommodate all those who now wished to participate in the
project, what Cassander had called the "conditions" of the ex-
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periencing had, to the superficial glance, changed enormously. (Actually, they were in a
sense more conservative than they had been when we last saw them, because, as | shall
explain later, something like "synchronization" had been restored.) Just as earlier each
hemisphere of the brain had rested in its bath, now each individual neuron rested in one
of its own. Since there were billions of neurons, each of the billions of men could involve
himself with the proud task of manning a neuron bath.

To understand this situation properly, one must go back again ten centuries, to
what had occurred as more and more men had expressed a desire for a part of the project.
First it was agreed that if a whole-brain experience could come about with the brain split
and yet the two halves programmed as | have described, the same experience could come
about if each hemisphere too were carefully divided and each piece treated just as each of
the two hemispheres had been. Thus each of four pieces of brain could now be given not
only its own bath but a whole lab-allowing many more people to participate. There
naturally seemed nothing to stop further and further divisions of the thing, until finally,
ten centuries later, there was this situation-a man on each neuron, each man responsible
for an impulse cartridge that was fixed to both ends of that neuron -- transmitting and
receiving an impulse whenever it was programmed to do so.

Meanwhile there had been other Cassanders. After a while none of these
suggested keeping the condition of proximity, since this would have so infuriated all his
fellows who desired to have a piece of the brain. But it was pointed out by such
Cassanders that the original topology of the brain, that is, the relative position and
directional attitude of each neuron, could be maintained even while the brain was spread
apart; and also it was urged by them that the neurons continue to be programmed to fire
with the same chronology-the same temporal pattern-that their firings would have
displayed when together in the brain.

But the suggestion about topology always brought a derisive response. A sample:
"How should each of the neurons know, how should it register on a single neuron, where
it is in relation to the others? In the usual case of an experience it is indeed necessary for
the neurons, in order at all to get firing in that pattern that is or causes the experience, to
be next to each other, actually causing the firing of one another, in a certain spatial
relation to one another-but the original necessity of all these conditions is overcome by
our techniques. For example, they- are not necessary to the bare fact of the coming about
of the expericirce that we are now causing to be had by the ancient gentleman whose
neuron this is before me. And if we should bring these neurons together into
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a hookup with a mouth, then he would tell you of the experience personally.”

Now as for the second part of the Cassanderish suggestion, the reader might
suppose that after each successive partitioning of the brain, synchronization of the parts
would have been consistently disregarded, so that eventually it would have been thought
not to matter when each individual neuron was to be fired in relation to the firings of the
other neurons just as earlier the condition had been disregarded when there were only two
hemispheres to be fired. But somehow, perhaps because disregarding the timing and
order of individual neuron firings would have reduced the art of programming to
absurdity, the condition of order and timing had crept back, but without the Cassanderish
reflectiveness. "Right" temporal order of firings is now merely assumed as somehow
essential to bringing about a given experience by all those men standing before their
baths and waiting for each properly programmed impulse to come to its neuron.

But now, ten centuries after the great project's birth, the world of these smug
billions was about to explode. Two thinkers were responsible.

One of these, named Spoilar, had noticed one day that the neuron in his charge
was getting a bit the worse for wear. Like any other man with a neuron in that state, he
merely obtained another fresh one just like it and so replaced the particular one that had
gotten worn-tossing the old one away. Thus he, like all the others, had violated the
Cassanderish condition of "neural identity"-a condition never taken very seriously even
by Cassanders. It was realized that in the case of an ordinary brain the cellular
metabolism was always replacing all the particular matter of any neuron with other
particular matter, forming precisely the same kind of neuron. What this man had done
was really no more than a speeding up of this process. Besides, what if, as some
Cassanders had implausibly argued, replacing one neuron by another just like it somehow
resulted, when it was eventually done to all the neurons, in a new identity for the
experiencer? There still would be an experiencer having the same experience every time
the same patterns of firings were realized (and what it would mean to say he was a
different experiencer was not clear at all, even to the Cassanders). So any shift in neural
identity did not seem destructive of the fact of an experience coming about.

This fellow Spoilar, after he had replaced the neuron, resumed his waiting to
watch his own neuron fire as part of an experience scheduled several hours later.
Suddenly he heard a great crash and a great curse. Some fool had fallen against another
man's bath, and it had broken totally on the floor when it fell. Well, this man whose bath
had fallen would just
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have to miss out on any experiences his neuron was to have been part of until the bath
and neuron could be replaced. And Spoilar knew that the poor man had had one coming
up soon.

The fellow whose bath had just broken walked up to Spoilar. He said "Look, I've
done favors for you. I'm going to have to miss the impulse coming up in five minutes-that
experience will have to manage with one less neuron firing. But maybe you'd let me man
yours coming up later. I just hate to miss all the thrills coming up today!"

Spoilar thought about the man's plea. Suddenly, a strange thought hit him.
"Wasn't the neuron you manned the same sort as mine?"

"Yes."

"Well, look. I've just replaced my neuron with another like it, as w all do
occasionally. Why don't we take my entire bath over to the old position of yours? Then
won't it still be the same experience brought about in five minutes that it would have been
with the old neuron if we fire this then, since this one is just like the old one? Surely the
bath's identity means nothing. Anyway, then we can bring the bath back here and I can
use the neuron for the experience it is scheduled to be used for later on. Wait a minute!
We both believe the condition of topology is baloney. So why need we move the bath at
all? Leave it here; fire it fo yours; and then I'll fire it for mine. Both experiences must still
come about. Wait a minute again! Then all we need do is fire this one neuron here in
place of all the firings of all neurons just like it! Then there need,; be only one neuron of
each type firing again and again and again to bring about all these experiences! But how
would the neurons know even that they were repeating an impulse when they fired again
and again? How would they know the relative order of their firings? Then we could have
one neuron of each sort firing once and that would provide the physical realization of all
patterns of impulses (a conclusion that would have been arrived at merely by consistently
disregarding the necessity of synchronization in the progress from parted hemispheres to
parted neurons). And couldn't these neurons simply be any of those naturally firing in any
head? So what are we all doing here?"

Then an even more desperate thought hit him, which he expressed thus: "But if all
possible neural experience will be brought about simply in the firing once of one of each
type of neuron, how can any experiencer believe that he is connected to anything more
than this bare minimum of physical reality through the fact of his having any of his
experiences? And so all this talk of heads and neurons in them, which is supposedly
based on the true discovery of physical realities, is undermined entirely. There may be a
true system of physical reality, but if it involves all this physiology we have been
hoodwinked into believing, it provides so
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cheaply for so much experience that we can never know what is an actual experience of
it, the physical reality. And so belief in such a system undermines itself. That is, unless
it's tempered with Cassanderish principles."

The other thinker, coincidentally also named Spoilar, came to the same
conclusion somewhat differently. He enjoyed stringing neurons. once he got his own
neuron, the one he was responsible for, in the middle of a long chain of like neurons and
then recalled he was supposed to have it hooked up to the cartridge for a firing. Not
wanting to destroy the chain, he simply hooked the two end neurons of the chain to the
two oles of the impulse cartridge and adjusted the timing of the cartridge so that the
impulse, traveling now through this whole chain, would reach his neuron at just the right
time. Then he noticed that here a neuron, unlike one in usual experience, was quite
comfortably participating in two patterns of firings at once-the chain's, which happened
to have proximity and causal connection, and the programmed experience for which it
had fired. After this Spoilar went about ridiculing "the condition of neural context." He'd
say, "Boy, | could hook my neuron up with all those in your head, and if | could get it to
fire just at the right time, | could get it into one of these programmed experiences as fine
as if it were in my bath, on my cartridge.”

Well, one day there was trouble. Some men who had not been allowed to join the
project had come at night and so tampered with the baths that many of the neurons in
Spoilar's vicinity had simply died. Standing before his own dead neuron, staring at the
vast misery around him, he thought about how the day's first experience must turn out for
the experiencer when so many neuron firings were to be missing from their physical
realization. But as he looked about he suddenly took note of something else. Nearly
everyone was stooping to inspect some damaged equipment just under his bath. Suddenly
it seemed significant to Spoilar that next to every bath there was a head, each with its
own billions of neurons of all sorts, with perhaps millions of each sort firing at any given
moment. Proximity didn't matter. But then at any given moment of a particular pattern’s
being fired through the baths all the requisite activity was already going on anyway in the
heads of the operators-in even one of those heads, where a loose sort of proximity
condition was fulfilled too! Each head was bath and cartridge enough for any spread-
brain's realization: "But," thought Spoilar, "the same kind of physical realization must
exist for every experience of every brain-since all brains are spreadable. And that
includes mine. But then all my beliefs are based on thoughts and experiences that might
exist only as some such floating cloud. They are all suspect-including those that had
convinced me of all
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this physiology in the first place. Unless Cassander is right, to some extent, then
physiology reduces to absurdity. It undermines itself."

Such thinking killed the great project and with it the spread-brain. Men turned to
other weird activities and to new conclusions about the nature of experience. But what
these were is another story.

Reflections

This weird tale seems at first to be a sly demolition of virtually all the ideas
exploited in the rest of the book, a reductio ad absurdum of the assumptions about the
relations between brain and experience that had seemed to be innocent and obvious. How
might one resist the daffy slide to its conclusion? Some hints:

Suppose someone claimed to have a microscopically exact replica (in marble,
even) of Michelangelo's "David™ in his home. When you go to see this marvel, you find a
twenty-foot-tall roughly rectilinear hunk o pure white marble standing in his living room.
"l haven't gotten around to unpacking it yet," he says, "but | know it's in there."”

Consider how little Zuboff tells us of the wonderful “cartridges” and "impulse
programmers” that get fastened to the various bits and pieces of brain. All they do, we
learn, is provide their attached neuron, or group of neurons, with a lifetime supply of the
right sort of impulses in the right order and timing. Mere beepers, we might be inclined to
think. But reflect on what must actually be produced by these cartridges, by considering
what would in fact be a vastly "easier" technological triumph. Crippling strikes close
down all the television stations, so there is nothing to watch on TV, fortunately, IBM
comes to the aid of all the people who are going insane without their daily dose of TV, by
mailing them "impulse cartridges” to fasten to their TV sets; these cartridges are
programmed to produce ten channels of news, weather, soap opera, sports, and so forth -
all made up, of course (the news won't be accurate news, but at least it will be realistic).
After all, say the IBM people, we all know that television signals are just impulses
transmitted from the stations; our cartridges simply take a shorter route to the receiver.
What could be inside those wonderful cartridges, though? Videotapes of some sort? But
how were they made? By videotaping real live actors, newscasters, and the like, or by
animation? Animators will tell you that the task of composing, from
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scratch, all those frames without the benefit of filmed real action to draw upon is a
gigantic task that grows exponentially as you try for greater realism. When you get right
down to it, only the real world is rich enough in information to provide (and control) the
signal trains needed to sustain channels of realistic TV. The task of making up a real
world of perception (essentially the task Descartes assigned to an infinitely powerful
deceiving demon in his Meditations) is perhaps possible in principle, but utterly
impossible in fact. Descartes was right to make his evil demon infinitely powerful-no
lesser deceiver could sustain the illusion without falling back on the real world after all
and turning the illusion back into a vision of reality, however delayed or otherwise
skewed.

These points strike glancing blows against Zubof's implicit argument. Can they be
put into fatal combinations? Perhaps we can convince ourselves that his conclusions are
absurd by asking if a similar argument couldn't be marshalled to prove that there is no
need for books. Need we not simply print the whole alphabet just once and be done with
all of book publishing? Who says we should print the whole alphabet? Will not just one
letter, or one stroke do? One dot?

The logician Raymond Smullyan, whom we shall meet later in this book, suggests
that the proper way to learn to play the piano is to become intimate with each note
individually, one at a time. Thus, for instance, you might devote an entire month to
practicing just middle C, perhaps only a few days each to the notes at the ends of the
keyboard. But let's not forget rests, for they are an equally essential part of music. You
can spend a whole day on whole-note rests, two days on half-note rests, four days on
quarter-note rests and so on. Once you've completed this arduous training, you're ready to
play anything! It sounds right, but, somehow, slightly wrong as well ...

The physicist John Archibald Wheeler once speculated that perhaps the reason all
electrons are alike is that there is really only one electron, careening back and forth from
the ends of time, weaving the fabric of the physical universe by crossing its own path
innumerable times. Perhaps Parmenides was right: there is only one thing! But this one
thing, so imagined, has spatiotemporal parts that enter into astronomically many relations
with its other spatiotemporal parts, and this relative organization, in time and in space,
matters. But to whom? To the portions of the great tapestry that are perceivers. And how
are they distinguished from the rest of the tapestry?

D.C.D.
D.R. H.
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DANIEL C. DENNETT

Where am 17

Now that I've won my suit under the Freedom of Information Act, | at liberty to reveal
for the first time a curious episode in my life that n be of interest not only to those
engaged in research in the philosophy mind, artificial intelligence, and neuroscience but
also to the gene public.

Several years ago | was approached by Pentagon officials who ask me to volunteer for a
highly dangerous and secret mission. In collaboration with NASA and Howard Hughes,
the Department of Defense v spending billions to develop a Supersonic Tunneling
Underground | vice, or STUD. It was supposed to tunnel through the earth's core at great
speed and deliver a specially designed atomic warhead "right up | Red's missile silos," as
one of the Pentagon brass put it.

The problem was that in an early test they had succeeded in lodging a warhead about a
mile deep under Tulsa, Oklahoma, and they want me to retrieve it for them. "Why me?" |
asked. Well, the mission involved some pioneering applications of current brain research,
and they h heard of my interest in brains and of course my Faustian curiosity a great
courage and so forth.... Well, how could | refuse? The difficulty that brought the
Pentagon to my door was that the device I'd been ask to recover was fiercely radioactive,
in a new way. According to monitoring instruments, something about the nature of the
device and its complex

Excerpt from Brainstorms: Philosophical Essays on Mind and Psychology by Daniel C. Dennett
Copyright © 1978 by Bradford Books, Publishers, Inc. Reprinted by permission of the Publishers
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interactions with pockets of material deep in the earth had produced radiation that could
cause severe abnormalities in certain tissues of the brain. No way had been found to
shield the brain from these deadly rays, which were apparently harmless to other tissues
and organs of the body. So it had been decided that the person sent to recover the device
should leave his brain behind. It would be kept in a safe place where it could execute its
normal control functions by elaborate radio links. Would I submit to a surgical procedure
that would completely remove my brain, which would then be placed in a life-support
system at the Manned Spacecraft Center in Houston? Each input and output pathway, as
it was severed, would be restored by a pair of microminiaturized radio transceivers, one
attached precisely to the brain, the other to the nerve stumps in the empty cranium. No
information would be lost, all the connectivity would be preserved. At first | was a bit
reluctant. Would it really work? The Houston brain surgeons encouraged me. "Think of
it," they said, "as a mere stretching of the nerves. If your brain were just moved over an
inch in your skull, that would not alter or impair your mind. We're simply going to make
the nerves indefinitely elastic by splicing radio links into them."

I was shown around the life-support lab in Houston and saw the sparkling new vat in
which my brain would be placed, were | to agree. | met the large and brilliant support
team of neurologists, hematologists, biophysicists, and electrical engineers, and after
several days of discussions and demonstrations, | agreed to give it a try. | was subjected
to an enormous array of blood tests, brain scans, experiments, interviews, and the like.
They took down my autobiography at great length, recorded tedious lists of my beliefs,
hopes, fears, and tastes. They even listed my favorite stereo recordings and gave me a
crash session of psychoanalysis.

The day for surgery arrived at last and of course | was anesthetized and remember
nothing of the operation itself. When | came out of anesthesia, | opened my eyes, looked
around, and asked the inevitable, the traditional, the lamentably hackneyed postoperative
question: "Where am 1?" The nurse smiled down at me. "You're in Houston," she said,
and | reflected that this still had a good chance of being the truth one way or another. She
handed me a mirror. Sure enough, there were the tiny antennae poling up through their
titanium ports cemented into my skull.

"l gather the operation was a success,” | said. "l want to go see my brain." They
led me (I was a bit dizzy and unsteady) down a long corridor and into the life-support lab.
A cheer went up from the assembled support team, and | responded with what | hoped
was a jaunty salute. Still feeling lightheaded, | was helped over to the life-support vat. |
peered through the glass. There, floating in what looked like ginger ale, was undeniably a
human brain, though it was almost covered with printed
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circuit chips, plastic tubules, electrodes, and other paraphernalia. "Is tha mine?" | asked.
"Hit the output transmitter switch there on the side o the vat and see for yourself,” the
project director replied. 1 moved th, switch to OFF, and immediately slumped, groggy
and nauseated, into the arms of the technicians, one of whom kindly restored the switch
to its OP position. While | recovered my equilibrium and composure, | thought ti myself:
"Well, here I am sitting on a folding chair, staring through a pies of plate glass at my own
brain.... But wait," | said to myself, "shouldn’t' I have thought, "Here | am, suspended in a
bubbling fluid, being stare at by my own eyes?" | tried to think this latter thought. I tried
to proje( it into the tank, offering it hopefully to my brain, but | failed to carry of the
exercise with any conviction. I tried again. "Here am I, Daniel Dernett, suspended in a
bubbling fluid, being stared at by my own eyes." N( it just didn't work. Most puzzling
and confusing. Being a philosopher c¢ firm physicalist conviction, | believed
unswervingly that the tokening ¢ my thoughts was occurring somewhere in my brain: yet,
when | though "Here | am,” where the thought occurred to me was here, outside the va
where |, Dennett, was standing staring at my brain.

I tried and tried to think myself into the vat, but to no avail. I trie to build up to the
task by doing mental exercises. | thought to myself "The sun is shining over there," five
times in rapid succession, each time mentally ostending a different place: in order, the
sunlit corner of the lab the visible front lawn of the hospital, Houston, Mars, and Jupiter. |
found I had little difficulty in getting my "there™ 's to hop all over the celestial; map with
their proper references. | could loft a "there™ in an instant through the farthest reaches of
space, and then aim the next "there™ wit pinpoint accuracy at the upper left quadrant of a
freckle on my arm. W1 was | having such trouble with "here"? "Here in Houston" worked
we enough, and so did "here in the lab,” and even "here in this part of ti lab," but "here in
the vat" always seemed merely an unmeant mental mouthing. I tried closing my eyes
while thinking it. This seemed to hell but still 1 couldn't manage to pull it off, except
perhaps for a fleeting instant. | couldn't be sure. The discovery that | couldn't be sure was
also unsettling. How did I know where | meant by "here"” when | thought "here"? Could |
think 1 meant one place when in fact | meant another | didn't see how that could be
admitted without untying the few bone of intimacy between a person and his own mental
life that had survive the onslaught of the brain scientists and philosophers, the
physicalists and behaviorists. Perhaps | was incorrigible about where I meant when said
"here."” But in my present circumstances it seemed that either | w~ doomed by sheer force
of mental habit to thinking systematically false indexical thoughts, or where a person is
(and hence where his thoughts
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are tokened for purposes of semantic analysis) is not necessarily where his brain, the
physical seat of his soul, resides. Nagged by confusion, | attempted to orient myself by
falling back on a favorite philosopher's ploy. I began naming things.

"Yorick," | said aloud to my brain, "you are my brain. The rest of my body, seated
in this chair, | dub "Hamlet." " So here we all are: Yorick's my brain, Hamlet's my body,
and | am Dennett. Now, where am 1? And when | think "where am 17" where's that
thought tokened? Is it tokened in my brain, lounging about in the vat, or right here
between my ears where it seems to be tokened? Or nowhere? Its temporal coordinates
give me no trouble; must it not have spatial coordinates as well? | began making a list of
the alternatives.

1. Where Hamlet goes, there goes Dennett. This principle was easily

refuted by appeal to the familiar brain-transplant thought experiments so enjoyed
by philosophers. If Tom and Dick switch brains, Tom is the fellow with Dick's former
body just ask him; he'll claim to be Tom, and tell you the most intimate details of Tom's
autobiography. It was clear enough, then, that my current body and | could part company,
but not likely that I could be separated from my brain. The rule of thumb that emerged so
plainly from the thought experiments was that in a brain transplant operation, one wanted
to be the donor, not the recipient. Better to call such an operation a body transplant, in
fact. So perhaps the truth was,

2. Where Yorick goes, there goes Dennett. This was not at all appealing,

however. How could | be in the vat and not about to go anywhere, when | was so
obviously outside the vat looking in and beginning to make guilty plans to return to my
room for a substantial lunch? This begged the question | realized, but it still seemed to be
getting at something important. Casting about for some support for my intuition, | hit
upon a legalistic sort of argument that might have appealed to Locke.

Suppose, | argued to myself, | were now to fly to California, rob a bank, and be
apprehended. In which state would | be tried: in California,, where the robbery took
place, or in Texas, where the brains of the outfit were located? Would | be a California
felon with an out-of-state brain, or a Texas felon remotely controlling an accomplice of
sorts in California? It seemed possible that | might beat such a rap just on the
undecidability of that jurisdictional question, though perhaps it would be deemed an
interstate, and hence Federal, offense. In any event, suppose | were convicted. Was it
likely that California would be satisfied to throw Hamlet into the brig, knowing that
Yorick was living the good life and luxuriously taking the waters in Texas? Would Texas
incarcerate Yorick, leaving Hamlet free to take the next boat to Rio? This alternative
appealed to me.
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Barring capital punishment or other cruel and unusual punishment, the state
would be obliged to maintain the life-support system for Yorick though they might move
him from Houston to Leavenworth, and aside from the unpleasantness of the opprobrium,
I, for one, would not min< at all and would consider myself a free man under those
circumstances If the state has an interest in forcibly relocating persons in institutions it
would fail to relocate me in any institution by locating Yorick there. I this were true, it
suggested a third alternative.

3. Dennett is wherever he thinks he is. Generalized, the claim was a follows: At
any given time a person has a point of view, and the location of the point of view (which
is determined internally by the content of th point of view) is also the location of the
person.

Such a proposition is not without its perplexities, but to me it seemed a step in the
right direction. The only trouble was that it seemed to place one in a heads-I-win/tails-
you-lose situation of unlikely infallibility a regards location. Hadn't I myself often been
wrong about where | was! and at least as often uncertain? Couldn't one get lost? Of
course, br getting lost geographically is not the only way one might get lost. If on were
lost in the woods one could attempt to reassure oneself with the consolation that at least
one knew where one was: one was right here i the familiar surroundings of one's own
body. Perhaps in this case on would not have drawn one's attention to much to be
thankful for. Still there were worse plights imaginable, and | wasn't sure | wasn't in such
a plight right now.

Point of view clearly had something to do with personal location, bt it was itself
an unclear notion. It was obvious that the content of one point of view was not the same
as or determined by the content of one beliefs or thoughts. For example, what should we
say about the point ¢ view of the Cinerama viewer who shrieks and twists in his seat as th
roller-coaster footage overcomes his psychic distancing? Has he forgo ten that he is
safely seated in the theater? Here | was inclined to say that the person is experiencing an
illusory shift in point of view. In other cases, my inclination to call such shifts illusory
was less strong. The workers in laboratories and plants who handle dangerous materials b
operating feedback-controlled mechanical arms and hands undergo shift in point of view
that is crisper and more pronounced than anything Cinerama can provoke. They can feel
the heft and slipperiness of the containers they manipulate with their metal fingers. They
know perfect] well where they are and are not fooled into false beliefs by the experience
yet it is as if they were inside the isolation chamber they are peering into With mental
effort, they can manage to shift their point of view back an forth, rather like making a
transparent Necker cube or an Escher drawing
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change orientation before one's eyes. It does seem extravagant to suppose that in
performing this bit of mental gymnastics, they are transporting themselves back and
forth.

Still their example gave me hope. If | was in fact in the vat in spite of my
intuitions, 1 might be able to train myself to adopt that point of view even as a matter of
habit. 1 should dwell on images of myself comfortably floating in my vat, beaming
volitions to that familiar body out there. I reflected that the ease or difficulty of this task
was presumably independent of the truth about the location of one's brain. Had | been
practicing before the operation, I might now be finding it second nature. You might now
yourself try such a trompe I'oeil. Imagine you have written an inflammatory letter which
has been published in the Times, the result of which is that the government has chosen to
impound your brain for a probationary period of three years in its Dangerous Brain Clinic
in Bethesda, Maryland. Your body of course is allowed freedom to earn a salary and thus
to continue its function of laying up income to be taxed. At this moment, however, your
body is seated in an auditorium listening to a peculiar account by Daniel Dennett of his
own similar experience. Try it. Think yourself to Bethesda, and then hark back longingly
to your body, far away, and yet seeming so near. It is only with long-distance restraint
(yours? the government's?) that you can control your impulse to get those hands clapping
in polite applause before navigating the old body to the rest room and a well-deserved
glass of evening sherry in the lounge. The task of imagination is certainly difficult, but if
you achieve your goal the results might be consoling.

Anyway, there | was in Houston, lost in thought as one might say, but not for
long. My speculations were soon interrupted by the Houston doctors, who wished to test
out my new prosthetic nervous system before sending me off on my hazardous mission.
As | mentioned before, | was a bit dizzy at first, and not surprisingly, although | soon
habituated myself to my new circumstances (which were, after all, well nigh
indistinguishable from my old circumstances). My accommodation was not perfect,
however, and to this day | continue to be plagued by minor coordination difficulties. The
speed of light is fast, but finite, and as my brain and body move farther and farther apart,
the delicate interaction of my feedback systems is thrown into disarray by the time lags.
Just as one is rendered close to speechless by a delayed or echoic hearing of one's
speaking voice so, for instance, | am virtually unable to track a moving object with my
eyes whenever my brain and my body are more than a few miles apart. In most matters
my impairment is scarcely detectable, though I can no longer hit a slow curve ball with
the authority of yore. There are some compensations of course. Though liquor tastes as
good as ever, and
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warms my gullet while corroding my liver, | can drink it in any quantity | please, without
becoming the slightest bit inebriated, a curiosity some of my close friends may have
noticed (though | occasionally have feigned inebriation, so as not to draw attention to my
unusual circumstances). For similar reasons, | take aspirin orally for a sprained wrist, but
if the pain persists | ask Houston to administer codeine to me in vitro. In times of illness
the phone bill can be staggering.

But to return to my adventure. At length, both the doctors and | were satisfied that
I was ready to undertake my subterranean mission. And so | left my brain in Houston and
headed by helicopter for Tulsa. Well, in any case, that's the way it seemed to me. That's
how | would put it, just off the top of my head as it were. On the trip | reflected further
about my earlier anxieties and decided that my first postoperative speculations had been
tinged with panic. The matter was not nearly as strange or metaphysical as | had been
supposing. Where was 1? In two places, clearly: both inside the vat and outside it. Just as
one can stand with one foot in Connecticut and the other in Rhode Island, | was in two
places at once. | had become one of those scattered individuals we used to hear so much
about. The more | considered this answer, the more obviously true it appeared. But,
strange to say, the more true it appeared, the less important the question to which it could
be the true answer seemed. A sad, but not unprecedented, fate for a philosophical
question to suffer. This answer did not completely satisfy me, of course. There lingered
some question to which I should have liked an answer, which was neither "Where are all
my various and sundry parts?" nor "What is my current point of view?" Or at least there
seemed to be such a question. For it did seem undeniable that in some sense | and not
merely most of me was descending into the earth under Tulsa in search of an atomic
warhead.

When | found the warhead, | was certainly glad | had left my brain behind, for the
pointer on the specially built Geiger counter | had brought with me was off the dial. |
called Houston on my ordinary radio and told the operation control center of my position
and my progress. In return, they gave me instructions for dismantling the vehicle, based
upon my on-site observations. | had set to work with my cutting torch when all of a
sudden a terrible thing happened. I went stone deaf. At first | thought it was only my
radio earphones that had broken, but when | tapped on my helmet, | heard nothing.
Apparently the auditory transceivers had gone on the fritz. |1 could no longer hear
Houston or my own voice, but I could speak, so | started telling them what had happened.
In midsentence, | knew.something else had gone wrong. My vocal apparatus had become
paralyzed. Then my right hand went limp-another transceiver
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had gone. | was truly in deep trouble. But worse was to follow. After few more minutes, |
went blind. I cursed my luck, and then I cursed the scientists who had led me into this
grave peril. There | was, deaf, dumb and blind, in a radioactive hole more than a mile
under Tulsa. Then the last of my cerebral radio links broke, and suddenly I was faced
with a new and even more shocking problem: whereas an instant before | had been buried
alive in Oklahoma, now | was disembodied in Houston. My recognition of my new status
was not immediate. It took me several very anxious minutes before it dawned on me that
my poor body lay several hundred miles away, with heart pulsing and lungs respirating,
but otherwise as dead as the body of any heart-transplant donor, its skull packed with
useless, broken electronic gear. The shift in perspective | had earlier found well nigh
impossible now seemed quite natural. Though I could think myself back into my body in
the tunnel under Tulsa, it took some effort to sustain the illusion. For surely it was an
illusion to suppose I was still in Oklahoma: I had lost all contact with that body.

It occurred to me then, with one of those rushes of revelation o which we should
be suspicious, that | had stumbled upon an impressive demonstration of the immateriality
of the soul based upon physicalist principles and premises. For as the last radio signal
between Tulsa and' Houston died away, had | not changed location from Tulsa to
Houston at the speed of light? And had | not accomplished this without any increase in
mass? What moved from A to B at such speed was surely, myself, or at any rate my soul
or mind-the massless center of my being and home of my consciousness. My point of
view had lagged somewhat behind, but | had already noted the indirect bearing of point
of view on personal location. | could not see how a physicalist philosopher could quarrel
with this except by taking the dire and counterintuitive route of banishing all talk of
persons. Yet the notion of personhood was so well entrenched in everyone's world view,
or so it seemed to me, that any denial would be as curiously unconvincing, as
systematically disingenuous, as the Cartesian negation, "non sum."

The joy of philosophic discovery thus tided me over some very bad minutes or
perhaps hours as the helplessness and hopelessness of my situation became more
apparent to me. Waves of panic and even nausea swept over me, made all the more
horrible by the absence of their normal body-dependent phenomenology. No adrenaline
rush of tingles in the arms, no pounding heart, no premonitory salivation. | did feel a
dread sinking feeling in my bowels at one point, and this tricked me momentarily into the
false hope that | was undergoing a reversal of the process that landed me in this fix-a
gradual undisembodiment. But the isolation and
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uniqueness of that twinge soon convinced me that it was simply the first of a plague of
phantom body hallucinations that I, like any other amputee, would be all too likely to
suffer.

My mood then was chaotic. On the one hand, | was fired up with elation of my
philosophic discovery and was wracking my brain (one of the few familiar things I could
still do), trying to figure out how to communicate my discovery to the journals; while on
the other, | was bitter, lonely, and filled with dread and uncertainty. Fortunately, this did
not last long, for my technical support team sedated me into a dreamless sleep from
which | awoke, hearing with magnificent fidelity the familiar opening strains of my
favorite Brahms piano trio. So that was why they had wanted a list of my favorite
recordings! It did not take me long to realize that | was hearing the music without ears.
The output from the stereo stylus was being fed through some fancy rectification circuitry
directly into my auditory nerve. I was mainlining Brahms, an unforgettable experience
for any stereo buff. At the end of the record it did not surprise me to hear the reassuring
voice of the project director speaking into a microphone that was now my prosthetic ear.
He confirmed my analysis of what had gone wrong and assured me that steps were being
taken to re-embody me. He did not elaborate, and after a few more recordings, | found
myself drifting off to sleep. My sleep lasted, | later learned, for the better part of a year,
and when | awoke, it was to find myself fully restored to my senses. When | looked into
the mirror, though, | was a bit startled to see an unfamiliar face. Bearded and a bit
heavier, bearing no doubt a family resemblance to my former face, and with the same
look of spritely intelligence and resolute character, but definitely a new face. Further self-
explorations of an intimate nature left me no doubt that this was a new body, and the
project director confirmed my conclusions. He did not volunteer any information on the
past history of my new body and I decided (wisely, I think in retrospect) not to pry. As
many philosophers unfamiliar with my ordeal have more recently speculated, the
acquisition of a new body leaves one's person intact. And after a period of adjustment to a
new voice, new muscular strengths and weaknesses, and so forth, one's personality is by
and large also preserved. More dramatic changes in personality have been routinely
observed in people who have undergone extensive plastic surgery, to say nothing of sex-
change operations, and | think no one contests the survival of the person in such cases. In
any event | soon accommodated to my new body, to the point of being unable to recover
any of its novelties to my consciousness or even memory. The view in the mirror soon
became utterly familiar. That view, by the way, still revealed antennae, and so | was not



Where am 1? 226

surprised to learn that my brain had not been moved from its haven in the life-support
lab.

| decided that good old Yorick deserved a visit. I and ntv new body, whom we
might as well call Fortinbras, strode into the familiar lab to another round of applause
from the technicians, who were of course congratulating themselves, not me. Once more |
stood before the vat and contemplated poor Yorick, and on a whim | once again
cavalierly flicked off the output transmitter switch. Imagine my surprise when nothing
unusual happened. No fainting spell, no nausea, no noticeable change. A technician
hurried to restore the switch to ON, but still I felt nothing. | demanded an explanation,
which the project director hastened to provide. It seems that before they had even
operated on the first occasion, they had constructed a computer duplicate of my brain,
reproducing both the complete information-processing structure and the computational
speed of my brain in a giant computer program. After the operation, but before they had
dared to send me off on my mission to Oklahoma, they had run this computer system and
Yorick side by side. The incoming signals from Hamlet were sent simultaneously to
Yorick's transceivers and to the computer's array of inputs. And the outputs from Yorick
were not only beamed back to Hamlet, my body; they were recorded and checked against
the simultaneous output of the computer program, which was called "Hubert" for reasons
obscure to me. Over days and even weeks, the outputs were identical and synchronous,
which of course did not prove that they had succeeded in copying the brain's functional
structure, but the empirical support was greatly encouraging.

Hubert's input, and hence activity, had been kept parallel with Yorick's during my
disembodied days. And now, to demonstrate this, they had actually thrown the master
switch that put Hubert for the first time in on-line control of my body-not Hamlet, of
course, but Fortinbras. (Hamlet, | learned, had never been recovered from its
underground tomb and could be assumed by this time to have largely returned to the dust.
At the head of my grave still lay the magnificent bulk of the abandoned device, with the
word STUD emblazoned on its side in large letters -a circumstance which may provide
archeologists of the next century with a curious insight into the burial rites of their
ancestors.)

The laboratory technicians now showed me the master switch, which had two
positions, labeled B, for Brain (they didn't know my brain's name was Yorick) and 11, for
Hubert. The switch did indeed point to I, and they explained to me that if | wished, I
could switch it back to B. With my heart in my mouth (and my brain in its vat), I did this.
Nothing happened. A click, that was all. To test their- claim, and with the master
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switch now set at B. I hit Yorick's output transmitter switch on the vat and sure enough. |
began to faint. Once the output switch was turned back on and | had recovered u)y wits,
so to speak. | continued to play with the master switch, flipping it back and forth. I found
that with the exception of the transitional click. I could detect no trace of a difference. |
could switch in mid-utterance, and the sentence | had begun speaking under the Control
of Yorick was finished without a pause or hitch of any kind under the control of Hubert. |
had a spare brain, a prosthetic device which might some day stand me in very good stead,
were sonic mishap to befall Yorick. Or alternatively, | could keep Yorick as a spare and
use Hubert. It didn't seen, to make am difference which I chose, for the wear and tear and
fatigue on my body did not have any debilitating effect on either brain, whether or not it
was actually causing the motions of nuy body, or Merely spilling its output into thin air.

The one only unsettling aspect of this new development was the prospect, which
was not long in dawning on tie, of someone detaching the spare-Hubert or Yorick, as the
case might be-fro,) Fortinbras and hitching it to vet another body-sonic Johnny-come-
lately Rosencrantz or Guildenstern. "Then (if not before) there would be two people, that
much was clear. One would be me, and the other would be a sort of super-twin brother. If
there were two bodies, one under the control of Hubert and the other being controlled by
Yorick, then which would the world recognize as the true Dennett? And whatever the rest
of the world decided, which one would he me? Would | be the Yorick-brained one, in
virtue of'Yorick's causal priority and former intimate relationship with the original
Dennett body, Hamlet? That seemed a hit legalistic, a hit too redolent of the arbitrariness
of consanguinity and legal possession, to be convincing at the metaphysical level. For
suppose that before the arrival of the second body on the scene, | had been keeping
Yorick as the spare for years, and letting Hubert's output drive my body-that is.
Fortinhras -all that time. The Hubert-Fortinhras couple would seem then by squatter's
rights (to combat one legal intuition with another) to he the true I)ennett and the lawful
inheritor of everything that was Dennett's. This was an interesting question, certainly, but
not nearly so pressing as another question that bothered me. My strongest intuition was
that in such an eventuality | would survive so long as either brains-body couple remained
intact, but | had mixed emotions about whether | should want both to survive.

I discussed my worries with the technicians and the project director. | he prospect
of two Dennetts was abhorrent to me, | explained, largely for social reasons. | didn't want
to be my own rival for the affections of my wife, nor did | like the prospect of the two
Dennetts sharing
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my modest professor's salary. Still more vertiginous and distasteful though, was the idea
of knowing that much about another person, whit he had the very same goods on me.
How could we ever face each other My colleagues in the lab argued that | was ignoring
the bright side the matter. Weren't there many things | wanted to do but, being on) one
person, had been unable to do? Now one Dennett could stay a home and be the professor
and family man, while the other could strike out on a life of travel and adventure-missing
the family of course, but, happy in the knowledge that the other Dennett was keeping the
home fires burning. | could be faithful and adulterous at the same timee could even
cuckold myself-to say nothing of other more lurid possibilities my colleagues were all too
ready to force upon my overtaxed imagination. But my ordeal in Oklahoma (or was it
Houston?) had made me less adventurous, and | shrank from this opportunity that was
being offered (though of course | was never quite sure it was being offered to me in the
first place).

There was another prospect even more disagreeable: that the spare, Hubert or
Yorick as the case might be, would be detached from any input from Fortinbras and just
left detached. Then, as in the other case, there would be two Dennetts, or at least two
claimants to my name, and possessions, one embodied in Fortinbras, and the other sadly,
mis erably disembodied. Both selfishness and altruism bade me take steps to prevent this
from happening. So | asked that measures be taken to ensure that no one could ever
tamper with the transceiver connections. or the master switch without my (our? no, my)
knowledge and consent. Since I had no desire to spend my life guarding the equipment in
Hous ton, it was mutually decided that all the electronic connections in the lab would be
carefully locked. Both those that controlled the life-sup port system for Yorick and those
that controlled the power supply for Hubert would be guarded with fail-safe devices, and
I would take the only master switch, outfitted for radio remote control, with me wherever
I went. | carry it strapped around my waist and-wait a momenthere it is. Every few
months | reconnoiter the situation by switching channels. | do this only in the presence of
friends, of course, for if the other channel were, heaven forbid, either dead or otherwise
occupied, there would have to be somebody who had my interests at heart to switch it
back, to bring me back from the void. For while I could feel, see, hear, and otherwise
sense whatever befell my body, subsequent to such a switch, I'd be unable to control it.
By the way, the two positions on the switch are intentionally unmarked, so | never have
the, faintest idea whether I am switching from Hubert to Yorick or vice versa. (Some of
you may think that in this case I really don't know who I am, let alone
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where | am. But such reflections no longer make much of a dent on my essential
Dennettness, on my own sense of who I am. If it is true that in one sense | don't know
who | am then that's another one of your philosophical truths of underwhelming
significance.)

In any case, every time I've flipped the switch so far, nothing has happened. So
let's give ita try....

"THANK GOD! | THOUGHT YOU'D NEVER FLIP THAT SWITCH! You can't
imagine how horrible it's been these last two weeks -but now you know; it's your turn in
purgatory. How I've longed for this moment! You see, about two weeks ago-excuse me,
ladies and gentlemen, but I've got to explain this to my ... um, brother, I guess you could
say, but he's just told you the facts, so you'll understand-about two weeks ago our two
brains drifted just a bit out of synch. I don't know whether my brain is now Hubert or
Yorick, any more than you do, but in any case, the two brains drifted apart, and of course
once the process started, it snowballed, for | was in a slightly different receptive state for
the input we both received, a difference that was soon magnified. In no time at all the
illusion that I was in control of my body-our body-was completely dissipated. There was
nothing | could do-no way to call you. YOU DIDN'T EVEN KNOW | EXISTED! It's
been like being carried around in a cage, or better, like being possessed-hearing my own
voice say things | didn't mean to say, watching in frustration as my own hands performed
deeds | hadn't intended. You'd scratch our itches, but not the way | would have, and you
kept me awake, with your tossing and turning. I've been totally exhausted, on the verge of
a nervous breakdown, carried around helplessly by your frantic round of activities,
sustained only by the knowledge that some day you'd throw the switch.

"Now it's your turn, but at least you'll have the comfort of knowing | know you're
in there. Like an expectant mother, I'm eating-or at any rate tasting, smelling, seeing-for
two now, and I'll try to make it easy for you. Don't worry. Just as soon as this colloquium
is over, you and | will fly to Houston, and we'll see what can be done to get one of us
another body. You can have a female body-your body could be any color you like. But
let's think it over. | tell you what-to be fair, if we both want this body, | promise I'll let the
project director flip a coin to settle which of us gets to keep it and which then gets to
choose a new body. That should guarantee justice, shouldn't it? In any case, I'll take care
of you, | promise. These people are my witnesses

"Ladies and gentlemen, this talk we have just heard is not exactly the talk | would
have given, but I assure you that everything he said was perfectly true.-And now if you'll
excuse me, | think I'd-we'd-better sit down."
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Reflections

The story you have just read not only isn't true (in case you wondered) but couldn't be
true. The technological feats described are impossible now, and some may remain forever
outside our ability, but that is not what matters to us. What matters is whether there is
something in principle impossible-something incoherent-about the whole tale. When
philosophical fantasies become too outlandish-involving time machines, say, or duplicate
universes or infinitely powerful deceiving demons-we may wisely decline to conclude
anything from them. Our conviction that we understand the issues involved may be
unreliable, an illusion produced by the vividness of the fantasy.

In this case the surgery and microradios described are far beyond the present or
even clearly envisaged future state of the art, but that is surely "innocent"” science fiction.
It is less clear that the introduction of Hubert, the computer duplicate of Yorick, Dennett's
brain, is within bounds. (As fantasy-mongers we can make up the rules as we go along, of
course, but on pain of telling a tale of no theoretical interest.) Hubert is supposed to run
in perfect synchronicity with Yorick for years on end without the benefit of any
interactive, corrective links between them. This would not just be a great technological
triumph; it would verge on the miraculous. It is not just that in order for a computer to
come close to matching a human brain in speed of handling millions of channels of
parallel input and output it would have to have a fundamental structure entirely unlike
that of existing computers. Even if we had such a brainlike computer, its sheer size and
complexity would make the prospect of independent synchronic behavior virtually
impossible. Without the synchronized and identical processing in both systems, an
essential feature of the story would have to be abandoned. Why? Because the premise
that there is only one person with two brains (one a spare) depends on it. Consider what
Ronald de Sousa has to say about a similar case:

When Dr. Jekyll changes into Mr. Hyde, that is a strange and mysterious thing.
Are they two people taking turns in one body? But here is something stranger: Dr. Juggle
and Dr. Boggle too, take turns in one body. But they are as
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like as identical twins! You balk: why then say that they have changed into one another?
Well, why not: if Dr. Jekyll can change into a man as different as Hyde, surely it must be
all the easier for Juggle to change into Boggle, who is exactly like him.

We need conflict or strong difference to shake our natural assumption that to one
body there corresponds at most one agent.
-from "Rational Homunculi"

Since several of the most remarkable features of "Where Am I?" hinge on the
supposition of independent synchronic processing in Yorick and Hubert, it is important to
note that this supposition is truly outrageous-in the same league as the supposition that
somewhere there is another planet just like Earth, with an atom-for-atom duplicate of you
and all your friends and surroundings,* or the supposition that the universe is only five
days old (it only seems to be much older because when God made it five days ago, He
made lots of instant "memory"-laden adults, libraries full of apparently ancient books,
mountains full of brand-new fossils, and so forth).

The possibility of a prosthetic brain like Hubert, then, is only a possibility in
principle, though less marvelous bits of artificial nervous system may be just around the
corner. Various crude artificial TV eyes for the blind are already in existence; some of
these send input directly to portions of the visual cortex of the brain, but others avoid
such virtuoso surgery by transmitting their information through other external sense
organs-such as the tactile receptors in the fingertips or even by an array of tingling points
spread across the subject's forehead, abdomen, or back.

The prospects for such nonsurgical mind extensions are explored in the next
selection, a sequel to "Where Am 1?" by Duke University philosopher David Sanford.

D.C.D.

*As in Hilary Putnam's famous "Twin Earth" thought experiment. See "Further Reading."



14

DAVID HAWLEY SANFORD

Where was 17

Daniel Dennett, or perhaps one of the representatives from the corpora tion that
collectively comprises him, delivered "Where Am 1?" to a Chapel Hill Colloquium and
received an unprecedented standing ovation. | wasn't there clapping with the rest of the
local philosophers; | was on sabbatical leave. Although my colleagues still believe | was
living in New York and pursuing a line of philosophic research, actually | was., working
secretly for the Department of Defense on a matter closely, related to the Dennett
corporation.

Dennett became so preoccupied with questions about his nature unity, and identity that he
seemed to forget that the primary purpose of his mission was not to make previously
intractable problems in the philosophy of mind even more difficult but to retrieve a
fiercely radioactive atomic warhead stuck a mile beneath Tulsa. Dennett tells us that
Hamlet, his decerebrate and remotely controlled body, had barely started work o the
warhead when communications between it and Yorick, his disembodied brain, broke
down. He speculates that Hamlet soon turned to dust and appears neither to know nor to
care what became of the warhead. I, as it happens, played an essential role in its ultimate
retrieval. Although my role was similar to Dennett's, there were some important
differences.

Dennett, or Yorick, during a wakeful interval during the long time when Dennett, or
Yorick, slumbered on without any thoroughgoing communication, direct or remote, with
a living human body, mainlined a little Brahms. The rectified output from the stereo
stylus was fed directly into the auditory nerves. A certain sort of scientist or philosopher
would ask,

This essay was first presented to a seminar on the philosophy of mind conducted by Douglas C.
Long and Stanley Munsat at the University of North Carolina at Chapel Hill.
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..If we can bypass the middle and inner ear and feed directly into the auditory nerve, why
can't we bypass that as well and feed directly into whatever the auditory nerve feeds?
Indeed, why not bypass that as well and feed directly into the subpersonal information-
processing system another step farther in? Or into the next step beyond that?" Some
theorists, but presumably not Dennett, would wonder when this process of replacing
natural with artificial information-processing devices would reach the ultimate possessor
of auditory experience, the real core person, the true seat of the soul. Others would see it
rather as a layer-by-layer transformation, from the outside in, of an organic subject of
consciousness to an artificial intelligence. The scientist shooting the Brahms piano trio
straight into Yorick's auditory nerves, however, actually asked himself a different kind of
question. He wondered why they had bothered to disconnect Dennett's ears from his
auditory nerves. There would have been advantages, he thought, if we could have used
earphones on the ears connected in the normal way to the brain in the vat and had
microphones instead of organic ears on the body that ventured deep below Tulsa. The
belief that the radiation could damage only brain tissue had been utterly mistaken.
Indeed, the organic ears on Hamlet had been the first to go, and the rest of Hamlet was
killed off shortly thereafter. With microphones instead of ears on Hamlet, and earphones
on the ears connected normally to Yorick, Dennett could get a more realistic stereo
rendition of a musical performance than could be obtained merely by mainlining the
output from a stereo cartridge tracking a normal stereo recording. If Hamlet sat in the
concert hall during a live performance, then every turn of the head would result in
slightly different outputs from the earphones back in Houston. This set up would preserve
the slight differences in volume and the slight time delay between the two signals that,
although not consciously discernible, are so important in fixing the location of a sound
source.

A description of this marginal improvement on earphones serves as an analogy in
the explanation of some more radical advances made by the NASA technicians. Human
eyes, they discovered from the Dennett caper, could not long withstand the fierce
radiation from the buried warhead. It would have been better to leave Dennett's eyes
attached to his brain as well and mount little television cameras in Hamlet's empty eye
sockets. By the time | had entered into the secret mission to retrieve the warhead, the
technicians had perfected eyevideos. Eyevideos are to seeing what earphones are to
hearing. They not only project an image on the retina, they monitor every movement of
the eyeball. For every rapid eye movement, there is a corresponding rapid camera
movement; for every twist of the head, there is a corresponding shift in the cameras; and
SO on.
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Seeing by means of eyevideos is in most circumstances indistinguishable from
seeing without them. When trying to read really fine print, I noticed a slight loss of
acuity; and, until the system was finely tuned, my night vision was rather better with
eyevideos than without.

The most amazing simulation devices were for tactile perception. But before |
describe skintact, which is to cutaneous and subcutaneous feeling what earphones are to
hearing, | should like to describe some experiments that can be performed with
eyevideos. The classic experiment with inverting lenses can be repeated simply by
mounting the cameras upside down. New experiments of the same general sort can be
performed by mounting the cameras in other positions that diverge from the normal. Here
are a few: the so-called rabbit mount, with the cameras facing in opposite directions
instead of side by side; the rabbit mount with extreme wide angle lenses, so the field of
vision is 360 degrees; and the so-called bank or supermarket mount, with the two
cameras mounted on opposite walls of the room that the subject occupies. This one takes
some getting used to. It is possible, by the way, with this setup to see all the sides of an
opaque cube at the same time.

But you want to hear more about skintact. It is a light, porous material worn right
next to the skin, and it extends one's tactile range as radio and television extend one's
auditory and visual range. When an artificial, hand equipped with skintact tr