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Preface

This book is a summary of talks given at a meeting held in Madison Wisconsin from 12-14
September 2004. This meeting was initiated by two of the editors (V.A.C. and S.M.S.)
largely in recognition of the research career of the third editor, R.W. Guillery. Ray Guillery
has enjoyed a long and productive career that is briefly summarized below. We thank the
Provost’s Office of the University of Wisconsin (P.D. Spear, Provost), the University of
Wisconsin Center for Neuroscience (T.P. Sutula, Director), the Swartz Foundation, and the
Zeiss Corporation for their generous support for this meeting.

The theme of the meeting

It was the purpose of the meeting to address specific issues concerning the communication
between thalamus and cortex. Three areas were emphasized, all of which focus on the
dynamic interdependence of thalamus and cortex in the construction of percepts and
actions: (1) the role of thalamocortical communication in cognition and attention, (2) the
role of the thalamus in communication between cortical areas, and (3) the role of
thalamocortical interactions in relating motor control to perceptual processing. Each of the
speakers was asked to produce a chapter in advance to focus on one of these issues. The
chapters were available online before the meeting and this ensured a productive discussion at
the end of each of the six planned sessions.

Almost all of the messages that are received by the cerebral cortex from the environment
or from the body’s internal receptors come through the thalamus. Much current thought
about perceptual processing is based on sensory pathways that relay in the thalamus. These
sensory pathways are represented as transferring information to the cerebral cortex with
subsequent processing in the cortex for eventual passage to cortical areas that have motor
outputs or pathways to memory. One part of the meeting was concerned with defining how
the passage of sensory messages to cortex depends upon attentional state, considering
particularly the neuronal properties of thalamic and cortical cells that play a role in the first
entry of sensory messages to the cerebral cortex. A second part explored the extent to which
higher cortical areas, which receive their inputs from other (lower) cortical areas, do so by
direct corticocortical pathways or through a ‘“higher order” thalamic relay that receives
inputs from one cortical area and sends signals to other cortical areas. A third part of the
meeting examined the relationship between the classical sensory pathways and the motor
outputs of the brain. Many of the sensory pathways that are relayed to cortex by the
thalamus, and many of the trans-thalamic corticocortical pathways mentioned above are
made up of nerve fibers that also send branches to subcortical motor or premotor centers of
the brain. That is, the messages that are passed through the thalamus to cortex represent
copies of motor instructions (corollary discharges). Evidence for such patterns of corollary
discharge were considered, and the significance of these early motor connections for
understanding the role of cortical functions in motor control and in perceptual processing



were discussed. Each of these areas, the dynamic role played by thalamic relays, the role of
thalamus in corticocortical communications, and the thalamocortical pathways as copies of
motor instructions represent some radical new concepts of thalamocortical functioning. The
implications of the connectivity patterns that are important for understanding attentional
mechanisms and also for new insights into perceptual mechanisms and their relationships to

motor control.
V.A. Casagrande, R.W. Guillery, S.M. Sherman

The career of Ray Guillery (by Tom Sutula)

Ray Guillery was born in Greifswald, Germany, in 1929. His father was a pathologist in the
Charité Hospital in Berlin, where his mother also worked as a technician. Ray’s grandfather
was an ophthalmologist who had published on the subject of visual acuity in 1931. His
maternal great-uncle, Otto Deiters, was an early and eminent neuroanatomist who published
some of the first accurate descriptions of nerve cells, including axons and dendrites, which
were briefly called “Deiters’ processes’. During the 1930s and through the Second World
War, Ray attended six different schools in Berlin, Switzerland, Holland, and England. He
was in the last class of the Rudolph Steiner School in Berlin that was closed because of
resistance to the Nazi movement. After attending schools in Holland, Switzerland, and




finally, a Quaker school in Oxfordshire, he emerged as an adolescent who, in his own words,
“was able to think of (myself) proudly, as English”.

Ray entered University College London (UCL) in 1948 on a scholarship to study
medicine. By the end of the first year of medical school and later influenced by many
discussions with J.Z. Young, he recognized that he preferred a career as a research scientist.
He made a transition into Ph.D. training to pursue his interest in how morphology and
connectivity could be informative about how the brain might work. As a graduate student
he began a study on pathways of the hypothalamus, which evolved into a series of studies on
connections of the fornix with the anterior thalamic nuclei.

Ray’s interest in thalamocortical relationships developed during a sabbatical visit in
Madison in 1960—61, where he collaborated with Jerzy Rose and Clinton Woolsey, who had
proposed that a single thalamic nucleus might project to multiple cortical areas. After
moving to the Department of Anatomy in Madison in 1964, he performed a series of
pioneering experiments about the organization of inputs to the lateral geniculate nucleus
and the effects of visual deprivation. In this work and in subsequent observations about the
organization of chiasmatic projections in Siamese cats and animals with albinism, he
produced a detailed characterization of the structural organization of the mammalian lateral
geniculate nucleus and visual system and on the effects of monocular deprivation on the
organization of geniculate inputs.

In 1977, Ray moved to Chicago, where he assumed the chairmanship of the Committee
on Neurobiology at the University of Chicago. In 1984 he returned to Britain as Professor
of Anatomy at Oxford, serving as the founding editor of the European Journal of
Neuroscience, and continuing his studies on synaptic structure and the organization of the
thalamus and visual system. After reaching mandatory retirement age at Oxford in 1996,
he returned to Madison where he continues to pursue his interests in the organization of the
thalamus, and contributes to teaching and mentoring graduate students. His career-long
administrative wisdom and experience have had an ongoing influence on the development of
neuroscience at the University of Wisconsin.

Ray Guillery’s career, spanning continents and generations, has contributed to detailed
understanding of the visual system, thalamus, and fine structure of the nervous system in
more than 130 publications and books. He has been honored by election as a Fellow of the
Royal Society and a Fellow of University College London.

Below are some of the publications that Ray himself deems the most interesting.
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CHAPTER 1

Pain and the primate thalamus

Henry J. Ralston IIT*

Department of Anatomy W. M. Keck Foundation Center for Integrative Neuroscience,
University of California, San Francisco, CA 94143-0452, USA

Abstract: Noxious stimuli that are perceived as painful, are conveyed to the thalamus by the spinothalamic tract (STT)
and the spinotrigeminothalamic tracts (vSTT), arising from the dorsal horn of the spinal cord and medulla, respectively.
Most investigators have concluded that the thalamic terminus of these pathways include several nuclei of the
somatosensory and intralaminar thalamus. Non-noxious stimuli are carried by the dorsal column/medial lemniscal or
the trigeminothalamic pathways which terminate in much more restricted regions of the thalamus than do the STT and
vSTT systems. Lesions of components of the somatosensory pathways result in profound changes in the circuitry of the
recipient thalamic nuclei. Not only are there the expected losses of the injured axons and their synaptic terminations,
but there is also a marked reduction of the intrinsic GABAergic circuitry, even though the GABAergic neurons
contributing to the circuitry have not been injured directly by lesions of the afferent pathways. Such changes in the
inhibitory circuitry observed in experimental animals may explain the abnormal bursting behavior of thalamic neurons
found in patients with central deafferentation pain syndromes.

One potential approach to treating chronic pain would be to selectively remove the neurons of the superficial dorsal
horn (lamina I) that specifically respond to noxious stimuli (NS neurons). A toxin has been developed (SSP saporin)
that binds to the substance P receptor of NS neurons, is internalized by the neuron and kills the cell. SSP saporin has
been shown to be effective in rats, and we have recently demonstrated that it effectively causes lesions in NS neurons of
the lumbar spinal cord in the monkey and reduces the animals’ response to noxious cutaneous stimuli. The SSP-saporin
administration to the lumbar spinal cord destroys a relatively small number of the total neurons that project into the
somatosensory thalamus and does not lead to demonstrable changes in the inhibitory circuitry of the thalamus, in
contrast to lesions of major pathways that lead to reductions in the thalamic inhibitory circuitry.

Introduction types of neurons: (1) the thalamocortical projection
neuron (TCR cell), which constitutes about 75%
of the neuronal population; and, (2) the local circuit
neuron (LCN), or interneuron, making up about

25% of the population (Ralston, 1984). All LCNs

Organization of the primate somatosensory
thalamus

The somatosensory thalamus of the monkey shares
an organization that is similar to other sensory relay
nuclei (e.g., the lateral geniculate nucleus — LGN)
of the primate thalamus. There are two principal

*Tel.: +1-415-476-1861; Fax: +1-415-476-4845;
E-mail: hjr@phy.ucsf.edu

DOI: 10.1016/S0079-6123(05)49001-9

appear to be GABAergic, and possess elaborate
dendritic arbors which exhibit numerous varicosities
that are presynaptic to TCR dendrites as well as to
one another (Ohara et al., 1989). Many LCNs do
not appear to have an axon, but respond to
peripheral stimulation with action potentials and
have receptive fields similar to those of TCR cells
(Wilson et al., 1996). The synaptic population



Fig. 1. Electron micrograph (EM) of macaque VPL in which a primary afferent (RL) contacts a dendrite (D) of a projection neuron,
which is not GABA immunoreactive (GABA-ir). The RL profile is labeled (asterisks) with crystals of horseradish peroxidase (HRP)
following injection of the tracer into the contralateral dorsal column nuclei. Therefore this RL profile is the terminal of a medial
lemniscal axon. GABA-ir presynaptic dendrites (PSD) labeled for GABA by the post-embedding immunogold method are also
present. Synaptic contacts between the RL, the PSDs and the projection neuron dendrite (D) are indicated by the arrows.

consists of several types of axonal terminals. In the
ventroposterolateral nucleus (VPL) the sensory
afferent RL profiles (Figs. 1 and 2) are derived
either from the dorsal column nuclei of the medial
lemniscal system or the spinothalamic tract neurons
of the spinal cord dorsal horn. RL profiles are
immunoreactive for glutamate, which mediates exci-
tatory synaptic afferent input to VB neurons via
both NMDA and non-NMDA receptor subtypes
(Dougherty et al., 1996). RS axon terminals (Fig. 2)
from the cerebral cortex or brainstem, contain
various transmitters. RS terminals of cortical
origin are glutamatergic; those from the brainstem
may contain  serotonin, norepinephrine  or

acetylcholine (Westlund et al., 1990). GABA immu-
noreactive (GABA-ir) axon terminals come from the
thalamic reticular nucleus (TRN) or from LCNs, if
this latter cell type has axons. These terminals are
called F or F-1 (Fig. 3). Finally, there are profiles
arising from the dendritic appendages of local
circuit neurons (Ralston, 1971), the GABA-ir pre-
synaptic dendrites (PSDs or F-2 terminals: Figs. 1
and 2). The GABAergic circuitry formed by the
TRN and LCN cells is believed to play a funda-
mental role in the complex local information
processing (Arcelli et al., 1997) and the synchronous
oscillatory activity of thalamic networks (Kim et al.,
1997).



Fig. 2. EM of macaque VPL in which an RL profile contacts (arrows) dendrites (D) of projection neurons as well as a GABA-ir
presynaptic dendrite (PSD). RS terminals derived either from corticothalamic axons (of layer 6 neurons) or from the brainstem are

also shown.

The RL afferent make synaptic contact with TCR
neurons as well as the PSDs of LCNs. However, those
RL profiles of the medial lemniscal system are far
more likely to contact GABA-ir PSDs than are
spinothalamic afferents, indicating greater modula-
tion of the medial lemniscal afferent input than that of
the spinothalamic tract (Ralston and Ralston, 1994).

The differences that are described in the synaptic
relationships of different classes of somatosensory
STT and ML projections have also been described
in different classes of projections to the visual
thalamus (LGN). The A laminae of the cat LGN
receive afferent projections from two functionally
distinct classes of retinal ganglion cells, termed



Fig. 3. EM of macaque VPL in which a large GABA-ir axon terminal (F) contacts a dendrite of a projection neuron. Projection

neurons are not immunoreactive for GABA.

X- and Y-cells, the axons of which synapse upon
X- and Y-cells in the LGN. In an EM study of
physiologically identified and intracellularly labeled
LGN neurons, Wilson et al. (1984) found that retinal
terminals that contacted X-cell dendrites “‘nearly
always formed triadic arrangements’ (with the den-
drites of projection neurons and the PSDs of inter-
neurons) but those that contacted “Y-cell dendrites”

rarely did so. In the primate LGN Wilson (1989)
also found differences in the numbers of triadic
synaptic arrangements between retinal afferent
axons, the dendrites of projection neurons and the
dendritic appendages of interneurons in the magno-
cellular compared to the parvocellular layers of the
nucleus. Thus, there is precedent for the conclusion
that different functional classes of afferent projections



onto thalamic neurons can have different synaptic
relationships with projection and local circuit
neurons.

RS terminals contact the distal dendrites of both
thalamic neuronal cell types, TCR and LCN. F
profiles also synapse upon TCR and LCN neurons,
the latter type of contact being GABA to GABA,
presumably serving a disinhibitory function. The
GABA-ir PSDs contact other dendrites, and are
postsynaptic to all other types of vesicle-containing
axon terminals and GABA-ir PSDs. There is no
evidence for axoaxonal contacts in the thalamic
sensory relay nuclei.

Most of the detailed studies of thalamic neuronal
receptor subtypes have been performed in the LGN.
Both NMDA and non-NMDA receptor subunits
are present in macaque sensory relay nuclei (Jones
et al., 1998), as are GABA, receptor subunits
(Huntsman et al., 1996). GABAg receptor subunit
expression is less prominent in the sensory relay nuclei
and may be particularly associated with the GABA-ir
F type axon terminals from the thalamic reticular
nucleus.

Plasticity of thalamic transmitters and receptors

In the adult macaque LGN, monocular deprivation
following injection of tetrodotoxin (TTX) into the eye
results in down-regulation of glutamate receptor
transcripts as well as calcium—calmodulin-dependent
protein kinase isoforms (Tighilet et al., 1998).
Intravitreal injection of TTX also results in decreased
expression of GABA, (Hendry and Miller, 1996,
Huntsman et al., 1995) and GABAg (Mufoz et al.,
1998) receptor subunits. In cat LGN, retinal lesions
have been reported to result in decreased synthesis of
GABA (Arckens et al., 1998), while lid suture results
in increased GABA levels (Wilson and Forestner,
1995). In macaque VPL, chronic (> 10 years) periph-
eral nerve lesions have been shown to result in down
regulation of GABA, receptor expression (Rausell
et al., 1992). In adult macaques we have shown that
acute and chronic lesions of the dorsal column nuclei
result in a rapid (2-5 days) and long-lasting (>6
months) 50% reduction of both types of GABA-ir
synapses: F-1 axon terminals and PSDs (F-2)
(Ralston et al., 1996). GABA-ir PSDs arising from

inhibitory interneurons (LCN) declined in number to
about 25% of their normal population. These trans-
synaptic changes were predicted (although the degree
of reductions were not anticipated), because PSDs are
commonly postsynaptic to ML terminals. The sur-
prising finding was that the GABA-ir axon terminals
(F type), most of which presumably arise from
thalamic reticular neurons, declined to about 50%
of normal. This was unexpected, as F axon terminals
are never postsynaptic to ML terminals.

Although it is not surprising that decreased
activity or lesions of glutamatergic pathways should
result in decreased expression of glutamate receptor
subtypes, the reason for reductions in GABA syn-
thesis and GABA receptor subunit expression is not
readily apparent. An interesting finding in the rat
hippocampus that may shed some light on this issue
has been reported (Sepukty et al., 1997). In an
experimental epilepsy model in which there is knock-
down of the neuronal glutamate transporter, EAATS3,
which is localized on both GABAergic and glutama-
tergic neurons, an abnormal spike activity of thalamic
neurons coupled with a 50% reduction in GABA
levels was detected. The authors suggested that
EAAT3 might regulate GABA metabolism.

Pain pathways to the thalamus

W.R. Mehler’s classical studies of the ascending
spinothalamic tract (STT) in primate defined its
thalamic territory. Mehler (1962) had the extraordi-
nary opportunity to examine human thalamus in
specimens from patients who had undergone spinal or
medullary tractotomy for pain relief a few weeks
before death. Mehler used the Nauta method to stain
axonal degeneration and plotted the regions of
degeneration in several drawings. In his 1962 paper,
Mehler depicted numerous degenerating axons in
human posterior-inferior thalamus, the degeneration
being shown primarily ventrolateral to VPM.
Mehler’s work could not distinguish STT projections
arising from different laminae of the spinal cord
dorsal horn and it is possible that degenerating axons
of lamina I fibers had a different thalamic region of
termination than those from lamina V.

Boivie (1979), in his seminal paper on the STT
projections to macaque thalamus, refined the



methods by using the Wiitanen modification of the
Fink—Heimer method, which is more sensitive than
the older Nauta methods. While describing the STT
terminal distribution, he notes: “Cytoarchitectoni-
cally, the areas containing the degeneration clusters
are indistinguishable from neighboring portions of
VPL. The largest cluster area was located ventrome-
dially in the VPL. In its caudal part this region
contained the most dense spinothalamic degeneration
found anywhere in the thalamus.” This region of
dense afferent STT degeneration is shown in Boivie’s
Fig. 2, where it lies directly below VPM. Further-
more, Boivie’s statement that the region receiving this
dense STT projection was cytoarchitectonically indis-
tinguishable from the neighboring VPL is important
because Craig and his colleagues have stated that the
STT terminates in a cytoarchitectonically distinct
nucleus, VMpo (e.g., Craig et al., 1994 — see below).

This issue was addressed more recently by using
axonal transport methods that label most axonal
populations. For example, following placement of
small crystals of wheat germ agglutinin conjugated to
horseradish peroxidase into the spinal cord, the
labeled axonal arbors are in a distribution similar to
that described in the degeneration studies. Ralston
and Ralston (1992) found that most of the axons
terminating in this posterior-inferior region traveled
in the lateral portion of the STT, where labeled
lamina I axons have been found and where stimula-
tion in humans evokes sensations of pain (see The
thalamus and human pain syndromes).

Despite the contributions of these and many other
studies, the role of particular somatosensory nuclei
of the thalamus in transmission of information relat-
ing to noxious stimuli that are perceived as painful
remains controversial. Most investigators have found
that the systems conveying painful stimuli (spinothal-
amic — STT and spinal trigeminothalamic — sVTT)
tract fibers terminate in several domains of the
primate ventral posterior lateral (VPL), ventral pos-
terior medial (VPM), and other posterior and intra-
laminar nuclei (see Graziano and Jones, 2004, for a
recent review). Neurons responding to mnoxious
mechanical and thermal stimuli that project to the
thalamus via the STT or sVTT are located in the
marginal zone and neck of the dorsal horn (laminae I
and IV-VI) of the spinal and medullary dorsal horn,
respectively. The cells in lamina I are activated

specifically by noxious stimuli and are thus termed
NS (noxious specific) neurons. Neurons of deeper
laminae respond in a graded fashion to innocuous
and to painful stimuli and are termed WDR (wide
dynamic range) cells. The generally held view is that
substantial numbers of lamina I cells as well as
neurons of the deeper dorsal horn project to VPM
and VPL, as well as to subnuclei located caudal and
ventral to VPL and VPM (Ralston and Ralston,
1992). Neurons with pain and temperature-specific
stimulus/response properties are described in most
nuclei in which STT fibers terminate, including VPM
and VPL (Willis et al., 2001, 2002).

However, during the past decade, Craig and his
colleagues (e.g., Craig et al., 1994; Blomqvist et al.,
2000; Craig and Blomqvist, 2002) have described a
region of the macaque and human posterior thal-
amus in which they describe a cytoarchitectonically
distinct nucleus, the ventromedial posterior nucleus
(VMpo) that they contend is the main site of termi-
nation of lamina I afferents. They have reported
that this cell group is characterized by a dense
plexus of calbindin—-immunoreactive fibers (Craig
et al., 1994). Craig and his colleagues have used
small injections of anterograde tracers into lamina I
of the spinal cord and spinal trigeminal nucleus
caudalis and concluded that VMpo was the major
recipient of the projections of lamina I neurons,
which are believed to play an essential role in pain
mechanisms because they respond specifically to
noxious stimuli. They have further proposed that
the largest nuclei of the somatosensory thalamus,
the VPL and VPM nuclei, received few afferent
axons from lamina I neurons. Given that lamina I
neurons are well known to convey stimuli concerned
with both pain and temperature information, Craig
has concluded that VMpo is a “‘specific thalamic
nucleus for pain and temperature sensation in both
monkey and in human” (Craig et al., 1994). This
view is controversial, however, as many other
studies of primate VPL and VPM have found
evidence of a nociceptive lamina I projection to
VPL/VPM (Willis et al., 2002).

A recent study by Graziano and Jones (2004)
found no evidence in support of the conclusions
by Craig. Graziano and Jones analyzed the terminal
arbors of fibers arising from lamina I neurons that
project to nuclei in and around the caudal pole of the



ventral posterior nuclear complex and especially to a
zone of calbindin-dense immunoreactivity (VMpo)
identified by Craig and his colleagues as the primary,
if not the only, thalamic relay for these fibers and thus
for pain. Graziano and Jones concluded that “the
densest zone of calbindin immunoreactivity is part of
a more extensive, calbindin-immunoreactive region
that lies well within the medial tip of the ventral
posterior medial nucleus (VPM).” They found wide-
spread fiber terminations of lamina I projections that
were not restricted to the calbindin-rich medial tip of
VPM and that the lamina I arising fibers are not
themselves calbindin immunoreactive. Graziano and
Jones stated that their findings “‘disprove the exis-
tence of VMpo as an independent thalamic pain
nucleus or as a specific relay in the ascending pain
system.”

A few months following the publication of the
paper by Graziano and Jones, Craig (2004) responded
to their conclusions with his own findings that a
different calbindin antibody served as a ““propitious
marker” for the projections of lamina I neurons
and did in fact stain sVIT and STT terminations.
He further stated that the primary target of these
terminations is VMpo and suggested that Graziano
and Jones were incorrect in stating that the vSTT
terminated in VPM.

It is likely that this argument will continue for
some time and it is evident that the subject of the role
of particular regions of the thalamus in pain mecha-
nisms is one that can evoke considerable controversy.

The thalamus and human central pain syndromes

Stroke is one of the most common causes of death and
disability in western societies, having a prevalence of
about 5 per 1000 population, with about 8% of
patients having chronic pain as a consequence of the
vascular disorder (Andersen et al., 1995). Spinal cord
injury also is a frequent cause of chronic pain, which
is characterized by dysesthesias and decrease in
pain and temperature sensations mediated by path-
ways in the anterolateral quadrant. Thus, the patient
may describe a painful limb as being numb, despite
allodynia and hyperalgesia in the same extremity
(Boivie et al., 1989). In thalamic recordings from
humans with chronic pain following peripheral or

central neural injury, Lenz and his colleagues have
found a region in VB from which microstimulation
can elicit a report of burning pain (Lenz et al., 1993,
2004) and heightened burst activity of thalamic
neurons following innocuous stimulation of the pain-
ful body part. These investigators have postulated
that these findings in humans may be due to reduced
GABA-mediated inhibition of thalamic neurons
(Lenz et al., 1994, 1998). These and other studies
have led to the hypothesis that central pain following
damage of one or more of the somatosensory systems
of the CNS is due to reduced GABAergic inhibition at
thalamic and cortical levels (Canavero and Bonicalzi,
1998), a hypothesis supported by our findings
(Ralston et al., 1996) that lesions of the somatosen-
sory pathways result in decreased GABA expression
in somatosensory thalamic nuclei.

In summary, about 50% of neurons of monkey VB
have been found to respond to peripheral noxious
stimuli (Chung et al., 1986), and the substantial
majority are located in the caudal, ventral region of
VB (Apkarian and Shi, 1994) to which noxious-
specific neurons of lamina I of the dorsal horn project
(Ralston and Ralston, 1992). It is precisely this area
in which noxious-responding thalamic neurons in
humans are found (Lenz et al., 1994), and the area
in which we have found major reductions in GABA
circuitry following chronic lesions of ascending
somatosensory pathways.

Somatosensory deafferentation and pain behavior

In collaboration with colleagues in Gainesville (C.J.
Vierck), Houston (P.M. Dougherty), and Nashville
(R.G. Wiley), we have used behavioral, physiologi-
cal and anatomical methods to examine the effects
of chronic (>2 years) lesions of the dorsal column
pathway, and/or the STT on pain responses in
macaques. In addition, recent studies have used the
intrathecal administration of the neurotoxin SSP-
saporin, which binds to substance P receptors (neuro-
kinin 1 receptors: NK-1R) receiving primary afferent
axons conveying pain stimuli to lamina I STT neurons
of the spinal cord. The toxin is internalized by STT
cells and specifically destroys them, thus removing
the pain transmission link between the spinal cord
and the thalamus. Normal animals were evaluated to



determine their responses to noxious heat (52-58°C)
applied to the lower limbs. Subsequently, the mon-
keys were anesthetized and had unilateral surgical
lesions of somatosensory pathways in the cord, such
as the dorsal or the anterolateral spinal cord white
matter at midthoracic levels. After recovering from
the surgery their pain responses were studied for more
than 1 year. In another group of animals, SSP-saporin
was administered to the lumbosacral spinal cord. In
all cases (surgical lesions of spinal cord pathways or
selective SSP-saporin lesions of STT neurons), the
animals were found to show a decrease in their
responses to noxious heat applied to the lower

limbs. Terminal physiological experiments revealed
that the neurons within the lower limb representation
of VPL on the side contralateral to the thoracic cord
lesion did not have normal receptive fields, and some
cells responded to stimulation of both upper and
lower limbs. The cells exhibited abnormal bursting
properties similar to those found in humans with
spinal cord injuries and central pain syndromes.
Histological sections of lumbar spinal cord in animals
exposed to intrathecal SSP-saporin were stained for
NK-1R and showed a significant decrease in lamina |
NK-1R positive neurons (Fig. 4). Unlike our earlier
studies of VPL following lesions that destroyed

Fig. 4. Light micrographs of the macaque lumbar spinal cord dorsal horn. The lumbar cord of the animal had been exposed to SSP-
saporin several months earlier. This toxin destroys neurons that express the substance P receptor (NK-1R). Transverse frozen sections
were processed for NK-1 immunoreactivity. A: In this low power view, the superficial dorsal horn is devoid of NK-1R immunoreactive
neurons which are normally abundant. B, C and D: Higher power views of deeper layers of the dorsal horn that had not been exposed
to the intrathecally-applied SSP-saporin. NK-1R immunoreactive neurons are shown, demonstrating that the antibody labeled the
neurons. Original magnifications: A-4x; B-10x; C and D: 25x. Micrographs courtesy of Dr. R. G. Wiley.



a major somatosensory pathway to the thalamus,
electron microscopic examination of VPL following
SSP-saporin administration did not demonstrate
significant reductions in the GABA-ergic circuitry of
VPL in these animals with lesions restricted to NK-1R
neurons of the superficial dorsal horn of the lumbar
cord. We assume that the numbers of somatosensory
axons lost following exposure of the cord to SSP-
saporin was too small to result in an observable
change in the synaptic organization of VPL.

Conclusions

There are several regions of the somatosensory
thalamus that receive pain information from noxious
stimuli via the STT or the sVTT tracts. Compared to
the lemniscal system mediating non-noxious infor-
mation, the pain transmitting STT terminals in the
thalamus have few direct synaptic relationships with
GABAergic interneurons. Lesions of afferent path-
ways result in a substantial reduction in the
GABAergic inhibitory thalamic circuitry which may
underlie the central deafferentation pain syndromes
of humans with spinal cord injury. Finally, the use of
neurotoxins that specifically remove pain transmit-
ting neurons in experimental animals has the potential
for treating humans with chronic debilitating pain.
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CHAPTER 2

On the impact of attention and motor planning on
the lateral geniculate nucleus
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Abstract: Although the lateral geniculate nucleus (LGN) is one of the most thoroughly characterized thalamic nuclei,
its functional role remains controversial. Traditionally, the LGN in primates has been viewed as the lowest level of a set
of feedforward parallel visual pathways to cortex. These feedforward pathways are pictured as connected hierarchies of
areas designed to construct the visual image gradually — adding more complex features as one marches through
successive levels of the hierarchy. In terms of synapse number and circuitry, the anatomy suggests that the LGN can be
viewed also as the ultimate terminus in a series of feedback pathways that originate at the highest cortical levels. Since
the visual system is dynamic, a more accurate picture of image construction might be one in which information flows
bidirectionally, through both the feedforward and feedback pathways constantly and simultaneously. Based upon
evidence from anatomy, physiology, and imaging, we argue that the LGN is more than a simple gate for retinal
information. Here, we review evidence that suggests that one function of the LGN is to enhance relevant visual signals
through circuits related to both motor planning and attention. Specifically, we argue that major extraretinal inputs to
the LGN may provide: (1) eye movement information to enhance and bind visual signals related to new saccade targets
and (2) top-down and bottom-up information about target relevance to selectively enhance visual signals through
spatial attention.

1 Introduction between the periphery (retina) and the cortex and is

] o ] potentially informed about levels of arousal, mood,
In this chapter we defend the position that the LGN is motivation, and intention via a number of non-

involved in the selection of environmental signals by retinal inputs (Sherman and Guillery, 1996, 2002;
both updating the cortex about anticipated visual and
motor events and by highlighting regions of space
where relevant visual information is anticipated.
The LGN is in an ideal position to carry out these
functions because the LGN lies at the interface

Casagrande et al., 2005). Here we focus specifically on
the impact of saccadic eye movements and on spatial
attention both because more information is available
and because evidence suggests that the circuitry
involved in attentional selection and target selection
for planned eye movements may be shared
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This chapter is divided into five parts, in addition
to this introduction. In Section 2, we introduce the
circuitry of the LGN, emphasizing the key elements
that constrain the way eye movements and visual
attention might impact retinal information passing
through the LGN to primary visual cortex (V1). In
the next section, we provide a general overview of
nonvisual inputs to the LGN and the circuitry of
those inputs that are most likely to carry signals
related to eye movements and attention. In the fourth
section, we discuss evidence that the LGN carries
information about motor planning and the circuits
that could carry this information. We argue that
several nonvisual inputs to the LGN carry oculomo-
tor messages. In the fifth section, we define ways in
which visual attention could impact LGN cell
responses and the circuits that are most likely to
carry this information. The final section provides a
summary and outlines the questions that remain to be
answered.

2 Basic properties and circuitry of the LGN

To understand how LGN cells are modified by motor
planning or attention, it is necessary to review the
LGN’s organization and circuitry. Rather than
reviewing all details of the functional properties and
circuitry of the LGN (Casagrande and Norton, 1991;
Casagrande, 1994; Sherman and Guillery, 1996, 1998;
Hendry and Reid, 2000; Sherman and Guillery, 2002),
our goal is to present only a brief review of the ways
information flow can be constrained by the LGN’s
design. Since there is considerable species variation in
LGN structure (Kaas et al., 1972), we focus here on
the primate LGN. All primate LGNs are layered.
Each layer receives input from one hemiretina of one
eye and mainly from one of three classes of ganglion
cells, koniocellular (K), magnocellular (M), and
parvocellular (P). Retinal axons project to only a
small number of LGN cells. Therefore, each monoc-
ularly innervated LGN layer has a precise map of the
opposite hemifield representing either the contra-
lateral nasal retina or the ipsilateral temporal retina.
These monocular laminar maps lie in precise retino-
topic register. Two cell types are resident within each
layer, glutamatergic relay cells (~75-80% of the
cells) that send axons to cortex and GABAergic

Primary Visual Cortex |

Fig. 1. Diagram of feedforward and feedback inhibitory
pathways that influence LGN relay cells. Excitatory inputs
are indicated by filled circles. Inhibitory inputs are indicated by
filled squares. Abbreviations: TRN: thalamic reticular nucleus,
LGN: lateral geniculate nucleus, I: LGN interneuron. See text
for details.

interneurons (~20-25% of the cells) that maintain
connections only within the LGN. LGN relay cells
and interneurons relate to each other and to the
GABAergic cells of the thalamic reticular nucleus
(TRN) in unique feedforward and feedback inhibi-
tory circuits as shown in Fig. 1 (Casagrande and
Norton, 1991). Feedforward inhibition is produced
by retinal axons and collaterals that synapse simulta-
neously on both relay cells and nearby interneurons;
these interneurons in turn inhibit the same relay cells
via dendrodendritic synapses. The LGN relay cells
send axons to cortex and collaterals to the TRN,
which in turn, feed back inhibition to the relay cells.
Since LGN relay cells, interneurons, and TRN cells
have many different receptors on their dendrites,
including both fast acting ionotropic receptors and
slow acting metabotropic receptors, the way signals
can be regulated within these LGN circuits via both
retinal and nonretinal inputs can be quite complex
(Sherman and Guillery, 2001).

The primate LGN receives 30-40% of its synaptic
input from the retina (Wilson and Forestner, 1995).
Therefore, the majority of synapses in the LGN are
from nonretinal sources. In spite of this fact, it has
been difficult to identify the functions of the many
nonretinal inputs to the LGN primarily because the



responses of LGN cells to visual stimuli appear so
similar to those of their retinal inputs, at least as
defined by average spikes/second over tens of milli-
seconds (i.e., a standard rate code) in anesthetized
preparations (Casagrande and Norton, 1991). The
latter definition becomes important because the
temporal relationship between spikes can vary
between the retina and the LGN. We shall return to
this issue shortly. First, it is useful to review the visual
receptive field properties defined classically in LGN
cells. From the first time responses of primate LGN
single units were measured (Wiesel and Hubel, 1966;
De Valois et al., 1977; Rodieck and Dreher, 1979), the
majority of LGN visual receptive fields were
described as organized (same as their retinal ganglion
cell inputs) into opposed centers and surrounds (ON
center/OFF surround and vice versa). This center/
surround organization has been modeled using a
difference of Gaussians (DOG) in primate LGN
(Irvin et al., 1993; Croner and Kaplan, 1995; White
et al., 2001; Xu et al., 2002) and accounts well for the
differences in contrast sensitivity between cell classes.
This organization, of course, is present already in
retinal bipolar cells (Rodieck and Stone, 1965). If the
receptive field structure of bipolar cells, retinal gang-
lion cells, and LGN cells are all so similar, why
lengthen the transmission time of visual signals by
routing visual information through an intermediary
“relay station” like the LGIN? It has been argued that
center/surround relationships are sharpened in the
LGN, reflecting a change in the center/surround
relationship. It has also been argued that receptive
field surrounds at the level of the LGN are not merely
a product of the retina but reflect other contributions
from circuits in the LGN itself or other inputs to the
LGN given that they do not disappear (as in the
retina) under scotopic conditions (for discussion, see
Casagrande and Norton, 1991). The latter fact, of
course, refutes the idea that the LGN acts as a simple
gate to retinal information that passes through it
relatively unaltered.

The description above generally assumes a rather
static one-way feedforward relationship between
inputs and outputs of the visual system. Since the
vast majority of information on receptive fields
of visual cells has been gathered in anesthetized
paralyzed preparations or in slice preparations with
a very limited stimulus set, it is natural to build
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models of this type. The LGN, however, most
certainly does not work in isolation from the rest
of the brain. In a highly dynamic system retinal
signals will always become mixed temporally with
signals coming back from cortex and from subcor-
tical sources. Thus, a retinal signal may arrive at
an LGN cell at the same time as other signals
concerning planned eye movements or the animal’s
motivational or attentional state. The feedforward
LGN signals are also being sent to visual cortical
cells at different times given that K, M and P LGN
cells respond to the same stimulus with onset
latencies that can differ by more than 30 ms
(Schmolesky et al., 1998; Ichida et al., 2003, see
Fig. 2). The impact of the LGN’s message depends
ultimately upon how cells in primary visual cortex
respond to this input. The fact that each cortical cell
in the primary visual cortex receives input from
several hundred LGN cells (Davis and Sterling,
1979; Alonso, 2002, for review ), not to mention the
thousands of local synapses and synapses from many
other extrageniculate sources, argues again for the
importance of temporal factors in understanding
the influence of LGN messages.

Beyond these issues, it is important to appreciate
that most LGN cells exhibit spontaneous activity in
the absence of visual stimuli that can be modulated by
a variety of factors including eye movements and
potentially attention (see Section 3). Additionally, the
temporal structure of LGN cell firing can adopt
modes that do not reflect directly the pattern of
their retinal inputs, thus influencing the transfer of
visual signals. Sherman and colleagues, as well as
others (Guido and Weyand, 1995; Sherman and
Guillery, 1996, 1998, 2002; Ramcharan et al., 2000),
have shown that LGN and other thalamic relay cells
can adopt two basic modes of firing referred to as
“burst” and “‘tonic”. During tonic firing, action
potentials of LGN relay cells reflect more faithfully
the temporal sequence of retinal ganglion cell action
potentials. During burst mode, retinal ganglion cell
input can trigger a burst of Ca’" spikes after a
sufficient period of hyperpolarization. Since burst
firing in the thalamus is more effective in causing
cortical spikes than tonic firing (Swadlow and Gusev,
2001; Izhikevich et al., 2003) and tonic firing more
faithfully represents the retinal input message,
Sherman (2001) has suggested that bursts in the
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Fig. 2. Cumulative distributions of visually evoked onset response latencies in the LGN, striate and extrastriate visual areas as labeled.
Percentile of cells that have begun to respond is plotted as a function of time from stimulus presentation. The V4 curve is truncated to
increase resolution of the other curves; the V4 range extends to 159 msec. Abbreviations: M LGN: magnocellular LGN cells, P LGN:
parvocellular LGN cells, K LGN: koniocellular LGN cells, V1: primary visual cortex, V2: visual cortical area 2, V3: visual cortical
area 3, V4: visual cortical area 4, MT: middle temporal cortical area, MST: medial superior temporal cortical area, FEF: frontal eye
field. Modified from Schmolesky et al. (1998) with permission. M LGN (red), P LGN (green), and K LGN (blue) data from Ichida et

al. (2003).

LGN of awake animals function as a “wake-up call”
for the detection of novel stimuli whereas tonic
activity transmits information about stimulus quality
(see also below). The timing of bursts and the general
synchronization of activity between LGN and cortex
may play important roles in coordinating the effec-
tiveness of messages in the visual network (Sillito and
Jones, 2002; Worgotter et al., 2002). Taken together,
these facts indicate that both the spatial structure and
temporal structure of LGN receptive fields can be
modified in a variety of ways depending upon the
message. Messages are most likely modified by a
combination of extraretinal inputs to the LGN, which
are described in the next section.

3 Extraretinal inputs to LGN

Figure 3 shows all of the known connections to the
primate LGN with the major connections indicated
with bold arrows. A glance at the list can remind the
reader of the huge diversity of inputs that can
modulate retinogeniculocortical transmission. These
sources of input can be classified in various ways.
One proposal is to classify these inputs based upon
their effect, specific or global (Casagrande and
Norton, 1991). Extraretinal inputs from visual
sources generally maintain retinotopic fidelity. In

other words, regions representing a common point
in visual space are connected. Extraretinal visually
related input to the LGN has been documented
from the following areas in primates (transmitter
type in parentheses): primary visual cortex, V1
(glutamate), some extrastriate areas (possibly gluta-
mate), superior colliculus (glutamate), nucleus of the
optic tract, NOT (GABA), parabigeminal nucleus
(acetylcholine or ACh), and the visual sector of the
thalamic reticular nucleus (GABA) (for review, see
Bickford et al., 2000). In primates the majority of
the latter inputs to the LGN project to all three
LGN cell classes (K, M, and P) but some inputs
show a degree of specificity for a particular cell
class/layer. Thus, the superior colliculus and extra-
striate areas project almost exclusively to K LGN
cells, parabigeminal inputs show a preference for
K LGN cells, and the input from NOT shows a
preference for P LGN cells (Casagrande et al.,
2004). Of the latter sources only two, the superior
colliculus and NOT, receive direct retinal input. The
largest of the visually related sources of input to the
LGN comes from V1 and TRN. In addition to these
more specific inputs, there are three other main
inputs to the LGN. The largest of these is the
cholinergic input from the pedunculopontine teg-
mentum (PPT). This input has been studied in some
detail in both cats and monkeys and is known to
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Pretectum (Nucleus of the Optic Tract)
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Fig. 3. Diagram demonstrating the brain areas connected directly with the LGN and their chemical messages. Bold text indicates areas
that provide the heaviest input to the LGN in terms of synapse number. Abbreviations: 5-HT: serotonin, GABA: gamma amino-
butyric acid, NO: nitric oxide, ACh: acetylcholine. Modified from Casagrande et al. (2005) with permission.

show some evidence of synaptic specificity
(Cucchiaro et al., 1988). In addition to ACh, the
latter pathway also uses nitric oxide as a transmitter
(Bickford et al., 1999). Finally, there are two
additional inputs to the LGN that provide for
global regulation of information mainly via non-
synaptic release of transmitter. These inputs are the
histaminergic input from the hypothalamic tubero-
mammillary nucleus, which appears to increase
activity in the LGN (Hobson and Pace-Schott,
2002; Uhlrich et al., 2002) and the serotonergic
input from the dorsal raphé nucleus, which appears
to reduce LGN activity in vivo. Here, we consider
three examples of major inputs to the LGN that
could regulate information concerned with motor
planning or spatial attention, although additionally
they may contribute to the visual stream by pro-
viding information relevant to general states of
arousal or motivation (Casagrande et al., 2004 for
details).

V1 feedback

V1 provides the largest input in terms of synapse
number to the LGN. Almost all of the extraretinal
inputs to the LGN could also be sources of signals
related to motor planning or attention. V1, for
example, receives input not only from the LGN but
also from other thalamic nuclei such as the central

lateral (CL) intralaminar nucleus which has been
shown to contain cells that respond to various aspects
of saccadic eye movements and motor planning
(Wyder et al., 2004) and which projects broadly to
layer 1 and layer 6 of V1 (Deschenes et al., 1996;
Ichinohe et al., 2001). CL also receives input from V1.
Additionally, V1 receives a major feedback projection
from the middle temporal area (MT, also called VY9).
MT also has a minor projection directly to the LGN
(and also receives direct input from the LGN) but this
input appears to involve primarily LGN K cells (Lin
and Kaas, 1977; Casagrande and Kaas, 1994; Sincich
et al., 2004). Studies by Sillito and Jones (2002) have
shown that enhancing the activity of MT feedback
cells with a GABAD antagonist and using a moving
texture patch to stimulate cells visually changed the
activity of topographically matched LGN cells (Jones
et al., 2002). Their data show that feedback from MT
via V1 can rapidly impact LGN cells which will then
dynamically modify the feedforward signal. Given the
separation in time of responses of different LGN cell
classes (see Fig. 2), this means that the M pathway to
MT via V1 (or a direct projection to MT from K cells)
and back to the LGN could occur prior to, or
simultaneously with, the feedforward inputs from
the LGN P and K pathways that travel via V1. The
V1 layer 6 cells that project to LGN also receive
feedback from many other higher order visual areas
including V2, V3, V3a/DM, V4/DL and parts of the
temporal cortex. The layer 6 to LGN projection in
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primates also shows laminar specificity. In other
words, axons from V1 terminate within either the
M or P layers but never in both sets of layers,
although axons to the K LGN cells always appear
to be collaterals of axons projecting to a neighboring
P or M layer (Ichida and Casagrande, 2002). The fact
that V1 projects to a variety of other areas including
the claustrum, pulvinar, TRN, pregeniculate, the
superficial layers of the superior colliculus, pretectum,
and motor nuclei in the pons (Casagrande and Kaas,
1994) also implies that motor planning could be
influenced via V1 through a number of direct and
indirect circuits to the LGN.

V1 could also influence spatial attention in LGN
through many of the top-down and bottom-up cir-
cuits outlined above. In a recent study, Przybyszewski
et al. (2000) showed that V1 feedback can enhance the
contrast gain of both macaque monkey P and M
LGN cells significantly. This finding indicates that V1
could be responsible for enhancing its own input.
Other studies have provided evidence that feedback to
LGN is important for both global integration (or
binding) of visual features as well as segmentation
(Sillito and Jones, 2002). In the temporal domain, it
also has been argued that feedback synchronizes
the firing of relay cells (Sillito et al., 1994) as well
as changing firing from burst to tonic mode
(see section 2).

Regulation by the TRN

TRN has been implicated as an important player in
several models of visual attention (Crick, 1984;
Guillery et al., 1998). All cells in the TRN contain
GABA; however, the pattern and time course of
GABA release depends upon which combination of
ionotrophic or metabotropic receptors are activated
(Sherman and Guillery, 1996, 2002). The major inputs
to the TRN are retinotopic connections from the
visual cortex and the LGN. Since TRN cells have
ON/OFF receptive field centers that are larger than
those of their LGN counterparts, they must combine
input from more than one LGN cell (Hale et al.,
1982). Among primates, the anatomical relationship
between the TRN and LGN has been studied most
thoroughly in the bush baby where it has been shown
that reciprocal connections between all layers of the

LGN and the TRN are topographic and specific
(Harting et al., 1991a). Similar evidence of a high
degree of retinotopic specificity in connections
between the TRN and LGN have been reported
also in the macaque monkey (Bickford et al., 2000).
Additionally, the TRN also receives input from
collateral axons of LGN relay cells and sends its
output back to these relay cells as well as to LGN
interneurons. This visual portion of the TRN addi-
tionally receives input from a number of other sources
including global noradrenergic input from the locus
coeruleus, serotonergic input from the dorsal raphé,
and histaminergic input from the tuberomammillary
nucleus as well as very strong cholinergic projections
arriving from the PPT and, to a lesser extent, from the
basal forebrain (Hobson and Pace-Schott, 2002;
Uhlrich et al., 2002). Furthermore, the midbrain
reticular formation and several intralaminar thalamic
nuclei, including CL, provide input to the TRN.

These circuits allow the TRN to provide not only
feedback inhibition to the LGN, but also to regulate
LGN cell output in complex ways depending upon
other inputs that the TRN receives from both
extrastriate visual areas and from the brainstem
(Sherman and Guillery, 1996; Guillery et al., 1998,
for review; Jones, 2002). For example, inhibitory
reticular inputs can modulate the retinogeniculate
transfer ratio selectively, pushing the neural circuit
toward synchronized oscillation (Le Masson et al.,
2002). This process could increase the efficiency of
signal transmission between LGN and V1 (Sillito,
2002). Simulations of the LGN-V1-TRN pathway
also show that the TRN activity suppresses the
background and improves the signal-to-noise ratio
(Bickle et al., 1999).

Although seemingly straightforward, the circuitry
connecting the TRN and LGN belies the dynamic
nature of TRN activation. For example, glutamate,
generally considered excitatory, can both excite and
inhibit the TRN depending on which group of
glutamate receptors is activated (mGIuRI and
mGIuRII respectively) (Cox et al., 1998; Cox and
Sherman, 1999). Viewed holistically, this sort of
receptor-dependent excitation and inhibition in the
TRN allows for greater flexibility in LGN modula-
tion and suggests that the role of the TRN may be
quite dynamic depending on the demands of the
visual system. Although TRN has been proposed to



play specific roles in sleep, arousal, and attention
(Crick and Koch, 1990), it seems likely that the TRN
is not tied to a specific role relative to LGN activity
but is utilized in a variety of ways. Nevertheless,
unlike the more global modulatory inputs to the
LGN, the visual TRN, like V1 to which it is linked
intimately, is in a position to modulate visual activ-
ity quite precisely given its retinotopically specific
connections with the LGN.

Circuits involving the PPT

It is estimated that as much as 25% of the synapses in
the LGN are cholinergic (at least in the cat (Erisir
et al., 1997)). Less is known about primate thalamus,
however, data show that cholinergic input to the
LGN from the midbrain and brainstem forms one of
the largest non-retinal brainstem inputs to the pri-
mate LGN as well (Bickford et al., 2000). Cholinergic
input originates from two sources, the pedunculo-
pontine tegmentum (PPT) and the parabigeminal
nucleus of the midbrain. Although some differences
have been observed in the density of cholinergic input
to different LGN layers in different primate species
(Fitzpatrick and Diamond, 1980; Graybiel and
Ragsdale, 1982; Wilson et al., 1999) this input is
found in all LGN layers with the PPT primarily
innervating the M and P LGN layers and the
parabigeminal nucleus primarily the K LGN layers
(Bickford et al., 2000). In addition to acetylcholine,
the PPT pathway to the LGN contains the neuro-
transmitter nitric oxide and so can regulate activity in
a number of ways given that: (1) at least three types of
cholinergic receptors are found in the LGN, (2)
cholinergic axons project to both interneurons and
relay cells, and (3) the PPT provides heavy input to
the TRN (Feig and Harting, 1992; Bickford et al.,
2000). Added to this complexity is the fact that
projections from both the PPT and the parabigeminal
nucleus receive input from other sources and project
bilaterally to the LGN. In spite of this complexity, the
net effect of activation of the PPT pathway in
nonprimates has been reported to be excitation of
LGN relay cells. Uhlrich et al. (1995) studied the
effect of activation of this pathway in cats in some
detail and concluded that the main result was
response enhancement to visual stimuli but other
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changes were also seen including an increase in
spontaneous activity as well as more complex effects
on the receptive field structure of LGN cells. In
primates the PPT pathway to the LGN has been
difficult to study in isolation given that the PPT cells
that innervate the LGN are scattered among cells that
project elsewhere. Nevertheless, many functions have
been attributed to this pathway based upon both
physiological and clinical data including involve-
ment in rapid eye movement sleep, saccadic eye
movements, attention, and arousal (see below and
Fitzpatrick et al., 1989 for review).

In contrast to the PPT the parabigeminal nucleus
appears to have much more limited connections;
primarily with the superior colliculus. Functionally
it has not been studied in primates, but in cats data
suggest that one likely role of the parabigeminal
nucleus is to inform the LGN about target location
(Cui and Malpeli, 2003). Why this information would
primarily target the LGN K layers in primates
remains an open question (Harting et al., 1991b).

4 The LGN and motor planning

In all primates there is a strong specialization for
central vision. The visual system is designed to track
visual targets closely, recentering the eyes on objects
of interest either by smooth pursuit movements, or via
ballistic movements, called saccades. Saccades are
very rapid and can reach speeds of over 100 degrees
per second. These eye movements recenter the eye on
objects of interest several times a second reflecting
decisions to shift attention. For example, while read-
ing this page you have made thousands of saccades.
What is particularly interesting about saccadic eye
movements is that saccades sweep the visual field
across the retina at remarkable speeds and yet, we are
completely unaware of the ‘visual blur’ that should
occur while our eyes are in flight. Furthermore,
neither are we aware that we are getting small discrete
snapshots of a bigger visual picture instead of a
seamless view. The fact that we see a unified picture
suggests that visual perception is coordinated with
saccadic eye movements at early levels of the system.
In fact, as we will see, there is evidence that the LGN
is modulated by eye movements and that the circuits
that could provide such modulation to the LGN
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could also receive information relevant to decisions to
shift visual attention.

Although there is considerable evidence in both
cats and monkeys that LGN cells respond to
saccadic eye movements, results have been con-
flicting. In earlier studies, the focus was on linking
the perceptual experience of saccadic suppression
with activity in the LGN. In these early studies,
the percentages of cells found to exhibit suppres-
sion in the LGN varied from almost none
(Michael and Ichinose, 1970) to over 50%
(Jeannerod and Putkonen, 1971). Some investigators
found evidence of saccade related suppression of
LGN activity only while animals made saccades to
a visual target (Fischer et al., 1998), only a few have
reported suppression also associated with sponta-
neous saccades in total darkness (Buttner and Fuchs,
1973; Bartlett et al., 1976). Presumably, changes in
activity in total darkness were simply not detected for
technical reasons since it had been shown more than a
decade before that rapid eye movement sleep mod-
ulates LGN activity (Bizzi, 1966). Also, pulling on the
eye muscles of rabbits and cats was shown to
modulate LGN activity significantly even when
these animals were anesthetized (Molotchnikoff and
Casanova, 1985; Lal and Friedlander, 1990a, b).
More recently, investigators have focused on not
only active suppression of LGN cell responses
before or during eye movements, but also upon
changes that occur directly after eye movements,
changes which might aid in linking relevant images

across eye movements by a postsaccadic facilitation
mechanism (Lee and Malpeli, 1998). In fact, Lee and
Malpeli (1998) reported that although a percentage of
X and Y LGN cells in cats show a modest suppression
before and during eye movements, the largest effect
was a postsaccadic enhancement of activity. Our
results in awake behaving macaque monkeys are in
good agreement with those of Lee and Malpeli (1998)
in showing that LGN cells of all three classes (K, M
and P) exhibit a modest suppression which starts well
before saccades are initiated and transitions into a
strong post-saccadic enhancement where LGN activ-
ity nearly doubles (Royal et al., 2005 (submitted); see
also Fig. 4.). Since all of our measurements were
performed without direct visual stimulation of recep-
tive fields, it cannot be argued that saccade-related
modulations are confounded by transient changes
seen when receptive fields sweep visual stimuli during
gaze shifts. Although not all studies have found
modulation of LGN cell activity with saccades in
monkeys (Maunsell et al., 1999), at least two other
studies in awake behaving macaque monkeys report
that the strongest effect of saccades on visually driven
LGN activity is a postsaccadic enhancement
(Ramcharan et al., 2001; Reppas et al., 2002).

Most of the above findings were the result of
comparing average firing rates during saccades with
periods where the animal was fixating. Interestingly,
however, Ramcharan et al. (2001) found that both
M and P LGN cells in awake behaving macaque
monkeys (K cells were not examined) show a
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Fig. 4. Effect of spontaneous saccades on LGN cell activity. A peristimulus time histogram for an LGN cell recorded while the
monkey produced 53 spontaneous saccades in a completely darkened room. Saccade start was determined by examining eye velocity
and segments of the spike train were aligned on saccade start (0 m). The small tick marks represent spikes and the horizontal brackets
represent significant increases in interspike interval as determined by a Poisson analysis. The vertical dashed lines represent the modal
onset (—144 m) and offset (110 m) of the periods of significant modulation relative to saccade start.



significant suppression of burst firing during sac-
cades, suggesting that the temporal structure of the
LGN message is changed during saccades, perhaps
increasing the visual threshold in this manner. Our
examination of the prevalence of bursts during
fixations and saccades in awake behaving monkeys
supports the results of Ramcharan et al. (2001),
showing that bursts are reduced during saccades
(Royal et al., 2003). However, since, on average, less
than 6% of spikes met the criteria for being classified
as a burst and considering that saccades are generally
very short (lasting on average 40 msec), it is not clear
if such changes in burst number are behaviorally
meaningful (Royal et al., 2003).

Recently, Thilo et al. (2004) addressed the issue of
saccade related modulation of the LGN in humans.
Although their experimental design prevented them
from addressing the issue of postsaccadic enhance-
ment, their data argue that LGN activity is sup-
pressed during saccades. Using a combination of
direct retinal stimulation and transcranial visual
cortical stimulation to produce phosphenes, they
showed that subjects experienced a significant reduc-
tion in contrast sensitivity during saccades only when
the phosphenes were induced retinally, not cortically,
suggesting that the site of saccadic suppression must
be the LGN.

Additionally, there are reports suggesting that cells
both in the LGN and V1 are sensitive to changes in
eye position (Weyand and Malpeli, 1993) and micro-
saccadic eye movements — local eye movments of less
than 2° that presumably refresh the image on the
retina (Martinez-Conde et al., 2000). In fact, cells in
many extrastriate cortical areas have been reported to
be sensitive to changes in eye position (Anderson and
Mountcastle, 1983; Andersen et al., 1985; Galletti and
Battaglini, 1989). In anesthetized, paralyzed cats, Lal
and Friedlander (1989, 1990) demonstrated that
modulation of visual responses were eliminated with
a retrobulbar block, suggesting that information from
eye muscles reaches the LGN. Weyand and Malpeli
(1993) reported a monotonic relationship between eye
position and excitability in visual cortical cells in cats.
It may be then that in addition to providing informa-
tion about the saccade target of the eye, the LGN
extracts information about the absolute external co-
ordinates of visual targets and this information is com-
bined with visual information before reaching V1.
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The obvious question then is where do the signals
come from that orchestrate the saccade-related and
eye position-related changes we see in the LGN.
These signals result in changes in gain that are
linked in time directly to the saccade. These saccadic
modulatory changes in the LGN cannot be driven by
motivation since they occur spontaneously in the
dark. The timing of saccade related suppression
begins so far in advance of the saccade in both cats
and monkeys that the signals that arrive at the LGN
likely relate more to the decision to shift gaze (i.e.,
motor planning) than to the actual motor command
underlying the gaze shift. The PPT has been impli-
cated both in attentional orienting to a target and to
the production of saccades and so may provide both
types of information although this input is generally
thought to enhance, not suppress, LGN activity
(Uhlrich et al., 1995). Nevertheless, the complex
circuitry of the PPT and its links to the intermediate
layers of the superior colliculus and many other areas
suggest that the PPT could function to control the
biphasic change in activity seen in the LGN during
saccades. It is also possible that several inputs work-
ing together provide the signals that modulate LGN
activity during eye movements. The simplest explana-
tion for LGN suppression is that the input signals
either are directly inhibitory or activate the inhibitory
circuits through GABAergic LGN interneurons or
GABAergic TRN neurons. One possible source of
this inhibitory information is the pretectogeniculate
pathway specifically from the NOT (Schmidt, 1996;
Schmidt et al., 1996). NOT cells are GABAergic and
are excited during saccades (Schmidt, 1996). Schmidt
and colleagues (Schmidt, 1996; Schmidt et al., 1996)
have argued that NOT cells that project to LGN
inhibit LGN interneurons in cats, thus causing
excitation of LGN relay cells. The latter circuit
again would be more appropriate to explain post-
saccadic enhancement than perisaccadic suppression
given its effect on relay cells in cats and given that the
activation starts after saccades begin. In primates this
pathway could contribute to saccade related suppres-
sion and enhancement since this pathway projects to
both interneurons and relay cells (Feig and Harting,
1994), although it tends to project mainly to P LGN
layers. The superior colliculus also is a good candi-
date to contribute to saccade related modulation
given that cells in the intermediate layers show the
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appropriately timed modulation in relation to sac-
cades (Mohler and Wurtz, 1976). However, the
intermediate collicular layers do not project directly
to the LGN and the superficial collicular layers that
project to the LGN project only to the K layers
(Harting et al., 1991a; Lachica and Casagrande,
1993). The colliculus has been proposed to provide
saccade related signals indirectly to the LGN in the
rabbit (Zhu and Lo, 1996). This circuit involves a
projection from the intermediate layers of the super-
ior colliculus to the TRN via the central lateral
thalamic nucleus. The central lateral nucleus belongs
to the intralaminar nuclear group which has been
shown in several studies to contain cells that respond
in relationship to saccadic eye movements, motor
planning, and shifts in attention (Schlag and Schlag-
Rey, 1984, 1985; Wyder et al., 2004). As mentioned
earlier, CL projects not only to the basal ganglia but
widely to layer I of visual cortex. The beauty of the
latter indirect circuit is that the overall time course of
activation in the colliculus and suppression in the
LGN fit with the time course of saccadic suppression,
beginning well before saccade initiation and ending
just prior to saccade end.

5 Visual attention in the thalamus and LGN

Attention is defined as the ability to actively select or
give priority to relevant internal or external stimuli,
cognitive processes, or motor activities (Machinskaia,
2003). As such, attention can refer to a number of
processes (Sieb, 1990). Attention should be distin-
guished from general arousal or the overall sensitivity
of a system to events. We know, for example, that
LGN activity can be modulated globally by different
stages of sleep and arousal (McCormick and Prince,
1986; McCormick and Pape, 1990; Steriade, 1996).
Attention is selective. Evidence demonstrates that
there are different forms of attention. Selective
attention can occur in the form of orienting to stimuli
in such a way as to give them priority. Such orienting
can either be covert (no movement required) or overt
anticipating the necessity for action. Some have
argued that orienting may not require higher level
processing but be part of a ““bottom up” attentional
system (Julesz, 1990; Graboi and Lisman, 2003).
Other forms of attention clearly require volitional

control involving memory and are generally regarded
as part of a “top down” attentional system (Montero,
2000; Freeman et al., 2003; Graboi and Lisman, 2003;
Sussman et al., 2003). Posner and Dehaene (1994)
proposed that there are three neural networks of
attention, a posterior system involved in orienting, an
anterior system concerned with directing attention
and providing awareness, and a third neural system
connecting the two others concerned with vigilance.
Vigilance is generally defined as the process of
maintaining a particular focus of attention over
time. The question we pose here is whether or not
the LGN participates in any of these processes
defined as attention. The common belief, however,
is that the LGN is a low level sensory relay in a
feedforward pathway to cortex; attentional effects are
thought to mainly involve networks in higher cortical
areas especially the frontal and parietal lobes
(Corbetta, 1998). Nevertheless, some investigators
have argued that shifting attention is the reason the
thalamus exists since thalamic nuclei form the major
gateway to cortex for all sensory information except
olfaction (Crick, 1984; Jones, 2002). In fact, Crick
(1984) proposed twenty years ago that the main
function of the TRN was to direct the “‘searchlight”
of attention. Given that the TRN lacks a direct
connection with cortex, the TRN can communicate
with cortex only through an intermediate thalamic
nucleus such as the LGN.

Now that the concept of attention is introduced, let
us consider whether LGN responses are influenced by
attention. In the literature, the pulvinar is most often
cited as the thalamic nucleus or nuclei concerned with
shifts in visual attention. The extensive connections of
the pulvinar with cortex, the fact that the pulvinar
receives its main visual drive from V1 in primates and
gets input from the superficial superior colliculus
(also implicated in visual attention), and is linked to
visual attentional deficits following inactivation
(Bender and Youakim, 2001) all have argued in
favor of the pulvinar as the main thalamic nucleus
concerned with visual attention (Petersen et al., 1987).
Additionally, several past studies of visual attention
at the cortical level did not find evidence that
attention impacts responses of V1 cells as would be
expected if the LGN paid attention (Wurtz and
Mohler, 1976; Robinson et al., 1980); changes with
attention were identified in these same studies in



higher cortical visual areas. More recent studies,
however, have documented significant effects of
attention in V1 although not necessarily in the LGN
(Bender and Youakim, 2001). For example, Motter
(1993) showed that 30% of the cellsin V1, V2, and V4
exhibit enhanced responses in an orientation discri-
mination task where stimuli were presented either
inside or outside the receptive fields of neurons. These
effects were just as strong in V1 as in the other visual
areas examined. Similarly Haenny and Schiller (1988)
found that the responses of V1 neurons were
enhanced by attention but the magnitude of this
effect was much greater for cells in V4 in the latter
study. Roelfsema and Spekreijse (2001) also reported
that macaque V1 responses show evidence of atten-
tion when monkeys must decide whether a line
passing across the receptive field is connected to the
fixation point or disconnected from it. In both of the
latter tasks the neuron’s receptive field received
identical stimulation but neural responses differed
and reflected the monkey’s interpretation of the
relevance of the stimulus in relation to a planned
saccade to receive a reward.

In all the above examples where attention was
found to influence V1 cell responses, the effect of
attention served to enhance the response to the
attended stimulus. In some cases, however, suppres-
sion of unattended stimuli has been found. Vanduffel
etal. (1997) used a double-labeling 2-deoxyglucose (2-
DG) technique in an orientation discrimination task
in macaque monkeys to demonstrate that unattended
stimuli in V1 produced lower than baseline labeling
suggesting that activity in these unattended areas was
suppressed. Relevant to this chapter is the fact that
they also saw suppression of labeling magnitude in
unattended retinotopic zones in the LGN.
Interestingly, the effects in LGN and VI were
confined to the M LGN layers (and possibly the
surrounding K layers) and the M dominated cortical
layers in V1. Until very recently the latter was the only
study that demonstrated clear attentional effects in
the LGN. Recently, strong attentional effects were
reported using fMRI in human LGN under covert
orienting conditions where subjects attended or
ignored flickering checkerboard stimuli of variable
contrast presented in both hemifields (O’Connor
et al., 2002). In the latter experiment eye movements
were ruled out based upon control experiments
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conducted outside of the scanner. The effects of
attention within V1 and several other visual cortical
areas were also compared (Fig. 5). In both LGN and
V1, O’Connor et al. (2002) reported that neural
responses were enhanced to attended stimuli and
attenuated to ignored stimuli. Furthermore, and
perhaps most interestingly, activity in LGN increased
on the attended side in the absence of any visual
stimulation. Surprisingly, the magnitude of atten-
tional effects were much larger in LGN than in V1
(Fig. 5), suggesting that the attentional modulation in
LGN comes not from V1 but from other sources of
input to the LGN or from a combination of sources
given the magnitude of these effects (see later in the
chapter). Given the low spatial resolution of fMRI, it
could be argued that the authors were actually seeing
attentional effects in the pulvinar rather than the
LGN especially since the pulvinar is larger and lies
directly adjacent to the LGN. In a second study
(Kastner et al., 2004), the authors attempted to rule
out this possibility by showing that attention related
activation of pulvinar is distinct from that observed in
the LGN, suggesting that each nucleus may contrib-
ute to a different form of attention; Perhaps the
LGN-V1 circuit contributes where precise spatial
attention is required and the pulvinar-cortical circuits
contribute mainly to nonspatial forms of attention.
Recently, we examined if the effect of attention
could be demonstrated at the single cell level in the
LGN of awake behaving macaque monkeys (Royal
et al., 2004, 2005). In these preliminary studies, the
receptive field was stimulated with a flashing square
using stimuli optimized for each cell. Monkeys were
trained to perform several tasks but in all conditions
the LGN receptive fields were stimulated identically
under attended and ignored conditions, eye move-
ments were controlled, and any changes in activity
were measured prior to the initiation of saccadic eye
movements. The monkeys were required to saccade to
one of the two stimuli and, if it was rewarded, the
monkey could expect to be rewarded at the same
location for the next 20-30 trials. An error indicated
to the monkeys that the other stimulus was now
correct for the next block of trials. Under these
conditions while baseline activity generally did not
change, some cells demonstrated a significant
enhancement of the response when the receptive
field target was correct and thus located in the
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Fig. 5. Attentional modulation of LGN cells in macaque monkey. Peristimulus time histogram showing average firing rates of one
LGN unit over 20 trials per condition during a task where the monkey was presented with two stimuli simultaneously. One stimulus
was always in the receptive field (RF) of the neuron, the other was placed symmetrically, at the same eccentricity, outside of the RF
(nonRF stimulus). The location of the rewarded stimulus alternated in blocks of 20 trials. Arrows indicate target onset and mean
latency of the saccades. Dashed curve shows cellular activity in the condition when the rewarded target was in the RF of the neuron,
bold line shows the mean response level when the animal had to make a saccade to the nonRF stimulus. Grey area shows the difference
of the areas under the curves. The responses differed significantly, i.e., the same pair of stimuli elicited larger responses when the
animal had to make a saccade to the RF compared to the condition, when the target of the saccade was the nonRF stimulus. From

Royal et al. (2004). (See text for details.)

presumed attended field relative to the response when
the non-receptive field target was correct (Fig. 6.). We
used the same paradigm to test whether an attentional
effect could be demonstrated when both targets were
placed in the upper and lower quadrants of the same
hemifield. The result was the same, i.e., when the
correct target was in the receptive field the response
differed from the response when this target was
incorrect. The results from the task where targets
were presented in the same hemifield suggest that
attentional regulation of responses may be spatially
quite restricted. These preliminary results support the
idea that attention may regulate LGN responses but
given that each block of trials was not presented more
than once, more comprehensive experiments will be
required to confirm these results. This form of
restricted spatial attention has also been reported in

V1 but has not been reported for the dorsomedial
pulvinar where more global spatial attentional shifts
are reported and where the receptive fields of cells are
very large (Petersen et al., 1987). Taken together with
imaging results in humans, these results support the
view that the LGN can pay attention. However,
again, further analysis and tests will be required to
rule out other explanations.

Given that very few studies have been done to
examine the responses of LGN cells in awake
primates (see also Sherman and Guillery, 1996,
1998), many questions still remain about the types
of attention that can be demonstrated at the level of
the LGN and the circuitry involved in these LGN
attentional effects. The results summarized above
support the idea that LGN and V1 responses to
restricted attended targets can be enhanced much as
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Fig. 6. Time series of fMRI signals in the LGN (a—c) and visual cortex (d—f). Group analysis (n=4). Data from the LGN and visual
cortex were combined across left and right hemispheres. Activity in visual cortex was pooled across areas V1, V2, V3/VP, V4, TEO,
V3A and MT/MST. (a,d) Attentional enhancement. During directed attention to the stimuli (red curves), responses to both the high-
contrast stimulus (100%, solid curves) and low-contrast stimulus (5%, dashed curves) were enhanced relative to an unattended
condition (black curves). (b, e) Attentional suppression. During an attentionally demanding fixation task (black curves), responses
evoked by both the high-contrast stimulus (10%, dashed curves) were attenuated relative to an easier attention task at fixation (green
curves). (c, f) Baseline increases. Baseline activity was elevated during directed attention to the periphery of the visual hemifield in
expectation of the stimulus onset (blue). Gray shades indicate periods of checkerboard presentation. From O’Connor et al. (2002) with

permission.

would be predicted by Crick’s hypothesized “‘search-
light” of attention. That imaging results show a
smaller attentional effect in V1 than in LGN argues
against feedback from V1 as the searchlight source,
although it is, however, possible that the impact of
V1 feedback is enhanced via collateral branches
within the TRN (see above), particularly if the TRN
also is responsible for suppressing activity in regions
that are not retinotopically aligned with the target
stimulus.

The superior colliculus is unlikely to provide this
input directly to LGN even though very similar
attentional effects have been reported in the super-
ficial layers of the colliculus (Goldberg and Wurtz,
1972; Wurtz and Goldberg, 1972; Ignashchenkova
et al., 2004). This is because colliculo-geniculate input
primarily targets the K LGN layers. As with visual
cortex, however, collicular input could impact
LGN responses via the TRN given that collicular

projections are retinotopic and the TRN sends a
topographically specific projection back to all LGN
layers. Since attentional effects in one LGN can be
compared between the two hemifields and each LGN
only represents one hemifield, this presumably means
that relevant information must pass either cortically
or subcortically between hemispheres. Visual cortical,
TRN, and collicular inputs to LGN remain ipsilateral
but cholinergic input to the LGN from the PPT is
bilateral. The wide connections of this pontine region
with the rest of the brain (Fig. 7) and the fact that
stimulation within this region results in enhanced
responses in the LGN emphasize that connections
from PPT may contribute although they cannot alone
account for retinotopic specificity of the spatial
attentional effects reported by many. Other inputs
to the LGN described above seem less likely to
contribute to attentional shifts. Serotonergic input
from the dorsal raphé and histaminergic input from
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Fig. 7. Circuits involving the LGN that are related to both attention and motor control. Abbreviations: TRN: thalamic reticular
nucleus, NOT: nucleus of the optic tract, LGN: lateral geniculate nucleus, SCs: superior colliculus (superficial layers), SCi: superior
colliculus (intermediate layers), CL: central lateral nucleus, PG: parabigeminal nucleus, PPT: pedunculopontine tegmentum. See text

for details.

the tuberomammillary nucleus have been proposed to
provide for either global suppression or global
enhancement, respectively, of activity in the LGN
without much topographic specificity and so would
need to work together with other inputs to contribute
to any spatial attention seen in LGN. GABAergic
input from the NOT and cholinergic input from the
parabigeminal nucleus (Fig. 3) could also contribute
when motor planning is involved, but attentional
effects have not been described for either of the areas.
It seems likely given the dynamic nature of the system
that the signals from many of these areas contribute
to the final output of each LGN cell.

Experiments of Davidson et al. (1999) support the
idea that the cholinergic input from the PPT could
contribute to the spatial attentional effects seen in the
LGN. Davidson and colleagues (1999) observed a
dose-dependent increase in reaction time and decrease
in accuracy of eye movements in a task where the
target was preceded by a visual cue when the
cholinergic muscarinic antagonist scopolamine was
administered. The slowing was most prominent when
the animal received valid cues in either visual field.
Slowing, however did not occur in those trials whose
cues lacked spatial information, or in tasks in which
attention was directed to events at the fixation point.
These results provide additional support for the
hypothesis that ACh plays a key role in reflexive

attentional shifting to peripheral visual targets and
supports the idea that the PPT pathway to the LGN
may contribute to this role.

Conclusions and remaining questions

As we have described above, the LGN receives many
non-retinal sources of input that together outnumber
the retinal input to the LGN. Given the diversity of
connections that each of these input sources has with
the rest of the brain, it is clear that LGN cells are
probably modulated by many different sensory,
motor, and cognitive messages. Closer inspection of
the types of circuits that impact the LGN suggest that
signals leaving this nucleus are mainly influenced by
three types of information. First, LGN cells are
clearly influenced by the global state of the animal.
Many investigations have documented the differences
in LGN responses that occur when animals are awake
or asleep (McCormick and Prince, 1986; McCormick
and Pape, 1990; Steriade, 1996). Second, many inputs
to the LGN appear to be concerned with motor
planning — conveying signals concerning saccade
targets, eye position, as well as eye movements
themselves. Finally, evidence indicates that several
inputs to the LGN carry signals that are designed to
enhance activity to particular visual targets or to



visual stimuli within particular spatial locations via
prominent inputs from both brainstem and cortex via
shifts in attention. The fact that some of these inputs
to the LGN, like the cholinergic input from the PPT,
also carry signals concerned with saccadic eye move-
ments supports previous models which have sug-
gested that spatial attention is intimately linked to
planned saccadic eye movements (Fig. 7; Hahnloser
et al., 1999; Horwitz and Newsome, 2001). Some have
argued that this relationship is obligatory, namely,
that one cannot make a saccadic eye movement
without switching attention to the target of that eye
movement (Deubel and Schneider, 1996; Ditterich
et al., 2000). Others have argued for very separate
circuits (Murthy et al., 2001). We would argue for a
partial relationship since some inputs to the LGN do
appear to carry eye movement or eye position related
signals that have not been directly linked to attention
such as the NOT and the parabigeminal nucleus. The
latter connections suggest that modulation of LGN
by eye movements may not always be linked to
attentional modulation in an obligatory way.

Since very few studies have directly examined
the impact of motor planning and attention on
LGN activity in awake behaving animals, many
questions still remain to be answered. Some of
these questions are listed below. Improvements in
the resolution of imaging techniques and the ability
to record from multiple brain sites simultaneously
in awake behaving animals open new doors that
will allow us to answer some of these questions in
future studies.

e Why do collicular, parabigeminal, and extra-
striate inputs project mainly to LGN K layers?

e Why does the input from NOT target mainly
the P layers?

e Does the PPT contribute to eye movement
related modulation of LGN activity?

e Does the visual TRN in primates show saccade
or attention related modulation?

e Is cholinergic input from the PPT the essential
circuit for the attentional effects seen in LGN?

e Are the attention related effects in V1 and LGN
really independent as fMRI data suggest?

e Which high-level processes influence LGN
activity and under what conditions is modula-
tion most evident/favorable?
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Abbreviations

LGN lateral geniculate nucleus
TRN thalamic reticular nucleus

Vi primary visual cortex

V2 visual cortical area 2

V3 visual cortical area 3

V3a visual cortical area 3a

\Z: visual cortical area 4

V5 visual cortical area 5

K koniocellular

P parvocellular

M magnocellular

GABA gamma-aminobutyric acid
PPT pedunculopontine tegmentum
fMRI functional magnetic resonance imaging
2-DG 2-deoxyglucose

NOT nucleus of the optic tract
DOG difference of Gaussians

ACh acetylcholine

CL central lateral nucleus

MT middle temporal cortical area
DM dorsomedial cortical area

DL dorsolateral cortical area
mGIluRI  metabotropic glutamate receptor, type I

mGIluRITI metabotropic glutamate receptor, type II
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CHAPTER 3

The vibrissal system as a model of thalamic
operations

Martin Deschénes*, Elena Timofeeva, Philippe Lavallée and Caroline Dufresne

CRULRG, Université Laval, Quebec, QC, G1J 2G3, Canada

Abstract: The highly segregated organization of the vibrissal system of rodents offers a unique opportunity to address
key issues about thalamic operations in primary sensory and second order thalamic nuclei. In this short review, evidence
showing that reticular thalamic neurons and relay cells with receptive fields on the same vibrissa form topographically
closed loop connections has been summarized. Within whisker-related thalamic modules, termed barreloids, reticular
axons synapse onto the cell bodies and dendrites of residing neurons as well as onto the distal dendrites of neurons that
are located in adjacent barreloids. This arrangement provides a substrate for a mechanism of lateral inhibition whereby
the spread of dendritic trees among surrounding barreloids determines whisker-specific patterns of lateral inhibition.
The relay of sensory inputs in the posterior group, a second order nucleus associated with the vibrissal system is also
examined. It is shown that in lightly anesthetized rats posterior group cells are tonically inhibited by GABAergic
neurons of the ventral division of zona incerta. These observations suggest that a mechanism of disinhibition controls
transmission of sensory signals in the posterior group nucleus. We further propose that disinhibition operates in a top-
down manner, via motor instructions sent by cortex to brainstem and spinal cord. In this way posterior group nucleus
would forward to the cerebral cortex sensory information that is contingent upon its action.

Introduction parts, the vibrissal system of rodents has become one

of the most valuable models for research in neuro-
On each side of the rat snout there are five horizontal science. Here we shall briefly review key features of
rows of whiskers which form an orderly array of this system, and examine how its highly segregated
low-threshold mechanoreceptors. Primary afferents organization provides a unique opportunity to study
innervating these mechanoreceptors respond to only structure/function relationships at the thalamic level.

one vibrissa and, centrally, the arrangement of the
whisker pad is maintained in arrays of cellular

aggregates referred to as barrelettes (brainstem), Overview of the vibrissal system

barreloids (thalamus) and barrels (cortex) (Woolsey

and Van der Loos, 1970; Van der Loos, 1976). The vibrissal system of rodents comprises two main
Because of this morphologically demonstrable, homol- ascending pathways (Waite, 2003; see Fig. 1): (1) a
ogous arrangement of each of its major component lemniscal pathway which arises from the principal

trigeminal nucleus (PrV), transits through the bar-
B reloids of the ventral posterior medial nucleus (VPM)
*Corresponding author. Tel.: +1-418-663-5747; Fax: +1-418- of the thalamus and terminates in the granular zone of
663-8756; E-mail: martin.deschenes@crulrg.ulaval.ca the cortical barrel field; (2) a paralemniscal pathway
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Fig. 1. Schematic organization of the lemniscal and paralemniscal streams of vibrissal information in rodents. The orderly
arrangement of whiskers on the rat snout (rows A, B, C, D, E and arcs 1, 2, etc.) is represented centrally by arrays of cellular
aggregates in brainstem, thalamus and somatosensory cortex. The upper right hand drawing shows the layout of barrels in a tangential
section of the primary somatosensory cortex (S1). In sections cut along the dashed line in this drawing, barrels appear as a series of
cytochrome oxidase reactive blobs in layer 4 (upper left hand drawing). See text for a detailed description of pathways. Abbreviation:

S2, second somatosensory area.

which arises from the interpolar division of the spinal
trigeminal complex (SpVi), transits through the
posterior group nucleus (Po), and terminates in the
dysgranular zone of the barrel field. In the brainstem,
lemniscal and paralemniscal streams of information
processing are not totally isolated from each other,
in that PrV receives abundant projections from the
spinal complex (Jacquin et al., 1990).

Primary vibrissa afferents form ladder-like projec-
tion patterns throughout the trigeminal column where
they give off several puffs of terminations that
are spatially restricted to the homotopic barrelettes
(Henderson and Jacquin, 1995). Principalis cells that
give rise to the lemniscal pathway have dendrites
confined within the limit of their home barrelette, and
thus have receptive fields dominated by a single



whisker (the principal whisker, PW) (Henderson and
Jacquin, 1995; Veinante and Deschénes, 1999). In
contrast, interpolaris neurons have dendritic trees
that extend across several barrelettes, and they
respond vigorously to deflection of several whiskers
(Jacquin et al., 1989; Veinante et al., 2000). In lightly
anesthetized animals, multiwhisker responses of SpVi
neurons are effectively relayed to PrV by internuclear
axons, which renders PrV and VPM cells responsive
to several adjacent whiskers (Minnery and Simons,
2003; Timofeeva et al., 2004). Lesion studies in which
ascending internuclear axons have been severed
provided clear evidence that adjacent whisker
responses in PrV and VPM rely almost exclusively
on projections from the spinal trigeminal complex to
PrV (Rhoades et al., 1987; Friedberg et al., 1999;
Timofeeva et al., 2004).

The VPM of rodents has a simple organization; it
contains a single class of relay neurons with bushy
radiating dendrites that are clustered within whisker-
related arrays termed barreloids (Barbaresi et al.,
1986; Harris, 1986; Ohara and Havton, 1994; Varga
et al., 2002). Axons of barreloid cells do not branch
locally, but give off collaterals in the reticular
thalamic nucleus (RT) as they head towards the
barrel cortex (Harris, 1987; Pinault and Deschénes,
1998). Relay cells in barreloids only receive three
main types of input: (1) an ascending excitatory input
from PrV axons that makes synaptic contacts on thick
proximal dendrites (Spacek and Lieberman, 1974;
Williams et al., 1994), (2) an excitatory cortico-
thalamic input from the barrel field that principally
distributes over the distal dendrites (Hoogland et al.,
1987; Mineff and Weinberg, 2000), and (3) an inhib-
itory input from RT cells that distributes throughout
the dendritic trees (Ohara and Lieberman, 1993;
Varga et al., 2002). At a unitary level these pathways
are composed of axons with terminal fields topo-
graphically restricted to the barreloid representing
the PW of their receptive field (Bourassa et al., 1995;
Veinante and Deschénes, 1999; Désilets-Roy et al.,
2002).

The paralemniscal stream of vibrissal information
principally arises from large-sized, multiwhisker
responsive cells in SpVi (Jacquin et al., 1989;
Veinante et al., 2000). These neurons project to Po
and several brainstem regions (pontine nuclei, ventral
division of zona incerta, perirubral area, superior
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colliculus, anterior pretectal nucleus) by means of
branching axons (Williams et al., 1994; Veinante
et al., 2000). The posterior group belongs to the
class of second order thalamic nuclei that have
reciprocal connections with a number of cortical
areas, which include the primary and second somato-
sensory areas, the perirhinal and insular regions and
the motor cortex (Deschénes et al., 1998). Like most
second order thalamic nuclei, Po receives a dual
corticothalamic input: one that arises from lamina 6
cells in cortical areas innervated by Po axons, and
another one from layer 5 cells that are exclusively
located in the granular and dysgranular zones of the
barrel field (Veinante et al., 2000). Latter projection
consists of collaterals of long-range axons that project
to the tectum, zona incerta, and lower brainstem.
These collaterals do not supply a branch in RT nor in
VPM, but establish large synaptic contacts with the
proximal dendrites of Po neurons (Hoogland et al.,
1987). The posterior group in rats receives a dual
inhibitory input: one from RT neurons, and the other
from the ventral division of zona incerta (ZIv).
Incertal axons make large terminations with multiple
release sites on cell bodies and proximal dendrites
(Bartho et al., 2002).

Relay cells in barreloids

In cytochrome oxidase-stained tissue, barreloids
appear as darkly reactive, curved, tapering rods that
extend through the thickness of the VPM (Land et al.,
1995; Haidarliu and Ahissar, 2001). The structure
of barreloids can also be revealed by retrograde
labeling. Provided that tracer injections are confined
within the limit of a single barrel column, the pattern
of retrograde labeling in VPM precisely matches the
shape and dimension of the barreloids seen in
cytochrome oxidase-stained sections (Land et al.,
1995; Varga et al., 2002). Figures 2, 3C and 4A
show how sharply individual barreloids can be
outlined following small iontophoretic injections of
Fluoro-Gold in corresponding barrels.

By combining the backfilling of a single barreloid
with the juxtacellular labeling of individual VPM
neurons it was shown that the dendritic field of relay
cells is asymmetric, variously oriented with respect
to the geometry of the barreloids, and that all cells
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100 pm

Fig. 2. Relationship between the dendroarchitecture of relay cells and the structure of barreloids. The proximal dendrites of 8 cells
responsive to the Cl, C2 or D2 whiskers were reconstructed after juxtacellular staining with Neurobiotin. Cells were placed in a
“reference” barreloid (here, barreloid C2 outlined in gray tone), according to their actual location and orientation in their respective
barreloid. Note that thick dendrites do not cross barreloid boundaries, but that distal dendrites do, as shown in the renderings with

and without transparency in B. (Modified from Varga et al., 2002)

extend dendrites outside their home barreloid (Fig. 2).
Extrabarreloid dendrites are of small size (< 1.5 pm),
and represent up to 54% (range: 11-54%) of the total
dendritic length. In contrast, thick proximal den-
drites, which receive lemniscal input, remain confined
within the home barreloid of the cell being directed
towards its center or along its margin (Fig. 2A).
Electron microscopic examination of labeled cells
showed that extrabarreloid dendrites are exclusively
contacted by synaptic terminals of cortical and RT
origin, whereas intrabarreloid dendrites also receive
contacts from lemniscal terminals (Varga et al., 2002).
Thus, for most barreloid cells one can define three
functional dendritic domains: (1) a PW afferent
domain consisting of proximal and second order
intrabarreloid dendrites that receive contacts from
PrV axons; (2) a PW recurrent domain made of intra-
barreloid dendrites that receive contacts from RT and
corticothalamic cells with PW receptive field located
on the same vibrissa; and (3) AW recurrent domains
consisting of extrabarreloid distal dendrites that
receive contacts from RT and corticothalamic cells

with PW receptive field located on adjacent whiskers.
These morphofunctional divisions emphasize the
whisker-specific ordering of synaptic contacts on
VPM relay cells, and provide a framework to study
cross-whisker interactions.

Closed and open loop inhibitory circuits in
barreloids

Taking advantage of the highly segregated organiza-
tion of the vibrissal system, it was examined whether
RT cells form closed or open loop connections with
their thalamic targets (Désilets-Roy et al., 2002). A
thalamic barreloid was retrogradely labeled by injec-
ting Fluoro-Gold in an identified barrel column,
and axons of single RT cells with receptive field on
the same whisker were anterogradely labeled by
juxtacellular application of a biotinylated tracer.
These experiments revealed that RT cells exclusively
project to the barreloid representing the PW of their
receptive field (Fig. 3). Reticular cells either form
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Fig. 3. Terminal fields of RT axons into thalamic barreloids. Relay cells forming the D2 barreloid were backfilled following a Fluoro-
Gold injection into the D2 barrel column (A), and a RT cell that responded to deflection of the same vibrissa was juxtacellularly
stained with biotinylated dextran (B). Note the precise overlap of axonal terminations with the array of labeled somata (C). Terminal
fields either distribute in different segments (D, F) or across the whole extent of a barreloid (E). Scale bars: 500 um in A; 100 pm in
B-D. (Modified from Désilets-Roy et al., 2002).



36

small compact terminal fields in the dorsalmost part
of a barreloid, or more extensive fields filling a large
expanse of the barreloid. Thus, from a strict ana-
tomical viewpoint, a RT cell should exert both,
recurrent inhibition on cells that relay input from its
PW, and simultaneously impose remote lateral inhibi-
tion onto the relay cells that send dendrites into the
activated barreloid. This proposal was tested in a
preparation in which thalamic cells were rendered
monowhisker responsive by lesion of the interpolaris
nucleus. Again, single barreloids were outlined by
retrograde labeling and individual cells within adja-
cent barreloids were stained with Neurobiotin. It was
further examined whether the magnitude of inhibition
produced in those cells by deflecting the vibrissa
represented in the backfilled barreloid related to the
spread of their dendrites within that same barreloid.
Figure 4 shows a representative case of double
labeling that combines the backfilling of barreloid
D3 with the juxtacellular staining of 2 cells in
barreloids D2 and D4. One can see that the cell in
barreloid D4 sent dendrites into barreloid D3 and
was inhibited by whisker D3 (Fig. 4C), whereas the
D2-responsive cell did not send any dendrite into
barreloid D3 and was not inhibited by whisker D3
(Fig. 4D). Among the 17 cells tested and recovered
after staining, 5 did not demonstrate inhibition, and
none of the latter sent dendrites into the backfilled
barreloid. Lateral inhibition was present in the
other cells with a magnitude that strongly correlated
with the extent to which dendrites invaded the back-
filled barreloid (Fig. 4E). As the length of dendrites
increases, inhibition increases steeply to reach 90%
spike suppression at a cumulated length of ~ Imm.
An almost perfect correlation was found between the
magnitude of inhibition and proximity of cell bodies
to the labeled barreloid (R*>=0.97; p<0.0001) (Fig.
4F). As distance between cell bodies and the border
of the backfilled barreloid increases, dendritic length
in that barreloid diminishes, and so does inhibition.
As a consequence of this structural feature lateral
inhibition is asymmetrically distributed with respect
to row and column of whisker representation. In
sections cut normal to their long axis barreloids
appear as an array of rectangular blobs with center-
to-center spacing of ~100 um along rows, and of
~200 pm along arcs of whisker representation (Land
et al., 1995; Haidarliu and Ahissar, 2001). Since the

dendritic field span of relay cells does not exceed 250
pm (Ohara and Havton, 1991; Varga et al., 2002), the
geometry of the barreloids thus limits the spread of
dendrites to a single adjacent barreloid along an arc
of whisker representation. In agreement with these
geometric constraints most barreloid cells fail to
demonstrate lateral inhibition following deflection
of either the dorsal or ventral AW. Significant sup-
pression of background discharges was produced by
92% of AWSs within rows (n=159), by 48% of AWs
within arcs (n=58), and was never observed after
deflection of non-AWs (n=31).

Whisker-evoked responses in the paralemniscal
pathway

One of the most intriguing feature of the paralem-
niscal pathway is that Po neurons receive a robust
trigeminal projection from interpolaris cells, but they
poorly respond to whisker deflection. Under light
ketamine or barbiturate anesthesia, they often fail to
respond to any somatic stimuli, whereas they best
respond to deflection of several whiskers under
urethane anesthesia (Chiaia et al., 1991; Diamond et
al., 1992; Sosnik et al., 2001). Yet, responses are more
temporally dispersed and of much lower magnitude
than those observed in VPM. Since whisker-evoked
responses in Po are suppressed during barrel cortex
inactivation, it was proposed that transmission
through the paralemniscal pathway depends upon
the state of the cortex itself (Diamond et al., 1992).
However, the reason for which transmission failure
occurs in this second order thalamic nucleus remained
unexplained. This issue was addressed recently after it
was reported that Po receives a strong GABAergic
input from ZIv (Bartho et al., 2002). Under anesthetic
conditions known to render Po neurons unresponsive
to sensory stimuli, we found that whisker-responsive
Z1v cells that project to the thalamus spontaneously
discharged at high rates (20-60 Hz) (Figs. 5B, C).
Thus, the membrane potential of Po neurons was
continuously riddled with inhibitory post-synaptic
potentials, which prevented vibrissal inputs from
reaching spike threshold (Fig. 5D). Together these
results suggest that a mechanism of disinhibition
controls transmission of sensory signals in this
second order thalamic nucleus. Inhibitory cells that
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Fig. 4. Relationship between dendroarchitecture and lateral inhibition in the barreloids. In the histological material (A) barreloid D3
was backfilled by Fluoro-Gold injection in barrel D3, and two cells, located in barreloids D2 and D4 respectively, were labeled
juxtacellularly after assessing the magnitude of spike suppression produced by whisker D3 deflection. Barreloid and cell
reconstructions are shown in B. The D4-responsive cell sent dendrites within barreloid D3 and was inhibited by whisker D3
(peristimulus histogram in C), whereas the D2-responsive cell did not send any dendrite within barreloid D3 and was not inhibited
(peristimulus histogram in D). Scale bar in A, 100 pm. Graph E shows how the magnitude of AW-evoked inhibition relates to the total
length of dendritic segments in the corresponding barreloid. Data points are best fitted by linear regression with RZ=0.86; p <0.0001.
Note that data point at 0,0 represents 5 cells. The dashed line indicates the average degree of inhibition produced by PW deflection
(e.g., 92%). Graph F shows that the magnitude of inhibition produced by an AW is linearly related to the distance that separates cell
bodies from the border of the corresponding barreloid (R*>=0.97; p<0.0001). Graph G shows how the length of extrabarreloid
dendrites in an adjacent barreloid decreases with distance that separates cell bodies from the border of that barreloid (R*>=0.82;
»<0.0001). (Modified from Lavallée and Deschénes, 2004).
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Fig. 5. Evidence supporting the proposal that a mechanism of disinhibition controls transmission in the paralemniscal pathway.
Wiring diagram in A summarizes the disinhibitory circuitry (see text for additional information). Trace B shows spontaneous
discharges of a ZIv cell that responded to whisker deflection (not shown). Histogram C shows the distribution of interspike intervals
(ISI) compiled over a 1-min period of spontaneous activity. Trace D shows that under the same experimental conditions the membrane
potential of Po neurons was continuously riddled with inhibitory postsynaptic potentials.

could suppress discharges in ZIv remain as yet
unidentified, but GABAergic neurons located in the
dorsal division of ZI might be involved. Since ZI
receives abundant input from layer 5 corticofugal
neurons (Mitrofanis and Mikuletic, 1999), disinhibi-
tion might operate in a top-down manner (see schema
in Fig. 5A). Top-down disinhibition would allow
sensory inputs that are time related to motor control
of whisking (but not to whisking per se) to be relayed
in a parallel manner to the cerebral cortex. Thus, the
disinhibitory hypothesis invites us to consider the role
of Po from a central viewpoint, which is in line with
the psychophysical and behavioral evidence that
perception is an active process intimately linked to
the motor activities of the animal. For the moment,

the disinhibitory hypothesis needs additional experi-
mental support, and it is not clear whether it could
also be applied to other second order nuclei in rats or
in other species. In this regard, however, it is worth
mentioning that ZIv was also shown to project to the
lateral dorsal and lateral posterior nuclei in rats, two
second order nuclei that are associated with the visual
system (Power et al., 1999).

Abbreviations
AW adjacent whisker
Po posterior group nucleus

Prv principal trigeminal nucleus



PW principal whisker

VPM ventral posterior medial nucleus

RT reticular thalamic nucleus

SpVi interpolar division of the spinal
trigeminal complex

S1 primary somatosensory area

S2 second somatosensory area

71 zona incerta

ZIlv ventral division of zona incerta
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Connexon connexions in the thalamocortical
system

Scott J. Cruikshank, Carole E. Landisman, Jaime G. Mancilla
and Barry W. Connors*
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Brown University, Providence, RI 02912, USA

Abstract: Electrical synapses are composed of gap junction channels that interconnect neurons. They occur throughout
the mammalian brain, although this has been appreciated only recently. Gap junction channels, which are made of
proteins called connexins, allow ionic current and small organic molecules to pass directly between cells, usually with
symmetrical ease. Here we review evidence that electrical synapses are a major feature of the inhibitory circuitry in the
thalamocortical system.

In the neocortex, pairs of neighboring inhibitory interneurons are often electrically coupled, and these electrical
connections are remarkably specific. To date, there is evidence that five distinct subtypes of inhibitory interneurons in
the cortex make electrical interconnections selectively with interneurons of the same subtype. Excitatory neurons (i.e.,
pyramidal and spiny stellate cells) of the mature cortex do not appear to make electrical synapses. Within the thalamus,
electrical coupling is observed in the reticular nucleus, which is composed entirely of GABAergic neurons. Some pairs
of inhibitory neurons in the cortex and reticular thalamus have mixed synaptic connections: chemical (GABAergic)
inhibitory synapses operating in parallel with electrical synapses. Inhibitory neurons of the thalamus and cortex express
the gap junction protein connexin36 (Cx36), and knocking out its gene abolishes nearly all of their electrical synapses.

The electrical synapses of the thalamocortical system are strong enough to mediate robust interactions between
inhibitory neurons. When pairs or groups of electrically coupled cells are excited by synaptic input, receptor agonists, or
injected current, they typically display strong synchrony of both subthreshold voltage fluctuations and spikes. For
example, activating metabotropic glutamate receptors on coupled pairs of cortical interneurons or on thalamic reticular
neurons can induce rhythmic action potentials that are synchronized with millisecond precision.

Electrical synapses offer a uniquely fast, bidirectional mechanism for coordinating local neural activity. Their
widespread distribution in the thalamocortical system suggests that they serve myriad functions. We are far from a
complete understanding of those functions, but recent experiments suggest that electrical synapses help to coordinate
the temporal and spatial features of various forms of neural activity.

Introduction Electrical synapses, which are composed of neuronal

gap junctions, offer a very different type of signaling
The most familiar neuronal signaling mechanism is that is faster, bidirectional, and simpler in both struc-
the neurotransmitter-dependent chemical synapse. ture and function (synonyms for electrical synapses

include “‘electrotonic synapses” and “‘electrical cou-
S pling”; for review see Bennett, 1977, 1997; Connors
*Corresponding author. Tel.: +1-401-863-2982; Fax: +1-401- and Long, 2004). Although there are forms of elec-
863-7688; E-mail: BWC@brown.edu trical communication between neurons that do not
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involve gap junctions, such as “ephaptic” interactions
(Jefferys, 1995), they are not included in this study.

The idea that neurons communicate through direct
electrical connections (Cowan and Kandel, 2001)
predates the discovery of electrical synapses in cray-
fish and shrimp by almost a century (Furshpan and
Potter, 1957; Watanabe, 1958). Vertebrate electrical
synapses were observed soon after in the brainstem of
fish (Bennett et al., 1959), but they proved much
harder to demonstrate in mammalian brains. The
most convincing way to detect electrical coupling is to
record intracellularly and simultaneously from two
connected cells, which is exceptionally difficult to do
in the intact mammalian brain. The first mammalian
evidence — obtained from certain brainstem nuclei
in vivo — was necessarily indirect (e.g., Baker and
Llinas, 1971; Korn et al., 1973; Wylie, 1973).

Improved microelectrode methods, in vitro slice
preparations, and molecular genetic technologies
cracked the practical barriers to the study of mam-
malian electrical synapses. The presence of electrical
synapses is now clearly established in the inferior
olivary nucleus, locus coeruleus, striatum, cerebellar
cortex, pre-Botzinger complex, hippocampus, retina,
suprachiasmatic nucleus, olfactory bulb (Connors
and Long, 2004), as well as the thalamocortical
system. Judging from the distribution of connexin36
(Cx36), the neuronal protein most responsible for
electrical synapses, it seems likely that they occur in
every major region of the central nervous system
(Condorelli et al., 2000; Degen et al., 2004). Con-
sidering their speed, simplicity, and reciprocity, this
should probably come as no surprise.

In this review the presence, properties, and poten-
tial functions of the electrical synapses that inter-
connect many inhibitory neurons of the thalamus and
the neocortex have been analyzed. Figure 1 shows a
basic circuit diagram of the electrical (and chemical)
synaptic connections in the thalamocortical system,
based on the present study results (see also Amitai
et al., 2002; Gibson and Connors, 2003; Beierlein
etal., 2003).

Electrical synapses in the neocortex

The neocortex is the largest part of the mammalian
brain, and it is essential for normal perception, motor
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Fig. 1. Electrical synapses in the somatosensory thalamocor-
tical system. Major connections via electrical synapses (zig-
zags) and chemical synapses (inhibitory: dots, excitatory:
squares); the central neuron in the cortex is a spiny stellate,
regular-spiking cell (RS cell), which is excitatory, as is the
corticothalamic cell; FS and LTS cells are inhibitory inter-
neurons. In thalamus, relay cells are excitatory, whereas cells of
the reticular nucleus are inhibitory. Cortical circuit represents
layer 4 only.

control, cognition, and many forms of memory.
Neocortex carries out some of the most complex
neural functions anywhere in nature. Electrical
synapses appear to be an important component of
its complicated circuitry.

In 1972 John Sloper published a short paper
describing electron microscopic observations of gap
junctions between neurons of the mature monkey
sensorimotor cortex. He followed this in 1978 with a
more complete description, coauthored with Thomas
Powell, that included many dramatic micrographs of
dendrodendritic and dendrosomatic gap junctions
interconnecting cells that had the telltale charac-
teristics of inhibitory interneurons. These papers
described the first compelling evidence for electrical
synapses in the mammalian forebrain, yet they
apparently passed with little notice at the time. They
accurately predicted much of our current state of
understanding about electrical synapses in the neo-
cortex yet, surprisingly, over the ensuing decades each
paper has been cited fewer than 100 times.



A key conclusion of Sloper and Powell (1978) was
that neuronal gap junctions occur predominantly
between cells with the morphological characteristics
of interneurons. This has recently been substantiated
by the work of Fukuda and Kosaka (2003), who
observed dendrodendritic gap junctions between
parvalbumin-immunolabeled inhibitory interneurons
of primary somatosensory, auditory, and visual areas
in mature rats.

Gap junctions are morphological entities, and
the presence of neuronal gap junctions alone can
provide only indirect evidence for functional electrical
synapses. Direct electrophysiological recordings are
required for a definitive functional demonstration. In
recent years, such recording studies have been con-
ducted (Fig. 2), confirming that electrical synapses are
localized largely to inhibitory interneurons, and that
these synapses are strong enough to influence cortical
function. The first of these studies were published
by Galarreta and Hestrin (1999) and Gibson et al.
(1999). Several general properties of interneuron
coupling were immediately apparent, and were sub-
sequently confirmed and extended:

(1) Electrical synapses are very common among
closely neighboring pairs of inhibitory
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Fig. 2. Electrically coupled FS inhibitory interneurons in
neocortex. GFP-expressing interneurons from neocortical slice
in vitro viewed under fluorescence (top left) and infrared-
differential interference contrast optics (bottom left). Paired
whole-cell recordings from the same interneurons showing
electrical coupling (right). (Mancilla, Cruikshank, Huang and
Connors, unpublished.)
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interneurons (from 60% to as high as 90%
in some samples). On the other hand, there are
very few reports of electrical coupling among
cell pairs that include excitatory neurons
(Venance et al., 2000; also discussed on pages
44-46).

(2) Electrical synapses are cell-type specific; inter-
neurons of a particular subtype tend to be
coupled only to cells of the same subtype, and
mixed interneuron types are coupled only
about 5% of the time (Gibson et al., 1999,
2004).

(3) Electrical coupling is relatively strong. On
average, the “coupling coefficient” for slow
events is nearly 0.1, and can reach as high as
0.4 (coupling coefficient defined here as: the
voltage deflection in cell B divided by the
voltage deflection in cell A, when the two cells
are electrically coupled, and the voltage deflec-
tion is initiated in A); the mean cell—cell
coupling conductance is about 1.6 nS, with a
maximum up to 5.5 nS.

(4) The average strength of coupling is more than
enough to allow neighboring neurons to
synchronize their spiking patterns with high
precision (about +1 ms; see pages 50-51 and
Figs 4 and 7), and to deliver signals about as
strong as chemical EPSPs.

(5) Some pairs of inhibitory interneurons are
connected by both electrical and inhibitory
(i.e., chemical) synapses.

(6) Electrical coupling has been observed in sev-
eral areas of neocortex, among interneurons in
all cortical layers (Gibson et al., 1999; Blatow
et al., 2003; Chu et al., 2003), and in fully
mature animals (Galarreta and Hestrin, 2002).

A lot of information about the anatomical/spatial
properties of electrical coupling between cortical
interneurons is available today (Gibson et al., 1999,
2004; Amitai et al., 2002; Long et al., 2004). Coupling
is strongest and most prevalent between cells <50 pm
apart, and essentially absent at distances >200 um.
The distance-dependence function and measures of
interneuron density imply that each interneuron is
directly coupled to about 20-50 other interneurons.
This information, combined with average unitary
conductances and input resistances, allows us to
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estimate that the net conductance through all the
electrical synapses of an interneuron contribute
approximately half of the total resting membrane
conductance (Amitai et al., 2002). In other words,
networks of interneurons are very densely coupled
and this is likely to have a powerful influence on
cortical processing.

The neocortex has a variety of distinct types of
GABAergic interneurons (Monyer and Markram,
2004). Remarkably, inhibitory interneurons seem to
make electrical synapses only with cells of similar
type. Our laboratory has studied electrical synapses
amongst two interneuron types in particular. The
most commonly encountered type is the ““fast-spik-
ing” (FS) cell, which generates exceptionally brief
action potentials that can fire at unusually high
rates without adaptation (McCormick et al., 1985).
Most neighboring pairs of FS cells are electrically
coupled to each other (Figs. 1-3; Gibson et al., 1999;
Galarreta and Hestrin, 1999). Another major type of
inhibitory interneuron, characterized in both rats
(Gibson et al., 1999) and mice (Deans et al., 2001),
expresses the neuroactive peptide somatostatin, gen-
erates broader spikes with adapting patterns, and is
often called the “low threshold-cspiking” (LTS) cell
(Kawaguchi and Kubota, 1997). LTS cells are also
usually coupled to each other electrically. Pairs of FS
and LTS cells are coupled to one another only very
occasionally, and such connections are usually weak
(Gibson et al., 1999, 2004). In addition, Blatow et al.
(2003) described a type of interneuron they named the
“multipolar bursting” (MB) cell, which was coupled
to cells of the same type but not to FS cells. Chu et al.
(2003) characterized a “late-spiking” (LS) type
of inhibitory interneuron in layer I of the neocortex
that made electrical synapses to other LS cells 83%
of the time, but coupled to non-LS interneurons
only 2% of the time. Most recently, Galarreta et al.
(2004) showed that a fifth type of interneuron — an
irregularly spiking, cannabinoid-expressing cell of the
upper cortical layers — is also selectively electrically
coupled. Thus, the evidence to date is consistent with
the hypothesis that, with rare exceptions, neuronal
gap junctions in neocortex interconnect inhibitory
interneurons of the same type (Fig. 3).

So far, independent evidence for morphological
gap junctions and functional electrical synapses have
been discussed. However, the electrical synapses
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Fig. 3. Five subtypes of inhibitory interneurons in neocortex,
each with cell type-specific electrical synapses. Late-spiking cells
(LS), multipolar bursting cells (MB), cannabinoid-sensitive,
irregularly spiking cells (CBI-IS), fast-spiking (FS), low
threshold-spiking cells (LTS).

characterized biophysically in interneurons are
almost certainly mediated by gap junctions. Tamas
and colleagues have elegantly combined biophysical
and ultrastructural methods to definitively demon-
strate that electrically coupled FS interneurons
(Tamas et al., 2000), as well as electrically coupled
non-FS interneurons (so called “regular-spiking
non-pyramidal cells” (Szabadics et al., 2001), actually
do form dendrodendritic gap junctions. In addition,
when the critical neuronal gap junction protein
Cx36 is knocked out, nearly all electrical synapses
between interneurons are abolished (Deans et al.,
2001).

There is very little compelling evidence that the
excitatory neurons (i.e., pyramidal cells or spiny
stellate cells) of the mature neocortex are electrically
coupled. Decades of detailed ultrastructural investi-
gations of neocortex have yielded very few convincing
micrographs of gap junctions connecting excitatory
cells. The only compelling example available was
published by Alan Peters in 1980, in a chapter of
Advanced Neurology about the mechanisms of
anticonvulsant drugs. Direct tests of electrical cou-
pling between pairs of excitatory cells, or pairs of
excitatory and inhibitory cells, in neocortex have
yielded generally negative results (Thomson and
Deuchars, 1997; Galarreta and Hestrin, 1999;
Gibson et al., 1999). There is at least one report of
Cx36 mRNA in pyramidal cells, and very occasional



electrical coupling between interneuron—pyramidal
cell pairs in immature cortex (Venance et al., 2000;
Meyer et al., 2002), but this has not been observed by
others (Galarreta and Hestrin, 1999; Gibson et al.,
1999). Gutnick and Prince (1981) reported dye-
coupling between mature pyramidal neurons, but
subsequent studies found that pyramidal cell dye-
coupling was prominent during the first post-natal
week and very low thereafter (Connors et al., 1983;
Peinado et al., 1993; Roerig et al., 1995; Bittman et
al., 1997). It is important to note that dye-coupling,
particularly when applied to brain slices using sharp
microelectrodes, may not be a very reliable measure
of gap junctional coupling among some types of
neurons (Knowles et al., 1982; Connors et al., 1984;
Gutnick et al., 1985).

Electrical synapses in the thalamic reticular nucleus

The thalamic reticular nucleus (TRN) is a sheet
of GABAergic neurons that surround the thalamic
relay nuclei (Guillery and Harting, 2003). TRN cells
receive excitatory input from both thalamocortical
and corticothalamic axons, and send their projec-
tions, which are entirely inhibitory, to thalamic relay
cells (Figs. 1 and 4). Thus, the TRN is in a position to
influence, and be influenced by, the entire thalamo-
cortical system. Consistent with this, the TRN has
been implicated in processes as diverse as sensory
transformations, generation of sleep-related EEG
rhythms, and behavioral attention (Guillery et al.,
1998; Pinault, 2004). It had long been assumed that
TRN neurons interact with one another exclusively
via inhibitory synapses (Ohara, 1988), but our work
shows that this is far from true. Using paired
recordings from neighboring TRN cells in rats and
mice, we found that electrical coupling is common
(Landisman et al., 2002; Long et al., 2004). The pre-
valence, strength, biophysical properties, and Cx36-
dependence of electrical connections in TRN are very
similar to those in the neocortex.

Electrical coupling in TRN may differ from
neocortex in its spatial dimensions; TRN cells appar-
ently form much more compact coupled clusters than
cortical interneurons (Long et al., 2004). Electrical
coupling in TRN seems to be restricted to cells no
more than 40 pm apart. In this sense, coupling in
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TRN resembles the spatially localized coupling in
the inferior olivary nucleus (Devor and Yarom, 2002).
Surprisingly, in paired-cell recordings from TRN in
vitro, monosynaptic IPSPs were extremely rare (~1 in
100 pairs for closely juxtaposed neurons; Landisman,
unpublished).

As in the cortex, electrical synapses can effectively
coordinate both the action potentials and slow sub-
threshold rhythms of local groups of TRN neurons
(Fig. 4B-D; see pages 50-51).
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Fig. 4. Electrical synapses in the TRN. A. A fluorescent image
of a thalamic slice in which the cresent-shaped TRN is outlined
by the presence of GFP-expressing cells (B13 line, Cruikshank,
Connors and Huang, unpublished observations). Barreloids in
the VB can also be visualized by the clustering of GFP-positive
axon terminals (originating from TRN cells). B-D. Activation
of mGluRs excites TRN neurons, and induces close synchrony
of both action potentials (B-C) and subthreshold membrane

fluctuations (D) mediated by electrical synapses. (From Long
et al., 2004.)
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Electrical synapses in the thalamocortical system
require Cx36

Gap junctions are structurally distinct, electron-
dense, intercellular connections that bridge the
narrow gap of extracellular fluid (about 2-3 nm
thick) separating the membranes of two cells. Gap
junctions are composed of clusters of transcellular
channels. Each channel is created by the union of two
hemichannels, one from each cell. Each of these hemi-
channels, also known as “connexons’, is each made
of six connexin subunits. Gap junction channels are
permeable to all biologically interesting inorganic
ions, and also to some small organic molecules.
There are about 20 connexin isoforms distributed
over nearly all tissues in the body (Willecke et al.,
2002). The most common nomenclature uses their
predicted molecular weights (e.g., Cx36 is about
36 kDa). Most cells can express multiple connexins,
and connexons can be homomeric or heteromeric.
Only some combinations of connexons can form
functional heterotypic channels; current evidence is
that Cx36 channels only function homotypically
(Al-Ubaidi et al., 2000; Teubner et al., 2000).

About half of the connexins are abundant in the
central nervous system, but there are good reasons
to believe that Cx36 is the primary neuronal con-
nexin. Several connexin types are strongly expressed
in astrocytes and oligodendrocytes, but these types
are almost never observed in neurons (Nagy and
Rash, 2000; Nagy et al., 2001). Cx36 mRNA is
found widely in the mammalian brain (Condorelli
et al., 2000), and Cx36-like immunoreactivity
consistently appears in neuron—neuron gap junc-
tions but not gap junctions between glia (Rash et
al., 2001). Single-cell RT-PCR shows that Cx36
message is often present in interneurons of hippo-
campus and neocortex (Venance et al., 2000), and a
histochemical reporter enzyme driven by the Cx36
promoter labeled a variety of intererneurons that
included both parvalbumin- and somatostatin-
expressing cells (Deans et al., 2001).

The most telling evidence that Cx36 forms most
electrical synapses comes from work on knockout
mice. It has been found that electrical coupling
between interneurons of two types in the neocortex
(Deans et al., 2001), and between neurons in the

TRN (Landisman et al., 2002), inferior olive (Long
et al., 2002), and suprachiasmatic n. (Long et al.,
2005) is virtually abolished in Cx36 knockout mice.
In addition, electrical coupling between MB
interneurons of neocortex (Blatow et al., 2003),
and neurons in hippocampus (Hormuzdi et al.,
2001) and retina (Deans et al., 2002) is also Cx36-
dependent.

Within the thalamus, several lines of evidence
indicate the presence of Cx36 mediated electrical
coupling in the TRN, but not in relay nuclei. This
includes in situ hybridization for Cx36 mRNA
(Condorelli et al., 2000), expression of Cx36 repor-
ter gene (Deans et al., 2001), Cx36-like immuno-
reactivity (Liu and Jones, 2003), and paired-cell
recording in Cx36 knockout mice (Landisman
et al.,, 2002). However, there is some indirect
electrophysiological evidence for electrical coupling
in relay cells as well (Hughes et al., 2002, 2004).
It remains possible that if electrical synapses occur
in relay cells, they depend on a gap junction protein
other than Cx36. Interestingly, even in the TRN,
where there is general agreement about the role of
Cx36 in electrical synaptic transmission, electron
microscopic studies have not revealed neuronal
gap junctions per se (Liu and Jones, 2003). It is
possible that connexin mediated channels are not
clustered together in large gap junctional plaques in
the TRN.

As prevalent as Cx36 seems to be, it is probably
not the only connexin involved in mammalian elec-
trical synapses. Neurons thought to be electrically
coupled, but which may not express Cx36, include
those of locus coeruleus (Alvarez et al., 2002), the
horizontal cells of the retina (Deans and Paul, 2001),
and perhaps some pyramidal cells in the hippocampus
(MacVicar and Dudek, 1981; Schmitz et al., 2001).
Cx45 is apparently expressed in neurons of olfactory
epithelium and bulb (Zhang and Restrepo, 2002),
in horizontal cells (David Paul, personal communica-
tion), and in other brain regions (Maxeiner et al.,
2003), and is a candidate neuronal gap junction
protein. In addition, a newly described family of
invertebrate-like gap junction proteins — the “pan-
nexins” — has been discovered in the mammalian
genome, and two of them are expressed in the brain
(Bruzzone et al., 2003).



Biophysical properties of electrical synapses

Gap junction channels have the unique ability to
interconnect the cytoplasmic compartments of
two adjacent cells. The number and permeation pro-
perties of these channels have profound effects on the
characteristics of individual electrical synapses. Most
connexin channels have large single-channel conduc-
tances (up to 300 pS; Harris, 2001), but Cx36, the
central nervous system-specific connexin, has
the smallest conductance of any connexin tested,
about 10-15 pS (Srinivas et al., 1999). It is likely
that only a small fraction of the channels in a gap
junction is open at any moment (Lin and Faber, 1988;
Pereda et al., 2003). A rough estimate can be done so
as to understand the state of a prototypical electrical
synapse in the neocortex: First, we assume its
channels are comprised of Cx36 (Deans et al.,
2001), with a unitary channel conductance of 14 pS
(Teubner et al., 2000). Second, the typical gap
junction interconnecting two mature interneurons
has about 150-380 connexin channels (Fukuda and
Kosaka, 2003). Third, we assume one of these gap
junctions per electrical synapse. Fourth, as Galarreta
and Hestrin (2002) reported, the mean conductance of
electrical junctions between mature interneurons is
about 0.2 nS These data imply that only 4-9% of
junctional channels are open in a mature electrical
synapse at any moment; the fraction would be even
lower if there were more than one gap junctional
contact per electrical synapse (Fukuda and Kosaka,
2003). Since immature neocortical interneurons tend
to be more strongly coupled (mean strengths of
0.7-1.6 nS (Galarreta and Hestrin, 1999; Gibson
et al., 1999), the gating properties of their channels
or the size of their gap junctions — or both — may be
different compared to mature neurons. Nevertheless,
if only a small proportion of channels tend to be
open, there is an interesting opportunity to modulate
the strength of an electrical synapse by -either
decreasing or increasing the open probability of its
channels.

Most connexin channels are moderately perme-
able to organic molecules (including tracers such
as Lucifer yellow and neurobiotin, and endogenous
substances such as cAMP, cGMP, 1P3, glucose, and
Ca®"), but Cx36 channels may be relatively less
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permeable (Teubner et al., 2000). It is important to
point out that, in principle at least, neuronal gap
junctions may be more important for conveying
chemical signals than electrical signals. There is only
the most indirect of evidence for this sort of function
in central neurons, but it remains feasible (Hatton,
1998; Roerig and Feller, 2000). The apparently poor
permeability of Cx36 channels for dyes is unfortu-
nate, because the phenomenon of “dye-coupling” —
when it works well — can be exploited to reveal
complex spatial patterns of gap junction connections
between neurons (e.g., Vaney, 2002). Some dye-
coupling between neocortical interneurons has been
reported (Connors et al., 1983; Benardo, 1997), but it
has generally been difficult to observe in neocortical
interneurons and TRN under the same conditions
where electrophysiological demonstrations of elec-
trical coupling are undeniable (e.g., Gibson et al.,
1999; Landisman et al., 2002). Dye-coupling across
Cx36-dependent gap junctions is easier to see where
neurons are coupled unusually strongly, as the AII
amacrine cells of the retina seem to be (Deans et al.,
2002). Recently, by using relatively high neurobiotin
concentrations and long diffusion times, it has been
possible to show dye-coupling between electrical
coupled neocortical interneurons (Cruikshank and
Connors, unpublished observations).

Connexin channels are slowly gated by their
transjunctional voltage (V; ; the potential difference
of the cytoplasms of two coupled cells), with maximal
conductance centered on F;=0. However, Cx36
subunits form the most poorly voltage-dependent
of connexin channels. Even when V; varies by
+100 mV, Cx36 channel conductance falls by less
than half (Srinivas et al., 1999; Al-Ubaidi et al.,
2000). This is consistent with our measurements
from neocortical interneurons, where no measurable
voltage dependence was apparent over a range of
+40 mV (Gibson et al., 2004). Thus, Cx 36 channels
behave as linear, non-rectifying conductors under
physiological conditions.

Electrical signals passing between neurons via
electrical synapses are, of course, also a subject to
influence the non-junctional membranes of the neu-
rons involved (Bennett, 1977). Gap junctions in the
neocortex are typically located at soma-dendritic or
dendro-dendritic sites (Sloper and Powell, 1978;
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Tamas et al.,, 2000; Fukuda and Kosaka, 2003).
Signals originating in one soma must typically
traverse a dendrite, the gap junction itself, and
another dendrite before arriving at the soma of the
second cell. Because of membrane time constants and
dendritic cable effects associated with this arrange-
ment, electrical synapses behave as first-order, low-
pass electrical filters. Typically for cell pairs within
the thalamocortical system, the corner frequencies
are about 10 Hz (Galarreta and Hestrin, 1999;
Landisman et al., 2002; Gibson et al., 2004). Thus,
relatively small signals that are slow, such as after-
hyperpolarizations, burst envelopes, or subthreshold
oscillations, are communicated more effectively than
action potentials, which are much larger but briefer
(Fig. 6; also discussed in pages 50-51).

Despite the lack of transjunctional voltage depen-
dence of Cx36 channels, strong voltage-dependent
effects of gap junction signals have been observed
in TRN (Landisman and Connors, unpublished).
Depolarization of the resting post-synaptic mem-
brane can effectively increase the spike-evoked PSP
transmitted via gap junctions by as much as three-
fold, due to the activation of persistent sodium
currents in the post-synaptic membrane. This effect
does not depend on transjunctional voltage differ-
ences, and the voltage amplification can be com-
pletely blocked by the application of low concentra-
tions of tetrodotoxin. Similar voltage-dependent
modulation of gap junction signals has been observed
in neocortical interneurons (Gibson et al., 2004) and
at the Mauthner cell synapse of goldfish (Curti and
Pereda, 2004).

Modulation, regulation, and pharmacology
of electrical synapses

Chemical synapses are famously plastic, and enor-
mous effort has been spent trying to understand how,
when, why, and by what mechanisms they are
regulated. Electrical synapses can also be modified,
by activity and chemicals, but little is known about
these processes in the mammalian brain. Under-
standing the regulation of electrical synapses in the
thalamocortical system is an important line of
research, but efforts (and progress) have so far been
modest; and hence, this section is short.

The conductances of gap junction channels are
often affected by changes in intracellular [H] or
[Ca®"] (Rose and Rick, 1978; Rozental et al., 2001),
and these effects may constitute physiological
mechanisms of electrical synapse regulation. Neural
activity can induce significant changes of intracellular
pH (pH;) in central mammalian neurons (Chesler,
2003), and channels made from the neuronal con-
nexin, Cx36, can be closed by strong acidification in
expression systems (Teubner et al., 2000). More direct
evidence for activity-dependent regulation of mam-
malian electrical synapses does not yet exist, but the
prospects for finding it are good. Experiments in
goldfish show that electrical synapses can either
increase or decrease their junctional conductance for
hours as a function of prior neural activity (Yang
et al., 1990). Enhancement seems to depend on a close
interaction between Cx35 channels and neighboring
glutamatergic receptor channels (Smith and Pereda,
2003; Pereda et al., 2003), and depends on NMDA
receptor activation, post-synaptic [Ca®>*];, and Ca**/
calmodulin-dependent protein kinase I (Pereda et al.,
1998). (Shades of hippocampal long-term potentia-
tion!) This has very interesting implications for the
mammalian case, because fish Cx35 and mammalian
Cx36 are orthologues, and include several shared
phosphorylation consensus sites that modulate their
conductance (Mitropoulou and Bruzzone, 2003).

As with pH; and neural activity, little research has
been done on the chemical modulation of electrical
synapses in the mammalian brain (Roerig and Feller,
2000). The best data come from the studies on retina,
where dopamine-induced activation of adenylyl
cyclase, increased cCAMP concentrations, and activ-
ated cyclic AMP-dependent protein kinase (PKA)
leads to reduced electrical synapse strength and
altered visual receptive fields (McMahon et al.,
1989). Preliminary experiments in the thalamocortical
system suggest that the strength of electrical synapses
between cortical interneurons is reduced during
application of serotonin (Cruikshank and Connors,
2002), and coupling between TRN neurons decreases
for long periods after transient activation of metabo-
tropic glutamate receptors (Landisman and Connors,
2004). The mechanisms responsible for these effects
are under investigation.

Drugs are important tools in biological research,
and the study of gap junctions is no exception. A wide



variety of chemicals reduce gap junction function, but
unfortunately most of them tend to be low in potency,
only partially effective, and poorly selective. In the
brain, most gap junction blockers affect glial con-
nexins as well as those in neurons, and they are non-
specific, affecting non-connexin ion channels, recep-
tors, and enzymes (Rozental et al., 2001). Octanol,
halothane, and carbenoxolone in particular have been
widely used in neurophysiology, and their positive
effects are often the primary evidence for implicating
electrical synapses in the phenomena under study.
Considering the well documented side effects of these
drugs, it becomes obvious that such results should be
interpreted with caution.

A few other gap junction blockers have recently
shown more promise. All-trans-retinoic acid potently
reduces electrical coupling between horizontal cells of
fish retina (Zhang and McMahon, 2000), and other
gap junction-coupled systems. Quinine, the antima-
larial drug, selectively blocks Cx36 and Cx50, and
has little effect on other connexins (Srinivas et al.,
2001). However, quinine has a variety of non-
junctional effects on neural systems. Mefloquine, a
quinine derivative, is 100-fold more potent than
quinine in blocking Cx36, and seems much more
specific (Fig. 5; Cruikshank et al., 2004). Unlike
quinine, mefloquine causes little change in action
potentials. Furthermore, at concentrations sufficient
to block electrical coupling between cortical inter-
neurons, mefloquine has virtually no effect on evoked
chemical synaptic transmission or resting membrane
potential (Fig. 5B). Mefloquine is not the perfect
drug, however, since it induces an increase in minia-
ture chemical synaptic events in interneurons. Like
quinine, mefloquine has a high degree of potency
for the main neural connexin (Cx36), with only
moderate effects on glial connexins (e.g., Cx26,
Cx32, Cx43; Fig. 5C), so it should prove useful as
an experimental tool.

Functions of electrical synapses in the
thalamocortical system

What role do electrical synapses play in thalamocor-
tical function? Perhaps this is an unfair question at
this early stage (electrical synapses were discovered in
neocortical interneurons five years ago, and in TRN
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A Mefloquine Blocks Electrical Coupling Between
Pairs of Neocortical Interneurons
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Fig. 5. Specific block of electrical coupling by mefloquine.
A. Effect of mefloquine on electrical coupling between a pair of
FS interneurons in somatosensory cortex of acute slices.
Coupling is nearly eliminated after 90 min of mefloquine
perfusion whereas no change occurs for the pair recorded in
normal ACSF. B. Group effects of mefloquine on electrical
coupling and other properties after approximately 1 h of 25-30
UM mefloquine, in acute slices. The only major effect is a
reduction in electrical coupling. C. Effects of 10 pM mefloquine
on coupling between N2A cells transfected with selected
connexin cDNAs. Each bar represents 4-10 pairs. While pairs
expressing the neural gap junction protein (Cx36) are com-
pletely uncoupled by mefloquine, those expressing most other
connexins are only modestly affected; the exception being
Cx 50, a lens connexin. (From Cruikshank et al., 2004.)

cells only three years ago). However the classical
properties of gap junctions and recent studies of the
thalamocortical system offer clues.

Although electrical synapses are faster than chem-
ical synapses (Bennett, 1977, 1997; Jaslove and Brink,



50

1987), the difference in speed fades to irrelevance at
mammalian body temperatures, where chemical
synaptic delays can be as low as 150 psec (Sabatini
and Regehr, 1996). The lack of short-term plasticity
observed with electrical synapses does set them apart,
however. Chemical synapses have interesting and
widely variable short-term dynamics (Zucker and
Regehr, 2002), whereas conductance across electrical
synapses is extremely reliable from one event to the
next, with no apparent dependence on inter-event
interval.

Another potentially important feature of electrical
synapses is their ability to communicate subthresh-
old information from one cell to the next, including
hyperpolarizing potentials. In fact, because sub-
threshold potentials generally have slower kinetics
than action potentials, they tend to be transmitted
more effectively, due to the low pass filtering charac-
teristics of electrical synapses.

The low pass behavior produces clear differences
in signaling between different types of cortical inter-
neurons. For example, it yields a distinctly biphasic
electrical PSP for FS cells. This is because the high
amplitude positive-going phase of FS spikes is
extremely fast, and therefore strongly attenuated,
while the lower amplitude negative-going AHP
phase has slower kinetics, and is therefore less
attenuated. In contrast, LTS cells have longer dura-
tion positive phases and weaker AHPs, which pro-
duces fairly monophasic electrical PSPs (Fig. 6A).
Low pass filtering also has functional implications in
the thalamus, given the classic ability of thalamic
neurons to generate state-dependent firing in either
tonic or bursting modes (Jahnsen and Llinas, 1984).
The depolarizing envelope that underlies a burst in
TRN cells is rather slow compared to sodium spikes,
and such bursts generate electrical PSPs that are
about 5 times the amplitude and 25 times the area of
the electrical PSPs evoked by single spikes (Fig. 6B).
Furthermore, when coupling is weak, individual
spike-evoked electrical PSPs (‘spikelets’) are imper-
ceptible, but burst-evoked PSPs (‘burstlets’) are still
~1 mV in amplitude (Long et al., 2004).

Perhaps the most remarkable property of electrical
synapses is bidirectionality; the vast majority of
chemical synapses are emphatically unidirectional,
or at best highly asymmetric. When gap junctions
interconnect neurons with similar biophysical
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Fig. 6. Electrical post-synaptic potentials (PSPs) differ accord-
ing to cell type and state. A. recordings from pairs of neo-
cortical interneurons. Average presynaptic action potentials
(top) and PSPs with standard error lines (bottom) from FS
(n=9) and LTS (n=16) cell pairs are plotted. The action
potentials are from steady state firing during a long (600 ms)
current step. The FS-PSP has a biphasic nature, which
is lacking in the LTS-PSP. (From Gibson et al., 2004.)
B. Recordings from pairs of TRN cells in tonic mode (left)
and burst mode (right). Note the difference in electrical PSP size
between the two spike modes. (From Long et al., 2004.)

properties, as they very often do, the resulting
electrical synapses work equally well in both direc-
tions. “‘Presynaptic” and ‘“‘post-synaptic” often cease
to have meaning. Electrically synapses spread the
word, regardless of the message.

One consequence of rapid, reliable, bidirectional
signaling tends to be closely coordinated activity.
When two or more electrically coupled neurons are
active, the most consistent and robust outcome is
synchronization. Differences in membrane potential,
even small ones, between coupled neurons lead to the
flow of small current through their electrical synapses.
Thus, an action potential in one neuron causes a small
positive deflection in the membrane potential of its
coupled neighbors; this tends to bring them more
quickly to spike threshold. A hyperpolarizing event
(such as an IPSP or afterhyperpolarization) will
transiently hyperpolarize coupled neighbors, often
phase-delaying their spikes by a small amount.



In electrically coupled neuronal systems of mammals,
both action potentials (Galarreta and Hestrin, 1999;
Gibson et al., 1999; Mann-Metzer and Yarom, 1999;
Landisman et al., 2002) and subthreshold fluctuations
(Benardo and Foster, 1986; Christie et al., 1989;
Beierlein et al., 2000; Long et al., 2002) can robustly
synchronize (Figs. 4 and 7). Computational models
of coupled neurons predict that weak coupling can
sometimes lead to antiphasic or asynchronous spike
firing, and the stability of the synchronous and
antisynchronous states may depend strongly on the
frequency of firing and the detailed properties of the
neurons (e.g., Sherman and Rinzel, 1992; Chow and
Kopell, 2000; Lewis and Rinzel, 2003; Pfeuty et al.,
2003).

The situation becomes more interesting and com-
plex in neuronal systems with both electrical and
chemical synapses operating in parallel. An example
is the network of FS interneurons of neocortex,
which are densely interconnected by both gap junc-
tions and GABAergic synapses (Gibson et al., 1999).
Experiments on pairs of FS cells show that inhibitory
synapses alone tend to promote antisynchronous
(out-of-phase) spiking, especially at low firing fre-
quencies (Gibson et al., 2004). However, if weak
electrical coupling is added to the inhibitory network,
synchronous states tend to be more prevalent, and
under some conditions the FS pairs are bistable,
existing in either synchronous or antisynchronous
states (Mancilla et al., 2004). The implications of
these complex dynamics are not yet clear, although
there is increasing evidence that networks of FS
interneurons are important in the generation of
certain cortical rhythms of the electroencephalogram
(EEG; Whittington and Traub, 2003).

The effects of electrical synapses have been studied
in larger groups of neurons by activating them with
receptor agonists. When mGIuRs or muscarinic
cholinergic receptors are activated in neocortex, the
LTS class of interneurons fires in irregular patterns
that are closely synchronized and driven by well
correlated subthreshold membrane fluctuations
(Beierlein et al., 2000). Muscarinic receptors also
drive synchronous rhythms in MB interneurons, and
in this case both electrical and GABAergic inhibitory
synapses participate (Blatow et al., 2003). In the
thalamus, when mGluRs are activated by endogenous
or exogenous agonsists, local neighborhoods of
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Fig. 7. Electrical coupling between cortical interneurons can
induce robust spike synchrony. Recordings are from two
coupled FS cells in which linear current ramps (>10 sec
duration) are injected into both cells to progressively increase
firing rates. The current levels for the ramps were selected to
roughly match the spike rates for the two cells. Panel A plots
the frequencies for each cell (shown separately in gray and
black) throughout the ramps. Notice the high degree of
frequency locking, even during the very small fluctuations
in rate. Such frequency locking could not be achieved in
cells that were uncoupled. Panel B plots data from the same
experiment to show the phase relation between the cells
during the ramp stimuli. The spike cross-correlation (indicated
by gray levels in the z-axis; lighter intensities correspond to
higher correlation values) is highest at zero phase lag (y-axis).
There are additional smaller peaks 1, 2, and 3 cycles out
(cycle width depends on rate, which gets faster throughout the
ramp, as shown in panel A). Notice that the peaks are very
narrow (<3 msec), indicating a high degree of precision in
the synchrony. Also note that the synchrony persists across
a wide range of spike rates.
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coupled TRN cells generate synchronized rhythms at
about 10 Hz (Fig 4B-D; Long et al., 2004). Electrical
synapses may serve to coordinate local groups of
TRN neurons, given their tight spatial clustering,
whereas more distant interactions within TRN may
occur via inhibitory connections or common input
from cortex and relay thalamus.

A classical way to test the function of something
is to eliminate it. Electrical synapses can be reduced
or abolished in most central mammalian neurons
by knocking out the gene for Cx36, and this has
been done by several research groups (Deans et al.,
2001; Guldenagel et al., 2001; Hormuzdi et al., 2001).
The cellular phenotype of the Cx36 knockout
mouse is decisive, since electrical coupling is almost
entirely absent among neurons of the neocortex,
thalamus, hippocampus, inferior olive, suprachias-
matic nucleus, and retina. The absence of coupling
between interneurons strongly reduces the synchro-
nized activity induced by metabotropic receptor
activation in both LTS and MB interneurons of the
neocortex (Beierlein et al., 2000; Deans et al., 2001;
Blatow et al., 2003).
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The role of electrical synapses in systems-level
functions of the thalamocortical system has not been
well explored. This may prove difficult using the
knockout approach, or even systemically applied
blockers of gap junctions, given the widespread
distribution of connexins throughout the brain. For
example, the pathways from rod photoreceptors to
ganglion cells are virtually absent in the knockouts
due to the loss of critical electrical synapses (Deans
et al., 2002), making sensory studies of visual thala-
mocortical properties complicated. Knockout ani-
mals also have deficits in their sleep—wake cycles
that may be related to a loss of electrical synapses in
the suprachiasmatic nuclei (Long et al., 2005). In
addition, these mice have a measurable decrease in the
power of their EEG in the gamma frequency range,
compared to wild type controls (Buhl et al., 2003),
which may, or may not, be due to the loss of
thalamocortical gap junctions. Furthermore, some
compensatory developmental changes have also been
reported in Cx36 knockouts (De Zeeuw et al., 2003),
and this may be part of the reason why predicted
deficits in behavior following Cx36 deletion are

B 40 Hz

Response 1

v

Response 4

Sink

.

A

Fig. 8. Effect of knocking out Cx36 on cortical responses to thalamic input. A. Current source density (CSD) responses to the 1st and
3d stimuli in a 10 Hz thalamic train. Responses were recorded at 9 cortical depths, separated by 200 um each, beginning at the pia.
However, only three depths are shown, which correspond to the major sinks in layers 3, 4, and 5/6. For the 1st response in the train,
the layer 2/3 sink is larger for the knockout (arrow). By the 3d response in the train, the sinks across all the layers are longer lasting for
the WT but not for the KO (arrowheads). B. Similar effects were observed for 40 Hz stimulation, but extension of sink durations was
most pronounced for the 4th stimulus in 40 Hz trains. Data represent averages across slices from 7 KO and 8 WT mice. Stimulus

intensities were 3X threshold.



subtle (Kistler et al., 2002; Long et al., 2002;
Placantonakis et al., 2004).

Despite the difficulties, it is obviously important to
determine the roles of thalamic and cortical electrical
synapses in sensation and other functions mediated
by these systems. The prevalence of electrical synapses
in cortical interneurons, and the importance of these
inhibitory interneurons in controlling cortical res-
ponses to thalamic input (Swadlow, 2003), suggests
that electrical synapses play a major role in thalamo-
cortical transformations. In an attempt to address
this, we have examined cortical responses to thalamic
stimulation using laminar current source density
(CSD) in isolated brain slices from Cx36 knock-
out and wild-type mice. Preliminary findings are
depicted in Fig. 8, where CSD sinks indicate excita-
tory synaptic events. The initial layer 4 responses are
virtually identical for the two genotypes. However,
there do appear to be two subtle differences at later
time points. First, the sinks in layer 2/3 are larger for
the knockout animal. This is consistent with disrup-
tion of the inhibitory network in layer 4, allowing
greater excitatory throughput to the upper layers.
Second, the late sinks in all layers, produced by
repetitive stimulation, are reduced in the knockouts.
This suggests that electrical coupling between cortical
interneurons, or perhaps even TRN cells, may be
involved in responding to the sort of rhythmic
repetitive input that occurs during active sensory
exploration. Obviously these experiments are in
their infancy and much work needs to be done. It
will be extremely interesting, as more systems-level
results come in, to find out whether or not electrical
synapses do play the types of functional roles that are
indirectly implicated for them by the large array of
cellular data reviewed here.
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Neural substrates within primary visual
cortex for interactions between
parallel visual pathways
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Introduction

Parallel processing is a common feature of sensory
systems in the mammalian brain. Specialized sensory
receptors and neural circuits extract behaviorally
relevant information from the environment and the
brain integrates this information to generate percep-
tion and behavior. At the broadest level, parallel
pathways are apparent in the specialized systems that
extract information pertaining to each of the individ-
ual senses. For example, the receptors and circuits in
the retina that are optimized for identifying distant
objects based on the emission and reflection of visible
light are distinct from those that are specialized for
taste. Similarly, within each of these sensory modal-
ities, separate receptors and circuits are specialized for
identifying distinct components from within the
environmental cues that are accessible to that modal-
ity. And just as information across sensory modalities
is integrated within the brain to give rise to a coherent
percept of the world, separately extracted cues from
within each sensory domain must also be integrated to
give rise to a coherent percept for the corresponding
modality.

The sensation of dark chocolate is not perceived
simply as distinct bitter and sweet components, but as
a unique taste that is also complemented by texture
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and smell. A colorful kite soaring across the sky is not
perceived separately as a moving object, a diamond-
shaped item, and an entity moving up and down.
Interestingly, the conscious percepts and categories
generated by vision are more distantly related to the
specificities of neurons at the periphery than sensation
related to taste. For example, we are conscious of
distinct bitter or sweet tastes and also have distinct
bitter and sweet taste receptors (Chandrashekar et al.,
2000; Nelson et al., 2001; Zhang et al., 2003). But
the colors which we perceive and categorize are not
closely related to the color specificities of retinal
neurons; they are instead related to responses of
neurons in higher cortical areas (Hanazawa et al.,
2000). Ironically, then, despite our distinct impres-
sion that vision is our most useful sense and can
be understood intuitively, it is in fact more highly
derived and our visual percepts are only distantly
related to the patterns of light that activate each type
of photoreceptor.

In trichromatic primates, daytime visual sensa-
tion begins from three types of cone photorecep-
tors (plus rods for night vision) and retinal circuits
extract further information by comparing activity
across receptor populations. Parallel retinal subcir-
cuits extract features and these computations are
represented and carried in parallel to the central
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nervous system by more than a dozen types of retinal
ganglion cells (Dacey et al., 2003). This retinal output
provides a compact representation of the visual world
that can be efficiently carried through the bottleneck
of the optic nerve. But these parallel pathways do not
bear a one-to-one relationship to unique percepts
or even to the separably distinguishable features of
visual objects, such as shape, motion, and color, that
will be derived from later computations (De Yoe and
Van Essen, 1988). The creation of behaviorally
relevant feature detectors, as well as the generation
of a coherent visual percept, requires integration of
information across streams and this integration
begins in the primary visual cortex (V1). The parallel
visual pathways that originate in the primate (maca-
que monkey) retina, the functional organization of
input from the lateral geniculate nucleus of the
thalamus (LGN) to V1, the local circuits within V1
that mediate integration of information across
streams, and the relationships between each of V1’s
separate subcircuits and the extrastriate visual areas
to which they project are reviewed in this chapter.

As detailed below, the sites of termination of LGN
input within V1 correspond to the zones that stain
dark for cytochrome oxidase (Livingstone and Hubel,
1982) and each functionally distinct pathway provides
input to a distinct zone within V1. Despite the notion
popularized in some textbooks, however, these path-
ways do not remain segregated as information is
further processed within V1. The neurons that project
from V1 to higher visual cortical areas carry infor-
mation that reflects integration across multiple
pathways.

One popular scenario has information from the
parvocellular visual pathway contributing to blobs
and interblobs in V1 and then providing the exclusive
VI input to ventral visual areas. The magnocellular
pathway is, in turn, considered to connect to layer 4B
of V1 and provide the sole contribution to dorsal
visual areas. Since dorsal visual areas are specialized
for processing motion and ventral areas for shape and
color (Desimone and Ungerleider, 1989), these rela-
tionships would leave the magnocellular pathway
solely responsible for carrying information used for
motion processing and the parvocellular pathway
solely responsible for shape and color.

This scenario, however, fails to incorporate the
available functional and anatomical data on nearly

every count. Anatomical studies, detailed below,
show that layer 4B of V1 is not the sole source of
input to dorsal visual areas, nor does it receive
exclusively magnocellular input. Furthermore, ven-
tral visual areas receive input from layer 4B, as well as
from blobs and interblobs, and the blobs and inter-
blobs receive convergent input from multiple visual
pathways. Functional studies show that visual activ-
ities in both dorsal and ventral visual areas are
influenced by both magnocellular and parvocellular
pathways (Maunsell et al., 1990; Merigan et al.,
1991b; Ferrera et al., 1992; 1994; Nealey and
Maunsell, 1994). Also, motion perception and
direction discrimination persist following lesions of
the magnocellular layers of LGN (Merigan et al.,
1991a).

From retina to cortex

Although as many as a dozen distinct types of retinal
ganglion cells project in parallel to the LGN (Dacey
et al., 2003), based on our present understanding,
information conveyed from the retina to more central
visual processing centers can be divided into three
functionally distinct systems (Dacey, 2000; Hendry
and Reid, 2000). Funtionally we can divide the
retino-geniculo-cortical pathways into an achromatic
pathway, a red—green color opponent pathway, and
a blue—yellow opponent pathway. The achromatic,
magnocellular (M) pathway originates from parasol
retinal ganglion cells, which connect to the two most
ventral, M layers of the LGN (Michael, 1988). These
LGN neurons in turn project to layer 4Ca of V1
(Blasdel and Lund, 1983; Hendrickson et al., 1978)
and convey achromatic input to this layer (Chatterjee
and Callaway, 2003). The M pathway is also
characterized functionally, by neurons with very
good sensitivity to low contrast stimuli, fast conduc-
tion velocities, transient responses, and somewhat
poor spatial acuity relative to P cells (Levitt et al.,
2001).

At the level of the retina, midget ganglion cells are
considered to be the origin of the parvocellular (P)
visual pathway. Red-green opponent retinal signals
are carried by midget ganglion cells (Dacey, 2000) to
the four most ventral, P layers of the LGN (Michael,
1988). There is also evidence that some OFF midget



ganglion cells receive input from S (blue) cones and
carry a blue-OFF/yellow-ON opponent signal to the
LGN (Klug et al., 2003). Most LGN neurons in the P
layers have red—green color opponency, but cells with
blue—yellow opponency can also be found in these
layers (Wiesel and Hubel, 1966; Schiller and Malpeli,
1978; Michael, 1988; Hendry and Reid, 2000;).
Parvocellular LGN cells project primarily to layer
4CB of VI (Hendrickson et al., 1978; Blasdel and
Lund, 1983) and convey red—green opponent input
(but not blue—yellow) to this layer (Chatterjee and
Callaway, 2003). Layer 4A may also receive input
from parvocellular LGN (Hendrickson et al., 1978;
Blasdel and Lund, 1983; Hendry and Yoshioka,
1994), but functionally the input to this layer is
blue-OFF/yellow-ON (Chatterjee and Callaway,
2003), consistent with an origin from the subset of
OFF midget ganglion cells that receives S cone-OFF
input (Klug et al., 2003). In addition to color-
opponency, P cells in the LGN are also characterized
funtionally as having poor contrast sensitivity to
achromatic stimuli, high spatial acuity, and slow
conduction velocities relative to M cells (Levitt
et al., 2001).

The koniocellular (K) visual pathway is poorly
defined. At the level of the retina, it is sometimes
considered to subsume all retinal ganglion cells that
are not either parasol (magnocellular) or midget
(parvocellular). But it is generally agreed that bistra-
tified retinal ganglion cells compose at least part of
the K pathway. Both large and small bistratified
retinal ganglion cells have blue-ON/yellow-OFF
receptive fields (Dacey and Lee, 1994; Calkins et al.,
1998; Chichilnisky and Baylor, 1999; Dacey, 2000;
Dacey et al., 2003). The bistratified retinal ganglion
cells probably connect to dorsal LGN, where they
connect to koniocellular LGN neurons (Dacey, 2000;
Hendry and Reid, 2000).

At the level of the LGN, the koniocellular pathway
is defined as cells that express «CAM kinase and/or
calbindin (Hendry and Yoshioka, 1994; Hendry and
Reid, 2000). These cells are found primarily in the
intercalated zones, between the main M and P layers,
but are also scattered within these layers. Retrograde
tracers injected into the superficial layers of V1 (above
layer 4A) label only «CAM kinase and/or calbindin-
positive K cells (Hendry and Yoshioka, 1994). Thus,
the CO blobs and layer 1 of V1 (Livingstone and
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Hubel, 1982) receive exclusively koniocellular LGN
input. It has not been possible to exclusively label K
cells with an anterograde tracer or to inject a retro-
grade tracer into deeper layers of V1 without also
involving more superficial layers. Thus, it is unclear
whether LGN K cells might contribute input to layers
4A or 4C of V1. It is clear, however, that most of the
input to these layers is not koniocellular (Hendry and
Yoshioka, 1994). Recordings from LGN afferents at
their sites of termination in V1 have shown that cells
projecting to layer 3 blobs have blue-ON receptive
fields (Chatterjee and Callaway, 2003), further solidi-
fying the continuity of a K pathway originating from
bistratified ganglion cells.

Substrates for integration of parallel inputs
by V1 local circuits

Mixing within layer 4C of V1

Although achromatic, red-green opponent, blue-
ON, and blue-OFF LGN afferents terminate sepa-
rately in distinct zones within V1 (Chatterjee and
Callaway, 2003), they are likely to begin mixing at the
first possible stage of V1 processing. Achromatic,
magnocellular, and red—green opponent, parvocellu-
lar neurons project in parallel to layers 4Ca and 4CS
of VI, respectively, suggesting that most layer 4C
neurons receive input exclusively from one or the
other pathway. But many layer 4C neurons have
dendritic arbors that span across the middle of layer
4C and thus could receive input from both
pathways (Mates and Lund, 1983; Yoshioka et al.,
1994; Callaway and Wiser, 1996; Yabuta and
Callaway, 1998). In addition, recordings of the
visual responses of layer 4C neurons show that their
functional properties shift gradually within layer 4C
rather than abruptly at the 4Cw/4CpB border (Blasdel
and Fitzpatrick, 1984), further supporting the like-
lihood of mixing within layer 4C. Layer 4C neurons
with dendrites in both layers 4Ca and 4CS project
their axons through layer 4B without branching
and then arborize in both blobs and interblobs of
layer 3 (Yabuta and Callaway, 1998). Thus, these
observations alone suggest that both blobs and
interblobs also receive inputs from both M and P
pathways.
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Convergent inputs to layer 4B of V1

The notion that layer 4B of V1 receives exclusively M
input, via layer 4Cw, was intially posited based on the
assumption that neurons receive input only from
axons that terminate in the same cortical layer as
their cell bodies. Since the axons of layer 4Ca neurons
arborize in layer 4B, but those of layer 4CB neurons
pass through layer 4B without branching, it was
thought that the layer 4B neurons would receive no
layer 4CB input. It is now much more widely
appreciated that the extensive dendritic arbors of
neurons in zones outside the home layer can receive
inputs that are just as strong as more proximal inputs
(Magee and Cook, 2000). In the case of layer 4B
neurons, about 70% of these cells have a pyramidal
morphology and dendritic arbors that extend into
layer 3 (Callaway and Wiser, 1996). Within layer 3,
the apical dendrites of layer 4B pyramidal cells
overlap extensively with the dense axonal arbors of
layer 4CB neurons (Yabuta and Callaway, 1998).
Functional studies have explicity tested whether layer
4CpB neurons make functional connections to these
cells (Sawatari and Callaway, 1996; Yabuta et al.,
2001). These experiments show that layer 4B pyrami-
dal neurons receive strong input from layer 4Cg that
is about half the strength of the input from layer 4Ca.
Thus, both M and P pathways contribute relatively
directly to layer 4B pyramids, with the M input being
the strongest. Interestingly, about 20% of layer 4B
neurons are spiny stellates and these do not receive
detectable layer 4CB input (Yabuta et al., 2001).
Thus, these cells provide a pathway out of V1 that is
unlikely to be strongly influenced by the P pathway.
Layer 4B pyramidal neurons might also receive blue-
ON and/or blue-OFF inputs from the LGN afferents
that overlap with their apical dendrites in layers 4A
and 3 (Chatterjee and Callaway, 2003).

CO blobs

It has long been appreciated that the cytochrome
oxidase blobs in layer 3 of V1 are a site of convergence
of M and P input. Retrograde tracers injected into
blobs label both layer 4Ca and layer 4CS neurons, as
well as layer 4B neurons (Lachica et al., 1992). These
connections are also demonstrated by intracellular

labeling of single neurons and anterograde tracer
injections (Yoshioka et al., 1994; Yabuta et al., 2001).
In addition to integrating M and P input, blobs also
receive K inputs (Livingstone and Hubel, 1982;
Hendry and Yoshioka, 1994) that are functionally
blue-ON (Chatterjee and Callaway, 2003). Basal
dendrites of some layer 3 neurons also extend into
layer 4A where they could receive blue-OFF LGN
input (Chatterjee and Callaway, 2003).

Input to interblobs

Interblobs, like blobs, have been shown to be
influenced functionally by both the M and P path-
ways (Nealey and Maunsell, 1994). However, it was
initially unclear what was the source of M input to
interblobs. Retrograde label following tracer injec-
tions in interblobs labeled neurons in layer 4Cpg, but
not the M-recipient neurons in the most superfi-
cial part of layer 4Ca (Lachica et al., 1992). More
recently, however, neurons were identified in the
middle of layer 4C with dendrites confined to an
M-recipient zone in the lower part of layer 4Ca
(Yabuta and Callaway 1998). These cells project
dense axonal arbors specifically to the interblob
zones in layer 3. In addition, cells in the upper part
of layer 4Cg have dendrites that extend into layer 4Cux
and these M and P recipient cells project dense axons
to both blobs and interblobs in layer 3 (Yabuta and
Callaway, 1998).

Projections from V1 to V2

Much of the evidence for differential parceling of M
and P pathways to dorsal versus ventral visual areas
hinges on the organization of connections from V1 to
V2. Since layer 4B receives stronger input from layer
4Ca than from layer 4Cg and this layer provides the
direct input to areas V3 and MT, these connections
are consistent a strong M contribution to these dorsal
areas. But these dorsal visual areas also receive input
from thick stripes in V2 (Merigan and Maunsell,
1993). Although experiments in squirrel monkeys
initially revealed connections to V2 thick stripes
exclusively from layer 4B of V1 (Livingstone and
Hubel, 1987), more recent experiments in macaque
monkeys have revealed additional connections from



layer 3 (Sincich and Horton, 2002). Since layer 3 is
dominated by P inputs from layer 4CB (Yabuta et al.,
2001), this observation suggests an additional source
of strong P input to dorsal visual areas. Similarly,
input to thin and interstripes in V2 was thought to
come from only layer 3, not layer 4B (Livingstone and
Hubel, 1983). This suggested that the input from these
compartments of V2 that connect to ventral visual
areas were dominated by the P pathway. But it has
now been demonstrated that layer 4B also connects to
thin and interstripes (Sincich and Horton, 2002),
suggesting a stronger M input to ventral visual
areas, via V2, than previously appreciated.

Summary

The surprising persistence of the notion that the
magnocellular visual pathway is the sole input to
dorsal visual areas and is responsible for detection of
motion, while the parvocellular pathway is equated to
ventral visual areas and is the sole substrate for object
identification, is a tribute to the seduction of simpli-
city. But this hypothesis has been thoroughly dis-
credited by virtually every experiment which tests it.
All evidence points to a mixing of M, P, and K
pathways within the primary visual cortex to give rise
to a new set of pathways that project in parallel
(Sincich and Horton, 2003) to higher visual cortical
areas. This evidence includes anatomical and func-
tional studies, as well as common sense (De Yoe and
Van Essen, 1988).
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CHAPTER 6

Bottom-up and top-down dynamics
in visual cortex

James Schummers, Jitendra Sharma and Mriganka Sur*

Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology,
Cambridge, M4 02139, USA

Abstract: A key emergent property of the primary visual cortex (V1) is the orientation selectivity of its neurons. Recent
experiments demonstrate remarkable bottom-up and top-down plasticity in orientation networks of the adult cortex.
The basis for such dynamics is the mechanism by which orientation tuning is created and maintained, by integration of
thalamocortical and intracortical inputs. Intracellular measurements of excitatory and inhibitory synaptic conductances
reveal that excitation and inhibition balance each other at all locations in the cortex. This balance is particularly critical
at pinwheel centers of the orientation map, where neurons receive intracortical input from a wide diversity of local
orientations. The orientation tuning of neurons in adult V1 changes systematically after short-term exposure to one
stimulus orientation. Such reversible physiological shifts in tuning parallel the orientation tilt aftereffect observed
psychophysically. Neurons at or near pinwheel centers show pronounced changes in orientation preference after
adaptation with an oriented stimulus, while neurons in iso-orientation domains show minimal changes. Neurons in V1
of alert, behaving monkeys also exhibit short-term orientation plasticity after very brief adaptation with an oriented
stimulus, on the time scale of visual fixation. Adaptation with stimuli that are orthogonal to a neuron’s preferred
orientation does not alter the preferred orientation but sharpens orientation tuning. Thus, successive fixation on
dissimilar image patches, as happens during natural vision, combined with mechanisms of rapid cortical plasticity,
actually improves orientation discrimination. Finally, natural vision involves judgements about where to look next,
based on an internal model of the visual world. Experiments in behaving monkeys in which information about future
stimulus locations can be acquired in one set of trials but not in another demonstrate that V1 neurons signal the
acquisition of internal representations. Such Bayesian updating of responses based on statistical learning is fundamental
for higher level vision, for deriving inferences about the structure of the visual world, and for the regulation of eye
movements.

Introduction shaping the functional response properties of cor-

tical neurons. Much work has attempted to distin-
The primary visual cortex (V1) has long been studied guish whether orientation selectivity is derived from
as a model of the general principles of cortical “feedforward” inputs from the thalamus, or “‘recur-
functioning. In particular, the emergent property of rent” inputs within the cortical circuit. There is sub-
orientation tuning in V1 provides an interesting test stantial evidence for an important role of both types
case for the role of different classes of inputs in of inputs in shaping the tuning properties of V1

neurons, with a growing consensus that the dynamics
and plasticity of tuning involves both inputs. Beyond
*Corresponding author. Tel.: +1-671-253-8784; Fax: +1-617- the limited scope of orientation tuning, the issue has
253-9829; E-mail: msur@mit.edu broad implications for the mode in which cortical
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circuits operate. Do cortical neurons inherit their pro-
perties from the specific configuration of feedforward
inputs, or does the cortical circuitry itself generate
new properties based on features of the recurrent
circuitry and top-down inputs?

The feedforward model of orientation tuning was
the first proposed (see Static linear feedforward
models), and many conceptual models of cortical
function are based on the principle of strong feedfor-
ward determination of response properties. However,
there is increasing evidence that the local circuitry can
dramatically influence the responses of V1 neurons.
As a consequence of the orderly mapping of orienta-
tion onto the 2D cortical sheet, the local cortical
networks are diverse, and this diversity has implica-
tions for both intracortical computations and the
stability of response properties. Several lines of
evidence suggest that the local cortical circuit may be
a meaningful functional unit of cortical computations.
Thus, the response properties of individual neurons
cannot be fully understood except in the context of
these circuits. We have shown that a careful balance of
inhibition and excitation can elegantly generate, and
maintain, sharp orientation tuning across a diversity
of local circuit layouts. This balance may be more or
less delicate at different locations in the orientation
map, and thus render tuning more or less susceptible
to perturbations of excitation or inhibition.

In order for V1, and other “lower” cortical areas,
to perform useful computations for vision, action,
and behavior, they need to have access to information
from “higher” cortical areas that monitor the behav-
ioral and cognitive contingencies of the task at hand.
Recent evidence from several studies, including those
from our laboratory, has bolstered the view that
even in V1, which may not explicitly code for task
dependent features, the responses are strongly depen-
dent on a number of influences that reflect behavioral
contingencies in alert animals. This suggests that
“top-down” inputs from higher cortical areas can
modulate the response properties of V1 neurons. In
some cases, the changes in V1 responses are fairly
complex, beyond simple up or down scaling of res-
ponse magnitude.

Models of VI function based on feedforward
principles tend to portray VI neurons as static
linear spatio-temporal filters. Such models have
difficulty accounting for complex top-down response

modulation. However, a view of V1 with balanced
excitation and inhibition in the local circuitry can
accommodate changes in tuning properties by top-
down inputs. Interestingly, neurons at specific cortical
locations, for example near pinwheel centers of the V1
orientation map, should be more modifiable within
this framework. Given that top-down influences
are variable from cell to cell, we tentatively propose
that these differences may relate to position in the
orientation map. Confirmation of this hypothesis will
require technical advances that enable recording from
neurons at specific sites in the orientation map in
awake, behaving animals.

The orientation map and local circuits

Orientation tuning is a prominent feature of the
receptive fields of neurons in V1. Since the original
description of this response property over four
decades ago (Hubel and Wiesel, 1962), tremendous
effort, both experimental and theoretical, has been
devoted to describing the synaptic mechanisms
responsible for generating this tuning (Vidyasagar
et al., 1996; Sompolinsky and Shapley, 1997; Ferster
and Miller, 2000). To a large extent this debate can be
simplified to a question of whether orientation tuning
is created by the feedforward inputs from the LGN,
or recurrent connections within the cortical circuit. In
this context, it is important to note that the cortical
circuit is not uniform with respect to the layout of
orientation; orientation is represented in a map of
orientation preference, with a pinwheel configuration.
Pinwheel centers are tiled regularly across the cortical
surface, and orientation preference is represented
radially on the spokes around the pinwheel center.
Figure 1A shows an example of such an orientation
map, measured by optical imaging of intrinsic signal
responses to drifting gratings. The preferred orienta-
tion at each point on the cortical surface is repre-
sented by the color code indicated at the upper right
corner of the map. Pinwheel centers are the points at
which all of the orientations converge. Orientation
domains are the regions of relatively constant orien-
tation preference interspersed between the pinwheel
centers. This structure of the orientation map needs to
be taken into account in order to understand the role
of intracortical circuits in orientation tuning.
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Fig. 1. Schematic depiction of cortical circuitry relevant for orientation tuning and dynamics. A. Orientation preference map obtained
with optical imaging of intrinsic signals in cat area V1. Each pixel represents the preferred orientation, computed as the vector average
of responses to eight orientations of drifting grating. The orientation value is continuously color coded as indicated in the hemisphere
at the upper right corner of the map. The scale bar represents 1 mm of cortical distance. B. Cartoon representation of the components
of the cortical circuit involved in creating or modifying orientation tuning. Excitatory neurons are depicted as triangles, and inhibitory
neurons as circles. Interareal excitatory connections are depicted by arrow heads; intra-areal excitatory connections by viper-tongues;
intra-areal inhibitory connections by gray circles. The feedforward inputs from the LGN synapse on excitatory and inhibitory neurons
within one hypercolumn. Intracortical excitatory connections impinge on both local and long range excitatory neurons. Excitatory to
inhibitory connections are not shown for the sake of clarity. Inhibitory connections are local within one hypercolumn. Feedback
connections from higher visual cortical and eye movement areas contact excitatory and inhibitory neurons.

Another issue that has been heavily debated is the
role of inhibition in shaping the orientation tuning of
V1 neurons. Most current models of orientation
tuning incorporate inhibition to some extent, but its
particular role is not fully resolved. Figure 1B shows
a schematic representation of the different classes
of inputs to, and within, V1 that are likely to play
some role in generating or shaping orientation tuning.

The feedforward inputs from the LGN contact both
excitatory and inhibitory neurons over a limited
cortical extent. They play an important role in the
initial generation of tuning, though the degree
to which they bias, or determine, tuning remains
debated. With a limited extent of less than one
hypercolumn, local cortical projections densely inter-
connect local excitatory (and inhibitory — not shown
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for clarity) neurons. Long-range projections between
separated iso-orientation columns may play a role
in modulating receptive field properties, but will
not be discussed in detail here (see Gilbert, 1992;
Somers et al., 2001; Angelucci et al., 2002; Lund et al.,
2003 for a review of these projections). Top-down
projections from higher cortical areas in the visual
pathway send numerous projections to both excita-
tory and inhibitory neurons in V1. They may to
some considerable extent, be routed through the
thalamus (Sherman and Guillery, 2002). This cartoon
demonstrates the key components of the circuits
discussed below.

Static linear feedforward models

The first model to propose a mechanistic explanation
for the orientation selectivity of neurons in V1 was
proposed by Hubel and Wiesel (1962). Their proposal
was intuitive and straightforward; the elongated
receptive field of a layer IV simple cell could be
created by the convergence of inputs from LGN
neurons with receptive fields lying along the axis
of elongation of the cortical cell. If the ON and
OFF subfields of the input LGN receptive fields lined
up, this would create alternating bands of ON and
OFF response in simple receptive fields, as found in
cat neurons. This arrangement would then lead to
greater response to bars flashed or drifted along the
extended axis of the receptive field than to bars
presented along the narrow axis. This model has
come to be called the feedforward model, because
it relies solely on the arrangement of the afferent
projections to V1, and not on the interactions or
circuitry within V1.

This model has received substantial experimental
support of several types. The proposal that the
elongated ON and OFF subfields in simple receptive
fields are inherited from direct projections of LGN
neurons is strongly suggested by cross-correlation
studies. Reid and Alonso found that pairs of LGN-V1
neurons were much more likely to exhibit cross-
correlation histograms indicative of a direct synaptic
connection if the subfield sign (ON or OFF), size and
position of both matched closely (Reid and Alonso,
1995; Alonso et al., 2001). Cell pairs with overlapping
location, but with mismatched subfield sign were

generally not strongly connected, suggesting a strong
specificity of connectivity consistent with the feedfor-
ward model.

A second aspect of the model has also received
experimental support. Lampl et al. (2001) were able to
predict the degree of orientation tuning of responses
to drifting grating stimuli with a simple model built
from the responses to small flashed spots (Lampl
et al., 2001). This suggests that, as originally pro-
posed, the orientation tuning, measured with bar or
grating stimuli can be explained by the spatial profile
of the ON and OFF subregions of the field. Another
way to view this result is that the responses of simple
cells are fairly linear: the response to any arbitrary
stimulus can be predicted based on a characterization
of the spatial map of the ON and OFF regions.

The idea that simple cell receptive fields are linear
has been important in driving the thinking about
simple cells and the function of V1 in visual pro-
cessing. It has long been recognized that spatial
integration in VI simple cells is fairly linear, and
generally non-linear in complex cells (Movshon et al.,
1978a). This is a useful distinction, and to a large
extent, a reasonable simplification of the behavior of
V1 neurons. Simplification can be dangerous, how-
ever, and extensions of the linearity of simple cells to a
thinking that V1 acts simply as a bank of linear filters
can overlook many important behaviors of V1 as a
whole. Hierarchical models of V1 tend to oversimplify
the behavior of V1 neurons, and may bias us to miss
some of the interesting and important aspects of V1
(reviewed in Riesenhuber and Poggio, 2000). We will
highlight several features of orientation tuning in V1
that suggest a more dynamic processing of bottom-up
and top-down inputs.

Mechanisms that balance excitation and inhibition

Feedforward models of orientation tuning generally
disregard the influence of recurrent cortical circuitry.
However, the local cortical inputs to cortical neurons
are numerically the majority (Ahmed et al., 1994), and
physiological estimates suggest that they provide
roughly 60-70% of the excitatory drive to layer IV
neurons (Reid and Alonso, 1995; Ferster et al., 1996;
Chung and Ferster, 1998; Ferster and Miller, 2000;
Alonso et al., 2001). Outside of layer IV, the recurrent
local projections likely provide almost all of the



excitatory drive. Thus, even if feedforward inputs to
layer IV are the major determinant of tuning width,
the intracortical inputs can have a strong influence on
tuning.

This influence has been demonstrated by a series
of experiments that reversibly blocked a subset of
the inputs by iontophoresis (Crook and Eysel, 1992;
Crook et al., 1997; Crook et al., 1998). When the
blocked inputs are orthogonally oriented, the tuning
width broadens substantially, but when they are iso-
oriented, the effect on tuning is minimal. This finding
strongly suggests the existence of strong orthogonal
inputs, which are presumably inhibited during normal
circuit functioning. A number of other results have
also implied a role of inhibition in regulating the
sharpness of tuning. Local blockade of inhibition
surrounding the recording site can lead to a dramatic
decrease in orientation selectivity (Sillito, 1975; Sillito
et al., 1980; Sato et al., 1996; Crook et al., 1998; Eysel
et al., 1998). Responses of a test grating are sup-
pressed by a second superimposed grating, and the
suppression is often maximal with orthogonally
orientated mask gratings (Bonds, 1989). These results
led to an alternate model of orientation tuning, the
cross-inhibition model. In this scheme, non-selective
inputs from the LGN are sculpted by orthogonally
oriented cortical inhibition to generate sharp tuning.
However, two of the main predictions of this model
have not been borne out. Blockade of inhibition,
intracellularly, in a single neuron, had no demon-
strable effect on the sharpness of tuning of that
neuron (Nelson et al., 1994). Furthermore, measure-
ments of inhibitory synaptic inputs to V1 neurons
have shown that inhibition tends to be strongest
at the preferred orientation, rather than at the
orthogonal orientation (Ferster, 1986; Anderson
et al., 2000; Martinez et al., 2002; Monier et al.,
2003). Intriguingly, it is clear that this is not the
situation for every cell, suggesting that multiple
mechanisms may act to create orientation tuning
(Volgushev et al., 1993; Vidyasagar et al., 1996;
Martinez et al., 2002; Schummers et al., 2002;
Monier et al., 2003). Some of the possible factors
responsible for this diversity are discussed below.

None of these results can clearly elucidate a circuit
mechanism by which inhibition in the local cortical
circuit generates orientation tuning. Taken together,
however, they strongly suggest that inhibitory
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circuitry plays some role in orientation tuning. In
fact, the feedforward model requires strong cortical
inhibition to account for the contrast invariance of
tuning in V1 (Troyer et al., 1998, 2002). While the
specific role of inhibition remains to be clarified, the
inhibitory regulation of tuning in two respects is
examined. First, the importance of inhibition may be
more crucial near pinwheel centers in the orientation
map. Second, the balance of inhibition and excitation
may be a target for modulation by bottom-up and
top-down modulation, and the outcome of this
interaction with local circuits may be richer than a
simple increase or decrease of gain.

To investigate the influence of local cortical
circuits on the computation of orientation tuning,
we have combined optical imaging of orientation
maps and whole cell recording of synaptic integra-
tion in individual neurons in V1. Figure 2 illustrates
the main results of the measurements of membrane
potential (Fm) as a function of orientation map
location. Neurons were recorded at sites near pin-
wheel centers, or far from pinwheel centers, in
orientation domains. For each cell, tuning curves
were generated for the subthreshold Fm response
amplitude as well as the average suprathreshold firing
rate. The V'm amplitude was taken as an estimate of
the amount of synaptic input to the cell for that
stimulus orientation. Figure 2A shows a schematic
representation of the average tuning curves for
neurons near pinwheel centers (left column), and in
orientation domains (right column). As seen in the
bottom panel, the tuning curves for firing rate are
nearly identical, as has also been reported with
extracellular measurements (Maldonado et al., 1997;
Dragoi et al., 2001). However, the tuning curves of
subthreshold input are different. Near pinwheel
centers, the tuning curve is flatter, with much less
difference in response amplitude between preferred
and orthogonal orientations. By comparison, the
tuning curve of orientation domain neurons is more
peaked, suggesting a much larger differential in the
synaptic input between preferred and orthogonal. The
spike threshold is positioned such that the portion of
the ¥m tuning curve above threshold (the “tip of
the iceberg’) is equally narrow for the two tuning
curves. This suggests that, to some extent, the tuning
of synaptic inputs reflect the tuning of the local
network.
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Fig. 2. Subthreshold excitation and inhibition to neurons near pinwheel centers are broader than to orientation domains. A.
Schematic depiction of the tuning curves measured near pinwheel centers (left column) and in orientation domains (right column).
Mean membrane depolarization (¥m) tuning curves are shown in the top row, and firing rate (FR) tuning curves are shown in the
bottom row. Pinwheel neurons have broad subthreshold depolarization, as shown by the Vm curve, with a pedestal (response
amplitude at the orthogonal orientation) approximately half the amplitude of the tuning curve peak. The spike threshold is
demarcated by the horizontal dashed line. The entire subthreshold portion of the tuning curve is relatively close to the threshold
compared with orientation domain neurons. Vertical dashed lines demonstrate the correspondence between the crossing of threshold
in the Vm tuning curves, and the firing rate tuning curves. Tuning curves are based on measurements reported in Schummers et al.
(2002). B. Demonstration of inhibitory inputs during orthogonal stimulus presentation in a pinwheel center neuron (left column), and
the lack thereof in an orientation domain neuron (right column). Each row plots the visually evoked membrane potential for the
preferred and orthogonal orientations in the presence of one of three levels of constant current injection. Positive 0.1 nA depolarizes
the cells and reveals inhibition as hyperpolarization of ¥m. Negative 0.2 nA hyperpolarizes the cells and amplifies the excitatory
depolarization of F’'m. These examples suggest that the response to orthogonal orientations in pinwheel neurons is composed of both
inhibition and excitation, whereas in orientation domain neurons, it is composed of neither. Adapted from Schummers et al. (2002).



As depicted in Fig. 2A, the synaptic inputs on
the flanks of the tuning curves of pinwheel center
cells push the Vm close to, but not over, the spike
threshold. This seems like a precarious balancing act,
considering that the spiking response is sharply tuned.
How are the synaptic inputs regulated to keep the
flank of the tuning curve subthreshold? A likely
explanation is that inhibition actively prevents depo-
larization from leading to spiking. There is qualitative
evidence to suggest this is a reasonable explanation.
Figure 2B demonstrates an example of V’'m responses
in a cell near a pinwheel center that suggest inhibition
during the orthogonal stimulus (left), and a cell in
an orientation domain that does not (right). The
responses of the cell were measured under three
conditions for each stimulus: resting potential, hyper-
polarizing current, and depolarizing current. When
the pinwheel cell was hyperpolarized, there was
a large stimulus-evoked depolarization that was
roughly half the amplitude of the depolarization in
response to the preferred orientation. However, when
the cell was depolarized, the response to the ortho-
gonal was not hyperpolarizing, suggesting that there
was strong inhibitory synaptic input. This was not
the case for the orientation domain cell shown on
the right. Under all current injection conditions,
there was almost no change in Fm in response to
the orthogonal grating, suggesting that there was no
synaptic input, excitatory, or inhibitory. These exam-
ples suggest two conclusions: (1) pinwheel neurons
receive strong inputs at all orientations, whereas
orientation domain cells only receive inputs near the
preferred orientation, commensurate with orientation
representation in the orientation map surrounding
these sites, and (2) the response at the orthogonal
orientation (and at other non-preferred orientations)
in pinwheel cells is composed of both excitation and
inhibition, which balance each other and help to
clamp the Vm below spike threshold and elicit sharp
spike tuning (Marino et al., 2003).

These results highlight the important idea that
there is a large diversity in the orientation tuning
properties in V1. Several recent studies have explicitly
examined the diversity in the shapes of tuning curves,
and the synaptic mechanisms that might be respons-
ible for these differences (Martinez et al., 2002;
Ringach et al.,, 2002; Schummers et al., 2002;
Monier et al., 2003). This diversity is by no means
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newly discovered (see, for instance Gilbert, 1977,
Volgushev et al., 1993; Vidyasagar et al., 1996), but
the importance of it has largely been ignored. In
particular, models of orientation tuning have gener-
ally assumed a prototypical tuning curve for all V1
neurons (Ben-Yishai et al., 1995; Douglas et al., 1995;
Somers et al., 1995; Carandini and Ringach, 1997).
Naturally, as early attempts to understand network
level interactions capable of generating tuning, these
simplifying assumptions were necessary. More recent
computational models have begun to incorporate
features of the orientation map, including pinwheel
center organization, into network models of orienta-
tion tuning (McLaughlin et al., 2000; Pugh et al.,
2000; Kang et al., 2003). Not surprisingly, adding this
extra level of complexity has revealed several new
insights into the network organization of orientation
tuning, including the possible dependence of tuning
features on location in the orientation map (Schwabe
et al., 2003). As the field moves towards more
complete, and therefore sophisticated models of the
V1 network, the diversity of response features in
individual neurons may be more closely related to
features of the network architecture.

Adaptation-induced orientation shifts

The results of the intracellular experiments described
in the previous section demonstrate that the synaptic
inputs underlying orientation tuning are not the same
at all locations in the orientation preference map.
Near pinwheel centers, the visually evoked depolar-
ization at orthogonal orientations is strong, yet does
not lead to spiking. These inputs are kept below
threshold by strong inhibition, which is necessary to
balance the excitation, and keep tuning sharp. It is
therefore likely that the tuning of neurons near
pinwheels is likely to be a more careful balance of
excitation and inhibition. It might follow then, that
pinwheel neurons are more sensitive to changes in the
intracortical inputs. We speculate that manipulation
of the local intracortical circuit would have a larger
effect on tuning curves in neurons near pinwheel
centers. Experiments described above, in which inputs
are blocked in adjacent columns, would presumably
have a greater effect on neurons near pinwheel centers
(Crook et al., 1997, 1998). Indeed, in the experiments
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of Crook and colleagues, tuning curves were most
affected when sites 500 pm away with orthogonal
tuning were blocked. It is likely, based on the
structure of the orientation preference map, that
neurons with orthogonal representation 500 um
from one another are located near pinwheel centers.
We suggest, therefore that the effects of such manip-
ulation of the balance of intracortical inputs would be
strongest in neurons near pinwheel centers.

This issue has been addressed by experiments
that subject neurons to visual pattern adaptation.
Pattern adaptation is induced by prolonged visual
stimulation by a stimulus with constant features,
such as orientation, contrast and/or spatial frequency.
In sensory pathways, as in many other brain areas,
prolonged synaptic activation leads to a decrease in
the strength of cortical activation. There is good
evidence in both the visual and somatosensory path-
ways that sensory adaptation has strong effects at
an earlier level than primary cortex (Chung et al.,
2002; Solomon et al., 2004). There is also evidence
for an intrinsic cellular component to adaptation in
V1 neurons (Anderson et al., 2000; Carandini, 2000;
Sanchez-Vives et al., 2000a, 2000b). It is likely that
both mechanisms contribute to some degree to
pattern adaptation in V1.

When the receptive fields of V1 neurons are
subjected to adaptation with oriented gratings, the
tuning curves of many neurons are altered (Dragoi
et al., 2000; Dragoi and Sur, 2003). In particular, the
response at the adapting orientation is decreased, the
tuning curve broadens, and the preferred orientation
of the neuron shifts away from the orientation of
the adapting stimulus, i.e., the adaptation leads to a
repulsive shift in tuning (all three features are required
to explain the population shift in activity consistent
with the psychophysical tilt after effect: Sur et al.,
2002). What can the response changes after adapta-
tion tell us about the role of different circuits in
producing orientation tuning in V1 neurons? An
important result that helps answer this question is
that the effect of adaptation depends on the location
of a neuron in the orientation preference map.
Figure 3 demonstrates this effect. Figure 3A-C
depicts the effect of adaptation on a neuron in an
orientation domain. The location of the cell in the
orientation map is shown in Fig. 3A. The pool of
intracortical inputs likely to be integrated at the

recording site is located within the dashed white
circle. The orientation tuning of this pool is depicted
by the histogram in Fig. 3B. The tuning of this
histogram is fairly sharp, with most of the inputs
coming from a narrow range of orientation, close to
the preferred orientation of the recorded cell. This
suggests that for this neuron, the influence of the
cortical circuit is likely to be constrained to orienta-
tions similar to its tuning curve peak. Figure 3C
shows the effect of adaptation on the tuning curve of
this cell. There is no substantial change in tuning
following adaptation with an orientation on one flank
of the tuning curve (depicted by the vertical dashed
arrow). In sharp contrast, the neuron depicted in
Fig. 3D-F shows a dramatic effect of adaptation,
with a reduction in response at orientations at and
near the adapting orientation, a broadening of the
tuning curve, and a shift in the preferred orientation
away from the adapting orientation, created by an
increase in the response to orientations on the flank of
the tuning curve away from the adapting orientation
(Fig. 3F). This neuron is located at a pinwheel center
(Fig. 3D), and the distribution of orientations in the
local circuit is therefore broad (Fig. 3E).

The contrasting effects of adaptation on these
two cells suggest that the orientation representation
in the local network is a critical factor in determin-
ing the effect of pattern adaptation. Indeed, there is
a relationship between the orientation selectivity of
the local representation, and the magnitude of the
effects of adaptation. Figure 4 shows that both the
magnitude of tuning shift (Fig. 4A), and the magni-
tude of change in response magnitude on the near
flank of the tuning curve (Fig. 4B) are strongly related
to the selectivity of the local orientation repre-
sentation. Interestingly, the selectivity of the sub-
threshold Vm tuning is also linearly related to the
selectivity in the local orientation map (Fig. 4C). This
suggests that the broad subthreshold inputs from the
local circuit may provide the synaptic substrate for
orientation shifts induced by adaptation. Neurons in
orientation domains only receive inputs from a
narrow range of orientations, and cannot therefore
be modified by adapting stimuli outside that range.
Neurons near pinwheel centers, on the other hand,
receive substantial subthreshold inputs over a broad
range of orientations, and the spike tuning can be
shifted by alterations of the excitatory and/or
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Fig. 3. Adaptation-induced tuning curve changes depend on location in the orientation map. A—C. Adaptation in a neuron located in
an orientation domain. A. Orientation map surrounding the location of the recorded cell. Scale bar represent 500 um. Dashed white
line represents a radius of 500 pm centered on the recording site. Orientation color code is as depicted by the color scale in D. B.
Histogram of the distribution of preferred orientation values within the white circle in the orientation map in A. Bars are normalized to
yield a percentage of total area. C. Firing rate tuning curves obtained pre-adaptation and post-adaptation, color coded as in the legend
below the graph. The orientation of the adapting stimulus is indicated by the vertical dashed arrow. D-F. Adaptation in a neuron
located in a pinwheel center. All conventions as in A—C. Adapted from Dragoi et al. (2001).

inhibitory synaptic weights across a broad range
of orientations. The relationship between the selec-
tivity of the local circuit and the behavior of
individual neurons highlights an important point.
Pinwheel centers and orientation domains represent
the extremes of a continuum of local orientation
representation within the map of orientation pre-
ference. The inputs to any neuron are in part
determined by the representation in the local network.
These inputs provide a balance of excitation and
inhibition, which regulates the responses and pro-
duces invariant output (spike) tuning. The balance
can be more critical at some points (pinwheel centers)
than others (orientation domains), and thus perturba-
tions of inputs results in larger shifts near pinwheel
centers.

In other words, the effects of changes in feedfor-
ward inputs can be better understood as influencing

the local network as a whole than by influencing
individual neurons in isolation. A similar view has
previously been put forward in the context of the
influence of stimuli in the receptive field surround on
responses to stimuli in the receptive field center
(Somers et al., 1998). In a network model of long-
range connections in V1, Somers et al. (1998) showed
that the contrast-dependent effects of long-range
inputs, while counter-intuitive from the perspective
of their effect on a single cell, arise naturally through
excitatory/inhibitory balance in the local cortical
circuit. The same principle may apply to the orienta-
tion-dependent effects of specific adaptation of feed-
forward inputs. In light of the diversity of local
networks inherent from the orientation map struc-
ture, we can further propose that the influence of
changes in inputs on single neurons (be they feedfor-
ward, long-range intracortical, or top-down), will be
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Fig. 4. Adaptation effects vary systematically with position in
the orientation map. A. Scatter plot of the magnitude of
adaptation-induced orientation shift, as a function of the OSI
of the local patch of cortex surrounding the recording site
(OSlap)- B. Scatter plot of the adaptation-induced changes
in response amplitude as a function of OSI,,,, for the same
population of cells as in B. Blue points represent changes in
firing rate (FR) on the near flank of the tuning curve —
orientations intermediate between the preferred orientation and
the adapting orientation. Red points indicate changes in firing
rate on the far flank — orientations on the opposite side of the
preferred orientation, relative to the adapting orientation.
C. Scatter plot of the OSI of the membrane depolarization
(Vm) tuning curves as a function of OSl,,,,. Squares represent
neurons classified as pinwheel center neurons, and circles those
designated as orientation domain neurons. Adapted from
Dragoi et al. (2000) and Schummers et al. (2002).

refracted through the structure of the local orienta-
tion representation.

Top-down influences on orientation tuning

New evidence from several laboratories indicates that
visual processing even in the early cortical stages
is not merely a bottom-up process of sorting and
onward transmission of afferent information, but
rather is powerfully modified by internal states such
as attention, expectation, or past history of the
stimulus. There is considerable anatomical support
for the idea that higher order cortical processes can
influence early sensory areas through an extensive
network of intra-areal connections that are highly
reciprocal (Felleman and Van Essen, 1991; Salin and
Bullier, 1995; Angelucci et al., 2002). A more intrigu-
ing proposal is that top-down influences, and cortico-
cortical interactions in general, occur via driving
cortical projections through specific thalamic nuclei
(Sherman and Guillery, 2002). Top-down or state-
dependent inputs can have diverse effects; they can
influence perception by increasing stimulus selectivity
(by enhancing relevant and/or suppressing irrelevant
information), or aid in decision making or guide
sensory-motor systems according to behavioral con-
tingencies. In sum, the new findings indicate that early
visual cortical areas (or even subcortical structures)
are part of a distributed rather than simply a
hierarchical network for vision, and that bottom-up
and top-down processes interact dynamically so as to
continuously recalibrate neuronal responses to behav-
iorally relevant stimuli.

A recent report used an interesting variation of
adaptation to study object based attention in human
lateral occipital cortex (LOC), considered to be
homologous to inferotemporal (IT) cortex in mon-
keys (Murray and Wojciulik, 2004). It is generally
believed that attention increases neuronal responses
to the attended location or stimulus, via either a
multiplicative or an additive process. An alternative
possibility is that attention causes an increase in
selectivity of a specific subpopulation of neurons
that responds to the attended stimulus. The authors
repeatedly presented the same stimulus in pairs of
either the same orientation or different orientations.
The subjects’ task was to either perform color



matching or orientation matching between successive
pairs. It was found that the fMRI signal was sharply
enhanced when subjects performed orientation
matching, and therefore attended to the stimulus
orientation. A likely explanation for this finding is
that attention increased sensitivity to orientation
differences or narrowed the tuning of the sub-
population of neurons, thereby increasing the selec-
tivity of these neurons.

One direct consequence of an adaptive process in
early visual cortex that enhances sensitivity to
changes relates to saccadic behavior during natural
vision. Natural viewing involves rapid saccadic eye
movements (3—4 saccades per second) interspersed by
periods of brief fixation (Yarbus, 1967). During these
fixation epochs, neurons encounter image patches
that are well correlated in local image features, such
as orientation (Dragoi et al., 2002). Brief exposure to
such spatially correlated image patches induces short
term adaptation that results in reduction in response
of neurons at their preferred orientation, thereby
possibly reducing the correlation among neuronal
responses (Attneave, 1954; Yarbus, 1967, Barlow,
1990). A close examination of saccadic behavior of
humans and monkeys during viewing of natural
scenes reveals that a substantial percentage of sac-
cades are made to image locations that are uncorre-
lated in their local attributes. Therefore a brief
fixation is typically followed by a saccade to an
entirely different part of the scene where the change
in local statistics (e.g., orientation) is maximal. In a
recent study the role of brief adaptation on orienta-
tion discrimination in humans and monkeys was
explored (Dragoi et al., 2002). It was found that
short-term adaptation by oriented gratings, on the
time scale of visual fixation during natural viewing,
markedly improves orientation discrimination for
orthogonal orientations. We further explored the
effect of rapid adaptation on single neuron responses
in V1. Specifically, we were interested in the temporal
dynamics of orientation tuning under simulated
conditions of brief fixational adaptation. By employ-
ing a reverse correlation procedure, the dynamics of
orientation tuning were captured on a millisecond
time scale and allowed us to uncover effects of brief
adaptation on the development of orientation tuning.
Single neurons exhibited distinct behaviors with and
without brief adaptation: adapting orientations near
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the preferred orientation of the cells delayed the
development of orientation tuned response; con-
versely response tuning was accelerated after adapting
to an orthogonal orientation. Importantly, adapta-
tion near the preferred orientation suppressed
responses on the near flank of the tuning curve,
broadened the tuning width, and shifting the pre-
ferred orientation away from the adapting stimulus.
On the other hand, orthogonal adaptation main-
tained the optimal orientation but sharpened the
orientation tuning of the neurons.

These findings are in contrast with the prevalent
notion that the role of visual attention is to create a
saliency map of the visual scene, which the system
arrives at through a “guesswork™ based on the
relative strength of stimulus features, and which
guides decision processes and visuomotor behavior
(Treue, 2003). At least one aspect of the visual saccade
system seems to be an adaptive process that accen-
tuates differences in image statistics, by a dynamic
interaction between top-down and bottom-up influ-
ences. Short-term adaptation sharpens neuronal
selectivity and continuously updates processing of
the visual scene.

Extra-retinal influences on bottom-up processes

Vision, and the response of cortical neurons, is
influenced not only by spatial statistics but also by
the temporal statistics of visual stimuli. For example,
a central aspect of visual processing is the acquisition
of an internal representation of stimulus location
derived from the temporal order or history of
stimulus appearance. Most investigations of the
control of visually guided movements have focused
on how parietal and frontal cortex, in conjunction
with brain stem circuits, are involved in target selec-
tion and eye movement control (Platt and Glimcher,
1999; Schall and Thompson, 1999; Corbetta and
Shulman, 2002; Glimcher, 2002). However, recent
work has claimed a role for early visual cortex
in saccade planning and decision making (Schiller
and Tehovnik, 2001; Nakamura and Colby, 2002).
Recently, the influence of the temporal order of
stimuli presented at specific locations on performance
in a gaze direction task was examined. The behavioral
data point to acquisition of an internal representation
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of stimulus location based on prior presentations, and
the physiological data show a surprising and sub-
stantial involvement of V1. The results are consistent
with early visual cortex being a key part of a dis-
tributed network of cortical areas that is involved
in acquiring the internal representation (Sharma
et al., 2003).

A gaze direction task was devised in which subjects
could acquire information about future stimulus
locations in one task condition but not in another.
The task consisted of the appearance of a fixation
spot at one of three locations on a computer screen
placed in front of a subject. In one condition, the
location of the fixation spot varied randomly from
trial to trial (termed “randomized” trials), while in the
other, the spot appeared repeatedly at the same
location for a succession of trials (termed ““grouped”
trials). Subjects did not receive any prior cue as to
which sequence was in effect. Human subjects were
asked to indicate where the target would appear next
as trials progressed in either the randomized or the
grouped sequence. While the probability of successful
prediction in the randomized trials was independent
of trial number, the prediction probability in the
grouped trials tracked the Bayesian target probability
as the trials progressed. That is, a significant reduc-
tion was noticed in prediction uncertainty when the
grouped trials were presented compared to ran-
domized trials. Thus, the manner of stimulus pre-
sentation, and the order of stimulus appearance at a
given location, provided information about future
stimulus locations, which observers could assimilate.

Next, alert monkeys were trained in a similar task.
Once the fixation spot appeared in one of the three
locations, animals made a saccade and achieved stable
fixation. Their latency to achieve fixation in the
randomized and grouped task conditions was mea-
sured. It has been shown previously that the saccade
latency to a visual target is a sensitive indicator of the
likelihood of the target’s appearance (Luce, 1986;
Kowler, 1990; Carpenter and Williams, 1995). Similar
to human performance in the two task conditions, it
was reasoned that fixation latency would shorten as
monkeys attained knowledge of target location, but
not otherwise. As expected, fixation latency was
approximately constant from trial to trial in the
randomized condition but shortened significantly
as trials progressed in the grouped condition.

Importantly, the performance of humans and mon-
keys was consistent with the Bayesian probability of
target appearance. These findings indicate the acqui-
sition of an internal representation of stimulus loca-
tion with successive trials in the grouped condition of
the task, in both humans and monkeys.

While the monkeys performed the fixation task in
the two trial conditions, the single neuron responses
in V1 to oriented sinusoidal gratings presented in the
receptive field of neurons within 3-5 degrees from the
fixation spot were also recorded. It is known that
integration of retinal and extra-retinal inputs to the
brain is essential for localization of stimuli in space,
allocation of attention, or dynamic stabilization of
receptive fields (Andersen et al., 1985; Downing,
1988; Motter and Poggio, 1990). A number of studies
have reported that responses of a subset of V1 neu-
rons are modulated by the direction of gaze (Weyand
and Malpeli, 1993; Guo and Li, 1997; Trotter and
Celebrini, 1999; Rosenbluth and Allman, 2002). It is
however unclear if the modulation in V1 response is
purely gaze related or other top-down processes play
a role in this response modification. Our findings
demonstrate that V1 responses are modulated by gaze
direction in a task dependent manner. Figure 5A
depicts orientation tuning curves of a V1 neuron in
randomized and grouped trials in three gaze direc-
tions. The response of the neuron was significantly
modulated when stimuli appeared at a particular gaze
direction in a particular sequence: stimuli appearing
in a grouped sequence at one location caused neurons
to respond significantly more (or, in other neurons,
less) than when stimuli appeared randomly. In other
words, responses to the same visual stimulus (a
grating of optimal orientation for a neuron), pre-
sented at the same location (and hence subtending
the same angle of gaze), are altered when stimuli are
presented in one sequence of trials (the grouped
sequence) than in another (the random sequence). It
is important to note that each recorded neuron had
its own preference for modulation in a particular
gaze direction and there was no systematic bias in
the neuronal population for a particular orientation
or gaze direction. On a population basis, more
than 40% of the recorded neurons responded in a
manner similar to the neuron of Fig. 5A. An internal
representation index (IRI) that signifies response
difference in the two trial conditions regardless of
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Fig. 5. Modulation of orientation selective responses of V1 neurons in alert monkeys by an internal representation of stimulus
location. A. Orientation tuning curves of a V1 neuron when a fixation spot was presented in left, center and right locations on a screen
in front of the animal. The darker curves are derived from ‘grouped’ trials while the lighter ones are from ‘randomized’ trials. There
was a significant increase in response in the grouped condition when the monkey’s gaze was directed to the right. B. Scatterplot of the
response index of the population data (n=67 cells) in the least modulated gaze direction compared to most modulated gaze direction.
The cell of panel A is shown as a red dot. C. Schematic diagram showing interconnectivity among visual cortical areas (of both dorsal
and ventral streams) and motor outputs to the superior colliculus (SC). V1 is an integral part of this distributed network that is
involved in processing bottom-up and top-down interactions. Abbreviations, primary visual cortex (V1); secondary visual cortex (V2);
middle temporal area (MT); lateral intraparietal cortex (LIP); medial superior temporal area (MST). Adapted from Sharma et al.

(2003).

gaze direction was calculated. Figure 5B shows the
population IRI data calculated for the best modu-
lated gaze direction of individual neurons versus the
least modulated gaze direction. Positive IRI values
indicate a response increase in grouped trials. These
data demonstrate that a substantial proportion of V1
neurons represent in their responses the probability of

target appearance derived from the temporal
sequence of stimuli.

How might V1 neurons dynamically alter their
responses to signal such an internal representation?
The modulation of V1 responses constitutes an active
shaping of the orientation tuning curve, for responses

to the preferred orientation are specifically and
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selectively modified as the representation is acquired.
Orientation selective responses are similarly modified
after visual discrimination learning or during short-
term visual memory (Gilbert et al., 2001; Schoups
et al., 2001; Super et al., 2001). The response change
in V1 neurons during the grouped condition involves
the integration of top-down inputs carrying task-
dependent signals with bottom-up ones carrying
visual signals. Top-down signals are likely to arise
from the parietal and frontal cortex, which are known
to play a key role in saccade decisions and commands
(Andersen et al., 1997; Glimcher, 2001; Schall, 2001;
Goldberg et al., 2002). As shown in the cartoon in
Figure 5C, V1 is part of this network and receives
feedback projections from these areas. Such feedback
would in turn modulate the strength of recurrent
connections between local V1 neurons (Dragoi and
Sur, 2000; Somers et al., 2001), that modify the
amplification of feedforward inputs to V1 neurons,
and constitute a plausible mechanism by which orien-
tation tuning can be altered as trials progress.
Finally, what does a change in orientation tuning
as a function of stimulus sequence imply for vision?
It is possible, even likely, that the change in response
constitutes a motor signal rather than a purely
sensory one. VI projections importantly target not
only higher sensory cortical areas, but also subcortical
targets such as the superior colliculus which are
involved in eye movements. It is suggested that the
output of a cortical area is interpreted differently
depending on the role of the target: structures
concerned with visual processing would read the V1
output as providing information about the image,
whereas structures concerned with eye movements
would utilize the output for modulating gaze. On this
view, no area of the cortex, not even the primary
visual cortex, is only a sensory area — rather, every
area potentially contributes to movement as well.
Indeed, it has been cogently argued that mechanisms
of perception necessarily include action, with the
thalamus involved critically in receiving copies of
the efferent output (Guillery and Sherman, 2002).

Conclusions

This chapter has analyzed evidence that orientation
tuning in V1 can be dynamically modified by changes

in bottom-up and top-down inputs. Manipulation of
bottom-up inputs by adaptation or pharmacological
blockade can lead to changes in tuning properties.
Behavioral tasks that require the use of visual
information for completion can also lead to changes
in orientation tuning. These inputs most likely exert
their effects on V1 by interactions at the level of
the local cortical circuit, rather than on individual
neurons. The local network is characterized by
balanced excitation and inhibition, which naturally
regulate tuning. Thus, by tapping into network at the
level of the local circuitry, bottom-up and top-down
inputs can modify tuning in complex and beh