How and why does the sleeping brain generate dreams?

Though the question is old, a paradigm shift is now occurring in the science of sleep and dreaming that is making room for new answers. From brainstem-based models of sleep cycle control, research is moving toward combined brainstem/forebrain models of sleep cognition itself. Furthermore, advances in philosophy, psychiatry, psychology, artificial intelligence, neural network modeling, psychophysiology, neurobiology, and clinical medicine make this a propitious time to review and bridge the gaps among these fields as they relate to sleep and dream research.

This book presents five papers by leading scientists at the center of the current firmament and more than seventy-five commentaries on those papers by nearly all the other leading authorities in the field. Topics include mechanisms of dreaming and REM sleep, memory consolidation in REM sleep, and an evolutionary hypothesis of the function of dreaming. The papers and commentaries, together with the authors’ rejoinders, represent a huge leap forward in our understanding of the sleeping and dreaming brain, ultimately offering new and unique views of consciousness and cognition. They help provide new answers to both old and new questions, based on the latest findings in modern brain research. The book’s multidisciplinary perspective will appeal to students and researchers in neuroscience, cognitive science, and psychology.
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Preface

For centuries there have been theories about how and why sleep occurs. Since the discovery of REM sleep in 1953, science has also asked how and why the individual stages of sleep, such as REM sleep and slow wave sleep, occur and what relationship they have with dreaming. The relationship of dreaming to brain physiology and neurochemistry, and the possible functions, or lack of functions, of REM sleep and of dreaming have also been addressed. This book highlights the current debates, disagreements, and understandings among many of the world’s leading researchers, from many different disciplines, on these questions, including both theoretical and experimental work. The book comprises a collection of target chapters, commentaries, and replies to commentaries that were first published as a special issue on sleep and dreaming of the journal Behavioral and Brain Sciences in December 2000.

These are currently areas of great ferment. Fifty years ago dreams seemed to occur almost exclusively in REM sleep, a few years later dreams were also shown to occur in non-REM sleep, and the debate continues today about whether these stages of sleep result in different types of dreams or whether dreaming can occur in all stages of sleep and how closely characteristics of dreaming, such as the illogicality of some dreams or the ease with which they are forgotten, are tied to the physiology and neurochemistry of the brain. Theories of the function of dreams have abounded, from the clearing out of memories to the linking and forming of memories to creative problem-solving. There have also been theories of the function of REM sleep, such as of brain maturation in the newborn and the consolidation of memories at all ages. This book addresses theories of the possible functions and causes of dreaming and REM sleep, with implications not only for our knowledge of two activities that take up much of the human life span, but also for the study of the relationship of conscious experience to the brain and of the possible functions of consciousness.

The target chapters and commentaries give examples of a wide range of scientific methodologies that aim to address these issues, including the phenomenology and neuroscience of conscious states, cognitive performance testing, and the relationship of dream content to waking life events. The book makes clear the relevance of the study of dreaming to neuroscience, psychology, psychoanalysis, cognitive science, neurology, philosophy, psychiatry, and other fields, and we wish to thank all the authors and commentators from the many sciences involved for their participation in this book.

For this book version of the Behavioral and Brain Sciences special issue, an introduction and a postscript have been added that provide updates on relevant papers published during 2000, 2001, and 2002. The necessity for these updates shows the current rapid expansion of investigations into sleep and dreaming, along with the growth of neuroscience and the study of consciousness. We hope that this volume will inspire further experiments and debate concerning the relationships between dreaming and the sleeping brain and the functions of sleep and dreaming.

Edward Pace-Schott, Mark Solms, Mark Blagrove, & Stevan Harnad
Introduction

The target chapters in this book address three issues in the science of sleep and dreaming: the relationship of dreaming to brain physiology and neurochemistry and the possible functions, or lack of functions, of REM sleep and of dreaming. The target chapters provide detailed summaries of previous work and a background to these current issues. This introduction aims to summarize the main claims of each of the target chapters and to cite recent papers of relevance to those chapters that appeared around the same time as or after the production of the BBS special issue. A further update, by Edward Pace-Schott, specifically on the neuroscience of sleep and dreaming, is provided at the end of the book.

The first three target chapters of this book are concerned with the relationship between dreaming and brain physiology and neurochemistry, with particular reference to the relationship of REM sleep to dreaming. Hobson, Pace-Schott, and Stickgold detail their AIM model of the mind-brain during dreaming and other states of consciousness. This model describes three dimensions of brain neuro-modulation, these being level of brain activity (A), internal or external source of stimulation for cognition (I), and mode of organization of cognition (M), which they relate to aminergic/cholinergic balance. This chapter emphasizes the importance of REM sleep to dreaming, reviews the comparison of dreaming to waking cognition [of relevance here is Kahn et al. (2000) on how character recognition occurs during dreams], and, in common with Nielsen’s target chapter, reviews the history of investigations into the quantitative and qualitative differences and similarities between dreams in REM and NREM sleep. Hobson et al. then review recent studies on neuroimaging of the brain during dreaming and sleep, which indicate increased activation of limbic, diencephalon, and brain stem areas during REM sleep and the decreased activation of these areas during NREM sleep. The original activation-synthesis model of Hobson and McCarley is then updated with recent work on the relationship of cholinergic enhancement, and serotonergic and noradrenergic suppression, to REM sleep; there are also additional details from recent findings on the manner in which aminergic and cholinergic systems exert their influences on the REM-NREM cycle.

The AIM state space model that evolved from the activation-synthesis model holds that not only is the brain activated (A) with low external input (I) during REM sleep but that the modulatory factor (M) is related to the deficiencies of logic and memory found in dreams. Since the BBS special issue, Fosse et al. (2001a) argue that their finding of the reciprocal variation in thoughts and hallucinations between wake, sleep onset, NREMS, and REMS indicates the need for the M factor, in addition to A and I. This method of comparing the prevalence and reciprocal covariance of different cognitive variables within each dream is also used in Fosse (2000), with a reply to the analysis by Nielsen (2000), and operationalizes the classification of different types of dreams, such as thoughtlike and hallucinatory dreams. Dream experiences have also recently been quantified in terms of four factors, Emotionality, Rationality, Activity, and Impression, using the Dream Property Scale of Takeuchi et al. (2001b), who found that EEG power in some frequencies is correlated with Rationality (the dream being more ordinary and orderly), and at other frequencies with Impression (the dream being more clear and focused), indicating some brain-mind isomorphism using a questionnaire method that is answered on awakening and is not mediated by the experimenter, nor, apparently, confounded by dream length.

Solms’s target chapter details that REM sleep and dreaming are dissociable states, in that each can occur in the absence of the other; one reason for this is that, although there are average differences between NREM and REM dreams, 5–10% of NREM dreams are indistinguishable from REM dreams, in terms, for example, of their vivid and dramatic content. Using neuroanatomical studies, loss of dreaming is shown in this chapter to be associated with lesions to the ventro-mesial quadrant of the frontal lobe and to the parieto-temporal-occipital junction. The former area is known to be important for goal-seeking and appetitive behaviors, the latter area for supporting mental imagery. Solms concludes that dreaming is controlled by forebrain, probably dopaminergic, mechanisms whereas REM sleep is controlled by cholinergic brain stem mechanisms. (Gottesmann (2000) also hypothesizes that the release of dopamine results in the “psychotic-like” fantasies and irrational mental activities of dreaming.) REM sleep is therefore held to be one of many possible activators of forebrain dreaming mechanisms; others include descending stage 1 at sleep onset and the rising morning phase of the diurnal rhythm. For an update on the dopaminergic and cholinergic influences on dreaming the reader should see Solms (2002) and Cicogna & Bosinelli (2001) for more on the interaction between top-down and bottom-up components of dream mentation and for a consideration of what aspects of consciousness remain or are diminished in dreaming. Reiser (2001) suggests that top-down (psychological, psychoanalytic) and bottom-up (neuroscience) approaches to
dreaming and REM sleep are needed to account for the form and possible functions of dreams, with emotion being a bridge belonging to both domains. For example, to understand dreams one needs the top-down information derived from psychoanalysis of the dreamer's personal history and how it is incorporated into dreams together with the bottom-up PET studies of limbic areas that are activated during REM sleep.

Nielsen lists further examples where dreaming can occur in NREM sleep, such as when there is external sensory stimulation. He proposes that there are many levels of cognitive activity during sleep, from vivid intense dreams to thinking and fragmentary impressions to preconscious cognition, with the more complex or dramatic types of dreams more likely to occur in REM sleep. He shows that the liberalization (from around 1962) of what was accepted by dream researchers as a “dream” resulted in higher rates of dream recall being recorded from REM and NREM sleep and a diminution of the differences found between the dreams of the two states. The main purpose of the chapter is to review and reconcile evidence for the 1-generator view of dreaming, where similar processes of dream production are assumed to be occurring in REM and NREM sleep (but with the possibility that memory source activation and memory of dreams could be different in REM from NREM sleep), and the 2-generator view, where there are quantitative or qualitative differences between dreams from the two states. That the more vivid and even lucid types of dreams occur far more often in REM sleep is given as evidence for the 2-generator model.

Nielsen discusses, as do Hobson et al., the current debate about whether length of report should be controlled for in comparing dreams from REM and NREM sleep; such control has been found to eliminate almost all differences between dreams from the two states, but this statistical method is contentious because dream length may itself be a result of real differences in the characteristics of dreams from the two states. To explain why many dreams from NREM sleep are indistinguishable from REM sleep dreams, Nielsen then proposes that components of REM sleep can occur during NREM sleep but remain hidden ("covert") either because not all components are present at once, and so the sleep epoch is not scored as REM sleep, or because measures are not sensitive enough to detect the component. Nielsen proposes a probabilistic model whereby REM-like dreams can occur in NREM sleep during windows that are approximately 15 minutes prior to or following a REM period.

Of relevance to the discussion in these chapters of the comparison of dreams in REM and NREM sleep is a recent paper by Baylor and Cavallero (2001). In their reanalysis of three previously published studies they find that episodic memory sources occur significantly more often for NREM than REM dreams, and this stage effect remains even when report length is controlled for. Stickgold et al. (2001) found that dream report length increases with time in stage only for REM sleep, not for NREM sleep, and Takeuchi et al. (2001a) found that occurrence of dreams during sleep onset REM periods is related to amount of REM sleep, whereas occurrence of dreams during sleep onset NREM periods is related to number of arousals, but not to length of NREMS. However, note that Conduit et al. (2001) find that postsleep recall of events that occurred during NREM sleep is worse than for REM sleep, and that therefore dreaming may occur equally in NREM sleep as in REM sleep, but just not be remembered. Similarly, Cicogna et al. (2000) ascribe the difference they find in REM and SWS dream recall rates to a mnemonic deficit, claiming that mental experiences may be produced almost continuously during sleep, this being a 1-generator theory. They did find a greater intensity of emotions during REM sleep, but level of self-participation and awareness did not differ between the two stages, and two significant differences between the stages, in number of characters and number of emotions, disappeared when dream length was partialled out.

The emphasis in these three chapters is on finding physiological and neurochemical correlates that explain the recall, lack of recall, and form of dreams across different brain states. For a review of psychological variables that affect individual differences in dream recall, see Blagrove & Akehurst (2000). As an indication that individual differences in length of dream reports may be a result of state-independent differences in reporting style, Stickgold et al. (2001) found intersubject differences in REM report lengths were correlated with similar differences in NREM, sleep onset, and waking report lengths.

In their target chapter Vertes and Eastman argue against REM sleep having a memory consolidation role, claiming that animal REM deprivation studies are divided equally in showing REM deprivation does or does not disrupt learning/memory. They account for REM deprivation studies that do show deficits in learning/memory as being due to the stress of the deprivation procedure, and a recent report by Spiegel et al. (1999) does find endocrine, metabolic, and stress effects of sleep restriction in humans. Vertes and Eastman claim that the majority of human REM deprivation studies find minimal or no effects on learning/memory, and they review work in humans on the suppression of REM sleep by antidepressants in which there are no, or negligible, effects on learning/memory. As a further context to their review, there has been debate over whether sleep restriction to less than 5 hrs per night, which can eliminate some REM sleep but generally leaves SWS intact, results in only minor or in large and cumulative cognitive deficits (Dinges et al. 1997; Pilcher & Huffcutt 1996). As Vertes and Eastman state in their reply to the commentaries, a recent series of experiments has compared memory after a period of early sleep (in which SWS predominates) with memory after a period of late sleep (in which REMS predominates). Readers may consult Wagner et al. (2001) for a recent example. Vertes and Eastman propose that REM sleep has a function of periodically activating the brain following each period of slow wave sleep. This view is supported by Horne’s (2000) view that REM sleep tones up the sleeping cortex. Horne also accounts for the post-REM deprivation phenomenon of REM rebound, often taken as an indication of the importance of REM sleep to the organism, as instead being due to a default condition of loss of inhibition of REM sleep by non-REM sleep. Horne concludes that REM has little advantage over wakefulness in providing cerebral recovery or memory consolidation and that it can occur as a default condition when wakefulness is temporarily unnecessary to the organism, as would occur in situations of boredom or satiation.

Revonsuo’s target chapter argues that during dreaming we rehearse threat perception and threat avoidance and
that this mechanism has evolved because it increases the probability of reproductive success in threatening environments, such as those inhabited by ancestral humans. He argues that dreams may only infrequently act to solve intellectual problems (this being a current matter of debate, for example, Barrett 2001a, 2001b; Baylor 2001). He claims they do not have a function of solving emotional problems, as their function, like pain and fear, is to aid reproductive fitness rather than mental health or comfort, indeed Koethe and Pietrowsky (2001) find that nightmares induce anxiety and physical complaints.

One proposition that Revonsuo uses to arrive at his theory is that dreams are an organized and selective simulation of the perceptual world, that is, they are not random or disorganized or purely reflective of waking life. On his claim about dreams not being random, Stickgold et al. (1994) find sufficient coherence across dream reports for judges to distinguish intact from spliced reports. However, Roussy et al. (2000) demonstrate an inability of independent observers to detect a clear resemblance between participants’ daily events and manifest dream content, although Revonsuo does note that in nonthreatening environments dreams may not show their threat simulation function. The evidence that dreams select for negative content is detailed in his chapter, such as the preponderance in dreams of misfortune over good fortune and the high frequency of aggressive strangers in dreams. Of relevance here is the finding of Bears et al. (2000), who, defining masochistic dreams as ones that involve negative self-representation, disappointment, loss, or lack or where the dreamer is lost, excluded, or ridiculed, report that depressed individuals tend to report masochistic dreams closer to morning than do non-depressed individuals, in whom masochistic dreams are equally distributed across the night. Revonsuo also proposes that waking threats activate the threat simulation system, and there is recent work relevant to this. The presence and intensity of the contextualizing (or central) images in dreams are higher among participants who report any abuse (physical or sexual, childhood or recent) compared to those who report no abuse (Hartmann et al. 2001). Furthermore, Zadra and Donderi (2000) found significant negative correlations between well-being and nightmare frequency and that the retrospective memory of frequency of nightmares and bad dreams greatly underestimates their frequency, in comparison to daily logs: a discussion of the directions of causality for the relationship between anxiety and disturbing dreams in adolescents is provided by Nielsen et al. (2000). Methodological problems with the assessment of emotions during dreams are described by Fosse et al. (2001b), who find that 74% of REM reports have at least one discrete emotion, and that the amount of positive or negative emotions in dreams does not change across the night.

Revonsuo then argues that stimulation of perceptual and motor skills during dreams, even when dreams are not explicitly remembered, leads to enhanced performance in waking life. On this point the theory is in accord with evidence that higher mental processes, such as those underlying social interaction, affect and evaluation, motivation and goal-setting, can occur without conscious choice or guidance (Bargh & Ferguson 2000). Revonsuo’s view of the dream as an environment in which to act can be contrasted to the more metaphorical and symbolic view of dreaming (e.g., Lakoff 1993). Note, however, that Revonsuo states that other functions may also be possible for dreams. Recent suggestions are that dreams aid attachment for people who are insecurely attached (McNamara et al. 2001) and that pleasant or moderately unpleasant dreams may be sources of personal insight during dream interpretation (Zack & Hill 1998).

The five target chapters now follow. It is hoped that the debates over the relationship between dreaming and brain physiology, and over the memory consolidation function of REM sleep and the proposed threat simulation function of dreaming, will enhance the wider fields of neuroscience and of the study of the nature of consciousness and the specific questions of how and why we dream.
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Abstract: Sleep researchers in different disciplines disagree about how fully dreaming can be explained in terms of brain physiology. Debate has focused on whether REM sleep dreaming is qualitatively different from nonREM (NREM) sleep and waking. A review of psychophysiological studies shows clear quantitative differences between REM and NREM mentation and between REM and waking mentation. Recent neuroimaging and neurophysiological studies also differentiate REM, NREM, and waking in features with phenomenological implications. Both evidence and theory suggest that there are isomorphisms between the phenomenology and the physiology of dreams. We present a three-dimensional model with specific examples from normally and abnormally changing conscious states.
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1. Introduction

Dreaming is a universal human experience that offers a unique view of consciousness and cognition. It has been studied from the vantage points of philosophy (e.g., Flanagan 1997), psychiatry (e.g., Freud 1900), psychology (e.g., Foulkes 1985), artificial intelligence (e.g., Crick 1994), neural network modeling (Antrobus 1991; 1993b; Fookson & Antrobus 1992), psychophysiology (e.g., Dement & Kleitman 1957b), neurobiology (e.g., Jouvet 1962) and even clinical medicine (e.g., Mahowald & Schenck 1999; Mahowald et al. 1998; Schenck et al. 1993). Because of its broad reach, dream research offers the possibility of bridging the gaps in these fields.

We strongly believe that advances in all these domains make this a propitious time to review and further develop these bridges. It is our goal in this target article to do so. We will study dreams (defined in the American Heritage Dictionary [1992] as “a series of images, ideas, emotions, and sensations occurring involuntarily in the mind during certain stages of sleep”) and REM sleep, as well as the numerous forms of wake-state and sleep-state mentation. We will also review polysomnographically defined wake and sleep states. Our analyses will be based on comparisons and correlations among these various mental and physiological states.

1.1. An integrative strategy

Three major questions seem to us to be ripe for resolution through constructive debate:

1. Are the similarities and differences in the conscious experiences of waking, NREM, and REM sleep defined with sufficient clarity that they can be measured objectively? If so, do the measures establish clear-cut and major differences between the phenomenological experience of these three physiological states?

2. Are the similarities and differences between the brain
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substrates of the states of waking, NREM, and REM sleep defined with sufficient clarity that they can be measured objectively? If so, do the measures establish clear-cut differences between these states at the level of brain regions, as well as at the cellular and molecular levels?

3. To the extent that affirmative answers can be given to the two preceding questions, can a tentative integration of the phenomenological and physiological data be made? Can models account for the current results and suggest experiments to clarify remaining issues?

Hoping to stimulate a useful debate, we will answer all three of the preceding questions affirmatively, documenting our responses with appropriate data drawn from our own work and from that of our colleagues. Referring to this ample literature, one can now identify numerous operationally defined psychological and physiological parameters with which to make such conscious state comparisons. In developing our answers, we will advance the thesis that the conscious states of waking, NREM, and REM sleep differ in three clear and important ways which are measurable at both the psychological and physiological levels. The three parameters will become the axes of a state space model that we introduce only briefly here but discuss in more detail in concluding this article.

1.2. A state space model of the brain-mind

In essence, our view is that the brain-mind is a unified system whose complex components dynamically interact so as to produce a continuously changing state. As such, any accurate characterization of the system must be multidimensional and dynamic and must be integrated across the neurobiological and psychological domains. Both neurobiological and psychological probes of the system must therefore be designed, applied and interpreted so as to recognize and clarify these features.

As a first step in that direction, we have created a three-dimensional state space model (AIM) that allows us to represent the system according to variables with referents in both the neurobiological and psychological domains as is shown in Figure 1. They are activation (A), information flow (I), and mode of information processing (M). Each of these terms has meaning both at the cognitive and neurobiological levels.

Roughly speaking, these dimensions are meant to capture respectively: (1) the information processing capacity of the system (activation); (2) the degree to which the information processed comes from the outside world and is or is not reflected in behavior (information flow); and (3) the way in which the information in the system is processed (mode).

The resulting state space model, while still necessarily overly simplistic, is nonetheless a powerful tool for studies of consciousness. It captures many aspects of the neurobiological, cognitive, and psychological dynamics of wake-sleep states, and is unique in several important respects that we will discuss in light of the controversial conceptual and empirical issues that have stymied the study of waking, sleeping, and dreaming.

1.3. Caveat lector

In setting the stage for a full explication of our integrative AIM model (sect. 4), we will review the evidence regarding the differentiation of brain-mind states at the levels of psychophysiology (sect. 2) and basic and clinical neuroscience (sect. 3). Although these reviews are extensive, they do not broach many of the fundamental questions of sleep research. For example, we do not consider the biological functions of REM sleep as we do elsewhere (Hobson 1989a) nor do we address the equally interesting question of how psychological and cognitive factors impinge upon sleep neurobiology, a subject which has been the focus of our most recent work (Stickgold et al. 1999a; 1999b; 2000a; Xie et al. 1996). As has often been shown, cognitive activity affects sleep as well as vice versa (e.g., Smith & Lapp 1991) reflecting, certainly, a reciprocal effect of psychological factors and their neural substrates. Additionally, we sidestep entirely the intriguing but difficult issue of whether dreaming itself, as a conscious experience, has a psychological function over and above the postulated benefits of sleep to homeostasis and heteroplasticity (Hobson 1989a). Finally, it is important to note that we deal here exclusively with what Chalmers (1995b) has termed the “easy problem” of consciousness, that is, the mechanisms of the cognitive components of consciousness, rather than the “hard problem” of how consciousness itself could arise from a neural system (see, e.g., Tononi & Edelman 1998; Woolf 1997).

2. The phenomenology and psychophysiology of waking, sleeping, and dreaming

In this section we discuss the evidence which has been gathered over the past 40 years in an effort to define the conscious states of waking, sleeping, and dreaming and to measure their formal features quantitatively. With respect to the first question raised by us in the introduction, we will defend the position that these three states can be defined, that their components can be analyzed and measured, and that they are significantly different from one another.

After presenting our justification for this claim, we will
address the claim made by many psychologists that differences between REM and NREM mentation – and even differences between REM and waking mentation – are much smaller than we believe. In the course of this discussion, we will identify several areas of disagreement and then suggest some new approaches to their resolution.

Definitions of dreaming have ranged from the broadest “any mental activity occurring in sleep” to the narrower one that we prefer:

Mental activity occurring in sleep characterized by vivid sensorimotor imagery that is experienced as waking reality despite such distinctive cognitive features as impossibility or improbability of time, place, person and actions; emotions, especially fear, elation, and anger predominate over sadness, shame, and guilt and sometimes reach sufficient strength to cause awakening; memory for even very vivid dreams is evanescent and tends to fade quickly upon awakening unless special steps are taken to retain it.

We believe that this highly specified definition serves both folk psychology and cognitive neuroscience equally well. It captures what most people mean when they talk about dreams and it lends itself admirably to neurocognitive analysis as we now intend to show.

2.1. Early findings of distinct differences between REM and NREM mentation

Before proceeding, we provide definitions of “REM” and “NREM” sleep for those readers unfamiliar with these terms. These two clearly distinguishable types of sleep are defined, by convention, in terms of electrophysiological signs detected with a combination of electroencephalography (EEG), electrocorticography (EOG), and electromyography (EMG) whose measurement is collectively termed “polysomnography” (see Rechtschaffen & Kales 1968). First described by Aserinsky and Kleitman in 1953, REM sleep (also known as “paradoxical,” “active” or “desynchronized” sleep) is characterized by: (1) wake-like and “activated” (high frequency, low amplitude or “desynchronized”) activity in the EEG; (2) singlets and clusters of rapid eye movements (REMs) in the EOG channel; and (3) very low levels of muscle tone (atonia) in the EMG channel. NonREM (NREM) sleep includes all sleep apart from REM and is, by convention, divided into four stages corresponding to increasing depth of sleep as indicated by the progressive dominance of the EEG by high-voltage, low-frequency (also termed “synchronized”) wave activity. Such low frequency waves dominate the deepest stages of NREM (stages 3 and 4) which are also termed “slow-wave” or “delta” sleep. We refer the reader to Hobson (1989) for a comprehensive primer on sleep physiology.

Aserinsky and Kleitman’s (1953) report of the correlation of REM sleep with dreaming began an intense period of research on the relation of brain to mind that lasted well into the 1970s. In the early days of the human sleep-dream laboratory era, much attention was paid to the specificity, or lack thereof, of the REM-dream correlation using the newly available sleep laboratory paradigm. Normal subjects, usually students, were awakened from either the NREM or REM phase of sleep in the sleep laboratory and asked to report their recollection of any mental experience preceding the awakening.

During this period, the similarities and differences in mentation between the brain states of waking, NREM, and REM sleep were lavishly documented (e.g., Foulkes 1962; Foulkes & Fleischer 1975; Goodenough et al. 1959; Herman et al. 1978; Monroe et al. 1965; Nielsen 1999; Pivik & Foulkes 1968; Rechtschaffen 1973; Rechtschaffen et al. 1963; Vogel 1991). We have summarized these REM-NREM differences in Table 1. Some of the important conclusions from this cross-sectional normative paradigm are:

1. Following REM sleep awakenings, variously defined dream reports are obtained much more frequently (Aserinsky & Kleitman 1953; 1955; Dement 1955; Dement & Kleitman 1957b; Kales et al. 1967; Wolpert & Trosman 1958) or at least substantially more frequently (Foulkes 1962; Goodenough et al. 1965a; Hobson et al. 1965; Molinari & Foulkes 1969; Rechtschaffen et al. 1963; Stovall 1965) than after NREM awakenings. For reviews of this early work see Foulkes (1966; 1967), Herman et al. (1978), Nielsen (1999), Pivik (1991), Rechtschaffen (1973), and Snyder (1967). In an extensive review of 29 REM and 33 NREM recall rate studies, Nielsen (1999) found an average REM recall rate of 51.8 (±8.7)% compared to an average rate for NREM of 42.5 (±21.0)%.

2. The frequency of dream recall rapidly drops off as awakenings are delayed beyond the end of a REM period (Dement & Kleitman 1957b; Goodenough et al. 1965b; Wolpert & Trosman 1958), a finding which has recently been both supported (Stickgold et al. 1994a) and challenged (Rosenlicht et al. 1994). Subjects who are able to indicate that they are dreaming during sleep more often indicate dreaming during REM than during NREM (Antrobus et al. 1965).

3. There exists a positive relationship of both report word count and subjectively estimated dream duration with the length of preceding REM sleep (Dement & Kleitman 1957b) and this relationship has been recently replicated for word count (Stickgold et al. 1994a). Moreover, stimulus-incorporation studies suggest that there exists a positive relationship between the length of time dream events would occupy in real time and the duration of the preceding REM sleep epoch (Dement & Wolpert 1958).

4. Judges are able to distinguish unaltered REM mentation reports from NREM reports (Monroe et al. 1965), a finding that has been recently replicated (e.g., Herman et al. 1978; Reinsel et al. 1992). Furthermore, some dreamers can subjectively determine whether they themselves had been awakened from REM or from NREM (Antrobus & Antrobus 1967).

5. Reports from REM sleep awakenings are typically longer (Antrobus 1983; Casagrande et al. 1990; 1996b; Foulkes & Rechtschaffen 1964; Foulkes & Schmidt 1983; Stickgold et al. 1994a; Waterman et al. 1993), more perceptually vivid, more motorically animated, more emotionally charged, and less related to waking life than NREM reports (Antrobus et al. 1987; Cavallero et al. 1992; Foulkes 1962; Herman et al. 1978; Ogilvie et al. 1982; Rechtschaffen et al. 1963; see Nielsen, 1999 and Table 1 for summaries). In addition, there is linguistic evidence for greater consolidation of dream elements in REM (Salzamulo & Cipolli 1979).

6. In contrast to REM reports, NREM reports contain thought-like mentation and representations of current concerns more often than do REM sleep reports (Foulkes 1962; Rechtschaffen et al. 1963).

In a review of early data, Monroe et al. (1965) stated that “the high degree of success attained by the judges [in dis-
Table 1. Phenomenological differences between REM and NREM dream reports

<table>
<thead>
<tr>
<th>Study</th>
<th>Sleep Stage</th>
<th># S's</th>
<th># S's x # nights</th>
<th># awakenings</th>
<th>% recall (any content)</th>
<th>% using more strict criteria</th>
<th>report length</th>
<th>bizarreness</th>
<th>visual vividness</th>
<th>emotionality</th>
<th>movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antrobus (1983)</td>
<td>REM</td>
<td>73</td>
<td>73</td>
<td>no report</td>
<td>not compared</td>
<td>no data given</td>
<td>not compared</td>
<td>REM vs St. 2</td>
<td>n.s. when length controlled</td>
<td>not compared</td>
<td>not compared</td>
</tr>
<tr>
<td></td>
<td>St. 2 NREM</td>
<td>73</td>
<td>73</td>
<td>no report</td>
<td>not compared</td>
<td>REM &gt; St. 2</td>
<td>p &lt; .01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aserinsky &amp; Kleitman (1953)</td>
<td>REM</td>
<td>10</td>
<td>14</td>
<td>“dreaming”</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>27</td>
<td>74</td>
<td>74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>REM</td>
<td>19</td>
<td>22</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Casagrande et al. (1996)</td>
<td>REM</td>
<td>20</td>
<td>40</td>
<td>“≥1 sentence &amp;≥1 action”</td>
<td>using word count indices:</td>
<td>w. Antrobus et al., 1976 index:</td>
<td>w. Antrobus et al., 1976 index:</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>early (in night)</td>
<td>40</td>
<td>early</td>
<td>75</td>
<td>REM &gt; 2 &amp; SO</td>
<td>early: REM &gt; 2 &amp; SO</td>
<td>early: REM &gt; 2 &amp; SO</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>late (in night)</td>
<td>40</td>
<td>late</td>
<td>75</td>
<td>REM &amp; 2 &gt; SO</td>
<td>late: REM &amp; 2 &gt; SO</td>
<td>late: REM &amp; 2 &gt; SO</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM (St. 2 abbreviated “2”)</td>
<td>40</td>
<td>early</td>
<td>50</td>
<td>REM &amp; 2 &gt; SO using a global rating:</td>
<td>REM always &gt; 2 &amp; SO using a global rating:</td>
<td>REM always &gt; 2 &amp; SO</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>late</td>
<td>40</td>
<td>late</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sleep onset NREM St. 2 (SO)</td>
<td>40</td>
<td>early</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>late</td>
<td>40</td>
<td>late</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cavallero et al. (1992)</td>
<td>REM</td>
<td>60</td>
<td>120</td>
<td>not compared</td>
<td>temporal units</td>
<td>implausibility</td>
<td>not compared</td>
<td>% containing</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>St. 3c4 NREM</td>
<td>60</td>
<td>89.2</td>
<td>5.1</td>
<td>5.1</td>
<td>34 n.s.</td>
<td>62 p &lt; .0001</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>64.5</td>
<td>1.88</td>
<td>1.88</td>
<td>p &lt; .0001</td>
<td>34 p &lt; .01</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cicogna et al., 1998</td>
<td>late spontaneous REM</td>
<td>36</td>
<td>72</td>
<td>not compared</td>
<td>temporal units</td>
<td>implausibility*</td>
<td>not compared</td>
<td>number reported</td>
<td>body feelings</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>late spontaneous St. 2</td>
<td>144</td>
<td>95</td>
<td>7.3</td>
<td>7.3</td>
<td>84.2%</td>
<td>76</td>
<td>.76</td>
<td>21.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>144</td>
<td>91</td>
<td>6.0</td>
<td>6.0</td>
<td>79.6%</td>
<td>.60</td>
<td>.60</td>
<td>10.2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dement (1955)</td>
<td>REM</td>
<td>13</td>
<td>?</td>
<td>not compared</td>
<td>“dreaming”</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>51</td>
<td></td>
<td>88.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dement &amp; Kleitman (1957)</td>
<td>REM</td>
<td>9</td>
<td>61</td>
<td>not compared</td>
<td>“dreaming”</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>191</td>
<td></td>
<td>79.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>160</td>
<td></td>
<td>6.9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Sample Size</td>
<td>Comparison</td>
<td>REM Data</td>
<td>NREM Data</td>
<td>St. 1 NREM Data</td>
<td>St. 2 NREM Data</td>
<td>St. 3&amp;4 NREM Data</td>
<td>REM Data</td>
<td>NREM Data</td>
<td>St. 1 NREM Data</td>
<td>St. 2 NREM Data</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-------------</td>
<td>------------</td>
<td>----------</td>
<td>-----------</td>
<td>----------------</td>
<td>----------------</td>
<td>------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Foulkes (1962)</td>
<td>8</td>
<td>56</td>
<td>108</td>
<td>87</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>not compared</td>
<td>word count</td>
<td>not compared</td>
<td>not compared</td>
</tr>
<tr>
<td>NREM</td>
<td>136</td>
<td>74</td>
<td>54</td>
<td></td>
<td>56</td>
<td>51</td>
<td>51</td>
<td>p &lt; .05</td>
<td></td>
<td>R &gt; N p &lt; .05</td>
<td>R &gt; N p &lt; .05</td>
</tr>
<tr>
<td>St. 1 NREM</td>
<td>32</td>
<td>69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>St. 2 NREM</td>
<td>32</td>
<td>74</td>
<td>51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>St. 3&amp;4 NREM</td>
<td>32</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foulkes &amp; Rechtschaffen (1964)</td>
<td>24</td>
<td>48</td>
<td>143</td>
<td>88.8</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foulkes &amp; Schmidt (1983)</td>
<td>23</td>
<td>69</td>
<td>82</td>
<td>93</td>
<td>78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goodenough et al. (1959)</td>
<td>16</td>
<td>48</td>
<td>91</td>
<td>69.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goodenough et al. (1965a)</td>
<td>10</td>
<td>98</td>
<td>120</td>
<td>84</td>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hobson et al. (1965)</td>
<td>10</td>
<td>40–60</td>
<td>195</td>
<td>87.2</td>
<td>102</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kales et al. (1967)</td>
<td>3</td>
<td>40</td>
<td>134</td>
<td>83</td>
<td>108</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molinari &amp; Foulkes (1969)</td>
<td>10</td>
<td>40</td>
<td>40</td>
<td>80</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ogilvie et al. (1982)</td>
<td>9</td>
<td>27</td>
<td>54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NREM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(continued)
Table 1. (Continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Sleep Stage</th>
<th># S’s</th>
<th># S’s x nights</th>
<th># awakenings</th>
<th>% recall (any content)</th>
<th>% using more strict criteria</th>
<th>report length</th>
<th>bizarreness</th>
<th>vividness</th>
<th>emotionality</th>
<th>movement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pivik &amp; Foulkes (1968)</td>
<td>NREM total</td>
<td>20</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM St. 2</td>
<td>74</td>
<td>158</td>
<td>64.6</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM St. 3</td>
<td>56</td>
<td>71.6</td>
<td>64.3</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM St. 4</td>
<td>28</td>
<td>46.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rechtschaffen et al. (1963)</td>
<td>REM</td>
<td>17</td>
<td>30</td>
<td></td>
<td>Ss say dreaming</td>
<td>not compared</td>
<td>subject judged</td>
<td>37% bizarre</td>
<td>74% vivid</td>
<td>74% emotional</td>
<td>not compared</td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>86</td>
<td>87</td>
<td></td>
<td>subject judged</td>
<td></td>
<td>subject judged</td>
<td>6% bizarre</td>
<td>24% vivid</td>
<td>24% emotional</td>
<td></td>
</tr>
<tr>
<td>Salzarulo &amp; Cipolli (1979)</td>
<td>REM</td>
<td>8</td>
<td>240</td>
<td>95</td>
<td>“contentful”</td>
<td># sentences</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>240</td>
<td>83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stickgold et al. (1994) Nightcap</td>
<td>REM</td>
<td>11</td>
<td>110</td>
<td>&gt; 100 words</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>88</td>
<td>83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stoyva (1965)</td>
<td>REM</td>
<td>61</td>
<td>54</td>
<td></td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>51</td>
<td>73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waterman et al. (1993)</td>
<td>REM</td>
<td>12</td>
<td>24</td>
<td>72</td>
<td>not reported</td>
<td>not reported</td>
<td>REM&gt;NREM</td>
<td>not compared</td>
<td>u:Antrobus et al., 1976 index and length partialed out: REM&gt;NREM</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM</td>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wolpert &amp; Trosman (1958)</td>
<td>REM</td>
<td>10</td>
<td>51</td>
<td></td>
<td>“dreaming”</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td>not compared</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NREM St. 2</td>
<td>54</td>
<td>90.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Cicogna et al. 1998 actually found significantly more “space-time distortions” and a trend toward more “dimensional distortions” in Stage 2 versus REM reports, while the trend in global bizarreness (implausibility) went in the usual REM>Stage 2 direction. R = REM, N = NREM, spont. = spontaneous awakenings from identified sleep stage.
tinguishing REM from NREM reports] indicates that physi-
ological sleep phase, REM or NREM, is highly diagnostic of the presence, amount, and quality of reported sleep men-
tation \(^2\) (p. 456). In discussing the findings of this study, Rechtschaffen (1973) concluded that “these figures – dis-

In REM sleep, the integrated conscious experience that is commonly referred to as dreaming is characterized by the following remarkably consistent set of features (see Hobson 1988b; 1994 for reviews):

1. Dreams contain formed hallucinatory perceptions, especially visual and motoric, but occasionally in any and all sensory modalities (Hobson 1988b; McCarley & Hoffman 1981; Snyder 1970; Zadra et al. 1998).

2. Dream imagery can change rapidly, and is often bizarre in nature (Hobson 1988b; 1997b; Hobson & Stick-
gold 1994a; Hobson et al. 1987; Mamelak & Hobson 1989a; McCarley & Hoffman 1981; Porte & Hobson 1986; Rein-
sel et al. 1992; Revonsuo & Salmivalli 1995; Williams et al. 1992). It has also been noted that dream reports contain a great many images and events which are relatively com-
monplace in everyday life (Dorus et al. 1971; Snyder 1970).

3. Dreams are delusional; we are consistently duped into believing that we are awake unless we cultivate lucidity (Barrett 1992; Hobson 1997b; Kahan 1994; LaBerge 1990; 1992; Purcell et al. 1986).

4. Self-reflection in dreams is generally found to be ab-
sent (Rechtschaffen 1978) or greatly reduced (Bradley et al. 1992) relative to waking and, when present, often involves weak, post hoc, and logically flawed explanations of im-
probable or impossible events and plots (Hobson 1988b; Hobson et al. 1987; Williams et al. 1992). It has been re-
cently asserted, however, that self-reflection, self control and other forms of metacognition are more common in dreams than previously thought (Kahan 1994; Kahan & LaBerge 1994).

5. Dreams lack orientational stability; persons, times, and places are fused, plastic, incongruous and discontinuous (Hobson 1988b; 1997b; Hobson et al. 1987; McCarley & Hoffman 1981; Revonsuo & Salmivalli 1995; Rittenhouse et al. 1994; Stickgold et al. 1994b; 1997b; Williams et al. 1992).

6. Dreams create story lines to explain and integrate all the dream elements in a single confabulatory narrative (Bla-

7. Dreams show increased and intensified emotions, especially fear-anxiety (Domhoff 1996; Merritt et al. 1994; Nielsen et al. 1991), which appear to integrate bizarre dream features (Merritt et al. 1994), and may even shape the narrative process (Seligman & Yellin 1987). Although the trend toward a predominance of negative emotion is prominent in most studies, other workers have found more balanced amounts of positive and negative emotion (for a good review, see Schredl & Doll 1998). Emotion also ranks as a prominent explanatory focus in functional theories of dreaming (e.g., Cartwright et al. 1998a; Greenberg et al. 1972; Kramer 1993; Perlis & Nielsen 1993).

8. Dreams show increased incorporation of instinctual programs (especially fight-flight), which also may act as powerful organizers of dream cognition (Hobson 1988b; Hobson & McCarley 1977; Jouvet 1973; 1999).

9. Volitional control is greatly attenuated in dreams (Hartmann 1966b). The dreamer rarely considers the pos-
sibility of actually controlling the flow of dream events (Pur-
cell et al. 1986) and, on those infrequent occasions when this does occur, the dreamer can only gain lucidity with its concomitant control of dream events for a few seconds (LaBerge 1990). Unlike the rarer form of dream control of-
fered by lucidity, however, the more mundane self-control of thoughts, feelings and behavior may be fairly common in dreams (Kahan 1994).

All of these features can be found in REM dreams, and most REM dreams contain a majority of these features. Contrastingly, they are found relatively rarely in NREM re-
ports (see Nielsen 1999). This is the empirical basis of our contention that all of these features will eventually be expla-

2.2. Overview of the NREM-REM sleep men-
tation controversy

Although the discovery of REM sleep and its strong corre-
lation with dreaming (Aserinsky & Kleitman 1953) initially led to the strong hypothesis that dreaming occurred only during REM sleep (Dement & Kleitman 1957b), this hy-
thesis was clearly refuted by the discovery that reports of dream-
ing could be elicited from NREM sleep (Foulkes 1962) and that reports of dream-like mentation could also be obtained at sleep onset (Foulkes & Vogel 1965) and even from quiet waking (Foulkes & Fleischer 1975; Foulkes & Scott 1973). Given dreaming’s lack of absolute state speci-
ficity, some investigators sought the psychophysiological correlates of specific dream features in the phasic events of REM and NREM sleep (Molinaro & Foulkes 1969; see Kahn et al. 1997 and Pivik 1991 for reviews). Again, weak but consistently positive quantitative relationships were found (Kahn et al. 1997; Pivik 1991).

This lack of specificity led at least some investigators ul-
timately to conclude that investigations of REM sleep neu-
ropsychology could provide no data helpful to understanding the genesis of dreaming (e.g., Bosinelli 1995; Foulkes 1990; 1991; 1993b; 1995; 1996a; 1997; Moffitt 1995). Such a view was encouraged by reports suggesting that in fact the differences between REM and NREM mentation were not nearly as great as had first been reported (e.g., Cavallero et al. 1992). In this section, we will present our reasons for re-
jecting these conclusions (see also Nielsen, target article).

How could the firm conclusions of the pioneer era (1955–1975) have apparently dissolved in the subsequent era of growing controversy (1975–1999)? In this section, we will analyze some of the scientific problems that led to the decline of the sleep-laboratory paradigm as this psy-
chophysiological approach lost much of its initially enthu-
siastic support. In the subsequent section we will turn our at-
tention to the concomitant development of cellular and
molecular neurobiology and show how the findings of basic
research provided an alternative approach.

2.2.1. REM sleep dreaming is not qualitatively unique.

While dream studies generally agree that REM reports are
more frequent, longer, more bizarre, more visual, more an-
imated and more emotional than NREM reports (Table 1),
a pair of papers published in 1983 (Antrobus 1983; Fou-
kel & Schmidt 1983) led some researchers to the remarka-
table conclusion that the “characteristics of dreaming” are pretty
much the same throughout sleep” (Moffitt 1995) and that
“draming in other sleep stages is not qualitatively different
from REM dreaming” (Foulkes 1995). Because these pa-
pers are so central to the REM-NREM dreaming debate,
we now offer a detailed review and critique of their findings
and interpretations.

At the outset, it is important to point out that neither arti-
cle actually concluded that REM and NREM dreams are in-
distinguishable, or even substantially the same, in either their
quantitative or their qualitative features. In regard to qualita-
tive features, Antrobus (1983) reported that when judges
rated 154 REM and NREM reports for their relative “dream-
iness” (using scales based on “visual imagery, bizarreness, hal-
ucinatory quality and storylike quality”), they correctly iden-
tified 93% of the reports as either REM or NREM, indicating
that REM dream reports were much more dreamlike than
276) concluded that “REM reports are likely to be signifi-
cantly more dreamlike qualitatively (e.g., in character density,
setting clarity) than typical NREM” reports, even when elicit-
ed after only five minutes of stage REM.

In regard to quantitative features, when Foulkes and
Schmidt (1983) looked at 160 REM and NREM reports and
characterized their lengths by the number of “temporal
units” (narrative events), their data showed that temporal se-
tquences (sequential events = temporal units) were 14
times more common in REM reports than in NREM re-
ports. In a similar way, Antrobus analyzed total recall fre-
cuency (TRF), which reflects the number of words in a re-
port used to describe sleep mentation, and reported that
word count significantly distinguished REM from NREM
reports (F = 95.52). Using the same reports (J. Antrobus,
personal communication), we have determined that the
REM reports collected by Antrobus had a median length 6.4
times longer than their matched NREM reports, a number similar
to the ratio of 7.0 obtained in a home study using re-
ports from spontaneous awakenings (Stickgold et al. 1994a).

Since both Foulkes and Schmidt (1983) and Antrobus
(1983) report such impressive differences between REM
and NREM reports, one might wonder how and why these
very authors have come to argue so strongly for a phenom-
enological sameness of these states. The critical question,
raised by Foulkes and Schmidt and by Antrobus, pertains to
the origin of the differences between REM and NREM
reports, “whether there are . . . qualitative . . . differences as well as quantitative ones, and . . . whether such differ-
ences are merely attendant upon or are independent of the
quantitative ones” (Foulkes & Schmidt 1983, p. 269). Or, as
Antrobus wonders, whether “judges of Dreaming [dream-
iness] implicitly rely on a dimension similar to the Total
Recall Freq.” (p. 562). It is this analysis that has led sub-
sequent writers to claim that “when the quantitative char-
acteristics of reports . . . from REM and nonREM . . . sleep
are adjusted for length there are no differences in the char-
acteristics of the reports” (Moffitt 1995, p. 19).

The normalization-for-length technique has been subse-
quently used to argue that bizarre differences between
REM and slow wave sleep (SWS) reports (Colace & Natale
1997), the number of dream-like features in a report (Fein
et al. 1985; Rosenlicht & Feinberg 1997), memory sources
of dreams (Cavallero et al. 1990) and even dream bizar-
reness itself (Bonato et al. 1991) are all directly and
causally dependent on report length independent of sleep
stage. Similar arguments have been advanced to explain
correlations between dream bizarreness and creativity (“Liv-

We will shortly reiterate our introductory arguments
against this line of reasoning. Meanwhile, we emphasize
some of these authors’ own data that favor placing a strate-
gic emphasis on the differences between REM and NREM
mentation rather than using the similarities as a rationale
for rejecting the cognitive neuroscience paradigm in favor
of a purely cognitive description of mental states. (A simi-
lar critique of purely cognitive descriptions can be found in
Nielsen 1999; and his target article.)

For example, Antrobus has recently shown that the
REM/NREM distinction exerts a far greater effect on
bizarreness than diurnal activation (Antrobus et al. 1995).
He attributed the observed increase in bizarre activation
in REM reports to the increased activation seen in that
state (Antrobus et al. 1995). It is also noteworthy that purely vi-
sual (versus verbal) imagery gave robust REM/NREM dif-
fferences suggesting a differential sensory activation be-
tween the two states (Antrobus et al. 1995). And even when
REM and NREM dreams were adjusted for length (a pro-
cedure we will shortly argue to be invalid), both Antrobus
(1983) and Foulkes and Schmidt (1983) still found signifi-
cant differences (e.g., in character density and setting clar-
ity) between the two states. Notably, the persistence of a
REM/NREM effect on bizarreness, visual imagery, and
several other dream features in spite of normalization for
report length has recently been confirmed (Casagrande et
al. 1996b; Faucher et al. 1999; Nielsen 1999; and his target
article; Raymond et al. 1999; Waterman et al. 1993). For ex-
ample, when analysis of covariance (with report length as
the covariate) is used to partial out the effect of report
length on dream features, REM reports were still judged
significantly more visual and bizarre than sleep onset or
stage 2 reports (Casagrande et al. 1996b) and more visual
than NREM reports (Waterman et al. 1993).

Even when dream features appear to be specifically
linked to distinctive REM physiology, interpretations can
still be cast toward either camp. Hong et al. (1997) reported
an impressive correlation between visual imagery and REM
density (r = 0.8), which we would argue as evidence for a
dependence of dream imagery on a qualitative feature of
REM sleep. But Antrobus et al. (1995) consider this to be
another example of the simple dependence of dream con-
tent on levels of brain activation, arguing that rapid eye
movements are not under strict brainstem cholinergic con-
trol, but come increasingly under the control of the frontal
eye fields as general cortical activation increases.

Whatever one’s assessment of the similarity versus dif-
ference argument, it is clear that none of the analyses in
these two papers can distinguish between two competing
hypotheses: (1) that dream features are dependent on report length; and its simpler converse (2) that report length is dependent on dream features. We now consider the arguments in favor of the second hypothesis, which we have adopted in our own work.

2.2.2. The relationship between dream features and dream report length. That report length depends on dream features was first implied by Hunt (1982) in his analysis of dreaming as fundamentally visuospatial versus verbal propositional and was then explicitly proposed by Hunt et al. (1993). We agree with their logical assumption that reports with more dream features will require more words to describe them. For example, a report with such dream features as self-representation, visual hallucination, emotion, narrative plot, and bizarreness will almost certainly be longer than a report with none of these features. Similarly, it is highly unlikely that a report with a word count of only seven words, the median length of the Antrobus (1983) NREM reports (J. Antrobus, personal communication), could possibly have more than one of the above features.

Inexplicably, Antrobus (1983) and Foulkes and Schmidt (1983) both seem to regard word count and content as independent of each other. In doing so, each has emphasized a very different explanation. Although conceding that alternative explanations were “in no way excluded by these findings,” Antrobus (1983) concluded that the NREM reports were shorter due to a defect in “the ability of the subject to recall and describe the [dream] events” (p. 567). In this view, the shorter reports failed to include dream features which were nonetheless present in the NREM dream itself. To us this seems, at best, a risky assumption. In contrast, Foulkes and Schmidt (1983) concluded that the shortened reports and the rarity of dream features reported resulted from differences in dream production. On this view, the differences reflected “the relative paucity and superficiality of mnemonic units active during NREM sleep” (p. 279) compared to REM sleep. The conclusion of Foulkes and Schmidt (1983) is strikingly similar to our position, which is that the relative brevity of NREM reports reflects a decrease in the types (superficiality) and number (paucity) of dream features present in the conscious experience reported in them. If Foulkes really agrees with us on this point, he cannot then also countenance controlling for word count in evaluating reports.

Analyzing the same data set used by Antrobus (1983) we have shown that REM/NREM differences can not be explained simply in terms of report length (Porte & Hobson 1986). Thus we agree with Antrobus when he pointed out that there is still a part of the REM/NREM variance that Dreaming (i.e., judges’ idiosyncratic scales for “dreaminess”) picks up better than a Total Recall Frequency factor. Similarly, Foulkes and Schmidt (1983) reported that some residual REM/NREM differences in temporal unit composition (e.g., in character density) persist even after report length is controlled. Residual stage differences following normalization for report length in these as well as additional studies have recently been reviewed by Nielsen (1999).

In the face of such unambiguous statements, it is critical to try to understand why these results have been so frequently and so passionately misinterpreted. In part, the erroneous interpretations were encouraged by the original authors. For example, Antrobus (1983, p. 567) concluded that “although there are slight differences . . . it is quite clear that the global judgment of Dreaming adds little, if anything, to Total Recall [Frequency] with respect to the association with the sleep stages REM and NREM.” Similarly, Foulkes and Schmidt (1983, p. 279) concluded that “most typically observed inter-stage differences in dream reports stem from different lengths rather than the different stages of the reports” (emphasis added). Because they have conflated causality with correlation, both Antrobus and Foulkes and Schmidt unjustifiably assume that most of the differences seen can be explained as correlates of report length. We disagree on the basis of the following studies.

Recent evidence provides strong support for Hunt’s proposition that report length reflects the number and intensity of dreamlike features prior to awakening. Hunt et al. (1993) have argued “it is not the length of the dream that somehow makes bizarreness more likely, but . . . it is more parsimonious to conclude that episodes of bizarreness within the dream are one major determinant of overall dream length . . . making length a necessary consequence of bizarreness and not the other way around” (p. 180). In addition, Hunt et al. (1993) note that Hauri et al.’s (1967) factor analysis of dreams found that bizarreness and report length significantly load on the same factor (and therefore strongly co-vary), “which would make their enforced statistical separation highly questionable” (Hunt et al. 1993, p. 181). In other words, if quantity follows quality and is, in fact, caused by it, then longer reports are needed to describe dreamier dreams. On this view, word count is perhaps even a direct measure of dreaminess and might well be taken as such.

To support their position, Hunt et al. (1993) first demonstrated that awake subjects used more words to describe a visually bizarre picture than a mundane picture. They then showed that the bizarreness scores correlated positively with the number of words devoted to describing the bizarre episodes. Finally, they showed that normalizing dream features for report length actually eliminated the correlations of bizarreness with non-verbal imagination test scores. Hunt et al. therefore concluded that bizarreness directly determines a major component of report length and that controlling for total word count introduces an artifactual dilution of bizarreness scores.

In summary, a critical review of the papers of Antrobus (1983) and Foulkes and Schmidt (1983) reveals that these papers report significant quantitative differences in the features of REM and NREM dreams. Both papers also find features such as dreaminess or character density to differ significantly between REM and NREM dreams even when report length is unjustifiably normalized. Neither study reports data that argue against the contention that the strong correlation between report length and dream features occurs because reports with more dream features require more words to describe them (Hunt et al. 1993; Nielsen 1999). We urge the collection of additional data to further clarify the nature of these REM/NREM differences. Such data should include ample numbers of reports, collected longitudinally in naturalistic settings, which are obtained from home awakenings physiologically monitored with unintrusive devices such as the Nightcap (e.g., Rowley et al. 1998).

2.3. Methodological considerations in the study of dreaming

The study of mental states is replete with methodological shortcomings and conceptual confusions. We believe that
some of these areas of confusion can be clarified in a manner that could increase consensus. In what follows, we address five methodological issues to point out the nature of the problems, offer clarifications, and suggest possible resolutions.

2.3.1. The reduction of psychological states to narrative reports. The most profound problem in studying conscious states is the necessity of reliance on verbal reports. This method is problematic because these accounts are just reports, not the subject's experience of the states themselves. This reduction of conscious experience to prose has at least three important ramifications:

1. A multimodal conscious experience including pseudo-sensory perceptual, emotional, and motoric dimensions is reduced to only one mode, that of narration. (To emphasize this point, we merely point out that if a picture is worth a thousand words, we certainly are not getting the whole picture with a seven-word report!) The narratives describing sleep state mentation are all generated during the waking state and are thus likely to mix, if not contaminate, the dreaming phenomenology with the phenomenology of waking (for a discussion of this point relative to dream meaning, see Hunt 1989, p. 9).

2. The narratives describing sleep state mentation are all generated during the waking state and are thus likely to mix, if not contaminate, the dreaming phenomenology with the phenomenology of waking (for a discussion of this point relative to dream meaning, see Hunt 1989, p. 9).

3. Analysis of narrative dream reports is extremely limited in its power to recreate or model the true underlying mechanism of dream production at any fundamental, prinemordial level of explanation (be it cognitive-mnemonic, linguistic or neuropsychological) because narratives about experience display a high degree of what Pylyshyn (1989) terms "cognitive penetrability.

Pylyshyn's point can be applied to dreaming as follows. The behavior of the dream production system is highly malable using the same cognitive processes invoked to explain its behavior such as the dreamer's goals and beliefs (see Pylyshyn 1989). For example, in the case of the dreamer's goals, the frequency of overall dream recall as well as lucidity can be greatly increased by auto-suggestion techniques that employ many of the same cognitive abilities (e.g., imagination and visualization) that most theorists believe contribute to dream production itself (see sect. 3.3). In the case of beliefs, the meaning of a dream experience while it is occurring is highly dependent on the dreamer's personal (and changeable) philosophy of what dreaming is (e.g., a message from a deity, a psychopathomimetic experience, "travel outside the body," etc.). According to Pylyshyn (1989) such highly penetrable experiences, rather than illustrating prinemordial cognitive mechanisms, instead reflect "the nature of the representations and . . . cognitive processes operating over these representations" (p. 81), which, in the case of dream reports, is language itself. Given that Pylyshyn (1989) asserts that cognitive penetrability can affect even highly objective and replicable psychological data (such as the visualized-image-size/image-scanning-time relationships described by Kosslyn & Koenig 1992), penetrability is all the more likely to influence the highly elaborated and individualistic phenomenon of dream reporting. The rendering of dream reports in conventional (wake state) grammar and syntax may, therefore, tend to obscure important differences between the actual experiences of waking and dreaming.

These considerations raise the concern that using the sentence or the word as a unit for quantifying mental activity may say more about language than about the multimodal nature of conscious experience. This is important because so many researchers consider the quantification of report length as the single most salient feature of a dream. In this context, it is also worth noting that verbal retrospective reports are often considered inadequate to describe mental states that are closer to dreaming than to waking mentation. These states include religious conversion, near-death experience, functional psychosis, delirium, drug-induced conditions, and other altered states of consciousness.

This aspect of the REM physiology-dream mentation controversy may be particularly relevant to the current debate about self-representation and bizarreness in dreams of children aged 3 to 8 (see Foulkes 1990; 1993b; 1996a; 1996b; 1997; Resnick et al. 1994). Based upon an extensive longitudinal study (Foulkes 1982b) and a later cross-sectional study (Foulkes et al. 1990), Foulkes asserted that "dreaming is absent until ages 3 to 5 and does not assume the form of adult dreaming until ages 6 to 7" (Foulkes 1997, p. 4). Foulkes hypothesizes that, lacking or being deficient in their ability to consciously mentally represent their perceptuo-behavioral experience, young children (like animals) may not experience dreaming in spite of having an abundance of REM (Foulkes 1990; 1993c). He argues further that dreaming is "a high-level symbolic skill, a form of intelligent behavior with cognitive prerequisites and showing systematic development over time" (Foulkes 1993c, p. 120), and that dreaming has, as its prerequisite, conscious representational competence (Foulkes 1990; Foulkes et al. 1990). As evidence to support this, he cites studies in which he finds very low recall of dreaming and little bizarreness prior to age 5 (Foulkes 1982b; Foulkes et al. 1979), low rates of reporting at ages 5–8 (Foulkes 1982b; Foulkes et al. 1990), acquisition of kinetic versus static imagery only after age 6 (Foulkes et al. 1990), and acquisition of self-representation as an active dream participant as well as narrative continuity only after age 7 (Foulkes et al. 1990; 1991). Further, from his data showing correlation of report rate with measures of visuospatial versus verbal skills (Foulkes et al. 1990), Foulkes (1993b) suggests that "young children may fail to report dreams because they are not having them, rather than because they have forgotten them or are unable to verbalize their contents" (p. 201). For a recent review see Foulkes (1999).

Subsequent studies have shown that dream bizarreness does indeed increase over ages 3 to 8 (Colace et al. 1993; 1997; Colace & Tuci 1996; Resnick et al. 1994). However, other of Foulkes's findings have not been supported. For example, dream reporting rates in 4- to 5-year olds has been reported to be almost identical to that in 8- to 10-year olds (Resnick et al. 1994). In addition, active self representation in dreams of 4- to 5-year olds has been reported to occur in over 80% of their dream reports (Colace et al. 1995; Resnick et al. 1994). Finally, substantial occurrence rates for bizarre elements have been reported in the dreams of both 4- to 5-year olds (0.45 per 100 words) and 8- to 10-year olds (0.71 per 100 words) (Resnick et al. 1994).

Moreover, although rates of adult dream recall have been related to performance on tests of visuospatial skill (Butler & Watson 1985), rates of dream recall have also been correlated with individual differences in visual memory (Schredl et al. 1995). Therefore, any ontogenetic changes in visual memory would confound the effects of developmental changes in higher order visuospatial skills on dream reporting rates in children.

Overarching these conflicting data, however, is the theoretical point bearing on the current discussion: that is, that...
dream reports are given in waking and thus, of necessity, must be constrained by an organism's waking cognitive and linguistic abilities. At one extreme, it must be conceded that even if a cat had the most vivid of "dreams," it would not be able to report it. Similarly, if a toddler is variously unable (or unwilling) to conceive and verbalize a complex perceptual-emotional-motor REM experience, it does not mean it was not originally experienced in some form which, later in life, might be reported as a dream. In other words, we challenge here the assumption by Foulkes (e.g., 1990) and others (e.g., Bosinelli 1995) that "dreaming" is an experience that can occur only if it can be later reported by an organism possessing linguistic abilities. We recognize that verification of oneiric activity in organisms that are unable to report (or even, possibly, reflect upon) their experiences is currently impossible, although we do not rule out the possibility that new methods may someday provide hints as to the conscious experiences of nonverbal beings (e.g., see Marten & Psarakos 1995).

Nevertheless, as with many other psychological constructs such as emotional expression (e.g., Darwin 1873) or behavioral inhibition (e.g., Goldman-Rakic 1986), such inferences drawn between human developmental as well as mammalian phylogenetic levels has a long scientific tradition. It is, therefore, not inherently invalid to cautiously speculate from adult human oneiric experience to observed REM behavior in infants and animals, especially given the abundant behavioral correlates (e.g., ethologically meaningful oneiric behavior; for a full discussion see Jouvet 1999). Similarly, we specifically suggest that the human neonate, spending as it does more than 50% of its time in REM sleep (Hobson 1989), is having indescribable but nevertheless real oneiric experiences. An infant's waking experience remains essentially indescribable and speculative to us older persons but we do not doubt that infants enjoy some sort of waking conscious experience. For us, it is not at all difficult to imagine that an infant might be experiencing hallucinosis, emotions, and fictive kinesthetic sensations during REM sleep.

Given these caveats, we suggest that more effort be put into the development and use of other methodologies and scales such as the photo-response visual brightness and clarity scale (Antrobus et al. 1987; 1995; Rechtschaffen & Buchignani 1992), temporal unit analysis (Cavallero et al. 1990; Foulkes & Schmidt 1983), computerized content analyses (Gottschalk 1999), the analysis of dream drawings (Hobson 1988b), or the use of affirmative probes (e.g., Herman 1992; Merritt et al. 1994; Pace-Schott et al. 1997a; Stickgold et al. 1997a; see Herman 1992 and Hobson & Stickgold 1994a for further discussion). In other words, we need recourse to more diverse means to elicit detailed descriptions of salient aspects of conscious experience.

2.3.2. The sleep laboratory environment. The sleep laboratory itself constitutes a second major methodological problem. Anyone who has ever slept in a sleep laboratory (as all of us have!) knows that it is an inhospitable and unnatural setting that makes sleep more difficult and less deep than is possible in more naturalistic settings. To appreciate this point, the reader need only imagine going to an unfamiliar place in an inner city neighborhood of dubious safety, encountering a technician who is a stranger and often of the opposite sex, having ten electrodes affixed to the scalp with cement that smells like airplane dope and then being bid "goodnight" and "pleasant dreams." Hence the famous first night effect (objectively poor sleep owing to discomfort and anxiety) often extends to a second night, and may contribute to a constriction of dream experience (as in dreams of the sleep lab setting) over even longer times. The laboratory environment may even alter the content of dreams recalled from spontaneous awakenings in the laboratory at the end of a night's sleep as evidenced by the high frequency of laboratory references in morning spontaneous awakening REM and NREM laboratory dream reports (Cicogna et al. 1998).

Studies such as those of Dement et al. (1965), Domhoff and Kamiya (1964), Okuma et al. (1975) and Whitman et al. (1962) have shown substantial incorporation of the experimental situation into laboratory dream reports particularly on the first night in the laboratory but persisting, at a lower level, into subsequent laboratory nights (Dement et al. 1965; Domhoff & Kamiya 1964). Similarly, content differences have been noted between laboratory and home dreaming (Domhoff & Kamiya 1964; Domhoff & Schneider 1999; Hall & Van de Castle 1966), although it has been argued that these differences are very small (Domhoff & Schneider 1999). Although these early studies were confounded by spontaneous (home) versus instrumental (laboratory) awakening conditions (as has been noted by Foulkes 1979), later studies controlling for reporting conditions (Lloyd & Cartwright 1991; Weisz & Foulkes 1970) still found some content differences between the home and laboratory dreams of adults. Waterman et al. (1993) emphasize that home-laboratory differences can arise from both environmental factors and factors related to investigator expectancies and, therefore, both should be controlled. In our view, full adaptation to the sleep lab may take four days or longer (see Domhoff & Kamiya 1964) exceeding the length of most laboratory studies.

As in the case of NREM compared to REM dreaming, we are not arguing for a gross, qualitative distinction between home and laboratory dreams. Laboratory dreams are, undoubtedly, largely representative of many of the formal and content features of dreaming in naturalistic settings. Nevertheless, we suggest that quantitative constraints on the dreaming experience may be imposed by the laboratory setting so that the full potential expression of certain dream features is limited. Of additional concern is the finding by Antrobus et al. (1991) that REM-NREM differences in both word count and global judgment of dreamlike quality diminish over 14 nights in the sleep laboratory, an effect they attribute largely to motivational factors in dream reporting. Minimizing any such "laboratory-fatigue" confound constitutes further argument for longitudinal awakenings to be performed in the more comfortable environs of the home.

To overcome these problems, several options are possible. First, laboratory studies can simply be extended in time, perhaps recording each subject for a full week. This has obvious disadvantages including inconvenience, high cost, and the above noted motivational effects. A second option is to continue to run relatively short (1–4 night) paradigms, and accept the suppressive effects on sleep architecture and dream content. While perhaps no longer normatively valid, the data obtained would still be at least reliable. A third option, and the one that we have chosen, is to move recording into the home for extended longitudinal studies using the Nightcap (Ajlore et al. 1995; Mamelak & Hobson 1989b; Pace-Schott et al. 1994; Rowley et al. 1998; Stickgold et al. 1994a; 1998b).
2.3.3. The question of “similarity” and “difference.” We have long thought that the argument over whether mentation in two states like REM and NREM sleep is more similar or different was specious. Thinking the dilemma to be false, we have ignored or minimized it in our previous writings. However, we now feel obliged to clarify for the reader how the debate over REM and NREM mentation has become inextricably entangled with the larger and more general question of the mind-brain problem. In doing so, we hope to elevate the debate from the parochial to the general level and to make our own position on mind-brain issues crystal clear.

In some ways, understanding the conflicting opinions that swirl around the sleep and dream mental content debate is relatively straightforward. One group of psychologists, exemplified by David Foulkes and the late Alan Molfitt, hypothesizes that the brain and the mind are so loosely linked that the study of the mind need not be constrained – or even informed – by the study of the brain (e.g., Bosinelli 1995; Foulkes 1991; 1993b; 1996a; 1997; Molfitt 1995). This group interprets the empirical data as indicating that mental content does not differ qualitatively across brain states. There is only one dream mentation production system that is more or less active during waking and sleep. In such theories, termed “One-Generator” models of sleep mentation by Nielsen (1999), it is only the fluctuating level of cognitive activation that determines differences between REM and NREM sleep in report length as well as in the broad range of dream features that co-vary with report length. By taking this position, these psychologists minimize the importance of physiology, which they assert to be irrelevant to the understanding of dreaming. How cognitive activation could be independent of brain activation is a question not addressed by these scientists.

Another group, consisting largely of psychophysicists, holds that the mind and the brain form an integrated system, so tightly linked within and across states that detailed qualitative and quantitative distinctions at either level of analysis imply the existence of isomorphic distinctions at the other. This is the position that we take. For us, the cognition production system is the brain. And, of course, it is always the same brain. But we know that the brain’s mode of information processing changes radically across states. So, therefore, must its mental products. Nielsen (1999) terms this point of view a “Two-Generator” model of sleep mentation. For us, the state-specific changes in brain function virtually guarantee concomitant changes in mental function, even if our psychological methodology may still be inadequate to identify these changes (just as for many years the physiological changes also eluded us!).

With respect, we suggest that the failure to demonstrate psychological differences concomitant with physiological ones must be laid at the door of inadequate psychological methodology. If psychology has so far failed to document the robust phenomenological differences between waking and dreaming that most people experience every day of their lives, then more vigorous and more creative psychological research is needed. Otherwise we are faced with the absurd and unacceptable conclusion that brain and mind have nothing to do with each other.

That even a single, “One-Generator” system (i.e., a “dream mentation production system”) may show dramatically different features in different states is in no way a self-contradiction. To our way of thinking, states of the brain are analogous to other dynamic states of matter. Consider, for example, the way that liquid water changes state with changes in temperature: above 100°C it is steam; below 0°C it is ice. These states are analogous to the states of waking, NREM sleep, and REM sleep in the brain (as well as to less common mental states such as coma, hypnosis, and mania). No one would say that in the frozen state (ice) or in the vapor state (steam) that the material is not still water. Nor could any sentient person ignore the obvious differences in the properties and behavior of water across states. We believe that it is equally inappropriate to argue that since there is a single dream production system (i.e., the brain-mind), that the properties and behavior of its products, for example, dreams, must be identical or even similar across different states. Such an important error in scientific thinking would lead to minimizing or missing entirely the change in matter (in this case the brain) that underlies the change in its state-dependent properties (in this case, consciousness).

The question of whether REM and NREM mentation are the same or different has often devolved into a search for characteristics of mentation that are absolutely unique to REM sleep. We consider this quest to be a fool’s errand and indeed no absolute qualitative distinction between the two states has yet been documented. Since the late 1950s, many sleep laboratory studies have shown substantial recall of mentation from NREM, thereby obviating an exclusive association of sleep mentation with REM (Cicogna et al. 1998; Foulkes 1962; 1966; Foulkes & Rechtschaffen 1964; Goodenough et al. 1959; 1965b; Kamiya 1961; Molinari & Foulkes 1969; Pivik & Foulkes 1968; Rechtschaffen et al. 1963; Salzarulo & Cipolli 1979; Stoyva 1963; Zimmerman 1970; see Foulkes 1967, Herman et al. 1978, and Nielsen 1999 for reviews). For example, among nine studies, the percentage of NREM awakenings yielding at least minimal recall varied from 23 to 74% (Foulkes 1967) and, as noted, Nielsen (1999) has found an average NREM recall rate of 42.5% over 33 published studies. Recall rates similar to those of NREM in general have even been obtained from stages III and IV of NREM (e.g., Bosinelli 1995; Cavallero et al. 1992; Goodenough et al. 1965b; Herman et al. 1978; Nielsen 1999; Pivik & Foulkes 1968; Salzarulo & Cipolli 1979; Tracy & Tracy 1974). In a review of eight studies of stages III and IV mentation, Nielsen (1999) found an average recall rate of 52.5 (+18.6%), but also notes that a substantial percentage of subjects never recall stage III and IV mentation or require several nights of awakenings before reporting such mentation.

The findings of several studies have countered the hypothesis that NREM mentation is simply recall from previous REM (Foulkes 1962, 1967; Foulkes & Rechtschaffen 1964; Goodenough et al. 1965b; Rechtschaffen et al. 1963), although report length does drop precipitously following the end of REM periods (Stickgold et al. 1994a).

The fact that differences are not absolute does not mean however that no differences exist. Indeed, all the evidence shows that such differences do exist and we have already advanced good reasons to believe that these may have been seriously underestimated. For example, similarities in dream features such as bizarreness may be inflated when report length is controlled in REM and NREM reports (Hunt et al. 1993) and REM-NREM bizarreness differences may persist even when report length is partialled out (Casagrande et al. 1996b; Nielsen 1999; Waterman et al. 1993). In addition, recent work comparing sleep onset REM and NREM dreams using an experimental protocol which controlled for previ-
ous sleep and waking time has shown that sleep onset REM periods are specifically related to physiological signs of REM whereas NREM dreams were related to intrusions of waking into NREM (Takeuchi et al. 1999b). These authors conclude that the mechanisms underlying REM and NREM dreaming must, therefore, differ (Takeuchi et al. 1999b). We thus conclude that while some NREM dreams approach REM dreams in length, vividness, dreaminess, and bizarre (Cicogna et al. 1998; Foulkes & Schmidt 1983; Herman et al. 1978; Nielsen 1999) and while “dream-like” versus “thought-like” mentation may predominate in some NREM reports (Foulkes 1962; Nielsen 1999; Rechtschaffen et al. 1963; Zimmerman 1970), NREM reports are far more likely than REM reports to be short, dull, and undreamlike (Nielsen 1999; Rechtschaffen et al. 1963).

Many of the above-noted problems inherent in assessing the similarity versus difference of two phenomena can be addressed with improved methodologies. For example, when two states (such as REM and NREM) are being compared in terms of specific parameters (such as bizarre) to a third state (such as waking), the question of the similarity versus difference between the two states becomes much more tractable.

2.3.4. The source and fate of dream memory. A tendency to emphasize psychological similarity has also characterized recent studies on the memory sources of REM and NREM dreams. Using a modification of Tulving and Thomson’s (1973) classification of memory sources and an experimental free association technique, Cavallero and his colleagues initially found a distinct difference in memory sources between early-night REM and NREM mentation (Rosinelli 1991; Cavallero & Cicogna 1993; Cicogna et al. 1996). Early-night NREM sources consisted primarily of discrete biographical episodes while REM sources were a mixture of episodic, abstract self-referential and semantic sources (Rosinelli 1991; Cavallero & Cicogna 1993; Cicogna et al. 1996). This observation fits with the commonly accepted distinction between NREM dreaming as a simpler and REM dreaming as a more complex state of consciousness.

However, when REM and NREM reports were collected later in the night and matched for “temporal unit composition” (a procedure akin to diluting bizarre by controlling for word count), the same researchers emphasized the similarity of memory sources between REM and NREM (Rosinelli 1991; Cavallero & Cicogna 1993; Cavallero et al. 1988; 1990; 1992; Cicogna et al. 1991; Fagioli et al. 1989). Likewise, Cicogna et al. (1991) reported few REM/Stage 2 differences in number of temporal units, implausibility, self presence, settings or characters. Nonetheless, as in the case of dream content (Antrobus 1983; Foulkes & Schmidt 1983), some residual state-related memory source differences continued to be reported (Cavallero & Cicogna 1993; Cavallero et al. 1990; 1992; Cicogna et al. 1991) and these need to be explained.

The research on memory sources for mentation among the different behavioral states overlooks the far more robust difference in the overall functioning of memory processes that distinguishes sleep from waking. This is the notorious difficulty of recalling dreams or any other mental content following either instrumental laboratory or spontaneous awakening. Many dreamers are aware that recall actively eludes them as they awaken. And even when dream recall is confident and detailed, it is common for subjects to assert that they are sure that there was much more antecedent dreaming that could not be recalled. One reason for the neglect of this robust phenomenon is that it is difficult to study something, in this case memory, that isn’t there! But the very absence of recall is a datum which any dream theory must explain, especially in the face of the robust brain activation in REM sleep!

Freud’s famous explanation was that dream forgetting was an active function of repression. We have instead attributed this prominent failure of recall to a state dependent amnesia caused by aminergic demodulation of the sleeping brain (Hobson 1988b). The waking level of aminergic modulation falls to 50% in NREM sleep and to nearly zero in REM (Hobson & Steriade 1986; Steriade & McCarley 1990a). It would appear that the intense activation of REM must overcome this demodulation and persist into subsequent waking in order for very vivid dreams to be remembered. In our view, the low level of production and recall of NREM mentation is due to the additive effects of inactivation and demodulation.

This hypothesis is consonant with subjective experience. For example, when one introspectively compares recall of a night’s dreaming with that of a corresponding waking epoch, one of the most obvious differences lies in the far greater amount of detail that can be recalled in waking. Moreover, it is commonplace for long dreams to have complete scene shifts of which the dreamer takes no significant cognitive account. If such orientational translocations occurred in waking, memory would immediately note the discontinuity and seek an explanation for it. This intuitively convincing difference between memory for dreaming and memory of waking mentation is confirmed by several empirical studies (see below).

Although the frequent inability to recall dreamed experience in subsequent waking has been a robust finding in dream research (Goodenough 1991), there is also strong evidence of deficient memory for prior waking experience in subsequent sleep. For example, little continuity has been shown between pre-sleep stimuli and the content of REM dreaming when this phenomenon has been probed using the following paradigms:

1. Specific experimental pre-sleep stimuli in the form of films have little effect on dream content (Cartwright et al. 1969; DeKoninck & Koulack 1975; Foulkes et al. 1967; Foulkes & Rechtschaffen 1964; Goodenough et al. 1975; Karacan et al. 1966; Witkin 1969; Witkin & Lewis 1967).
2. Specific experimental pre-sleep stimuli such as static visual images or altered social milieu are rarely incorporated into dreams (Carpenter 1987; Orr et al. 1968; Shevlin & Fisher 1967).
3. Specific pre-sleep waking behavioral or thought experiences are not easily detectable in subsequent dreams (Bakeland 1971; Bakeland et al. 1968; Breger et al. 1971; Cartwright 1974b; Hauri 1970).
4. Presleep mentation is infrequently picked up by the dream process (Rados & Cartwright 1982; Roussey et al. 1990; 1997).
5. Naturalistic daytime events rarely enter dream content, casting grave doubt on the classical psychoanalytic concept of day residue as dream instigator (Epstein 1965; Harlow & Roll 1992).
6. Pre-sleep modification of biological drives or perceptual experience has very weak effects on dreaming (Baldridge et al. 1965; Bokert 1968; Dement & Wolpert 1958;
Roffwarg et al. 1978). (For reviews see Arkin & Antrobus 1978 and Cavallero & Cicogna 1993.)

It must, therefore, be concluded that because dreaming is so little shaped by pre-sleep experience, memory systems active during REM sleep have extremely poor access to recent waking memories. Even if dreaming is concerned far more with emotionally salient content than with current events, it is remarkable that the dream construction process fails to incorporate recent episodic memories, including emotionally salient ones, to any significant extent. Two experimental exceptions to this generality, however, should be noted. The first involves the practice of dream incubation whereby focused pre-sleep attention on a specific concern has been shown to increase its rate of occurrence in subsequent dreaming (Saredi et al. 1997). Dream incubation techniques, however, introduce substantial confounds in the form of artificially imposed practice effects as well as the focus on emotionally salient issues. The second involves the finding by Rosenblatt et al. (1992) that significantly more of cartoon segments viewed prior to sleep were recalled following REM versus Stage 2 NREM awakenings, a difference which disappears if a 30 second pre-reporting waking delay is interposed after awakening. Following the retrieval model of Goodenough (1991), Rosenblatt et al. attribute this REM-NREM difference to greater mnemonic capacity immediately following post-REM versus post-NREM awakenings resulting from greater immediately pre-awakening cortical arousal in REM versus NREM. Using the semantic priming task, we have recently reported a similarly positive mnemonic effect of pre-awakening REM versus NREM for associative memory processes (Stickgold et al. 1999b). Certain forms of memory, such as generating associations to weakly related word primes, may, in fact, be preferentially enhanced by both the activation and the neuromodulatory differences (see sect. 4) between REM and NREM (Stickgold et al. 1999a). In contrast, greater sleep inertia (Dinges 1990) following NREM awakenings (a phenomenon undoubtedly reflecting low pre-awakening brain activation) may less selectively impair a wide spectrum of mnemonic processes.

Even within sleep, memory appears impaired. If episodic experiences within sleep were to persist in the sleeper's memory, one would expect greater content and thematic continuity between contiguous REM periods than more distant REM periods. But despite the fact that content and thematic continuity of successive dreams is greater within the same night than across nights, continuity does not differ between contiguous and noncontiguous REM periods of the same night (Cipolli et al. 1987; Fagioli et al. 1989).

We have recently completed three preliminary studies that seek to quantify aspects of memory within sleep and to compare sleep memory to waking memory. In the first study, 27 subjects became aware of and could later recall three aspects of their memory functioning (semantic, recent, and remote episodic) more often during two waking experiences than during dreaming. Since both types of waking experience sampled were much shorter than the duration of a night's dreaming, results further support the concept of a mnemonic deficiency in dreaming compared to waking (Pace-Schott et al. 1997a).

A second study examined perceived duration of dreaming. The 22.5 minute median perceived duration of dreams by 54 subjects was associated with an unexpectedly large variation. Even ignoring the highest and lowest 10% still left a 24-fold variation. Such wide variance in a basic memory function further suggests a profound alteration of memory processes in dreaming as compared to waking (Stickgold et al. 1997a).

In the third study, 11 subjects recorded the processes by which a total of 103 dreams were recalled. Fifty-two reports (50%) were recalled in “chunks” (i.e., entire dream segments were recalled as units). Another 38 reports (37%) were recalled all at once upon waking and 13 reports (13%) were recalled gradually. Nine of the 11 subjects reported at least one dream recalled in chunks, and there were often significant delays between the recall of different “chunks.” These results point strongly to the presence of stored dream memories which cannot be readily accessed on awakening and further suggests both qualitative and quantitative alterations in basic memory processes during and after dreaming (Stickgold 1998, Stickgold et al. 1997a).

All of the above findings can be regarded as being caused by the failure of recent episodic memory (as defined by Tulving 1994) in sleep. And as we have noted, recent episodic memory is weak across wake-sleep and sleep-wake transitions as well as within sleep itself (Pace-Schott et al. 1997b). We believe that a deficiency of memory in dreaming may go a long way toward explaining such distinctive and robust dream phenomena as orientational instability, loss of self-reflective awareness, and failure of directed thought and attention.

2.3.5. Type I versus Type II statistical analyses. In analyzing studies of dream mentation, it is important to understand the nature of the statistical tests employed. In general, such tests calculate the probability that a specific null hypothesis — normally that there is no difference between two population samples — is or is not true. The most common statistical tests, that is, Student's t-test and ANOVA, measure Type I error, which determines the probability that the obtained results could be explained by the null hypothesis. When the probability is sufficiently low, normally less than 0.05, the null hypothesis is rejected and one concludes that the populations are different. Such analyses, however, provide no information on whether or not the null hypothesis is true. Thus, while a low p-value provides strong evidence that the null hypothesis is false, a high p-value does not necessarily indicate that it is true.

This is relevant to the conclusion of both of the papers we critiqued above. Antrobus (1983) concluded that “the global judgment of Dreaming adds little, if anything, to Total Recall Content with respect to the association with the sleep stages REM and NREM” (p. 567), although his statistics did confirm a significant contribution (F(1,71) = 15.9, p < 0.01). Nevertheless, this conclusion formed the basis of the wider interpretation that the differences between REM and NREM reports are merely a consequence of enhanced recall in REM.

In the second paper critiqued, Foulkes and Schmidt (1983) concluded that global discontinuity “is stage-invariant [and] never significantly discriminated reports from different stages of sleep, even in length-uncontrolled comparisons” (p. 277). Although this was true, it was also true that sleep onset reports contained 2.3 times more global discontinuity than NREM reports, a ratio that increased to more than 3 to 1 when normalized for report length (measured in “temporal units”), a fact that could lead to a conclusion quite different from the one drawn by the authors.
It thus appears premature to conclude, based on these early studies, that robust differences between REM and NREM sleep mentation do not exist. Until studies are carried out that measure Type II error and determine the likelihood that the null hypothesis is correct, it is only safe to say that these studies have failed to demonstrate either the presence or absence of differences between REM and NREM mentation. Under the circumstances, more recent studies reporting the presence of significant differences would appear more easily interpreted.

2.3.6. The need for new approaches. The conclusion that we draw from all these studies is that there are significant differences between the formal aspects of the states of consciousness associated with waking, NREM, and REM sleep. These differences, which are quantitative not qualitative, have not yet been adequately characterized for a variety of methodological reasons. Instead of continuing to argue over this issue, we urge our colleagues to join us in a more creative attempt to capture and measure the dimensions of conscious experience.

Basing the attempt to characterize dreaming solely on verbal reports of the poorly recalled subjective experience of subjects sleeping in unfamiliar, non-natural settings has led, not surprisingly, to a sterile and nonproductive controversy about whether the conscious correlates of waking, NREM sleep, and REM sleep are more similar or different, and to a very unfortunate split in what was once a unified field.

This mind-brain split is akin to the gulf that opened between psychiatry and neurology after Sigmund Freud abandoned the goals of his brain-based Project for a Scientific Psychology and declared brain science off limits to his psychology. To reunify two approaches that belong together, we call for a new neuropsychology of conscious states that integrates from the level of cellular-molecular events to the formal features of the mental states of which they form the substrate.

3. The cognitive neuroscience of waking, sleeping, and dreaming

We now turn our attention to the shifts in activation level, input-output gating processes, and the neuromodulatory balance of the brain that underlie the ultradian REM/NREM cycle in humans and in animals. We first enumerate the profound physiological differences that distinctively differentiate waking, NREM, and REM sleep and show that these differences are as robust as those shown above in the phenomenology of waking, sleeping, and dreaming. Then, we point out relationships between the physiological and phenomenological changes seen as the brain-mind shifts from one state to another, as a prelude to integrative modeling. Our overarching hypothesis is that for each phenomenological difference seen between conscious states it is possible to identify a specific physiological counterpart. The end result is a first approximation of a cognitive neuroscience of brain-mind states.

3.1. Recent findings in human neurobiology

3.1.1. Neuroimaging studies. The experimental study of human REM sleep dreaming has until recently been limited on the physiological side by the poor resolving power of the EEG. Even expensive and cumbersome evoked potential and computer averaging approaches have not helped us to analyze and compare REM sleep physiology with that of waking in an effective way. This limitation has probably helped reinforce the erroneous idea that the brain activation of REM sleep and waking are identical or at least, very similar. However, recent technological advances in the field of human brain imaging have made it possible to document a highly selective regional activation pattern of the brain in REM sleep (Braun et al. 1997; 1998; Maquet et al. 1996; Nofzinger et al. 1997). At the same time, experiments of nature – in the form of strokes – have allowed a correlation of the locale of brain lesions with deficits or accentuations of dream experience in patients (Doricchi & Violani 1992; Solms 1997a).

Before discussing these intriguing new results, it is important to stress the methodological limitations of both the brain lesion and imaging techniques. We know from our long and relevant experience in basic sleep research that neither method can capture many significant mechanistic and functional details that emerge from cellular and molecular level neurophysiology (see Hobson et al. 1986 and Steriade & Hobson 1976 for a full discussion of these issues). For example, it is now clear that the lesion method, applied to the pontine brain stem, gave misleading results regarding both the general role of that region in state control and failed even to hint at the specific functions of its subcomponent nuclei. This is because the lesion method cannot discriminate between the effects of destruction and disconnection and cannot target specific neuronal groups in heterogeneous regions like the brain stem.

It is important to note that the preliminary regional functional neuroimaging studies that we review below suffer from such unavoidable limitations of new technologies as the following (see Rauch & Renshaw 1995 for a more complete discussion). First, one must consider whether or not more efficient functioning of an area might result in less versus more observed metabolism or whether glucose or oxygen uptake by inhibitory interneurons may produce local maxima in areas that are, in fact, less active due to inhibition. Second, there are statistical problems inherent in the small sample sizes used in some of these sleep studies (e.g., Braun et al. 1998; Nofzinger et al. 1997) as well as the repeated comparisons employed by the statistical parametric mapping technique (Friston et al. 1991), which is used by all these investigators. Third, global activation measures like electroencephalographic voltage averaging or cerebral blood flow cannot be expected to reveal mechanistic and functional details because they cannot identify small but influential neuronal populations like the locus coeruleus, the raphe nuclei and the pedunculopontine tegmental nucleus. Fourth, there is the potential of altered sleep physiology due to the sleep deprivation (Maquet et al. 1996) or REM deprivation (Braun et al. 1997; 1998) procedures used to maximize sleep stability and stimulate REM in these studies. And fifth, the functional activity of a brain area may vary with changes in its inputs as most dramatically illustrated by neuroplasticity involving recruitment of dedicated brain areas to subserve new modalities such as the visual cortex in Braille learning (e.g., Fasciolo-Leone 1999) or the reorganization of visual association cortex following V1 damage (e.g., Baeseler et al. 1999). Additionally, it is possible that normal functional disconnections, as occurs between V1 and visual association cortices in REM (Braun et al. 1998), result in the same neural structures performing differing, state-specific functional tasks.

In spite of these caveats, the widespread use of this tech-
nology and the broad agreement of the data with clinical neuropsychological findings argues strongly for the basic validity of neuroimaging as a tool in cognitive neuroscience (Cabeza & Nyberg 1997; 2000). Specifically in response to the fifth caveat above, strong suggestion that the functions of specific brain areas are similar between REM and wake is provided by the observable enactment of experienced dream movement in the REM sleep behavior disorder (Schenck et al. 1993). Moreover, wake-like function of regional brain areas is preserved in many abnormal states such as focal motor activity during seizures (Adams et al. 1997) or the recruitment of visual association cortex during visual hallucinations (FFytche et al. 1998; Silbersweig et al. 1995). In future sleep research, many of these limitations may be overcome by the finer temporal and spatial resolution offered by functional MRI (fMRI) imaging (e.g., Ellis et al. 1999; Huang-Hellinger et al. 1995; Ives et al. 1997; Sutton et al. 1996; 1997; 1998; Lovblad et al 1999).

Our review of this new literature is undertaken with these shortcomings in mind. Three factors weighed heavily in our evaluation of these data: (1) their novelty and uniqueness in beginning to describe the role of forebrain subsystems; (2) the surprising concordance in the neuroimaging results that emerged from studies carried out simultaneously by three independent groups; and (3) the complementarity between the lesion and imaging studies that confer the value of a double dissociation on the validity of the inferences drawn.

3.1.2. PET studies indicating regional activation differences between REM sleep and waking. Two very recent and entirely independent PET studies confirm the importance of the pontine brain stem in REM sleep brain activation (Braun et al. 1997; Maquet et al. 1996). This is an important advance because it validates, for the first time, the experimental animal data on the critical and specific role of the pontine brain stem in REM sleep generation. At the same time, these new studies also provide important new data for our understanding of dream synthesis by the forebrain. Instead of the global, regionally nonspecific picture of forebrain activation that has been suggested by EEG studies, all of these new imaging studies indicate a preferential activation of limbic and paralimbic regions of the forebrain in REM compared to waking (Braun et al. 1997; 1998; Maquet et al. 1996; Nofzinger et al. 1997). One implication of these discoveries is that dream emotion may be a primary shaper of dream plots rather than playing a secondary role in dream plot instigation.

3.1.2.1. The PET imaging findings of the Maquet group. Maquet et al. (1996) used an H_2^{15}O positron source to study REM sleep activation in their subjects who were then awakened for the solicitation of dream reports. In addition to the pontine tegmentum, significant activation was seen in both amygdalae and the anterior cingulate cortex (Table 2). Significantly, despite the general deactivation in much of the parietal cortex, Maquet et al. (1996) reported activation of the right inferior parietal lobe (Bredman area 40) – a brain region thought to be important for spatial imagery construction, an important aspect of dream cognition. The authors interpreted their data in terms of the selective processing, in REM, of emotionally influenced memories (see also Braun et al. 1997; Maquet & Franch 1997).

3.1.2.2. The PET imaging findings of the Braun group. In another H_2^{15}O PET study, Braun et al. (1997) largely replicated the Maquet group’s findings of a consistent REM-related brainstem, limbic, and paralimbic activation. In REM compared individually to delta NREM and to pre- and post-sleep waking (see Table 2), these authors showed relative activation of the pons, midbrain, anterior hypothalamus, hippocampus, caudate, and medial prefrontal, caudal orbital, anterior cingulate, parahippocampal, and inferior temporal cortices (Braun et al. 1997). Based on their observations, the Braun group then offered the following speculations which are relevant to the neurology of dreaming:

- Ascending reticular activation during REM as compared to waking may favor a more ventral cholinergic route leading from the brainstem to the basal forebrain over a more dorsal route via the thalamus.
- Activation of the cerebellar vermis in REM may reflect input to this structure from the brainstem vestibular nuclei. We note that these nuclei also constitute an important potential source of neuronal activation causing the unique vestibular features of fictive movement in dreams (Hobson et al. 1998c; Leslie & Ogilvie 1996; Savagno et al. 1996).
- Noting both a particularly strong REM sleep-related activation of the basal ganglia and the known connectivity of these subcortical structures, Braun et al. suggest that the basal ganglia may play an important role in an ascending thalamocortical activation network. They suggest that this network extends successively from the brainstem to the intralaminar thalamic nuclei, then to the basal ganglia, and back to the ventral anterior and ventromedial thalamic nuclei, and thence to the cortex.

This network contains multiple regulatory back projections including interconnections between the pedunculopontine tegmentum and the striatum further suggesting a possible role for the basal ganglia in the rostral transmission of PGO waves and the modulation of REM sleep phenomena. The extensive interconnections of the basal ganglia and the pedunculopontine area have recently been reviewed by Rye (1997) and Inglis and Winn (1995). The role of the basal ganglia in the initiation of motor activity may, in turn, be related to the ubiquity of motion in dreams (Hobson 1988b; Porte & Hobson 1996).

- The REM-associated increase in activation of unimodal associative visual (Brodman areas 19 and 37) and auditory (Brodman area 22) cortices contrasted with the maintained (NREM and REM) sleep-related deactivation of heteromodal association areas in the frontal and parietal cortex. Combined with findings of striate cortex deactivation in REM, this group (Braun et al. 1998) has subsequently theorized that, during REM, internal information is being processed between extrastriate and limbic cortices while they are functionally isolated from the external world both in terms of input (from the striate cortex) and output (via the frontal cortex).

- The prominent decrease in the executive portions of the frontal cortex (dorsolateral and orbital prefrontal cortices) contrasts with the REM-associated increase in activation of the limbic associated medial prefrontal area. This medial area region has the most abundant limbic connections in the prefrontal cortex, has been associated with arousal and attention, and disruption of this area has been shown to cause confabulatory syndromes formally similar to dreaming. (Note also the dream-wake confusional syndrome associated with anterior limbic cortical lesions reported by Solms 1997a.)

3.1.2.3. The PET imaging findings of the Nofzinger group. Also confirming widespread limbic activation in REM
sleep, Noetzinger et al. (1997) described increased glucose utilization in the lateral hypothalamic area and the amygdaloid complex using an 15F-fluoro-deoxyglucose (FDG) PET technique (Table 2). The largest area of activation was, in their own words, “...an extensive confluent area along the midline that includes the lateral hypothalamic area, septal area, ventral striatum-substantia innominata, infralimbic cortex, prelimbic and orbitofrontal and the anterior cingular cortex... Much of this is bilateral” (p. 198). The authors suggest that an important function of REM sleep is the integration of neocortical function with basal forebrain and hypothalamic motivational and reward mechanisms.

3.1.3. Selective deactivation of the dorsolateral prefrontal cortex in REM sleep. Relevant to the cognitive deficits in self-reflective awareness, orientation, and memory during dreaming was the H$_2$ 15O PET finding of significant deactivation, in REM, of a vast area of dorsolateral prefrontal cortex (Braun et al. 1997; Maquet et al. 1996). A similar decrease in cerebral blood flow to frontal areas during REM has been noted by Madsen et al. (1991a) using single photon emission computed tomography (SPECT) and by Lovblad et al. (1999) using fMRI. Dorsolateral prefrontal deactivation during REM, however, was not replicated by an FDG PET study (Noetzinger et al. 1997) and this discrepancy, therefore, remains to be clarified by other FDG as well as H$_2$ 15O studies. (A potential cause of this discrepancy arising from differences between FDG and H$_2$ 15O methods is discussed further in sect. 3.3.5.2.)

Nevertheless, it seems likely that considerable portions of executive and association cortex active in waking may be far less active in REM, leading Braun et al. (1997) to speculate that “REM sleep may constitute a state of generalized brain activity with the specific exclusion of executive systems which normally participate in the highest order analysis and integration of neural information” (p. 1190).

Taken together, these results strongly suggest that the forebrain activation and synthesis processes underlying dreaming are very different from those of waking. Not only is REM sleep chemically biased but the preferential cholinergic neurotransmission is associated with selective activation of the subcortical and cortical limbic structures (which mediate emotion) and with relative inactivation of the lateral prefrontal cortex (which mediates directed thought). These findings greatly enrich and inform the integrated picture of REM sleep dreaming as emotion-driven cognition with deficient memory, orientation, volition, and analytic thinking.

The Maquet et al. (Maquet et al. 1996; Maquet & Franck 1997), Noetzinger et al. (1997), and Braun et al. (1997) groups all stress that their findings suggest assigning REM sleep a role in the processing of emotion (along with its cognitive and autonomic correlates) in memory systems via a limbic-cortical interplay. Additionally, PET researchers suggest the possible origin of dream emotionality in REM-associated limbic activation (Braun et al. 1997; Maquet & Franck 1997) and dream-associated executive deficiencies in REM-associated prefrontal deactivation (Braun et al. 1997; Maquet & Franck 1997). Although tautologous correlations such as: (1) limbic activation and dream emotionality, (2) dream emotionality and affect-congruent dream narratives, and (3) frontal deactivation and dream bizarreness, are now becoming apparent in the sleep and dream literature, the precise causal sequence among these phenomena remains to be established by future research.

Two additional findings support this proposed cortico-limbic interaction. First, the anterior cingulate cortex has consistently shown increased activation in REM in other PET studies (e.g., Bootzin et al. 1998; Buchsbaum et al. 1989; Hong et al. 1995). Second, recent studies of human limbic structures with depth electrodes during REM sleep have shown distinctive rhythmic EEG patterns possibly related to the REM-associated hippocampal theta rhythms seen in animals (Mann et al. 1997; Staba et al. 1998). Human frontal midline theta has also been detected using scalp electrodes (Inanaga 1998).

3.1.4. Global and regional decreases in activation level in NREM sleep. Neuroimaging studies also strongly support a distinction between REM and NREM sleep as states whose differing neuroanatomical activation patterns predict their observed phenomenological differences (Table 2). PET studies of NREM sleep generally show a decrease in global cerebral energy metabolism (i.e., O$_2$ or glucose utilization) relative to waking and REM (Buchsbaum et al. 1989; Heiss et al. 1995; Madsen & Vorstrup 1991; Madsen et al. 1991b; 1999b; Maquet 1995; Maquet et al. 1990; 1992; 1997). The magnitude of this decline relative to waking has varied from 11% glucose utilization in stage 2 (Maquet et al. 1992) to 40% glucose utilization in stages 3 and 4 (Maquet et al. 1990). A similar pattern has usually been reported for global cerebral blood flow as measured by H$_2$ 15O PET, SPECT, near infrared spectroscopy or a modification of the Kety-Schmidt O$_2$ uptake technique (Braun et al. 1997; Hoshi et al. 1994; Madsen et al. 1991a; 1999b; Maquet et al. 1997; Meyer et al. 1987; Sakai et al. 1980), although some studies have failed to show this global hemodynamic change (Andersson et al. 1995; 1998; Hofle et al. 1997). In addition, cerebral energy metabolism decreases with progressively greater depth of NREM sleep (Maquet 1995) a result recently replicated with fMRI (Sutton et al. 1997). By contrast, in REM, global cerebral energy metabolism tends to be equal to (Asenbaum et al. 1995; Braun et al. 1997; Madsen et al. 1991b; Maquet et al. 1990) or greater than (Buchsbaum et al. 1989; Heiss et al. 1995) that of waking. Cerebral blood flow velocity measured in the middle cerebral artery similarly shows a slowing during NREM followed by values similar to waking during REM (Droste et al. 1993; Hiai et al. 1994; Klingelhofer et al. 1995; Kubooyama et al. 1997).

More striking than global patterns are the now well-replicated regional variations in cerebral energy metabolism over the wake-NREM-REM sleep cycle (Table 2). Earlier studies showing specific declines in thalamic glucose utilization in NREM relative to waking (Buchsbaum et al. 1989; Maquet et al. 1990; 1992) have been confirmed by recent oxygen utilization studies (Andersson et al. 1998; Braun et al. 1997; Hofle et al. 1997; Maquet et al. 1997). In addition to prominent thalamic deactivation, all three recent studies have found regional deactivation during NREM in the pontine brain stem, orbitofrontal cortex, and anterior cingulate cortex (Braun et al. 1997; Hofle et al. 1997; Maquet et al. 1997). NREM deactivation of lateral prefrontal cortex was also observed in some studies (Andersson et al. 1998; Braun et al. 1997). Thalamic activation was found to decline significantly concomitant with increased delta EEG activity and there was an additional decline associated with increased spindle-frequency activity when the decrements associated with delta were subtracted (Hofle et al. 1997). (For a very recent review see Maquet 2000.)
Table 2. Review of relative activation of cortical and subcortical areas in REM and SWS noted in four recent PET studies (from Hobson 1998a; 2000)

<table>
<thead>
<tr>
<th>SLEEP STAGE</th>
<th>REM</th>
<th>REM</th>
<th>REM</th>
<th>REM</th>
<th>NREM (3&amp;4)</th>
<th>NREM (delta)</th>
<th>NREM (3&amp;4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TECHNIQUE</td>
<td>H$_2^{15}$O</td>
<td>$^{18}$FDG</td>
<td>H$_2^{15}$O</td>
<td>H$_2^{15}$O</td>
<td>H$_2$ $^{18}$O</td>
<td>H$_2^{15}$O</td>
<td>H$_2$ $^{18}$O</td>
</tr>
<tr>
<td>RELATIVE TO</td>
<td>all other stages</td>
<td>waking</td>
<td>pre- (&amp; post*)-sleep waking</td>
<td>all other stages</td>
<td>change with increased delta</td>
<td>pre- or post-sleep waking</td>
<td></td>
</tr>
</tbody>
</table>

**SUBCORICAL AREAS**

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>brainstem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pontine tegmentum</td>
<td>increase</td>
<td>increase (R*)</td>
<td>increase</td>
<td>decrease</td>
<td>decrease: R</td>
<td>decrease</td>
<td></td>
</tr>
<tr>
<td>midbrain</td>
<td></td>
<td>increase*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dorsal mesencephalon</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>diencephalon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>thalamus</td>
<td>increase: L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hypothalamus</td>
<td>increase: R, Lat.</td>
<td>increase: A-POA</td>
<td>increase: A-POA</td>
<td>decrease</td>
<td>decrease: M</td>
<td>decrease</td>
<td>A-POA</td>
</tr>
<tr>
<td>basal forebrain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>limbic system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>left amygdala</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>right amygdala</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>septal nuclei</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hippocampus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>basal ganglia/striatum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>caudate</td>
<td>increase: A, I, L</td>
<td>increase*</td>
<td>increase</td>
<td>decrease</td>
<td></td>
<td></td>
<td>decrease</td>
</tr>
<tr>
<td>putamen</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ventral striatum (n. accum-bens, sub.innominata)</td>
<td>increase</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lenticular nuclei</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cerebellum</td>
<td>incr. (vermis)*</td>
<td>increase (vermis)</td>
<td></td>
<td>decrease</td>
<td></td>
<td></td>
<td>decrease</td>
</tr>
</tbody>
</table>

* indicates significant change relative to other stages or pre- or post-sleep.
<table>
<thead>
<tr>
<th>SLEEP STAGE</th>
<th>REM</th>
<th>REM</th>
<th>REM</th>
<th>REM</th>
<th>NREM (3&amp;4)</th>
<th>NREM (delta)</th>
<th>NREM (3&amp;4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TECHNIQUE</td>
<td>$H_2^{15}O$</td>
<td>$^{18}FDG$</td>
<td>$H_2^{15}O$</td>
<td>$H_2^{15}O$</td>
<td>$H_2^{15}O$</td>
<td>$H_2^{15}O$</td>
<td>$H_2^{15}O$</td>
</tr>
<tr>
<td>RELATIVE TO</td>
<td>all other stages waking</td>
<td>pré or post-sleep waking</td>
<td>NREM 3&amp;4</td>
<td>all other stages</td>
<td>change with increase delta</td>
<td>pre or post-sleep waking</td>
<td></td>
</tr>
<tr>
<td>CORTICAL AREAS</td>
<td>decreases L, small areas</td>
<td>increases R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRONTAL</td>
<td>decrease: L: 10,11,46,47</td>
<td>increase: R: 8,9,10,11,46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dorsolateral prefrontal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>opercular</td>
<td>decrease: 45</td>
<td>increase: 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>paraolfactory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lateral orbital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>medial orbital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>caudal orbital</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gyrus rectus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARIETAL</td>
<td>increase: R A 40</td>
<td>decrease: L 40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brodmann area 40 (supramarginal gyrus)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>angular gyrus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>precuneus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cuneus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pericentral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEMPORAL</td>
<td>increase R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mesiotemporal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>middle</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>posterior superior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inferior/fusiform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(post-sleep only)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCIPITAL</td>
<td>decrease: L, small areas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>medial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>post-rolandic sensory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LIMBIC ASSOCIATED</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>medial (prelimbic) prefrontal</td>
<td>increase: R 32</td>
<td>increase: 10</td>
<td>increase: 10</td>
<td></td>
<td></td>
<td>decrease: 10</td>
<td></td>
</tr>
<tr>
<td>anterior cingulate</td>
<td>increase: 24</td>
<td>increase: 24</td>
<td>increase: 32*</td>
<td>increase: 32</td>
<td>decrease: 24,32</td>
<td>decrease: 24/32</td>
<td>decrease: 32</td>
</tr>
<tr>
<td>posterior cingulate</td>
<td>decrease: 31</td>
<td>decrease*: dec.: R sm. areas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>infralimbic</td>
<td>increase: 25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>insula</td>
<td>increase: L</td>
<td>decrease: P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>parahippocampal</td>
<td>increase: 37*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>entorhinal</td>
<td>increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>temporal pole</td>
<td>increase (in fusiform)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbr: L-left hemisphere; R-right hemisphere; A-anterior; P-posterior; C-caudal; M-medial; Lat.-lateral; I-inferior; S-superior; A-POA-anterior preoptic area; all numerals = Brodmann’s area; sm.-small, dec.-decrease, inc.-increase.
Hofle et al. (1997) and Maquet et al. (1997) both interpret this pattern of decline as reflecting the progressive deactivation of the reticular activating system (RAS) that accompanies deepening NREM sleep. This deactivation leads to dysfacilitation of thalamocortical relay neurons, which allows the emergence of underlying thalamocortical oscillatory rhythms (Steriade & McCarley 1990a; Steriade et al. 1993a; 1993b; 1993c; 1993d; 1994; for recent reviews see Steriade 1997; 1999; 2000). GABAergic neurons of the thalamic reticular nucleus then further hyperpolarize and dysfacilitate thalamic relay neurons as NREM deepens (Steriade et al. 1994). In this hyperpolarized condition, thalamic neurons become constrained to burst firing patterns first in spindle (12–14 Hz) and later in delta (1–4 Hz) frequencies as NREM deepens from Stage 2 to delta sleep (Steriade et al. 1993a; 1993d). The cortex may further constrain these spindle and delta-wave-generating thalamocortical bursts within a newly described slow (<1 Hz) oscillation seen in cats (Steriade et al. 1993a; 1993b; 1993c; 1993d) and humans (Achermann & Borbely 1997). In conclusion, the metabolic decline seen during NREM is centered on the central core structures (brain stem, thalamus) which are known to play a role in generation of the slow oscillations of NREM sleep (Maquet 2000; Maquet et al. 1997).

The regional pattern of deactivation in NREM, therefore, sharply contrasts with the regional activation of these same regions (i.e., thalamus, pontine brain stem, anterior cingulate cortex) in REM (Braun et al. 1997; Maquet et al. 1996; Noftzinger et al. 1997). Details of these stage-related differences are shown in Table 2. Note that a recent cat study has shown a similar pattern of brain glucose metabolism in REM (Lydic et al. 1991a).

3.1.5. Interpreting the PET imaging results with respect to the psychophysiology of dreaming. According to PET researchers, regional activation during REM may reflect a specific activation of subcortical and cortical arousal and limbic structures for the adaptive processing of emotional and motivational learning (Maquet et al. 1996; Noftzinger et al. 1997). Such processing may, in turn, account for the emotionality and psychological salience of REM dreaming (Braun et al. 1997). Some support for this comes from a PET (glucose) study showing correlation between content-analyzed dream anxiety and medial frontal activation (Gottschalk et al. 1991a).

In summary, the markedly differing physiology of wake, NREM, and REM cerebral activation should be reflected in the respective phenomenology of mentation reported from these three conscious states. More particularly, the specific phenomenology of REM mentation may reflect the neurobiologically specific brain activation pattern. Noftzinger et al. (1997) conclude that “the current findings of increased limbic and paralimbic activation during REM sleep . . . as well as global, regionally nonselective cortical deactivation and decreased metabolism during NREM sleep, are generally supportive of the traditional notion that more story-like affect-laden dreams are more attributable to the REM sleep, than NREM sleep behavioral state” (p. 199).

3.1.6. Brain lesions resulting in loss or alteration of dreaming.

3.1.6.1. Solms’s nosology for lesion-related disorders of dreaming. A set of findings and conclusions which have proved remarkably complementary to the neuroimaging results have been reached following a neuropsychological survey of 332 clinical cases of cerebral lesions as well as a review of 73 extant publications on the dreaming-related sequelae of cerebral injury (Solms 1997a). Using these welcome and long overdue neuropsychological data, Solms proposes a new nosology for the brain-lesion related disorders of dreaming.

In one syndrome, “global anoneria,” total cessation of dreaming in patients (whose normal waking vision is preserved) results from either posterior cortical or deep bilateral frontal lesions. The posterior global anoneria syndrome results from lesions of the inferior parietal lobes in either hemisphere, with lesions to Brodmann’s areas 39 and 40 being the most restricted damage sufficient to produce the syndrome. The anterior variant of global anoneria results from deep medial frontal damage resulting in the disconnection of the mediobasal frontal cortex from the brain stem and diencephalic limbic regions. In this syndrome, bilateral damage to white matter in the vicinity of the frontal horns of the lateral ventricles was the most restricted site causing the syndrome.

The nosological distinction of a second syndrome, non-visual dreaming, from syndromes of global cessation of dreaming, was first systematically formulated by Doricchi and Violani (1992). In this syndrome, termed “visual anoneria” by Solms (1997a), bilateral medial occipitotemporal lesions produce full or partial loss of dream visual imagery (again with normal waking vision). Among his own patients, a decrease in the “vivacity” of dreaming was reported by two patients with damage to the seat of normal vision in the medial-occipital-temporal cortex (especially areas V3, V3a, and V4 but not V1, V5, or V6). Notably, a correlate of visual anoneria was visual irreminiscence, the inability to produce mental imagery in waking. In addition, partial variants of visual anoneria exist which involve selective loss of particular visual elements (e.g., “kinematic anoneria” or “facial anoneria”).

In addition to these two disorders of attenuated dreaming, Solms reported another interrelated pair of symptom complexes that combined increased frequency and intensity of dreaming. He suggested that increased vividness and frequency of dreaming was associated with anterior limbic lesions while recurring nightmares are associated with temporal seizures.

3.1.6.2. Conclusions suggested by convergent PET and lesion findings. We believe that these findings map particularly well onto the neuroimaging findings on REM. For example, extrastriate visual cortex is activated during REM (Braun et al. 1997; 1998) and lesions to this region produce the distinctive dream deficits of full or partial visual anoneria (Solms 1997a). In contrast, the striate visual cortex is deactivated during REM (Braun et al. 1998) while lesions to this region do not affect dreaming (Solms 1997a). Similarly, the seat of spatial cognition in the inferior parietal cortex (BA 40) is activated in the right (but not the left) hemisphere during REM (Maquet et al. 1996) while damage to this region, especially on the right, is insufficient to produce global anoneria (Solms 1997a). Moreover, much of the lateral prefrontal area is deactivated during REM (Braun et al. 1997; Maquet et al. 1996), while lesions to this region do not affect dreaming (Doricchi & Violani 1992; Solms 1997a).

Two exceptions to this general correspondence involve lesions of the brainstem (for which Solms reports no attenuation of dreaming) and lesions of the rostral limbic system (for which Solms reports an accentuation of dreaming). In
the case of pontine lesions, we suggest that any lesion capable of destroying the pontine REM sleep generator mechanism would have to be so extensive as to eliminate consciousness altogether. We base this caveat upon the difficulty of suppressing REM by experimental lesions of thepons in animals. In the case of the rostral limbic system, we caution that lesions there could as well be irritative as destructive and that lesions in different areas of this functionally highly heterogeneous region (Devinsky et al. 1995) could produce dramatically different effects.

3.2. Reciprocal interaction: A neurobiological update
The discovery of the ubiquity of REM sleep in mammals provided the brain side of the brain-mind state question with an animal model (Dallaire et al. 1974; Dement 1958; Jouvet & Michel 1959; Jouvet 1962; 1999; Snyder 1966). While animal studies showed that potent and widespread activation of the brain did occur in REM sleep, it soon became clear that Moruzzi and Magoun’s concept of a brain stem reticular activating system (Moruzzi & Magoun 1949) required extension and modification to account for the differences between the behavioral and subjective concomitants of waking and those of REM sleep (see Hobson & Brazier 1981).

3.2.1. Implications for dream theory. We take the theoretical position that it is the cellular and molecular level brain events to be discussed that bias the brain to produce the conscious state differences that contrast waking, NREM, and REM sleep. As we will point out in detail in section 4 when we develop the AIM model, the shift from aminergic dominance in waking to cholinergic dominance in REM lowers the probability that consciousness will be exteroceptive, logical, and mnemonic while correspondingly raising the probability that consciousness will be interoceptive, illogical, and amnesic.

3.2.2. Behavioral state-dependent variations in neuromodulation. A conceptual breakthrough was made possible by the discovery of the chemically specific neuromodulatory subsystems of the brain stem that (e.g., Dahlstrom & Fuxe 1964; for reviews see Foote et al. 1983; Gottesmann 1999; Hobson & Steriade 1985; Hobson et al. 1998; Jacobs & Azmitia 1992; Lydic & Baghdoyan 1999; Mallick & Inoue 1999; Rye 1997; Steriade & McCarley 1990a) and of their differential activity in waking (noradrenergic and serotonergic systems on, cholinergic system damped) and REM sleep (noradrenergic and serotonergic systems off, cholinergic system undamped) (Aston-Jones & Bloom 1981; Cespuglio et al. 1981; Clu & Bloom 1973; 1974; Hobson et al. 1975; Jacobs 1986; Lydic et al. 1983; 1987; McCarley & Hobson 1975; McGinty & Harper 1976; Rasmussen et al. 1986; Reiner 1986; Steriade & McCarley 1990a; Trulson & Jacobs 1979).

3.2.2.1. The original reciprocal interaction model: an aminergic-cholinergic interplay. The model of reciprocal interaction (McCarley & Hobson 1975) provided a theoretical framework for experimental interventions at the cellular and molecular level that has vindicated the notion that waking and dreaming are at opposite ends of an aminergic-cholinergic neuromodulatory continuum, with NREM sleep holding an intermediate position (Fig. 2). The reciprocal interaction hypothesis (McCarley & Hobson 1975) provided a description of the aminergic-cholinergic interplay at the synaptic level and a mathematical analysis of the dynamics of the neurobiological control system (Figs. 2 and 3A). In this section we review subsequent work that has led to the alteration (Fig. 3B) and elaboration (Fig. 4) of the model.

Although there is abundant evidence for a pontine peribrachial cholinergic mechanism of REM generation centered in the pedunculopontine (PPT) and laterodorsal tegmental (LDT) nuclei (for recent reviews see Datta 1995; 1997b; 1999; Hobson 1992b; Hobson et al. 1993; Lydic & Baghdoyan 1999; Rye 1997), not all pontine PPT and LDT neurons are cholinergic (Kamodi et al. 1992; Kang & Kitai 1990; Leonard & Llinas 1990; 1994; Sakai & Koyama 1996; Steriade & McCarley 1995) and cortical acetylcholine release may be as high during wakefulness as during sleep (e.g., Jasper & Tessier 1971; Jimenez-Capdeville & Dykes 1990; Marrosu et al. 1995).

Recently, reciprocal interaction (McCarley & Hobson 1975) and reciprocal inhibition (Sakai 1988) models for control of the REM sleep cycle by brain stem cholinergic
and aminergic neurons have been questioned (Leonard & Llinas 1994). Specifically, the self-stimulatory role of acetylcholine on pontine PGO-bursting neurons has not been confirmed in in vitro slice preparations (Leonard & Llinas 1994). For example, ACh has been shown to hyperpolarize cell membranes in slice preparations of the rodent parabrachial nucleus (Egan & North 1986a), LDT (Leonard & Llinas 1994; Luebke et al. 1993), and PPT (Leonard & Llinas 1994). Much evidence remains, however, that the reciprocal interaction model accurately describes essential elements of REM sleep cycle control even though some of its detailed synaptic assumptions need correction (Fig. 3B).

Figure 3. Synaptic modifications of the original reciprocal interaction model based upon recent findings. A: The original model proposed by McCarley and Hobson (1975) and detailed in Figure 2. B: Synaptic modifications of the original reciprocal interaction model based upon recent findings of self-inhibitory cholinergic autoreceptors in mesopontine cholinergic nuclei and excitatory interactions between mesopontine cholinergic and noncholinergic neurons (see Fig. 4 for more detail and references). Note that the exponential magnification of cholinergic output predicted by the original model (Fig. 2) can also occur in this model with mutually excitatory cholinergic-noncholinergic interactions taking the place of the previously postulated, mutually excitatory cholinergic-cholinergic interactions. In the revised model, inhibitory cholinergic autoreceptors would contribute to the inhibition of LDT and PPT cholinergic neurons, which is also caused by noradrenergic and serotonergic inputs to these nuclei. Therefore the basic shape of reciprocal interaction's dynamic model (illustrated in Fig. 2B) and its resultant alternation of behavioral state (illustrated in Fig. 2C) could also result from the revised model. Abbreviations: open circles, excitatory postsynaptic potentials; closed circles, inhibitory postsynaptic potentials; RN, dorsal raphe nucleus; LC, dorsal raphe nucleus; mPRF, medial pontine reticular formation; PPT, pedunculopontine tegmental nucleus; LDT, laterodorsal tegmental nucleus; LCα, perlocus coeruleus α; 5HT, serotonin; NE, norepinephrine; Ach, acetylcholine; GL, glutamate; AS, aspartate; GABA, gamma-aminobutyric acid. References: (1) Baghdoyan et al. 1997; El Manserit et al. 1990; Kodama & Honda 1996; Leonard & Llinas 1990; 1994; Luebke et al. 1993; Roth et al. 1996; Sakai & Koyama 1996; Sakai et al. 1990; (2) Egan & North 1983; 1986b; (3) Horner et al. 1997; Leonard & Llinas 1994; Luebke et al. 1992; Thakkar et al. 1997; (4) Sakai & Koyama 1996; (5) Portas et al. 1996; (6) Sakai & Koyama 1996; Sakai & Onoe 1997; Vanni-Mercier et al. 1989; Yamamoto et al. 1990a; 1990b; (7) Greene & McCarley 1990; Leonard & Llinas 1994; Sakai & Koyama 1996; (8) Li et al. 1997; (9) Nitz & Siegel 1997; Datta 1997b; Datta et al. 1991; (10) Pormsa Heiskanen et al. 1997a (from Hobson et al. 1998b).

Figure 4. Additional synaptic details of the revised reciprocal interaction model shown in Figure 3B derived from data reported (solid lines) and hypothesized relationships suggested (dotted lines) in recent experimental studies (numbered on Figure and below). See text for discussion of these findings. Additional synaptic details can be superimposed on the revised reciprocal interaction model without altering the basic effects of aminergic and cholinergic influences on the REM sleep cycle. Excitatory cholinergic-noncholinergic interactions utilizing Ach and the excitatory amino acid transmitters enhance firing of REM-on cells (6, 7) while inhibitory noradrenergic (4), serotonergic (3), and autoreceptor cholinergic (1) interactions suppress REM-on cells. Cholinergic effects upon aminergic neurons are both excitatory (2), as hypothesized in the original reciprocal interaction model and may also operate via presynaptic influences on noradrenergic-serotonergic circuits (8). GABAergic influences (9, 10) as well as other neurotransmitters such as adenosine and nitric oxide (see text) may contribute to the modulation of these interactions. Abbreviations: open circles, excitatory postsynaptic potentials; closed circles, inhibitory postsynaptic potentials; RN, dorsal raphe nucleus; LC, locus coeruleus; mPRF, medial pontine reticular formation; PPT, pedunculopontine tegmental nucleus; LDT, laterodorsal tegmental nucleus; LCα, perlocus coeruleus α; 5HT, serotonin; NE, norepinephrine; Ach, acetylcholine; GL, glutamate; AS, aspartate; GABA, gamma-aminobutyric acid. References: (1) Baghdoyan et al. 1997; El Manserit et al. 1990; Kodama & Honda 1996; Leonard & Llinas 1990; 1994; Luebke et al. 1993; Roth et al. 1996; Sakai & Koyama 1996; Sakai et al. 1990; (2) Egan & North 1983; 1986b; (3) Horner et al. 1997; Leonard & Llinas 1994; Luebke et al. 1992; Thakkar et al. 1997; (4) Sakai & Koyama 1996; (5) Portas et al. 1996; (6) Sakai & Koyama 1996; Sakai & Onoe 1997; Vanni-Mercier et al. 1989; Yamamoto et al. 1990a; 1990b; (7) Greene & McCarley 1990; Leonard & Llinas 1994; Sakai & Koyama 1996; (8) Li et al. 1997; (9) Nitz & Siegel 1997; Datta 1997b; Datta et al. 1991; (10) Pormsa Heiskanen et al. 1997a (from Hobson et al. 1998b).
3.2.2.2. New findings supporting the cholinergic enhancement of REM sleep. Numerous findings confirm the hypothesis that cholinergic mechanisms are essential to the generation of REM sleep and its physiological signs (for recent reviews see Capece et al. 1999; Datta 1995; 1997; 1999; Gottesmann 1999; Hobson 1992b; Hobson et al. 1996; 1993; Hobson & Steriade 1986; Lydic & Baghdoyan 1999; Jones 1991; 1998; Mallick & Inoue 1999; McCarley et al. 1995; 1997; Rye 1997; Sakai 1988; Semba 1999; Steriade & McCarley 1990a). A selection of the many recent examples follows:

1. Microinjection of cholinergic agonist or cholinesterase inhibitor into many areas of the paramedian pontine reticular formation induces REM sleep (Baghdoyan et al. 1987; 1989; Hobson et al. 1993; Vanni-Mercier et al. 1989; Velazquez-Moctezuma et al. 1989; 1991; Yamamoto et al. 1990a; 1990b). In addition to these short term REM induction sites, carbachol injection into a pontine site in the caudal peribrachial area has been shown to induce long-term (over 7 days) REM enhancement (Calvo et al. 1992; Datta et al. 1992; 1993).

2. Cholinergic (type II and III) PPT and LDT neurons have firing properties which make them well suited for the tonic maintenance of REM (Leonard & Llinas 1990).

3. PGO input to the LGB is cholinergic (Steriade et al. 1988) and can be antidromically traced to pontine PGO-burst neurons (Sakai & Jouvet 1980). Retrograde tracers injected into the thalamus label 50% or more of cholinergic PPT/LDT neurons (Oakman et al. 1999; Rye 1997). Moreover, stimulation of mesopontine neurons induces depolarization of cortically projecting thalamic neurons (Curro-Dossi et al. 1991).

4. PGO waves can be blocked by cholinergic antagonists (Hu et al. 1989) and neurotoxic lesions of pontomesencephalic cholinergic neurons reduce the rate of PGO spiking (Webster & Jones 1988).

5. PPT and LDT neurons show specifically c-fos and fos-like immunoreactivity following carbachol-induced REM sleep (Shiromani et al. 1995; 1996).


7. Electrical stimulation of the cholinergic LDT evokes excitatory post synaptic potentials (EPSPs) in pontine reticular formation neurons which can be blocked by scopolamine (Inom et al. 1996).

8. The excitatory amino acid, glutamate, when microinjected into the PPT dose-dependently increases REM sleep (Datta 1997a; Datta & Sivek 1997).

9. Microdialysis studies showed enhanced release of endogenous acetylcholine in the medial pontine reticular formation during natural (Kodama et al. 1990) and carbachol-induced (Lydic et al. 1991b) REM sleep.

10. Thalamic ACh concentration of mesopontine origin is higher in wake and REM than in NREM (Williams et al. 1994), a REM-specific increase of ACh in the lateral geniculate body has been observed (Kodama & Honda 1996), and both muscarinic and nicotinic receptors participate in the depolarization of thalamic nuclei by the cholinergic brainstem (Curro-Dossi et al. 1991).

11. Although in vivo cholinergic REM enhancement has been difficult to demonstrate in rats (Deurveiller et al. 1997), such enhancement has recently been reported (Datta et al. 1998; Marks & Birabil 1998) and a specific carbachol-sensitive site in the dorsal locus subcoeruleus of rats has recently been described (Datta et al. 1998). Moreover, rats that are genetically supersensitive to ACh show enhanced REM sleep (Bence et al. 1996).

12. The new presynaptic anticholinergic agents have been shown to block REM (Capece et al. 1997; Salin-Pascual et al. 1995).

13. Muscarinic activation by carbachol has been shown to increase G-protein binding in brainstem nuclei associated with REM sleep (Capece et al. 1998).

14. Cholinergic PPT neurons have now been quantitatively mapped in the human pontine brainstem (Manaye et al. 1999).

It may not be an exaggeration to state that the evidence for cholinergic REM sleep generation is now so overwhelming and so widely accepted that this tenet of the reciprocal interaction model is an established principle. (For a recent review see Semba 1999.)

3.2.2.3. New findings supporting the serotonergic and noradrenergic suppression of REM sleep. But what about the essence of the theory: the idea that cholinergic REM sleep generation can only occur when the noradrenergic and serotonergic mediators of waking release their inhibitory constraint? The evidence for inhibitory serotonergic and noradrenergic influences on cholinergic neurons and REM sleep is now also quite strong. For example:

1. Serotonergic neurons have been shown to project to the LDT and PPT (Honda & Semba 1994; Steininger et al. 1997) and serotonin has been shown to hyperpolarize rat cholinergic LDT cells in vitro (Leonard & Llinas 1994; Luebke et al. 1992) and to reduce REM sleep percent in vivo (Horner et al. 1997).

2. Serotonin has been shown to counteract the REM-like carbachol-induced atonia of hypoglossal motoneurons (Kubin et al. 1994; 1996; Okabe & Kubin 1997).

3. Extracellular levels of serotonin are higher in waking than in NREM and higher in NREM than REM in the hypothalamus (Auerbach et al. 1989; Imeri et al. 1994), dorsal raphe (Portas et al. 1998) and frontal cortex (Portas & McCarley 1994) and medial pontine reticular formation (Iwakiri et al. 1993) of rats, as well as the dorsal raphe (Portas & McCarley 1994) and medial pontine reticular formation (Iwakiri et al. 1993) of cats. And, the same pattern of extracellular serotonin concentration change over the sleep-wake cycle has recently been demonstrated in the human amygdala, hippocampus, orbitofrontal cortex, and cingulate cortex (Wilson et al. 1997).

4. Microinjection of the serotonin agonist 5-OH-DPAT into the peribrachial region impeded REM initiation in cats (Sanford et al. 1994b) and systemic injection of 5-OH-DPAT into serotonin-depleted rats also suppressed REM (Monti et al. 1994). However, localization of the serotonergic REM suppressive effect to the PPT/LDT has recently been challenged in favor of an amygdalar-pontine interaction (Morrison et al. 1999; Sanford et al. 1996; 1998b).

5. Microinjection with simultaneous unit recording has shown that 8-OH-DPAT suppresses the firing of REM-on but not REM-and-Wake-on cells of the cholinergic LDT and PPT (Thakkar et al. 1997; 1998).

6. In vivo microdialysis of serotonin agonists into the dorsal raphe nucleus (DRN) decreased DRN levels of serotonin (presumably via serotonin autoreceptors on DRN cells), which in turn increased REM sleep percent (Portas et al. 1996; Thakkar et al. 1998).

7. Electrical stimulation of the pons in the vicinity of the
A mechanism is depicted in Figures 3B and 4. The alpha-2 noradrenergic agonist clonidine suppresses REM in human subjects (Gentili et al. 1996; Nicholson & Pascoe 1991) and the cat (Tononi et al. 1991) while the noradrenergic antagonist idazoxan increases REM when injected into the pontine reticular formation of cats (Bier & McCrory 1994).

There is near universal suppression of REM sleep in humans by acute dosage of serotonin and norepinephrine reuptake-inhibiting antidepressants (Gaillard et al. 1994; Nicholson et al. 1989; Vogel 1975; Vogel et al. 1990).

Mesopontine injection of a serotonin agonist depressed ACh release in the lateral geniculate body (Kodama & Honda 1996).

It can therefore also be stated that aminergic suppression of REM sleep is now an established principle (for recent reviews see Monti & Monti 1989 and Luppi et al. 1999a; 1999b).

3.2.2.4. Modification of the original reciprocal interaction hypothesis to accommodate new findings. Modifications of simple reciprocal inhibition or interaction models, which are consonant with recent findings, have been proposed for the brain stem control of REM sleep. For example, Leonard and Llinas (1994) suggest in regard to the McCrery and Hobson (1975) model that “indirect feedback” excitation via cholinergic inhibition of an inhibitory input or cholinergic excitation of an excitatory input or some combination of the two could replace direct feedback excitation in their model” (p. 327). A similar mutually excitatory or mutually inhibitory interaction between REM-on cholinergic and REM-on noncholinergic mesopontine neurons has been also proposed in the cat (Sakai & Koyama 1996). Such a mechanism is depicted in Figures 3B and 4.

From recent in vitro studies in the rat, the following modification of reciprocal interaction has been proposed by Li et al. (1997) (see Fig. 4). During waking, presynaptic nicotinic facilitation of excitatory locus coeruleus noradrenergic inputs to the dorsal raphe enhances serotonergic firing. During REM, when the locus coeruleus is silent, the same presynaptic nicotinic input may facilitate serotonergic self-inhibition by raphe neurons themselves. In vivo microdialysis studies of GABA in the cat further suggests selective suppression of noradrenergic locus coeruleus neurons by GABAergic inhibition during REM (Nitz & Siegel 1997) as can be seen in Figure 4. Both of these modifications retain one or both of the major tenets of the reciprocal interaction model: cholinergic facilitation and aminergic inhibition of REM.

It is important to realize that many of the studies questioning reciprocal interaction or reciprocal inhibition (e.g., Egan & North 1986a; 1986b; Leonard & Llinas 1990; 1994; Luebke et al. 1993) have been carried out on in vitro rodent models, and the relationship of these findings to findings on the in vitro generation of REM sleep signs in the cat is only in its early stages (Datta 1995; Hobson et al. 1993; Sakai & Koyama 1996). Moreover, the hyperpolarization by ACh of cholinergic cells cited in these studies might be explained by recent findings suggesting the presence of ACh autoreceptors that contribute to homeostatic control of cholinergic activity (Baghdoyan et al. 1997; El Manser et al. 1990; Kodama & Honda 1996; Leonard & Llinas 1990; 1994; Roth et al. 1996; Sakai & Koyama 1996; Sakai et al. 1990). In contrast to the hyperpolarization of some mesopontine cholinergic neurons by cholinergic agonists, in vitro studies have shown the majority of medial pontine reticular formation (mPRF) to be depolarized by carbachol (e.g., Greene & McCrery 1990). This suggests that the exponential self-stimulatory activation which can be triggered by cholinergic stimulation in diverse meso- and medial pontine sites (Hobson et al. 1966; 1993; Hobson & Steriade 1986; McCrery et al. 1995; 1997; Steriade & McCrery 1990a) may involve noncholinergic excitatory intermediary neurons. Such cholinergic self-regulation combined with cholinergic-noncholinergic mutual excitation is illustrated in Figures 3B and 4.

We conclude that the two central ideas of the model are strongly supported by subsequent research: (1) noradrenergic and serotonergic influences enhance waking and impede REM via anticholinergic mechanisms; and (2) cholinergic mechanisms are essential to REM sleep and come into full play only when the serotonergic and noradrenergic systems are inhibited. Because many different synaptic mechanisms could mediate these effects, we now turn our attention to some intriguing possibilities.

3.2.3. Other neurotransmitter systems. Beyond the originally proposed cholinergic and aminergic neuronal populations, many additional neurotransmitter systems may participate in the control of REM sleep (see below). Since 1975, much progress has been made in the identification of other chemically specific neuromodulatory systems showing differential activation with particular behavioral states or with specific physiological signs within a behavioral state. We now discuss these new findings in terms of the way that they modify and extend the reciprocal interaction model.

In the brain stem and diencephalon, other neuromodulatory systems may interact with aminergic and cholinergic systems in the generation of REM sleep and its signs (for recent reviews see Jones 2000; Lydic & Baghdoyan 1999; Mallick & Singh 1999; Pace-Schott & Hobson, in press). In brief summary, these systems include:

1. GABAergic systems (Datta 1995; 1997b; Datta et al. 1991; Holmes & Jones 1994; Holmes et al. 1994; Jones 1991; 1993; Jones & Muhlethaler 1999; Luppi et al. 1999a; Nitz & Siegel 1997; Porkka-Heiskanen et al. 1997a; Sanford et al. 1998a; Steriade et al. 1990; Xi et al. 1997; for a recent review see Mallick et al. 1999);

2. Nitroergic systems (Burlet et al. 1999; Datta et al. 1997; Leonard & Lydic 1997; Sippel et al. 1999; Williams et al. 1997; for recent reviews see Burlet et al. 1999 and Leonard & Lydic 1999);


4. Histaminergic systems (e.g., Lin et al. 1996; Saper et al. 1997; Shiromani et al. 1999);

5. Histaminergic systems (e.g., Lin et al. 1996; Saper et al. 1997; Shiromani et al. 1999).

6. Adenosinergic systems (Mackiewicz et al. 1997; Marks & Birabil 1998; McCrery et al. 1997; Porka-Heiskanen et al. 1997a; 1997b; Portas et al. 1997; Ramm et al. 1994; 1997; Strecker et al. 1997a; 1997b);

7. A wide variety of neuropeptides such as: galanin
neurons in the lateral hypothalamus, may play a key role in sleep and its physiological signs. Among the better known findings and hypotheses are the following:

1. In the initial stages of PGO wave generation, GABAergic and glycinegic cells may inhibit aminergic cells and thus release the cholinergic PGO-triggering or transmitting cells (Datta 1995; 1997b; 1999; Jones 1991; Nitz & Siegel 1997; for recent reviews see Mallick et al. 1999 and Luppi et al. 1999a; 1999b).

2. GABAergic afferents to the PPT and LDT originating in the substantia nigra pars reticulata (SNr) may exert direct inhibitory influences on PGO-related cells of these nuclei (Datta 1999; Datta et al. 1999; Kang & Kitai 1990; Leonard & Llinas 1990; Maloney & Jones 1997; Rye 1997) and the spike-bursting pattern in pontine PGO-burst cells may be the result of excitatory signals impinging on cells that are tonically inhibited by GABA (Datta et al. 1999; Sanford et al. 1998a; Steriade et al. 1999). Such excitatory signals may include corollary discharge from ocular premotor neurons commanding REMs (Steriade et al. 1999). In addition, GABAergic mechanisms may be involved in the medullary control of muscle atonia during REM (Homes & Jones 1994).

3. Pontine glutamatergic cells may transmit REM sleep atonia-related signals to medullary sites (Lai & Siegel 1992; 1999; Rye 1997).

4. Medullary glycinegic cells may then affect the postsynaptic inhibition of somatic motoneurons during REM atonia (Chase et al. 1989). Glycinergic neurotransmission is also involved in the pre-motor functions of the pons (Gottesmann 1997; Stevens et al. 1996).

5. Adenosine may exert tonic inhibition over the glutamatergic excitatory inputs to the cholinergic cells of the LDT and PPT (McCarley et al. 1997; Rannie et al. 1994) and may contribute to the REM-related suppression of serotonergic raphe neurons (McCarley et al. 1997; Strecker et al. 1997a). Additionally, extracellular buildup of adenosine may constitute the sleep-promoting factor associated with prolonged wakefulness (McCarley et al. 1997; Portas et al. 1996).

6. Two very recent findings highlight the importance of neuuropeptides in the regulation of sleep. The first is that inhibitory neurons in the ventrolateral preoptic area (VLPO) of the hypothalamus, a specifically sleep-active area (Sherin et al. 1996), utilize galanin as well as GABA to inhibit ascending arousal systems such as the locus coeruleus (Saper et al. 1997). The second finding has come from studies on the genetic basis of narcolepsy using animal models. The neuropeptide orexin (or hypocretin), produced only by neurons in the lateral hypothalamus, may play a key role in sleep regulation via its modulation of ascending cholinergic and monoaminergic arousal systems (Chemelli et al. 1999; Lin et al. 1999).

7. Because dopamine (DA) release does not vary dramatically in phase with the natural sleep cycle as do 5-HT, NE and acetylcholine (ACh) (Mamelak 1991; Miller et al. 1983; Trulson et al. 1981), dopaminergic agents have not been as extensively studied. It is often found, however, that REM sleep deprivation appears to enhance DA levels and DA receptor sensitivities (e.g., Brock et al. 1995; Nunes et al. 1994; Tuflk et al. 1978). The effects of DA on sleep appear to be variable and are in need of further study. Studies on the administration of dopaminergic drugs have suggested that dopamine may play a role in dreaming, especially the induction and intensification of nightmares (Hartmann 1978; Hartmann et al. 1981; for recent reviews see Hobson & Pace-Schott 1999, and Thompson & Pierce 1999).

Two recent theories have proposed specific roles for DA in dreaming. First, Solms (1997a; 1999c) suggests that dreams are instigated by dopaminergically mediated appetitive drives from the ventral tegmental area (VTA) component of the mesolimbic reward system. Second, Gottesmann (1999) proposes that, during REM sleep, sustained dopaminergic modulation of the cortex in the absence of serotonergic and noradrenergic inhibitory influences but the renewed presence of cholinergic excitation contributes to the unique features of dream mentation such as its psychotomimetic quality. In keeping with the cholinergic hypothesis of REM and dreaming, mechanisms for dopaminergic enhancement of dreaming may involve mutual excitation by dopaminergic and cholinergic nuclei such as dopaminergic enhancement of cortical acetylcholine release (Moore et al. 1999; Smiley et al. 1999) and/or enhancement of mesolimbic dopamine release by cholinergic mesopontine neurons (Oakman et al. 1999).

Finally, as in much of neuroscience, research on behavioral state control is now beginning to extend its inquiry beyond the neurotransmitter and its receptors to the roles of intracellular second messengers (Cappece et al. 1999) as well as intranuclear events (Bentivoglio & Grassi-Zucconi 1999; Prospero-Garcia et al. 1999; Schibler & Taitt 1999). Recent exciting results of a molecular genetic approach to sleep research includes the discovery of the role of orexin in sleep regulation (see above). In addition, molecular bases for consciousness are also now being proposed (e.g., Woolf 1996). Undoubtedly such inquiry, though beyond the scope of the present review, will increasingly enrich our understanding of sleep and dreaming.

3.2.4. REM sleep and other brainstem structures. In addition to this neurochemical diversity, a wide variety of brainstem structures other than the LDT, PPT, locus coeruleus, and raphe are crucially involved in the modulation of REM sleep and its distinctive physiological signs. These include diverse areas in the pontine reticular system such as noncholinergic areas within the pedunculopontine region (Rye 1997), the nucleus pontis oralis (Bourgin et al. 1985; Chase & Morales 1990), the locus coeruleus and adjacent structures (Cespuglio et al. 1982; Sakai 1985; Shouse & Siegel 1992), peribrachial areas caudal to the LDT and PPT (Datta 1995; 1997b), as well as the midbrain central gray area (Maloney & Jones 1997; Sastre et al. 1996) and the medulla (Chase & Morales 1990; Gottesmann 1997). Figure 5 schematizes the generation of the various
physiological signs of REM at different levels of the CNS. Adding to the functional complexity of mesopontine cholinergic areas are their roles in other brain mechanisms such as motor control (Garcia-Rill et al. 1987; Inglis & Winn 1995; Rye 1997) as well as the cytoarchitectonic, cytochemical, and functional diversity within the PPT complex itself (Rye 1997). (For recent reviews on this functional neuroanatomy, see Datta 1995; 1997b; 1999; Gottesmann 1997; Hobson & Steriade 1986; Hobson et al. 1993; Jones 1991; Koyama et al. 1999; Pace-Schott & Hobson, in press; Rye 1997; Sakai 1988; Sembö 1999; Siegel 1994; Steriade & McCarley 1990a; Vertes 1984.)

Therefore, even within the brainstem itself (i.e., pons, medulla, and midbrain) a diversity of structures and their neurochemical products modulate control of the REM sleep cycle by the aminergic and cholinergic nuclei. Exciting ongoing research in many laboratories now builds upon early findings summarized in the reciprocal interaction model and pursues the important goal of a more complete description of the complex brainstem mechanisms underlying REM sleep.

3.2.5. REM sleep and forebrain-brain stem interactions. Other important contemporary research now extends the study of sleep-wake and REM sleep control mechanisms rostrally from the pontine brain stem to diencephalic structures in a manner consistent with connectivity studies (Morrison & Reiner 1985; Wainer & Mesulam 1990). In addition to the well described brainstem-thalamic-cortex axis, subcortical sleep control mechanisms intercommunicate with each other and with the cortex via an interconnected network of structures extending rostrally from the brainstem RAS to the hypothalamus, basal forebrain, and limbic system. Saper et al. (1997) classify three ascending arousal systems: the brainstem cortical projection system, the basal forebrain projection system, and the hypothalamic cortical projection system with the basal forebrain system projecting to topographically specific cortical areas and the other two systems projecting diffusely. Woolf (1996) has advanced an intriguing model of how these networks may interact in modulating memory and cognition. We now briefly summarize recent findings on this extended subcortical system that are pertinent to sleep-wake and REM sleep control. We will focus here on findings in the hypothalamus, basal forebrain nuclei, and amygdala.

3.2.5.1. The hypothalamus. Histaminergic neurons originating in the posterior hypothalamus innervate virtually the entire brain (Panula et al. 1989) including brainstem structures such as the mesopontine tegmentum (Lin et al. 1996) and the vestibular nuclei (Tighilet & Lacour 1996). These brainstem regions, in turn, innervate both anterior and posterior hypothalamus (Abrahamson et al. 1997; Kumar et al. 1989; Steriade et al. 1980).

Anterior portions of the hypothalamus (preoptic area and adjacent basal forebrain) are known to be essential to sleep. Lesions here cause insomnia (Sallanon et al. 1989) while stimulation of this area promotes sleep (McGinty et al. 1994). In addition, stimulation of the locus coeruleus inhibits sleep-active neurons in this area (Osaka & Matsumura 1993).

Tonic firing of histaminergic neurons in the posterior hypothalamus play an important role in cortical arousal and the maintenance of wakefulness (Khateb et al. 1995; Lin et al. 1986; 1988; 1993; 1994; McCormick & Williamson 1991; 1993; 1997; Sakai 1988; Semba 1999; Siegel 1994; Steriade & McCarley 1990a; Vertes 1984.)

Figure 5. Schematic representation of the REM sleep generation process. A distributed network involves cells at many brain levels (left). The network is represented as comprising three neuronal systems (center) that mediate REM sleep electrophysiological phenomena (right). Postulated inhibitory connections are shown as solid circles; postulated excitatory connections as open circles; and cholinergic pontine nuclei are shown as open circles with darkened boundaries. It should be noted that the actual synaptic signs of many of the aminergic and reticular pathways remain to be demonstrated, and, in many cases, the neuronal architecture is known to be far more complex than indicated here (e.g., contributions of hypothalamic and basal forebrain systems). During REM, additive facilitatory effects on pontine REM-on cells are postulated to occur via disinhibition (resulting from the marked reduction in firing rate by aminergic neurons at REM sleep onset) and through excitation (resulting from mutually excitatory cholinergic-noncholinergic cell interactions within the pontine tegmentum). The net result is strong tonic and phasic activation of reticular and sensorimotor neurons in REM sleep. REM sleep phenomena are postulated to be mediated as follows: EEG desynchronization results from a net tonic increase in reticular, basal forebrain, thalamocortical, and cortical neuronal firing rates. PGO waves are the result of tonic disinhibition and phasic excitation of burst cells in the lateral pontomesencephalic tegmentum. Rapid eye movements are the consequence of phasic firing by reticular and vestibular cells; the latter (not shown) directly excite oculomotor neurons. Muscular atonia is the consequence of tonic postsynaptic inhibition of spinal anterior horn cells by the pontomedullary reticular formation. Muscle twitches occur when excitation by reticular and pyramidal tract motoneurons phasically overcomes the tonic inhibition of the anterior horn cells. Abbreviations: RN, raphe nuclei; LC, locus coeruleus; P, peribrachial region; PPT, pedunculopontine tegmental nucleus; LDT, laterodorsal tegmental nucleus; mPRF, medial pontine reticular formation (e.g., giganto-cellular tegmental field, parvocellular tegmental field); RAS, midbrain reticular activating system; BIRF, bulbar pontine inhibitory reticular formation (e.g., gigantocellular tegmental field, parvo-cellular tegmental field, magnocellular tegmental field); CT, thalamocortical; CT, cortical; PT cell, pyramidal cell; III, oculomotor; IV, trochlear; V, trigeminal motor nuclei; HSC, anterior horn cell. (Modified from Hobson et al. 1986.)
Monti 1993; Saper et al. 1997; Shiromani et al. 1999; Szymusiak 1995) and neurons in this area may directly influence REM sleep (Reiner & McGeer 1987; Sallanon et al. 1989; Vanni-Mercier et al. 1984).

The tuberomammillary nucleus (TMN) plays a particularly important role in the posterior hypothalamic histaminergic arousal system (Saper et al. 1997; Sherin et al. 1996; Shiromani et al. 1999; Steininger et al. 1996; Vanni-Mercier et al. 1984). For example, Sherin et al. (1996) have proposed that a monosynaptic pathway in the hypothalamus may constitute a “switch” for the alternation of sleep and wakefulness. These workers have identified a group of GABAergic and galaninergic neurons in the ventrolateral preoptic anterior hypothalamic (VLPO) which are specifically activated during sleep and constitute the main source of innervation for the histaminergic neurons of the TMN. VLPO neurons may, therefore, specifically inhibit histaminergic neurons of the TMN in order to preserve sleep (Saper et al. 1997; Sherin et al. 1996; 1998).

A recent study has demonstrated extensive histaminergic innervation of the mesopontine tegmentum including the LDT (Lin et al. 1996). Suppression of slow wave activity and an increase in waking follows microinjection of histamine and histamine agonist into these areas (Lin et al. 1996). Recently, histaminergic projections from the TMN to the dorsal raphe as well as to areas of the basal forebrain involved in sleep-wake control have also been demonstrated in the cat (Lin et al. 1997). VLPO neurons have also been shown to innervate other components of ascending arousal systems such as the monoaminergic nuclei of the brainstem and there they may also exert a sleep-promoting inhibitory influence (Sherin et al. 1998). Moreover, also innervating most of the brainstem and diencephalic ascending arousal systems are the orexinergic cells of the lateral hypothalamus and these too may play a modulatory role in the sleep-wake cycle (Chennelli et al. 1999). Tying the hypothalamus to the pons in this dynamic manner may provide a critical link between the circadian clock and the NREM-REM sleep cycle oscillator (see also Liu et al. 1997; O’Hara et al. 1997). In this regard, it is notable that retinal input to the VLPO itself has recently been demonstrated (Lu et al. 1999).

3.2.5.2. The basal forebrain. Basal forebrain (BF) nuclei have close anatomical connections with the locus coeruleus, raphe, and pontine nuclei (Butcher 1995; Jones & Cuello 1989; Szymusiak 1995) and, in turn, project to more rostral structures such as the cortex, thalamus, and limbic systems (Butcher 1995; McCormick 1990; Metherate et al. 1992; Steriade & Buszaki 1990; Szymusiak 1995; Woolf 1996). In addition to its brain stem and cortical connectivity, the basal forebrain also has close anatomical connections with the anterior and posterior hypothalamic areas (Gritti et al. 1993; 1994; Szymusiak 1995), the amygdala, and the thalamus (Szymusiak 1995). (For a recent review of BF connectivity see Jones & Muhlethaler 1999.)

Neurochemically, acetylcholine plays a major role in BF control of behavioral state (Jones 1993; Jones & Muhlethaler 1999). For example, magnocellular cholinergic cells of the BF nuclei promote the activation of those cortical and limbic structures to which they project (Cape & Jones 1998; McCormick 1990; Metherate et al. 1992; Szymusiak 1995; Wainer & Mesulam 1990). For example, those of the Nucleus Basalis of Meynert activate topographically distinct areas of the cortex (Metherate et al. 1992; Szymusiak 1995; Woolf 1996). Recent work in rats has also implicated BF magnocellular cholinergic neurons in the control of high voltage cortical slow waves such as are observed in NREM (Kleiner & Brigmann 1996; Nunez 1996). GABAergic BF cells may also interact with BF cholinergic cells in the regulation of oscillatory rhythms which accompany cortical activation (Jones & Muhlethaler 1999). Other BF cells, anatomically and neurochemically distinct from the cholinergic magnocellular neurons, function as sleep promoting elements (Szymusiak 1995), possibly by GABAergic inhibition of hypothalamic and brain stem arousal systems (Szymusiak 1995), the hippocampus (Mallick et al. 1997), or the cortex (Jones & Muhlethaler 1999).

There are extensive interactions between the brain stem structures (locus coeruleus, raphe nuclei, as well as the LDT and PPT) and the BF in sleep-wake control (Jones & Cuello 1989; Jones & Muhlethaler 1999; Semba 1999; Semba et al. 1988; Szymusiak 1995). Bidirectional interactions between the BF and sleep-related areas of the brainstem modulate behavioral state utilizing a variety of transmitter substances as illustrated by the following findings:

1. The cholinergic system of the mesopontine tegmentum communicates with the BF cholinergic system in a manner functionally relevant to sleep (Baghdoyan et al. 1993; Consolo et al. 1990). For example, simultaneous microinjection of carbachol into cholinceptive regions of the BF suppresses the ability of carbachol to induce a REM-like state when injected into the pons (Baghdoyan et al. 1993).

2. Cholinergic BF structures, which activate the cortex, can be activated by brain stem glutamatergic cells (Rasmussen et al. 1994).

3. Glutamatergic systems of the BF can, in turn, affect behavioral state via projections to the mesopontine tegmentum (Manfridi & Mancia 1996).

4. Aminergic inputs to the BF nuclei from brainstem nuclei can influence behavioral state in a manner similar to their action in the pons. For example, the noradrenergic agonist isoproterenol increases wakefulness and suppresses REM when infused into the BF (Berridge & Foote 1996).

As in the brainstem, neuromodulatory systems interact within the BF itself. For example, BF cholinergic neurons may be under tonic inhibition by adenosine (Porkka-Heiskanen 1997b; Strecker et al. 1997b) while 5-HT can hyperpolarize cholinergic nucleus basalis neurons and decrease wake-associated gamma frequency oscillations in the cortical areas to which they project (Cape & Jones 1998). The BF nuclei, therefore, both directly participate in behavioral state-related functions and modify the activity of other areas involved in sleep such as the pontine REM generator.

3.2.5.3. The amygdala. Of particular interest in view of the human neurobiology reviewed above (e.g., Maquet et al. 1996; Nozinger et al. 1997), the amygdala has reciprocal connections with pontine regions involved in the control of REM sleep (Bernard et al. 1993; Calvo & Simon-Arceo 1999; Morrison et al. 1999; Sanford et al. 1995b; Saper & Loewy 1980; Semba & Fibiger 1992; Wainer & Mesulam 1990) and receives serotonergic innervation from the dorsal and medial raphe (Fallon & Ciofi 1992). For a recent thorough review of the amygdala in sleep regulation see Morrison et al. (1999).

Physiological signs of REM have been shown both to occur spontaneously and to be modifiable in the amygdala (see Calvo & Simon-Arceo 1999 for a review; see also Maquet 2000; Maquet & Phillips 1998; 1999 regarding...
Aminergic and cholinergic stimulation of the amygdala has been shown to modify sleep in the directions predicted by reciprocal interaction for the action of these neurotransmitters in the pons. For example, cholinergic stimulation of amygdaloid sites in the cat enhanced REM sleep for several days, an effect akin to the long-term REM enhancement by cholinergic stimulation of the peribrachial pons (Calvo & Simon-Arceo 1995; 1999; Calvo et al. 1996). Furthermore, serotonergic stimulation of the amygdala in the cat caused short latency changes of state from either NREM or REM (Sanford et al. 1995b), while serotonergic antagonism during NREM increased PGO activity (Sanford et al. 1995a) and the relative amount of sleep (Sanford et al. 1995b). Similarly, noradrenergic stimulation of the amygdala suppressed sleep relative to wakefulness (Fuchino et al. 1996). Interestingly, the role of the amygdala in REM sleep control may differ between species (Deboer et al. 1997; Sanford et al. 1997a).

It has been suggested that serotonergic mechanisms in the amygdala constitute a mechanism whereby emotionally significant stimuli can influence the state of arousal (Sanford et al. 1995b). Such a role corresponds well with the proposed role of amygdala in the processing of emotional memory during REM (Maquet & Franck 1997).

3.2.7. Conclusions. All of these findings indicate that the reciprocal interaction of cholinergic and aminergic systems may operate in areas other than the brain stem in ways that significantly amplify REM sleep generation or suppression. As has been hypothesized for learning and cognition (Woolf 1996), a subcortical medial ascending system of multiple nuclei, extensive reciprocal interconnections between nuclei, and system-wide sensitivity to neuromodulation controls behavioral state at a hierarchical level above that of specific subcomponent oscillators (e.g., the pontine REM generator). Furthermore, in view of the recent evidence of selective activation of the limbic lobe in human REM sleep (Braun et al. 1997; 1998; Maquet et al. 1996; Nofzinger et al. 1997), these new basic neurobiological findings have a particularly strong impact on the neurocognitive theory of dreaming.

We conclude that the essential tenets of the reciprocal interaction model have been strongly confirmed and that the interaction of the pontine structures with other brain structures can now begin to be studied in ways that will enrich our understanding of how the distinctive features of each conscious state are mediated and how their stereotyped sequencing is controlled.

3.3. Contemporary theories of conscious states

We now turn our attention to a review of theories on how conscious states are mediated. As the inadequacies of the Freudian model of dreaming have become more evident, many researchers have increasingly turned toward the establishment of a cognitive neuroscience of brain-mind states. Four major cognitive models of dreaming are discussed below. All four of these have been inspired by modern laboratory research but the degree to which they are deeply brain-based varies dramatically as we hope to make clear. In section 3.3.5, we address the ongoing debate on the relationship of REM eye movements to dream imagery. We do so because this controversy exemplifies both the basic differences between “top-down” (cortically driven) and “bottom-up” (subcortically driven) views on the origin of dreaming as well as the added complexity and realism offered by an approach to the biology of dreaming which takes into account the wide range of perspectives offered by contemporary neuroscience.

3.3.1. Activation models. In 1970, Zimmerman advanced a theory in which dreaming (versus thinking or no mention) occurred during sleep when “cortical arousal” exceeded a
certain threshold, regardless of sleep stage. We will later describe various ways to measure cortical activation which we call factor “A” and take to be one of three critical factors in determining the probability of dreaming.

Antrobus and his colleagues have proposed an elaborated cortical activation-based model of mentation operating across all mental states (Antrobus 1986; 1990; 1991; Fookson & Antrobus 1992; Reinsel et al. 1992). According to Antrobus, the qualities of mentation in any state result from an interaction between the activation level of cortex and the current level of environmental stimulation as gated by current sensory thresholds. Interaction between cortical modules subserving various sensory, motor, and associative modalities create the dream narrative and integrate any cortical, subcortical or peripheral inputs via a “top-down” cortically controlled process (Antrobus & Bertini 1992). Antrobus and his colleagues describe the dynamics of this process in terms of parallel distributed process neural network models (Antrobus 1991; Fookson & Antrobus 1992).

In our terms, the greater the value of “A,” the greater the production and retrieval of associative trains of thought.

The Antrobus team theorizes that the high sensory thresholds of REM prevent interruption of ongoing mentation. In our terms, this process is measured as factor “I” which we see as shifted away from external sensory input, and correspondingly favoring internal, fictive sensory input. For Antrobus, the result is a more ongoing, story-like quality of REM mentation compared with wake mentation which, though similarly activated, is continually interrupted by external stimuli (Reinsel et al. 1996; 1992; Wollman & Antrobus 1986). In his model, dream bizarreness results when cortical networks, which are attempting to accurately reconstruct reality based on probabilities learned during waking, fail to fully integrate all of the various constructions being generated (Antrobus & Bertini 1992; Fookson & Antrobus 1992).

Antrobus implicitly rejects the role of aminergic-cholinergic neuromodulation (our model’s factor M) in controlling the nature of dream mentation. Instead, he argues that since waking mentation can be dreamlike, this neuromodulatory shift is not necessary for dream mentation to occur and factor M of our three dimensional model is discarded. We invite Antrobus to explain the paradoxical memory defect and loss of self-reflective awareness and volition during dreaming on the basis of activation and sensory gating alone.

3.3.2. The cognitive psychological model of Foulkes.

Foulkes has advanced a cognitive, information processing model of dream production which questions the brain basis of conscious states and dream mentation (e.g., Foulkes 1982a; 1985; 1990; 1993b; 1997; Foulkes & Cavallero 1993). Instead, Foulkes describes dreams as resulting from the activation of mnemonic “systems” or “units.” In his model, “activation” is conceived as the combination of both excitatory processes and the disinhibition of mnemonic systems previously inhibited by voluntary self-control (Foulkes 1985).

With the exception of general excitatory processes such as the cerebral activation of REM, Foulkes’s model is explicitly a psychological, mentalistic construct which does not attempt to link psychological to physiological phenomena (Foulkes 1985; 1990). A similar position has been taken by Bosinelli (1995) and by Mancia (1995). Each of them asserts that mentalistic and physiological sleep phenomena cannot be explained from the same epistemological referents. As such, these models share with Freud’s model a decision not to attempt to explain these mental functions in terms of brain actions.

Instead, Foulkes’s earlier cognitive models emphasized similarity between the intermediate steps of a psycholinguistic model of language production and a “psychoneiric” model of dream production with the differences between the two processes occurring mainly at input and output stages of production (Foulkes 1982a). In more recent writings, Foulkes (1990) specifically equates the high level cognitive constructive processes which organize waking experience with those processes which organize dreaming. For example, he explains the consonance of dream emotion with dream plot as resulting from the primary narrative demands of the dream (Foulkes 1997; Foulkes et al. 1988b). Further, he specifically eschews any possible information-bearing role for subcortical stimuli in dream form or narrative. In his own words, “subcortical structures . . . simply turn on the light switch upstairs. They don’t tell any of the creatures upstairs what to do or how to do it; they simply arouse them, enabling them to do whatever it is they characteristically do” (Foulkes 1997, p. 3).

Foulkes goes on to assert that if such higher level (and implicitly cortically based) cognitive processes cannot consciously construct an organized, episodically integrated, self-reflective account of waking (as in the case of an animal or a pre-operational child), they also cannot unconsciously construct a coherent dream narrative (Foulkes 1990). As previously noted, this model constrains the dream to adult human sleep mentation and does not account for conscious experiences during sleep which may be possible at a much lower level of integration. For example, given Foulkes’s (1990) position, one might argue that severely cognitively repressed adults (e.g., with severe dementia or delirium) should lose much of their capacity to dream. However, this prediction is not supported by clinical findings (e.g., Cipolli et al. 1992; Doricchi & Violani 1992; Kramer et al. 1975). Instead, we see loss of dreaming associated with lesions to specific brain areas (for reviews see Doricchi & Violani 1992 and Solms 1997a), a finding which would be expected if specific circuits with a great degree of localization form the neural substrate of dreaming.

Although Foulkes’s model cannot be specifically viewed in the context of our physiological AIM model, some hints of these concepts can be found in his work. For example, he does make a generalized claim that cortical activation by the brain stem (the “A” dimension of the AIM model) must be relatively high in dreaming (Foulkes 1997). In addition, he argues that the origin of dream scenarios comes from the quasi-random activation of a “mnemonic focus” (Foulkes 1985, p. 151), and specifically not from external stimuli. This corresponds to a value of low sensory input and high value of internal input on the “I” dimension. No position on the “M” dimension of our AIM model, however, can be inferred from his studies. We invite Foulkes to explain the several robust deficiencies of dream cognition, and especially the amnesia, in terms of his model.

3.3.3. The neuropsychological-psychoanalytic model of Solms.

Combining the clinical lesion studies described above in section 3.1.6 and the classical psychoanalytic theory of dreaming, Solms (1997a; 1999c) builds a neuropsychological model of normal dreaming, which is illustrated in Figure 6. Frontal dopaminergic mesolimbic reward cir-
cuits produce an instigating impetus for dreaming when activated by arousing stimuli (e.g., ascending brainstem arousal in REM). The passage of this subcortical stimulus to posterior heteromodal association areas in the inferior parietal lobe is gated by a reality monitoring process mediated by anterior limbic areas. These anterior limbic areas also prevent this subcortical stimulus from activating the motor cortex as well as facilitating back projection of this stimulus to the posterior cortex. Back projection continues from the inferior parietal lobe (which contributes the capacity for spatial cognition) to visual association areas in medial occipito-temporal cortex (which contribute visual imagery) but not as far back as primary visual cortex. Solms speculatively assigns to the resultant network the sleep-protective function of Freud's classical dream work: appetitive subcortical impulses are "censored" by the anterior limbic system and then safely back-projected to posterior cortical representational mechanisms.

In support of the neuroanatomical details of this network Solms cites his findings on lesion-induced changes in dreaming. Loss of dream imagery (visual anoneria) is accompanied by an analogous waking deficit, visual irremiscence, which involves the highly processed visual memory functions of unimodal association cortex and not the perceptual functions of the primary visual cortex. Since cortical area V1 lesions do not cause visual anomeria, Solms hypothesizes that any back projection processes involved in dreaming do not extend all the way to primary visual cortex. On the basis of the findings that lesions in Brodmann areas 39 and 40 in either hemisphere appear to be the most restricted damage causing the posterior variant of global anomeria, he proposes that these heteromodal areas are the source of back projection to visual association areas. In support of this network's sleep-protective function, he notes that global anergic patients report poorer sleep quality than non-cerebrally injured controls (Solms 1997a).

3.3.4. The activation-synthesis model

3.3.4.1. The original-activation synthesis model. Abundant studies in the 1960s and 1970s on the cellular neurophysiology of the sleep cycle as well as the functional reorganization of the visual system during sleep suggested a new conceptual approach to brain-mind states. First expressed as the activation-synthesis hypothesis of dreaming (Hobson & McCarley 1977), this model proposed the global mapping of brain states to mind states. This was the position taken by Freud in his famous Project for a scientific psychology (1895) but ostensibly abandoned in the Interpretation of dreams (1900). For a detailed discussion of this subject, see McCarley and Hobson (1977).

Enunciating the general principle of brain-mind isomorphism, the activation-synthesis model placed emphasis
on such aspects of the form of dreams which might be expected to have their roots traced to isomorphic forms of brain activity. In so doing, the new theory proposed some of the cellular and molecular mechanisms by which changes in activation, in stimulus origin and in neuromodulation could explain the state-dependent changes in perception, thinking and memory seen in shifts from waking to NREM and REM sleep (Flicker et al. 1981). The activation-synthesis hypothesis proposed that formal aspects of dream mentation reflected the outcome of attempts by sensorimotor and limbic regions of the forebrain to produce a coherent experience from the incomplete and chaotic inputs received from the brain stem. The specific formal features of dream mentation, it was proposed, could best be explained by examining the unique configuration of brain activity that occurs during REM sleep.

To illustrate how this global brain-to-mind mapping concept is articulated, we considered the probable consequences of a shift in visual system input source from the formed visual images on the retina in waking to the chaotic brain stem stimulation of REM sleep (Bizzi 1966a, 1966b; Callaway et al. 1987; Nelson et al. 1983; Pivik et al. 1977). This shift in input source occurs in the context of a concurrent cessation of activity in brain stem noradrenergic and serotonergic neurons (Hobson & Steriade 1986; Steriade & McCarley 1990a). The quiescence seen in these aminergic modulatory neurons results in the demodulation and disinhibition of the visual cortex (Evarts 1962), the lateral geniculate bodies (Bizzi 1966b) and brain stem oculomotor networks (Mouret et al. 1963).

As a result of the aminergic disinhibition, cholinceptive peribrachial neurons become hyperexcitable and fire in bursts, causing phasic activation of the lateral geniculate bodies and visual cortex. This phasic activation is recordable in the REM sleep of cats as the PGO waves which, in turn, correlate with the direction of the rapid eye movements (Monaco et al. 1984; Nelson et al. 1983). We have speculated that this cholinergically mediated stimulation conveys information to the visual system about the direction of the eye movements which have become, in REM sleep, uncoupled from external sensory stimuli (Callaway et al. 1987).

The net result of these shifts is an activated brain stem and visual system which are (1) deafferentated, (2) aminergically demodulated, and (3) cholinergically auto-stimulated. But the brain stem signals still convey information about the direction of rapid eye movements to the deafferentated, demodulated forebrain. According to the activation-synthesis hypothesis, these changes in sensory input source and neuromodulation could contribute to such cognitive features of dreaming as (1) the hallucinatory visual imagery, (2) the frequent shifts and reorientations of attention, (3) the loss of voluntary control of both motor action and internal attention, (4) the emotional intensification especially of anxiety, elation, and anger, and (5) the memory loss within and after dreaming (Mamelak & Hobson 1989a).

3.3.4.2. Evolution of the activation-synthesis model. The original formulation of the activation-synthesis model of dream construction (Hobson & McCarley 1977) proposed that the phasic signals arising in the pontine brain stem during REM sleep and impinging upon the cortex and limbic forebrain led directly to the visual and motor hallucinations, emotion, and distinctively bizarre cognition that characterize dream mentation. In doing so, these chaotically generated signals arising from the brain stem acted as a physiological Rorschach test, initiating a process of image and narrative synthesis involving associative and language regions of the brain and resulting in the construction of the dream scenarios. Thus, it was the combination of this chaotic, bottom-up activation process and its resultant semi-coherent, top-down synthetic process which made up the overall process of dream construction.

Anticipating activation-synthesis by almost a decade, Molinari and Foulkes’s (1969) application of Moruzzi’s physiological tonic-phasic model to dream psychology first introduced the concept that the phasic events of sleep contribute hallucinatory raw material that was then secondarily elaborated during dream production. Using neurobiological data to support these concepts, the activation-synthesis model hypothesized that dreaming resulted from the interpretation by the cortex of information concerning eye movements and activated brain stem motor pattern generators. Seligman and Yellen (1987) added the consideration of emotional evaluation to the concepts of primary visual activation and secondary cognitive elaboration to generate a cognitive model of dream production, a suggestion strongly supported by recent PET studies showing preferential activation of limbic structures and adjacent cortices (Braun et al. 1997; Maquet et al. 1996; Nozinger et al. 1997).

We have recently proposed that both cortical and limbic regions, when cholinergically activated by REM sleep events such as PGO waves, may synthesize their own information (Hobson 1988b; 1990; 1992a; 1997a; Hobson & Stickgold 1994a; 1994b; Mamelak & Hobson 1989a). For example, dream hallucinosis, while probably incorporating eye-movement information coded in PGO bursts, must also incorporate visual material from a variety of memory sources in an otherwise activated cortex. This aspect of the theory is very similar to Solms’s suggestion of a “back projection” toward the visual cortex from the limbic forebrain (Solms 1997a) as the brain synthetically fits image to affect. Informing recent presentations of the activation-synthesis hypothesis are concepts from neural net modeling (Mamelak & Hobson 1999a; Sutton & Hobson 1994), self-organization theory (Kahn & Hobson 1993; Kahn et al. 1997), graph theory (Sutton et al. 1994a; 1994b), cognitive neuroscience (Hobson & Stickgold 1994a; 1994b) and, most recently and influentially, the new findings described above in section 3.3 on the functional neuroimaging of sleep and the clinical neuropsychology of dreaming (Hobson et al. 1998a; 1998b; 2000).

3.3.4.3. Activation synthesis updated: An integrated model of REM sleep dreaming. Integration of the original activation-synthesis model with new neuroimaging (Braun et al. 1997; 1998; Maquet et al. 1996; Nozinger et al. 1997) and lesion (Solms 1997a) data allows the development of a more detailed activation-synthesis model of REM sleep dreaming (Hobson et al. 2000). Although the original activation-synthesis model was necessarily weighted toward activation processes (e.g., PGO activation of thalamocortical circuits), these new findings allow us to begin to speculate on the neuroanatomical bases of the synthesis aspect of the model. In doing so, we present a neuropsychological model of dreaming differing substantially from that of Solms (presented above), which was based on lesion studies alone. This model is presented in Figure 7 and its components are described in more detail below.

In this model, dreaming consciousness results from pro-
cesses of arousal impinging upon selectively facilitated, dysfacilitated or input/output-blockaded forebrain structures. The various elements of normal dreams are contributed by brain networks that include structures known to contribute to analogous processes in waking although, as the model suggests, dreaming is characterized by a deletion of certain circuits active in waking and, perhaps, the accentuation of others. The following text uses the enumerated brain areas in Figure 7 to present a model of the neuropsychological bases of dream phenomena.

**Ascending arousal systems (zones 1 and 2 in Fig. 7):** As in waking, activation of the forebrain occurs through ascending arousal systems located in the brainstem reticular activating system (Steriade 1996), the basal forebrain (Szymusiak 1995) and possibly the hypothalamus (Saper et al. 1997). Together these structures form an integrated ascending midline network (Woolf 1996) which includes ascending cholinergic systems. Braun et al. (1997) suggest that the ascending reticular activation of REM sleep may proceed relatively more via a ventral cholinergic route from the brainstem to the basal forebrain rather than via the dorsal route through the thalamus which is preferred in waking. This suggestion and the related idea of Solms (1997a), recall the early speculation of Jouvet (1962) that forebrain activation might proceed via the limbic midbrain circuit of Nauta.

The forebrain stimulation arising from such intrinsic arousal systems allows “consciousness” (as opposed to unconsciousness) to exist in dreaming. Such consciousness may be detected by the desynchronization of the traditionally measured cortical EEG frequencies (Hobson 1988b) as well as by the appearance of gamma frequency oscillatory rhythms (Llinas & Ribary 1993; for reviews, see Hobson et al. 1998a; 2000; Kahn et al. 1997). Brainstem and diencephalic structures also contribute information in specific modalities via specific circuitries (such as the PGO network) resulting in distinctive dream features such as directionality of eye movement, distinctive motor pattern automata, and instinctive behavior and feelings such as rage, terror, or sexual arousal (Hobson & McCarley 1977).

**Thalamocortical relay centers and thalamic subcortical circuitry (zone 6 in Fig. 7):** The release of corticothalamic intrinsic oscillatory rhythms suppresses the experience of perception and mentation during NREM sleep (see above). During REM sleep, this process is reversed and the activated thalamic nuclei, which occupy key sites in sensorimotor relay as well as other brain circuits, contribute to the pseudosensory perceptual aspects of dream consciousness. For example, the lateral geniculate nucleus transmits PGO waves from the brainstem to the visual cortex. As an internal stimulus, PGO waves bear such information as the directionality of gaze shifts encoded in the form of corollary discharge from brainstem oculomotor nuclei (Hobson & McCarley 1977). Recent dipole tracing techniques in humans have shown PGO wave-like activity involving the pons, midbrain, thalamus, hippocampus, and visual cortex (Inoue et al. 1999b). Moreover, it has recently been shown that information encoded in the pattern of activation of geniculate neurons in the cat is sufficient to represent basic elements of natural scenes (Stanley et al. 1999).

As in waking, corollary discharge information from pro-
grammed instinctual motion commanded by brainstem motor pattern generators is transmitted rostrally via the thalamus (Hobson & McCarley 1977). In addition, nuclei within the thalamus participate in the subcortical circuitry of various motor pathways (Braun et al. 1997). Moreover, thalamic nuclei participate in the control of the sleep cycle itself (Mancia & Marini 1997) and recent findings have shown the ventrolateral thalamus may mediate the interaction of arousal and attention in humans (Portas et al. 1999).

Subcortical and cortical limbic and paralimbic structures (zone 3 in Fig. 7): As suggested by PET studies, medial forebrain structures, both cortical and subcortical, are selectively activated during REM sleep dreaming (Braun et al. 1997; 1998; Hobson et al. 1998b; 2000; Maquet et al. 1996; Nofzinger et al. 1997). Among these, limbic and paralimbic structures are consistently found to be active in REM and these contribute distinctive emotion-related dream features as follows.

As in waking (LeDoux 1996), amygdalar activation contributes emotional features, especially anxiety, to dreaming. Maquet emphasizes that those cortical areas activated in REM are rich in afferentation from the amygdala (anterior cingulate, right parietal operculum) while those areas with sparse amygdalar afferentation (prefrontal cortex, parietal cortex, and precuneus) were deactivated in REM (Maquet 1997; Maquet et al. 1996).

As in waking (Devinsky et al. 1995), anterior cingulate activation contributes additional emotional features to dreaming such as valence biases, the assessment of motivational salience, and the integration of dream emotion with fictive actions. Interestingly, in some PET studies, other elements of the rostral limbic and perlimbic circuits such as the ventral striatum and the orbitofrontal, insular, and medial prefrontal cortices have also been found to be activated during REM (Braun et al. 1997; Nofzinger et al. 1997). Such medial areas have the most abundant limbic connections in the prefrontal cortex (Barbas 1995; Braun et al. 1997) and their disruption is often associated with confabulatory or dream-like confusional syndromes (Braun et al. 1997; Solms 1997a). Several recent findings also suggest the importance of medio-frontal, limbic-associated cortical areas to dreaming. First, during sleep, a scalp-recorded decrease in frontal alpha power and the persistence of waking frontal alpha asymmetry between hemispheres has been suggested to be linked to activation of underlying limbic structures during REM (Benca et al. 1999). Second, magnetic resonance spectroscopy has shown a sleep-related elevation of medial prefrontal glutamate (a glutamate precursor) to the unusually high levels seen in awake schizophrenics (Bartha et al. 1999). These authors go on to suggest that this elevation is linked to brain activity during dreaming.

Activated limbic circuits underlie the phenomenology of recalled dream emotion with its predominance of anxiety over other emotions (Domhoff 1996; Merritt et al. 1994; Nielsen et al. 1991). The finding that dream emotion is usually consistent with the dream narrative (Foulkes et al. 1988b) and that bizarre incongruities between emotion and narrative are rarer than incongruities among other dream elements (Merritt et al. 1994) can now be explained by viewing dream emotion as a primary shaper of plots rather than as a reaction to them (Seligman & Yellen 1987). Thus in a classic anxiety dream, the plot may shift from feeling lost, to not having proper credentials, adequate equipment or suitable clothing, to missing a train. These plots all satisfy the driving emotion – anxiety – while being only very loosely associated with one another in a category that we call “incomplete arrangements.”

Two concerns arise when predicting that REM sleep dreaming is hyperemotional in comparison to other behavioral states. The first involves early findings of maximal galvanic skin response (GSR), an indicator of peripheral autonomic activity, in Stage 4 NREM rather than REM (Johnson & Lubin 1966) as well as the complementary findings of an “autonomic storm” accompanying Stage 4 night terrors (Fisher et al. 1973). It must be noted, however, that peripheral autonomic activity may be uncoupled from central autonomic activity in deep sleep. Thus we would not expect GSR to correlate with felt emotion in deep sleep. Moreover, if GSR did so correlate, it would constitute the sleep equivalent of the James-Lange hypothesis that emotion is the perception of peripheral autonomic changes, a hypothesis now felt to be inaccurate even in waking when the peripheral measures may themselves more faithfully reflect central autonomic activation. A second concern is the often reported lack of emotion-related physiological arousal accompanying dream events (e.g., violence) which would explicitly elicit such arousal in waking (Perlis & Nielsen 1993). Such emotional “numbing” in dreams could result both from a sleep-related dissociation of peripheral and central autonomic activity (as with peripheral arousal in Stage 4) combined with REM-related blockade of central readout to the periphery and peripheral sensory feedback to the CNS.

The amygdala is known to influence memory storage processes in the hippocampus (Cahill & McGaugh 1998). Such circuits could thus underlie the role of REM sleep and dreams in the processing of emotional memories that is often hypothesized by dream psychology theorists and by neuroimaging groups (Braun et al. 1997; Cartwright et al. 1998a; Johnson et al. 1998; McCarley 1997; Maquet et al. 1996; Maquet & Franck 1997; Nofzinger et al. 1997; Perlis & Nielsen 1993). For example, Nofzinger et al. (1997) suggest that an important function of REM sleep is the integration of neocortical function with basal forebrain hypothalamic motivational and reward mechanisms.

Motor initiation and control centers (zone 5 in Fig. 7): As in waking movement (Kolb & Whishaw 1996), the basal ganglia play a role in initiating fictive dream movement and their strong activation in REM relative to both waking and NREM (Braun et al. 1997) contribute to the ubiquity of hallucinatory movement in dreams (Hobson 1988b; Porte & Hobson 1996). The cerebellum (zone 12 in Fig. 7) modulates these fictive movements and adds specific features such as vestibular sensations (Hobson et al. 1998c; Leslie & Ogilvie 1996; Sauvageau et al. 1998) via cerebellar connectivity with brainstem vestibular nuclei. It is interesting that pontine cholinergic neurons have recently been shown to project to the cerebellar vermis (Cirelli et al. 1998), a region of the cerebellum which has been found to be activated in REM (Braun et al. 1997). Moreover, the pons serves as a key intermediary structure in cortico-cerebellar and cerebello-cortical pathways (Schwartz & Thier 1999).

Braun et al. (1997) suggest a role for the basal ganglia in ascending thalamocortical activation (via their connectivity with the brainstem through the intralaminar thalamic nuclei) as well as a role for the basal ganglia in the rostral transmission of PGO waves (via their back-projections to the pedunculopontine tegmentum). Notably, the basal ganglia show extensive connectivity with regions of the pontine
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brainstem also known to regulate REM sleep phenomena (Inglis & Winn 1995; Rye 1997).

Motor input from cerebral levels rostral and caudal to the basal ganglia also contribute to the experience of movement in dreaming. Brainstem motor pattern generators (in zone 1 of Fig. 7) are stimulated along with the widespread pontine reticular activation of REM sleep and they could contribute to the frequent experience of programmed movement such as running in dreams (Hobson & McCarley 1977). The motor cortex (zone 10 in Fig. 7) also commands movement in dreaming as evidenced by the pathological expression of dreamed action in REM sleep behavior disorder (Schneck et al. 1993), although its output is normally blocked by the motor atonia of REM sleep (Chase & Morales 1990; Pompiliano 1967a). The premotor function of the anterior cingulate cortex (Devinsky et al. 1995) may also contribute to the experience of fictive movement in dreaming particularly in regard to emotionally motivated actions.

**Visual association cortex** (zone 11 in Fig. 7): Areas of the medial occipital and temporal cortices involved in higher order visual processing, as opposed to primary visual cortex, generate the visual imagery of dreams (Braun et al. 1998; Solms 1997a). Specific visual features of dreaming are generated by the same areas of the visual association cortex involved in their higher order processing during waking. For example, areas of the fusiform gyrus are both selectively activated in REM (Braun et al. 1997; 1998; Nofzinger et al. 1997) and are the portion of the ventral object recognition stream involved in face recognition (Kanwisher et al. 1997; McCarthy et al. 1997) which is a common, although often bizarrely uncertain and altered dream feature. Furthermore, in a very important recent finding, the same extrastriate ventral occipital areas are activated during waking hallucinations in patients with Charles Bonnet syndrome (Flytche et al. 1998).

REM sleep combines the activation of visual association (e.g., Brodmann areas 37 and 19) and paralimbic cortices with the deactivation of primary visual and dorsolateral prefrontal cortices (Braun et al. 1997; 1998). The far lesser role of primary visual cortex (zone 10 in Fig. 7) in REM activation (Braun et al. 1997; 1998) and dream generation (Solms 1997) combines with the known sensory input and motor output blockade of REM sleep (Hobson 1988b; see zones 7, 8, and 10 in Fig. 7) to reinforce the concept that sensory information processing in dreaming may begin at levels downstream from primary sensory cortices (Braun et al. 1998).

**Inferior parietal lobe** (zone 9 in Fig. 7): The inferior parietal lobe, especially Brodmann's area 40, may generate the perception of a fictive dream space necessary for the global experience of dreaming (Solms 1997a). This is a brain region thought to be important for spatial imagery construction. Even with visual systems intact, destruction of this area in either hemisphere causes global cessation of dreaming (Solms 1997a). Other neuropsychological studies have suggested a vital role for this area in dreaming (Doricchi & Violani 1992). Turning to PET data, Maquet et al. (1996) note activation of the right parietal operculum despite general deactivation in much of the parietal cortex. Interesting to note, both lesion (Solms 1997a) and PET studies (Maquet et al. 1996) suggest a greater importance to dreaming of this area in the right versus the left hemisphere.

**Dorsolateral prefrontal executive association cortex** (zone 4 in Fig. 7): Neuronal modeling (Mamelak & Hobson 1989a) as well as neuroimaging (Braun et al. 1997; Maquet & Franck 1997) have suggested a possible origin of dream-associated executive deficiencies in the REM-associated changes in frontal lobe functioning. The REM-associated activation of medial paralimbic frontal cortex contrasts with the prominent deactivation in the executive portions of the frontal cortex. The deactivation of the dorsolateral prefrontal cortices during sleep and their failure to then reactivate along with medial and parietal cortical structures in REM sleep underlies the prominent executive deficiencies of dream mentation.

The left dorsolateral prefrontal cortex has been shown to be selectively activated during human reasoning tasks (Goel et al. 1998). Its deactivation could account for the illogical ad hoc explanations offered for bizarre occurrences (Williams et al. 1992). Similarly, the dorsolateral prefrontal cortices have been consistently shown to activate during episodic and working memory tasks (Brewer et al. 1998; Cohen et al. 1997; Courtney et al. 1997; Fletcher et al. 1997; Tulving et al. 1996; Wagner et al. 1998); their deactivation in REM may contribute to the prominent mnemonic deficits in dreaming noted above in section 2.3.4. The other area found by PET to deactivate in REM compared to waking was the posterior cingulate cortex (Braun et al. 1997; Maquet et al. 1996; Nofzinger et al. 1997). This cortical area, especially its posterior-most retrosplenial portion, has been consistently implicated in episodic memory function with lesions to it resulting in episodic memory deficits (Maddock 1999).

Similarly, the dorsolateral prefrontal cortex is a structure specialized for the central executive function of working memory (Baddely 1998; Goldman-Rakic 1996); its deactivation in REM would thus result in the disorientation and bizarre uncertainties (Hobson et al. 1987) characteristic of dream mentation. Failures of working memory are prominent in dreaming. For example, scene shifts are experienced without reflection (Hobson et al. 1998b). In this sense, the dreamer could be seen as experiencing a frontal lobe dysfunction similar to “goal neglect” (see Baddely 1998; Duncan et al. 1996). Notable also is a recent PET study showing reduced working memory (WM) task-related activity in the right midfrontal gyrus in response to cholinergic enhancement with physostigmine (Furey et al. 1997). However, in this study, improved WM performance also resulted from cholinergic enhancement (Furey et al. 1997). Finally, Doricchi et al. (1993) present a convincing argument for an attenuation of frontal eye field inhibition of reflexive saccades during REM.

Interestingly to note, hypoperfusion of the frontal cortex has been associated with pathological temporal limbic activation in epilepsy (Rabinovicz et al. 1997) and reciprocal inhibition between frontal and limbic areas has been hypothesized in theories on the etiology of schizophrenia (Weinberger 1995). REM sleep dreaming could thus be seen to involve a normal physiological state of the brain analogous to psychopathological conditions (Hobson 1994; 1997b; 1999b) in which limbic hyperactivation is combined with frontal hypoactivation.

**Hypothetical dynamic interactions of brain regions during normal dreaming:** In the view of modern cognitive neuroscience, component subsystems of global states of consciousness like dreaming are physically instantiated in networks or circuits each consisting of several to many discrete brain regions (e.g., Cummings 1993; Mesulam 1998; Nadel 1994).

Mesulam (1998) hypothesizes five global circuits each subserving a broad cognitive domain: spatial awareness;
language; explicit memory and emotion; face and object recognition; and working memory-executive function. In Mesulam’s “selectively distributed processing” model of these networks, numerous brain regions participate in each cognitive function as opposed to there being functional brain “centers” for different aspects of cognition. The same individual brain region might participate in several functional networks which are differentiated by their component nodes (Mesulam 1998).

In a particular network, Mesulam suggests that certain multimodal nodes or “epicentres” serve to coordinate the functioning of (or “bind”) subsidiary nodes and are, therefore, key to determining this network’s unique cognitive function. For example, epicenters in the transmodal posterior parietal cortex (e.g., Brodmann area 40) and the prefrontal cortex (e.g., Brodmann area 46) may coordinate nodes of a working memory-executive function network (Mesulam 1998). The same network can affect subcomponents of a more global cognitive function (e.g., explicit memory) by varying the relative levels of activation in the component nodes (Mesulam 1998).

We propose that during dreaming relative to waking, there is a relative dysfacilitation of the working memory-executive function network combined with relative facilitation of networks subserving emotional and memory consolidation processes. This echoes Braun et al.‘s (1997) suggestion that “the ‘limbic’ loop connecting ventral striatum, anterior thalamus and paralimbic cortices, appears to be activated during REM sleep. . . However the prefrontal or ‘association’ loop, connecting the caudate, dorsomedial thalamus and prefrontal cortices . . . appears to be activated only in a partial or fragmentary way” (p. 1191). Given the sensory phenomenology of dreaming relative to waking (sect. 2), it might also be hypothesized that, during dreaming, the efficient functioning of spatial awareness and object recognition may be better preserved than the language networks resulting in predominance of visual versus auditory hallucinosis.

Flow of information between the regions localized by neuroimaging or lesion studies as crucial to dreaming is undoubtedly multidirectional with abundant re-entrant feedback and feedforward loops. At present, we propose three generalizations regarding this information flow: (1) Ascending arousal systems activate the forebrain regions involved in dream construction and do so in a manner chemically and anatomically different from that subserving waking arousal processes. (2) Cortical circuits activated in dreaming favor more medial circuits linking posterior association and anterior and posterior paralimbic areas (represented by central crescent in Fig. 7) versus circuits including the primary sensory cortex and/or frontal executive regions (see Braun et al. 1998). Such a predominance of medial circuitry in REM may underlie findings from lesion studies that features of dreaming are only weakly lateralized (Antrobus 1987; Doriche & Violani 1992; Solms 1997a). (3) Subcortical circuits involving the limbic structures, basal ganglia, diencephalon, and the brainstem contribute strongly to regional brain activation in REM and, therefore, probably to the physiological substrate of dreaming.

Very promising new technologies, such as functional magnetic resonance imaging (e.g., Huang-Hellinger et al. 1995; Portas et al. 1999), transcranial magnetic stimulation (e.g., Cohrs et al. 1998), magnetic resonance spectroscopy (e.g., Bartha et al. 1999), receptor radio ligand PET (e.g., Sudo et al. 1998), near infrared spectroscopy (e.g., Tagaya et al. 1999) and dipole tracing (e.g., Inoue et al. 1999b) are just now being applied to sleep science. Further research with such tools will undoubtedly further specify the key brain circuits and systems involved in the global experience and component elements of dreaming.

Accommodation of NREM dreaming in an updated activation synthesis model: As explained in detail in section 4, the AIM model of conscious state control predicts numerous gradations between states as well as possible dissociations of state characteristics during such transitions. This occurs because activation, input source, and modulation can, to some extent, vary independently.

Increased vividness of Stage 2 NREM dreaming near the end of the normal sleep period has been attributed to circadian increases in brain activation occurring at this time (Antrobus et al. 1995; Cicogna et al. 1998). Toward morning, activation (and perhaps also input source and modulation) may differ the least between Stage 2 periods and their adjacent REM periods compared to the other times of the night. Therefore, admixture of REM-like phenomena within Stage 2 NREM (including the brain activity accompanying REM) may be maximal late in the sleep bout and may sustain much longer and more vivid NREM dreaming. In other words, late night Stage 2 NREM dreaming may occur during a time when cortical and subcortical areas linked to dreaming (see Figs. 6 and 7) are becoming reactivated in anticipation of the next REM period. Alternatively, the activation of these areas may not as greatly diminish with the transition from late REM to late Stage 2 as it does earlier in the night during the descent from waking into slow wave sleep. (For a complete discussion of these possibilities see Nielsens target article.)

Such transitional states might include the human equivalent of the well documented sleep stage termed SP (slow wave sleep with PGO waves) which heralds REM periods in the cat (Callaway et al. 1987; Datta 1995) and which has recently been hypothesized to occur in humans (Gottesmann 1999). In humans, recent experimental evidence has shown enhancement of visual imagery in Stage 2 NREM by acoustic stimuli below the threshold of awakening but of an intensity comparable to those triggering PGO waves in animals (Conduit et al. 1997; Drucker-Colin et al. 1983; Morisson et al. 1999). Therefore REM-like tonic (enhanced activation) as well as phasic (SP PGO waves) features may accompany late NREM and enhance dreaming at this time without in any way contradicting the assumption that REM sleep phenomena reflect the fullest expression of the physiological substrate of dreaming.

Nielsens (1999; and this volume) has recently proposed a very similar mechanism for the ubiquity of NREM dreaming which he terms “phantom” or “covert” REM sleep. According to this concept, elements of REM-like activation may commonly occur during NREM without, however, producing the full complement of signs necessary to score REM by Rechtschaffen and Kales’s (1968) criteria. Nielsens suggests several examples of such partial expressions of REM physiology such as “missing” first REM periods with EEG desynchrony but lacking REMs or atonia, or NREM erections occurring with ultradian periodicity. Indeed, recent evidence has shown that the transition from NREM to REM sleep shows a typical order of appearance of the cardinal physiological signs of REM sleep as follows: atonia, saw-tooth waves, REMs (Sato et al. 1997).

Further candidate markers of “phantom REM sleep” in-
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include the numerous NREM events which investigators have correlated with mental phenomena even since the lack of an exclusive sleep stage correlate to dreaming led them to seek physiological correlates of dreaming among the discrete phasic physiological events of sleep (Foulkes & Pope 1973; Molinari & Foulkes 1969; Ogilvie et al. 1980; Pivik 1991). For example, within NREM, phasic spinal reflex inhibition was associated with greater recall, auditory imagery, and hostility (Pivik 1991); PIPs (phasic integrated potentials) with enhanced recall (Rechtschaffen et al. 1972); and sleep onset theta bursts with discontinuity (Foulkes & Pope 1973). Such potential correlates continue to be identified and include the very rapid eye movements (VREMs) associated with K-complexes (Seretatinides 1991) as well as NREM imagery evoked by external stimuli (Conduit et al. 1997). As psychophysiological techniques in sleep research become increasingly sophisticated, it is likely that additional tonic and phasic correlates of sleep mentation will emerge in studies of both REM and NREM (e.g., German et al. 1999; Miro et al. 1999; Patva & Guimaraes 1999; Rochlen et al. 1998; Takeuchi et al. 1999a; 1999b).

3.3.5. Comparison of activation-only to activation-synthesis models’ explanations for the origin of dream imagery in relation to REM saccades and attentional processes.

Perhaps the greatest disagreement between "activation-only" models (sect. 3.3.1 above) and the activation-synthesis model (sect. 3.3.4 above) regards the origin of dream imagery in relation to REM sleep saccades and the dreamer's attentional processes. While the original activation-synthesis model argues that visual imagery and eye movements are largely initiated by chaotic brainstem activity transmitted to the cortex via ascending signals such as PGO waves (Hobson & McCarley 1977), Antrobus has argued for a primarily cortical origin for the visual imagery, REMs and even the PGO waves during dreaming (Antrobus 1990; Antrobus et al. 1995). A similar model for a cortical attentionally driven origin of REM saccades is presented as a revised scanning hypothesis (see below) by Herman (1992). We will address this controversy by integrating data from studies of neuroimaging, the neurophysiology of saccadic eye movement control and attentional processes. We will show that the relationship of dream imagery to REM saccades must involve the integrated activity of heterogenous brain mechanisms only some of which are initiated by exclusively top-down or bottom-up processes.

Before launching into this discussion it is important to situate its significance in a historical context. When REM sleep was first discovered and assumed to be a unique neurophysiological substrate of dreaming, it was logical to postulate a one-to-one correlation between the eye movements and the direction of hallucinated gaze in dreams. This "scanning hypothesis" (Roffwarg et al. 1962) was the strongest and most specific of the many theories of brain-mind isomorphism. In detailing the many difficulties that this theory has encountered, our goal is twofold: first, we want to emphasize that the field of dream research foundered because of its overinvestment in still unresolved arguments about scanning, and second, that promising alternative approaches to the psychophysiology of dreaming were overlooked because of this overinvestment. We will conclude our discussion by an appeal to keep the question of eye movement and dream imagery open until methods more adequate to its investigation are developed.

3.3.5.1. Activation-only theories of a cortical origin for REMs and PGO waves. Antrobus (1990) and Herman (1992) interpret the work of Herman et al. (1981; 1983; 1984) which shows partial confirmation of the scanning hypothesis (Roffwarg et al. 1962) as supportive of a largely cortical origin for the neural signals which initiate processes leading to dream imagery. Antrobus (1990) suggests that when cortical activation reaches a certain level due to the RAS-mediated arousal of REM sleep, the frontal eye fields are activated and begin to attempt to direct the eyes toward the virtual images being generated in a similarly activated posterior cortex.

In this model, REM saccades are the frontal eye fields’ attempt to foveate on such fictive images and these cortical signals are transmitted to brainstem oculomotor nuclei via the same cortico-cerebellar pathways used in the fine-tuning of waking saccades (Antrobus 1990; Antrobus et al. 1995). PGO waves, in this model, are conceived as being similarly cortically evoked via cortico-cerebellar pathways connecting with the brachium conjunctivum, which, in turn, connects the cerebellum to pontine PGO elements (Antrobus 1990). In the Antrobus model, PGO waves may then provide secondary feedback to the frontal eye fields which remain the original instigator of both REMs and PGO waves (Antrobus 1990; Antrobus et al. 1995).

The failure of others (e.g., Jacob et al. 1972; Moskowitz & Berger 1969) to replicate Roffwarg’s original finding as well as the dissimilarities between waking and REM saccades are explained in various ways by current proponents of the scanning hypothesis. Herman (1992) emphasizes that early studies failed to take into account the dreamer’s fictive head movements which, in dreaming, may coincide with cortically directed saccades and modify such saccades via the vestibuloocular reflex. Others suggest that visually guided, cortically initiated REM eye movements, in contrast to waking REMs, are saccadic movements toward stationary hallucinatory versus moving real targets (Hong et al. 1997). Although such explanations are plausible and are supported by some data (Herman 1992; Hong et al. 1997), much more work will be required to fully resolve the conflicting findings and daunting methodological challenges imposed by the various versions of the scanning hypothesis.

3.3.5.2. Contributions from neuroimaging studies of REM sleep. Recently, some investigators have suggested that neuroimaging technologies can shed new light on the scanning hypothesis. In particular, Antrobus et al. (1995) and Hong et al. (1997) cite a recent 18fluorodeoxyglucose (FDG) PET study (Hong et al. 1995) as supporting their revised scanning hypothesis. Hong et al. (1995) showed that REM period eye movement number was positively correlated with glucose uptake in frontal cortical areas associated with saccadic eye movement control, the midline executive attentional system, and the visuospatial attentional system. Other authors have since interpreted these results as generally supporting visual scanning of the hallucinatory dream scene (e.g., Gottesmann 1997).

The major drawback of the Hong et al. (1995) study is that the measured variable was not REM activation relative to waking or NREM but rather the within REM and within waking correlations between eye movements and glucose uptake. Therefore, the only state-dependent comparison here involves comparing the degree of covariation between REM counts and cerebral metabolism in regions of interest during waking as compared to during REM. In an ear-
lier analysis of the same data set, this group had compared actual regional glucose metabolic rate between REM and waking reporting relatively fewer differences than did later PET studies (see below) although they did observe relatively greater activation of the anterior cingulate in REM (Buchsbaum et al. 1989).

Unlike the Hong study, later 15O PET studies found state-specific negative correlations between REM and cerebral blood flow in the dorsolateral prefrontal cortex with the positive correlations found instead in pontine tegmental, thalamic, and subcortical and cortical limbic structures (Braun et al. 1997; Maquet et al. 1996). Using the 18FDG PET method, Nofzinger et al. (1997) also found this thalamic, amygdala, and cingulate activation. Significantly for the scanning hypothesis, the 15O PET studies (Braun et al. 1997, 1998; Maquet et al. 1996) did not find relative activation during REM, as compared to waking or to NREM, in many of the saccade and attention-related cortical areas where Hong et al. (1995) found their positive correlations between eye movement number and glucose uptake (e.g., frontal eye fields, dorsolateral prefrontal cortex, left parietal operculum, precuneus).

It is important to note the significant methodological differences between the two PET imaging techniques (see Braun et al. 1997 and Nofzinger et al. 1997 for discussions). For example, 18FDG techniques integrate cortical activity over a much longer time than 15O PET (30 minutes versus 5 minutes) and thus 15O may better characterize shorter, more discrete PSG-defined sleep conditions (Braun et al. 1997). Therefore, although conclusions from both PET methods must acknowledge the limitations described above (sect. 3.1.1), activation of broader areas may be inherent to 18FDG compared to 15O PET. This difference is evidenced here by the greater area activated in 18FDG studies (Nofzinger et al. 1997) compared to 15O PET studies (Braun et al. 1997; Maquet et al. 1996) (see Table 2).

The utility of both methods for testing the scanning hypothesis is, therefore, limited because: (1) neither method can distinguish between tonic and phasic changes associated with REM sleep, and (2) neither can provide information on whether cortical activation precedes or follows REMs. Moreover, human PET studies could support either frontal eye fields and attentional systems being activated in response to brain stem activity or vice versa.

It seems quite likely to us that both possibilities will prove to be true. In other words, we suggest that some REM sleep eye movements are initiated in the brain stem, some in the frontal eye fields, and possibly, some in other nodes in the saccade-generation network (e.g., superior colliculus). Moreover, being elements of a network, these loci will robustly interact. Therefore, in the Hong et al. study, the similar patterns of correlation between metabolic activation and eye movement counts in both REM sleep and waking is not surprising given the approximately 30 minutes of 18FDG uptake during REM and waking saccade generation. Over this extended period, many nodes in saccade-generation networks may become activated in rough proportion to total eye movement counts.

3.3.5.3. Contributions from the neurophysiology of saccadic eye movement control. A heterogeneity among the brain mechanisms controlling waking saccades in primates is a widely documented finding (Brooks 1999; Tehovnik et al. 1994) and certain of these circuits are independent of the frontal eye fields (Tehovnik et al. 1994). Heterogeneity of REM saccade eye movement control mechanisms was first suggested by an extensive series of lesion experiments in Jouvet’s laboratory which showed that various forebrain structures add complexity to eye movements arising in the pons of cats (Jenneard et al. 1965). Even the pontine cat, which lacked all the forebrain structures involved in eye movement control, still had some eye movements in REM (Jenneard et al. 1965; Jouvet 1962). (For a thorough review and interpretation of these lesion studies see Dorich et al. 1993.) Although citing those studies showing persistence of REMs and PGOs in decerebrate animals, Herman (1992) and Antrobus (1990) suggested that the decreased number, loss of bursting patterns, and stereotyped repetitiveness of REMs in such preparations indicates that the cortex controls the phasic components of REMs (presumably directing them toward internal hallucinatory stimuli). In their opinion, such purely pontine-generated REMs reflect only a tonic, repetitive baseline activation of the oculomotor nuclei while the cortex controls all potentially information-bearing REMs.

But additional findings must also be explained. For example, in the decerebrate cat, Pompeiano has been able to increase the frequency and clustering of REMs simply by increasing the cholinergic drive on the brain stem with physostigmine (Pompeiano 1980). Recent work in the cat has further demonstrated a diversity in neural mechanisms generating the saccades of REM and waking (Vanni-Mercier & Debilly 1998; Vanni-Mercier et al. 1994) with a specific region of the pons being implicated in the synchronization of REMs and PGO waves (Vanni-Mercier & Debilly 1998; Vanni-Mercier et al. 1996). This proves that the pons is not only necessary for all REM sleep eye movements but sufficient to generate many of them on its own. Under normal conditions, however, REM saccades, like those of waking, are very likely controlled by the final common pathway pontine generator whose output is modified by interactions with forebrain structures (Goldberg et al. 1991; Hepp et al. 1989; Ito 1987; Pierrot-Deseilligny et al. 1995), especially interactions between reflexively orienting attentional systems in the parietal cortex and superior colliculus as has been recently discovered and elucidated by Dorich et al. (1993).

3.3.5.4. The heterogeneity of attentional mechanisms. The diversity of attentional mechanisms (see Posner 1994a and Kinchla 1992) further argues for a heterogeneity of attentional-oculomotor interaction among behavioral states. A widely distributed network of interconnected structures is known to participate in both attentional processes and the oculomotor control of saccades in waking (see, for example, Corbetta et al. 1993; Paus et al. 1993; Petit et al. 1996; Pierrot-Deseilligny et al. 1995; Sweeney et al. 1996; Wurtz & Munoz 1994). Such structures include those found by neuroimaging (e.g., Maquet et al. 1996) to be activated in REM such as the anterior cingulate cortex (Paus et al. 1993) as well as those shown to be deactivated in REM such as the prefrontal cortex (Boch & Goldberg 1989). An important dissociation between the frontally based attentional modulation of waking saccades and the lack of such frontal modulation in REM has been described by Dorich et al. (1993; 1996) via the study of hemineglect patients.

3.3.5.5. Systems producing REM saccades with and without participation of cortical attentional structures. Given the above documented diversity and connectivity within
Functional brain networks, it is likely that complex, reentrant interplay between cortical and subcortical structures will determine the relationships between REM saccades, dream imagery, and attentional processes (see Doricchi et al. 1993). In contrast, Antrobus's theory of an autogenous cortical origin of REM saccades predicts that phasic activity of the pontine generator, which must occur to produce any saccade (Goldberg et al. 1991), should always follow an initiating event in the cortex (the hallucinated, attended-to and then "saccaded-to" dream image). This can be termed a "top-down-only" mechanism. Contrary to this prediction, we now show that there are data indicating that pontine brain stem cells fire prior to REM saccades (a "bottom-up-only" mechanism) as well as simultaneously with REM saccades (a "mixed-bottom-up and top-down" mechanism) in addition to after a saccade (as predicted by Antrobus's "top-down-only" mechanism).

Evidence for bottom-up only mechanisms: In the cat, pontine gigantocellular tegmental field (FTG) cells increase their firing rate 150 to 100 msec before eye movement (EM) onset in REM sleep (Pivik et al. 1977). Additional evidence for subcortical potentials anticipating REMs has recently been reviewed in Gottesmann (1997). Therefore, pontine PGO-triggering or transmitting cells may directly excite paramedian pontine reticular saccade burst cells within the pons and thereby initiate horizontal saccades whose directionality is conveyed to the occipital cortex by PGO waves to elicit visual imagery following the saccade (Hobson & McCarley 1977). The fact that the primary PGO wave is consistently ipsilateral to the directionality of a REM suggests that PGO waves can convey eye movement directional information to the posterior cortex (Datta & Hobson 1994; Monaco et al. 1984; Nelson et al. 1983). In this regard, it is also notable that, at the level of the pontine generation system, burst cells trigger saccades which are ipsiversive while at the level of the superior colliculus and above, control is contralateral (Goldberg et al. 1991). The impingement of ocular premotor excitatory corollary discharge on PGO bursting cells in the pons provides a mechanism whereby such directional information can be transferred from oculomotor neurons to rostral structures (Callaway et al. 1987; Nelson et al. 1983; Steriade et al. 1990).

A collicular intermediary allows mixed bottom-up and top-down control of REMs: The hypothesis that the superior colliculus can generate REM saccades independently of the frontal eye fields was first proposed and elaborated by Doricchi et al. (1993; 1996). Efferents from the PPT project to the superior colliculus (Beninato & Spencer 1986; Krauthamer et al. 1995; Bye 1997) and most cortical saccade-generating commands communicate with the brain stem saccade-generating system via the superior colliculus (Goldberg et al. 1991; Sparks & Hartwich-Young 1989). Moreover, the superior colliculus is able to initiate saccades even when frontal eye fields are damaged (Henik et al. 1994; Rafal et al. 1990; Tehovnik et al. 1994).

The potential importance of collicular mechanisms to the generation of REM sleep saccades is further suggested by the following three findings: (1) In REM sleep of the cat, superior colliculus damage decreases amplitude of saccades (Jeannerod et al. 1985). (2) In the albino rat, the superior colliculus is essential to the initiation of REM by the "lights-off" stimulus (Miller et al. 1997). (3) In humans, an extrageniculate or retinotectal orienting system centered in the superior colliculus has recently been extensively documented (Henik et al. 1994; Rafal & Robertson 1994; Rafal et al. 1990; 1991; Sparks & Groh 1994; Wurtz & Munoz 1994). The failure of leftward hemineglect (i.e., right hemisphere parietal damage) patients to generate leftward REM-sleep saccades despite preserved (and rehabilitatively improvable) waking leftward saccades has led Doricchi et al. (1993; 1996) to propose the predominant involvement of reflexively orienting parieto-collicular circuits in the generation of REM saccades. Doricchi et al. (1993) go on to suggest that subcortically generated impulses (such as PGO waves) may constitute the endogenous stimuli to which the parieto-collicular system reflexively responds in REM.

If pontine PGO-triggering or transmitting cells directly excited collicular cells, then paramedian pontine reticular saccade burst cells could be excited and produce saccades without the involvement of cortical saccade-related centers. Under such conditions, PGO activation of the occipital cortex via the LGB and PGO-related initiation of saccades could occur simultaneously.

Evidence for top-down only mechanisms: At least some of the saccades of REM may be commanded by preceding activity of cortical structures (e.g., frontal eye fields), although even this possibility does not require that the dreamer is specifically orienting to hallucinated imagery from the posterior cortex. For example, although the Hong et al. (1995) PET data suggests that activation of certain cortical areas is temporally coincident with REM periods containing a high eye movement density, this correlation could either indicate causality or simply be secondary to intense PGO-associated activation of multiple cortical foci (see Amzica & Steriade 1996).

Additional evidence, however, suggests that cortical initiation of REM sleep saccades is in fact possible. For example: (1) REM density is reduced in patients with parietal damage (Greenberg 1966). (2) Hemi-inattention patients lose most REM-sleep saccades that are directed toward the visual field contralateral to their lesion (Doricchi et al. 1991; 1993; 1996) indicating the importance of parietal but not frontal cortices. (3) Directional eye movements can be voluntarily made during lucid REM dreaming (LaBerge et al. 1981). Again, however, none of these findings argue for an exclusively cortical initiation of REM saccades.

The robust heterogeneity of mechanisms for REM sleep saccade generation suggests that REM sleep saccades might differ from waking saccades: Behavioral state-related differences in saccade generation could arise either from an actual differential activation of brain regions or from differential contributions among the multiple cerebral saccade mechanisms (networks) in different behavioral states. And in fact such differences have frequently been described in both humans and in animal models (see Doricchi et al. 1993 and Gottesmann 1997 for recent reviews). For example, in humans, REM sleep saccades have been shown to be slower than those occurring during waking (Aserinsky et al. 1985; Fukuda et al. 1981; Jeannerod & Mouret 1963; Porte 1996). Moreover, saccades in the two states have been shown to possess a different velocity/amplitude relationship (Aserinsky et al. 1985; Fukuda et al. 1981). Studies of human eye movements in sleep predating the discovery of REM (reviewed by Gottesmann 1997) also revealed eye movements atypical in comparison to waking eye movements. In humans, another suggestion of neural control differences between REM and waking saccades in addition to their dissociation in hemi-inattention patients (Doricchi et al. 1991; 1993; 1996) are the amplitude-related constraints in a re-
ported complementary relationship between experimentally controlled waking saccades and subsequent saccades in REM (DeGennaro et al. 1995). One final argument that REM-sleep saccades do not require the scanning of hallucinated dream imagery is the fact that such saccades are ubiquitous in the REM sleep of the congenitally blind who generally lack all visual dream imagery (Amaedeo & Gomez 1966; Gross et al. 1965; see Weinstein et al. 1991 for a review).

In cats, REM saccades show a differing maximum velocity/amplitude (main sequence) relationship from that observed in waking (Vanni-Mercier et al. 1994). Moreover, in monkeys, REM saccades are disjunctive between the two eyes (Zhou & King 1997) and otherwise unlike those of waking (Fuchs & Ron 1968) while, unlike wake saccades, the REM saccades of cats are directionally asymmetrical (Vanni-Mercier et al. 1994). These results have led the authors of these three animal studies to argue against the scanning hypothesis. Studies such as these lead Vanni-Mercier et al. (1994) to conclude that REM and wake saccades do not share the same neural control circuits and that “eye movements of paradoxical sleep rather represent a stereotyped repeated pattern which is independent of dream content” (p. 1301). Authors of one cat study have, however, suggested that the REM saccades they observed are suggestive of scanning hallucinated imagery (Soh et al. 1992).

3.3.5.6. Conclusion. In conclusion, although some authors have interpreted the findings of Hong et al. (1995) as evidence for the scanning hypothesis (Antrobus et al. 1995; Hong et al. 1995; 1997), considerable improvement in temporal and deep structural resolution will be necessary before such evidence can be considered to be definitive. Such agnosticism is shared by the originator of the scanning hypothesis, Roffwarg (Roffwarg & Belenky 1967), who also emphasizes the need to visualize both cortical and subcortical structures simultaneously before assigning the initiation of REM sleep eye movements to either region. We therefore regard the question of exactly how the specific visual imagery of dreams is generated and attended to as being still entirely open at this time. One way to close this gap would be to compare cerebral blood flow patterns in subjects making directed visual images in waking with directed visual imaging in lucid REM sleep dreaming. In addition, it may soon be possible to temporarily deactivate specific cortical areas with transcranial magnetic stimulation during REM.

4. A new state space model: AIM

As the activation-synthesis model has evolved, it has metamorphosed into the three-dimensional framework of the AIM model. We now update the activation-synthesis concept as follows: (1) high levels of cortical activation (high values of “A”) are a correlate of the mind’s ability to access and manipulate significant amounts of stored information from the brain during dream synthesis; (2) the blockade of external sensory input and its functional replacement by internally generated REM sleep events such as PGO waves (internal sources of “T”) provide the specific activation of sensory and affective centers that prime the cortex for dream construction; and (3) the shift of the brain from anamnergic to cholinergic neuromodulation (low ratios of anamnergic to cholinergic neuromodulation, “M”) alters the mnemonic capacity of the brain-mind and reduces the reliability of cortical circuits, increasing the likelihood of bizarre temporal sequences and associations which are uncritically accepted as waking reality when we are dreaming. As the brain shifts from alert waking through drowsiness to NREM and REM sleep, a concerted set of physiological and chemical changes occur in the brain and periphery. Global changes are seen in all major physiological systems, including the nervous, respiratory, cardiac, renal, immunological, endocrine, and motor systems (Gottesmann 1997; Hobson 1989; Orem 1980; 2000). The changes in central neurophysiology include changes in gating of sensory input, inhibition of motor output and neuromodulation of widespread regions of the cortex (Gottesmann 1997; Hobson 1989b; Hobson & Steriade 1986; Steriade & McCarley 1990a). More specific neurophysiological changes involve both tonic and phasic activation of numerous brain regions, including, but not limited to, the medullary bulbar reticular formation, the pontine reticular formation, the hypothalamus, the lateral geniculate nucleus, the amygdala, the hippocampus, and the limbic and unimodal visual associative cortex, as well as regional deactivation of the dorsal raphe, locus coeruleus, and multimodal association cortices (Amzica & Steriade 1996; Braam et al. 1997; Hobson & Steriade 1986; Maquet et al. 1996; Nozinger et al. 1997; Steriade & McCarley 1990a). (See Table 2 and Fig. 7.) Not surprisingly, these changes are accompanied by dramatic shifts in the activity of the mind.

In the past, there has been a tendency to describe these shifting brain-mind states along a single axis, from wide awake to deeply asleep. The changes in mental state were perceived as dependent on variations in a single underlying parameter such as activity of the reticular activation system or overall brain activity as reflected in the EEG (e.g., Moruzzi & Magoun 1949). While conceptually useful at the time, it was clear from the outset that this activation concept was inadequate. And nowhere was this inadequacy more evident than in REM sleep, otherwise known as “paradoxical” sleep specifically because of the dissociation between level of behavioral arousal (low) and level of brain activation (high) (e.g., Jouvet & Michel 1959).

In response to this problem, researchers have recently suggested that the source of inputs for the brain-mind be considered a second dimension of brain-mind state (e.g., Antrobus 1991; Hobson 1990; 1992a). In their analysis of waking and dreaming, the neurophysiologists Linhas and Pare (1991) have ascribed all of the differences in subjective experience to the off-line status of the brain in REM. Likewise, the psychologist Antrobus has argued that sensory deprivation in the wake state produces dreamlike mentation because: (1) the brain is highly activated as it is in REM sleep (indicated by high frequency, low amplitude EEG patterns); and (2) the brain-mind has lost external sensory inputs and, again as in REM sleep, must turn to internal sources of input (Antrobus 1991; Reinsel et al. 1992). Although these two parameters tend to shift in concert, with brain activation and external input sources both decreasing as one moves from alert waking to deep sleep, such states as REM sleep (high brain activation and low external inputs) and sleep walking (low brain activation with some degree of preserved external inputs as evidenced by sleep walkers’ ability to navigate) point out the potential independence of these two axes.

To this two-dimensional model we have added a critical third dimension which reflects the “mode” of information processing carried out by the brain-mind, a mode determined by the action of cortical neuromodulators (Hobson
Within the brain, widespread cortical neuromodulation is effected by at least five specific neurotransmitters — acetylcholine, serotonin, norepinephrine, dopamine, and histamine (Cooper et al. 1996; Hobson & Steriade 1996; Saper et al. 1997; Steriade & McCarley 1990a) and probably others such as adenosine (McCarley et al. 1997) and orexin (Chimelli et al. 1999; Lin et al. 1999). With the exception of adenosine, each of the above neuromodulatory substances is produced by a highly localized group of subcortical neurons which project directly to widespread areas of the forebrain and are known to have powerful effects on mental state. Three of these — acetylcholine, serotonin, and norepinephrine — are known to play critical roles in the transitions from waking to NREM and then to REM sleep (Hobson & Steriade 1986; Steriade & McCarley 1990a).

Histamine and orexin also appear to be involved in sleep-wake transitions (Saper et al. 1997; Shiromani et al. 1999; Chimelli et al. 1999). Although dopamine does not appear to be a prime mover of normal conscious state regulation (Miller et al. 1983; Steinfelds et al. 1983), it probably plays a major if perhaps secondary role in sleep regulation as evidenced by its interactions with other neuromodulatory systems (e.g., Kapur & Remington 1996; Manelak 1991), its effects on normal sleep (Gillin et al. 1973; Olive et al. 1998; Post et al. 1974; Python et al. 1996; Trampus et al. 1993), and the effects of REM sleep deprivation on dopaminergic neurotransmission (Brock et al. 1995; Nunes et al. 1994; Tufik et al. 1978). It is thus not surprising that most of the psychopharmacological drugs used today which directly affect this neuromodulatory mode (Function M), often alter sleep and dreaming as well (e.g., Armitage et al. 1995; Lepkifer et al. 1995; Markowitz 1991; Pace-Schott et al. 1998; 1999; 2001; Sharf et al. 1978; Silvestri et al. 1998; in press; Vogel 1975; Vogel et al. 1990).

We have described this three-dimensional model of brain-mind state in our “AIM Model” (Hobson 1990; 1992a; 1997a; Hobson & Stickgold 1994b; Kahn et al. 1997). AIM makes three major claims:

1. AIM proposes that conscious states are in large part determined by three interdependent processes, namely the level of brain activation (“A”), the origin of inputs (“I”) to the activated areas, and the relative levels of activation of aminergic (noradrenergic and serotonergic) and cholinergic neuromodulators (“M”). While these variables tend to vary in concert with one another, many paradoxical and dissociated mental states, both normal and abnormal, arise from the sometimes strikingly independent variation of these parameters as we will shortly illustrate.

2. The AIM Model proposes that the universe of possible brain-mind states can be construed as a three-dimensional state space, with axes A, I, and M (activation, input, and mode), and that the state of the brain-mind at any given instant of time can be described as a point in this space. Since the AIM model represents brain-mind state as a sequence of points, time is a fourth dimension of the model.

3. The AIM model proposes that while stable and reproducible mental states reflect the tendency of the brain-mind to occupy a small number of fixed locations in this state space, corresponding to such identified brain-mind states as alert wake or vivid REM sleep dreaming (see Kahn et al. 1997), all three parameters defining the state space are continuous variables, and any point in the state space can in theory be occupied. In the remainder of this section, we will discuss each of these three claims in detail.

### 4.1. The three dimensions of the state space

Experimental testing of the AIM Model requires that each of the three parametric axes of the brain-mind state space be directly measured and, ideally, manipulated. Toward this end, we have attempted to define the underlying parameters as well as to indicate how they can best be measured (see again Fig. 1). As we shall show below, reasonable measures of A and I can be readily obtained in both humans and animals. At the present time, M can only be measured directly in animals, but because its value can be manipulated experimentally in humans with pharmacological agents, its role in human conscious state determination can be indirectly assessed.

#### 4.1.1. Activation.

Conscious states show a clear-cut dependence on brain activation level. The production of conscious experience, as reflected in the length, intensity, and complexity of subjective reports of mental activity, as well as in levels of arousal and alertness, is generally greater in waking and in REM sleep than it is in deep NREM sleep and greater in alert waking than in quiet resting. The AIM model predicts that this physiological measure, “A,” reflects the rate at which the brain-mind can process information regardless of its source (measured as “T”) or its mode of processing (“M”). This activation parameter is based upon Moruzzi and Magoun’s concept of a reticular activating system (Moruzzi & Magoun 1949; Steriade et al. 1980). Broad consensus already exists for the importance of this first dimension of the AIM Model.

In its simplest form, brain activation is defined as the mean firing frequency of brain stem neurons. It can be approximated in both humans and animals from the EEG spectrum, with increasing activation reflected by relatively high power in the high frequency range and relatively low power at low frequencies. In animals, the activity of the reticular activating system can be precisely quantified from the frequency of firing of neurons in the midbrain reticular formation (Huttenlocher 1961; Kasamatsu 1970; Steriade et al. 1980).

In humans, an alternative measure of overall brain activation might be the level of gamma frequency (30–70 Hz) oscillation in the brain (Llinas & Ribary 1993; Llinas et al. 1994). Although some recent work questions the association of gamma oscillation with REM sleep (Germain & Nielsen 1996), other work appears to confirm it (Uchida et al. 1997). Such gamma activity in humans has been shown to correlate with discrete cognitive events (Lutzenberger et al. 1995; Muller et al. 1996; Tallon-Baudry & Bertrand 1999; Tallon-Baudry et al. 1996; 1997; 1998) and to be measurable with depth electrodes in the human medial temporal lobe (Hirai et al. 1999).

#### 4.1.2. Input source.

Waking, NREM sleep and REM sleep represent states in which the sources of information processed by the brain differ dramatically. The second parameter of our AIM Model, input source (“I”), is a measure of the extent to which the brain-mind is processing external sensory data impinging upon receptors (as it is in waking) or from internal data sources (as in day dreaming or REM sleep). Because one component of sensory input is proprioceptive feedback reflecting the extent of motor activity, we also include the efficacy of such feedback in parameter I. Internally generated pseudosensory data can be produced by brain stem mechanisms (e.g., via PGO stimulation of visual cortex in REM sleep), it can be recalled from memory, or it can be intentionally created by directed mental imagery.
In alert waking, the contents of our conscious experience (e.g., our thoughts and our feelings) tend to be driven by external stimuli and are predictive of subsequent motor behavior. During sleep, in contrast, conscious experience is normally driven by internally generated stimuli and has no apparent behavioral consequence. In the AIM Model, waking is characterized as both more exteroceptive and exteroerfective than either NREM or REM sleep, while REM sleep is markedly more interoceptive than NREM sleep but less exteroerfective than either waking or NREM sleep.

This second dimension of our AIM Model, though robust, has not been specified by many cognitive theorists who tend to regard internally generated signals as simply the phasic intensification of activation level. Such a view ignores what to us are very significant differences in such mental functions as vision, visual imagery, and visual hallucination. But while some seem to consider it an irrelevant factor, Llinas and Pare (1991) have suggested that this dimension by itself could be an adequate explanation of the phenomenological differences between such high activation states as waking and REM sleep (Llinas & Pare 1991). We agree with Llinas and Pare that both in waking and in sleeping, input source represents a major determinant of the nature of conscious experience. However, we do not regard the differences in input source to be an adequate explanation of the phenomenological distinction between waking and dreaming. How, for example, could it account for dream forgetting or the relatively low visual intensity and bizarreness of daydreams?

Physiologically, the input source axis of the AIM Model reflects both input-output gating and nonsensory activation of sensorimotor cortices. The activation of these cortical regions by external sensory stimuli can be directly measured in humans using evoked potential (ERP) techniques (e.g., Niiyama et al. 1997; Sallinen et al. 1996) or using stimulus threshold studies (see Arkin & Antrobus 1978 and Price & Krenen 1980 for reviews). In this regard, it is notable that Price and Krenen (1980) measured a rise in auditory stimulus threshold and Sallinen et al. (1996) observed a decreased ERP response in human phasic compared to tonic REM sleep. Similarly, the H-reflex can be used to measure motor blockade (Hodes & Dement 1964). In animals the same measures can be obtained and complemented by more refined assessments. For example, the amount of presynaptic inhibition of 1A afferent terminals (Bizzi & Brooks 1963; Pompeiano 1967b) specifically measures the sensory gate function while the amount of motoneuronal hyperpolarization (Chase & Morales 1990; Pompeiano 1967a) measures gating of motor activity. (For a recent review of such measurements see Gottesmann 1997.)

In humans and animals, eye movement density in REM sleep provides an estimate of the amount of internally generated pseudosensory data because eye movement density reflects brain stem PGO and motor pattern generator activity. In addition, the frequency of PGO waves (or the burst intensity of PGO waves) can be measured in animals to determine this parameter more directly. Currently, PGO waves cannot be easily or confidently recorded from humans although numerous suggestive EEG findings have been reported (McCarley et al. 1983; Miyachi et al. 1987; 1990; Niiyama et al. 1988; Salzarulo et al. 1975) and new dipole tracing techniques show promise in identifying human PGO waves (Inoue et al. 1999b).

4.1.3. Modulation. The third major and clear-cut physiological difference among waking, REM, and NREM is in the neuromodulation of the brain. In the AIM Model, we focus on the marked shift in modulatory balance seen from aminergic (noradrenergic and serotonergic) predominance in waking to cholinergic predominance in the REM sleep of animals. We call this modulatory factor M and define it as the ratio of aminergic to cholinergic chemical influence upon the brain.

It is our contention that this shift of neuromodulatory balance underlies the similar modal shifts in information processing (data processing, storage, and retrieval) seen as the brain shifts from one wake-sleep state to another. We propose that this modulatory factor M is involved in the regulation of such conscious state functions as directed attention, deliberate thought, self reflective awareness, orientation, emotion, memory, and insight. All of these functions are altered in the transition from waking to REM sleep as a function of the diminished activation and sensory input level. But their even more marked dramatic alteration in dreaming, when the activation level is as high as in waking, must have another brain basis, which we think the changes in input-output gating alone are inadequate to explain. This element of our model has found little support among sleep psychologists who, we believe, either have failed to fully appreciate the extent of the alteration of cognitive features (such as the defective memory of REM sleep) or have simply rejected the concept of a neurophysiological description of psychological phenomenology (for one exception see Hartmann 1982).

Measurement of “M” is based on comparing the rates of firing or amounts of transmitter released by noradrenergic-containing locus coeruleus neurons and serotonin-containing raphe neurons to that of putatively cholinergic, PGO burst cells in the peribrachial region. State-dependent shifts in this parameter have been extensively documented in animal models (Datta 1995; 1997b; Foote et al. 1983; Hobson 1992b; Hobson & Steriade 1986; Hobson et al. 1986; Jacobs & Azmita 1992; Lin et al. 1994; Sanford et al. 1995b; Sherin et al. 1996; Steriade & Biesold 1990; Steriade & Hobson 1976; Steriade & McCarley 1990a; Szynusia 1995). A more accurate measure of this parameter may be obtained by the simultaneous measure of release of the two classes of modulator using microdialysis techniques (e.g., Kodama & Honda 1996; Lydic et al. 1991b; Portas et al. 1998; Williams et al. 1994). Unfortunately, methodological constraints have so far largely prevented the measurement of this parameter in humans (although see Bartha et al. 1999; Sudo et al. 1998; Wilson et al. 1997). Evidence that such changes occur, and are significant, in humans is indirect but consistently confirmatory.

The role of this parameter in human conscious experience has been extensively studied in waking experiments using drugs known to alter neuromodulatory balance (see Perry & Perry 1995; Perry et al. 1999). In addition, cholinergic stimulation has been found to potentiate REM sleep (Berger et al. 1989; Gillin et al. 1991; Sitaram et al. 1976; 1978b) and dreaming (Sitaram et al. 1978a) while many aminergic agents are known to have REM suppressive and alerting effects (Gaillard et al. 1994; Nicholson et al. 1989) as well as effects on dreaming (Hobson & Pace-Schott 1999; Thompson & Pierce 1999). Reviews of psychopharmacological evidence suggests that the role of modulation in humans is homologous to that in experimental animals.
An important aspect of the AIM model is its effort to mirror cognition’s psychological features in its three physiological dimensions. Thus, “Activation” has a specific meaning at both the neurobiological and cognitive levels (see Anderson’s ACT* model; Anderson 1983). Cognitivists also speak of information processing and thus share the concept of “input source” with neurobiologists, who express this dimension in terms of sensory thresholds, the excitability of motor pattern and efferent copy circuits, and the threshold for motor output. Finally, the mode concept is important to cognitivists as a memory/amsnesia dimension (as well as, possibly, an attention/inattention axis) while neurobiologists represent mode as the ratio of amnergic to cholinergic neuromodulator release. It is by these formal homologies between neurobiology and the cognitive sciences that the AIM model attempts to produce an integrated picture of the brain-mind.

An initial attempt to model the neuroanatomical structures participating in REM-state-dependent changes in activation, input source and neuromodulation is illustrated in Figure 8.

4.2. The AIM state space

The AIM model proposes that conscious states can be defined and distinguished from one another by the values of three parameters. These parameters can be considered as the axes of a three-dimensional state space. This state space can be represented visually as a cube where normal values for the parameters range along the three axes (Figs. 1 and 9). The model is not only useful in representing normal states but is also helpful as a heuristic tool to illustrate several critical issues in sleep research.

In quantitative renditions of the model (Hobson 1990; 1992a) the activation parameter (A) was derived from either the mean rate of firing of reticular formation neuronal populations that varies in animals from a low of 25/second in NREM sleep to 50/second in REM or from the inverse of the voltage amplitude of the EEG which varies from 25–50 μV in waking to 150–200 mV in Stage IV NREM sleep in humans. A four-fold range of values is assumed in visual representations of the model. The input source parameter can be derived from arousal threshold or H-reflex amplitude in humans or PGO wave frequency in animals. The range of these values is roughly the same order of magnitude as factor A. The modulatory parameter, M, is derived from the mean rate of neuronal population discharge of the amnergic populations (2–4 cycles/second in waking, 1–2 cycles/second in NREM, 0.01–0.1 cycles/second in REM) or from the concentration of norepinephrine, serotonin or acetylcholine in microdialysis studies which vary over a range of about 10-fold (Hobson & Steriade 1986; McCarley & Steriade 1990; Steriade & Hobson 1976).

All the parameters of the model are known to vary over the sleep cycle in a nonlinear manner. For example, factor M has a clearly exponential deceleration in the NREM-REM transition. Some aspects of this nonlinearity are embodied in earlier mathematical modeling of the reciprocal interaction model using the Volterra-Lotka equations (McCarley & Hobson 1975; McCarley & Massouquoi 1986) which yield ellipses as the graphical representation of the sleep cycle.

We acknowledge the tentative and necessarily speculative nature of our assumption of homology across mammalian sleep mechanisms, but point out that it is supported by abundant indirect evidence. And we recognize one important exception to this homology assumption: the relative complexity of the human forebrain gives rise to a greater complexity of EEG patterns in human NREM sleep compared to animals. We believe that this complexity is underestimated by currently available measures and that activation models of cognition likewise underestimate the differences between NREM states.

We do not pretend to have solved the problem of modeling conscious states, only to have proposed more realistic and
huristically valuable approaches to this problem. AIM constitutes only a simplified framework for modeling the physiology underlying changes of behavioral state and we in no way claim that it can fully account for the wide variety of human subjective experience, which includes thought, imagery, fantasy, and altered or pathological states as well as dreaming. Moreover, we recognize that the axes of the AIM state space are not independent. For example, at sleep onset a decline in general activation is likely to parallel a decline in aminergic modulation and a decline in the strength of external stimulus drive. Likewise at REM sleep onset the steep rise in cholinergic activity is likely to parallel the rise in internal stimulus drive and a rise in general activation level. But the axes of the model are uniquely capable of accounting for just the kinds of paradoxes that arise from an interactive system that changes its states paradoxically: that is, has high levels of activation in both waking and REM sleep; shifts from external to internal stimulus processing; and processes information differently in two equally activated states.

Current developments in basic and clinical neurobiology suggest the exciting possibility that the M dimension may become measurable in behaving (i.e., waking, thinking, performing, sleeping, dreaming) human beings. Already, microdialysis techniques with depth electrodes implanted to localize epileptic foci have shown fluctuations in serotonin across the wake-NREM-REM cycle paralleling those seen in animals (Wilson et al. 1997). Moreover, the newest PET techniques for radiolabeling receptor ligands as well as magnetic resonance spectroscopy (Rauch & Renshaw 1995) may yield further possibilities for the localization and quantification of neuromodulatory dynamics in the human CNS.

One use of the AIM model is to depict the highly dynamic and variable nature of human consciousness, and thus to visually plot specific “states” of consciousness within the state space. As an example, normal consciousness, at the coarsest level, can be divided into the states of waking, REM, and NREM sleep. Each of these states can be characterized both by distinct physiologies and by distinct differences in mentation. To help the reader orient to the AIM state space, the positions of these three states in the AIM state space, as well as the trajectory from waking through NREM into REM sleep, are shown in Figure 9.

In this figure, the fully alert, wake state is depicted in the upper-right corner of the back plane of the cube. This corresponds to maximal levels of brain activation (right surface of cube), maximal external input sources with minimal internal sources (back surface), and maximal aminergic and minimal cholinergic neuromodulation (top surface). Cognitively, this corresponds to alertness with attention focused on the outside world.

In the center of the cube lies deep NREM sleep, with low levels of brain activation, intermediate levels of both aminergic and cholinergic neuromodulation, and minimal levels of both external and internal input. In this state, the mind tends towards perseverative, non-progressive thinking with minimal hallucinatory activity, and this is reflected in the brevity and poverty of NREM sleep reports.

As cholinergic modulation increases and aminergic modulation decreases, the modulatory function falls to its low point. The brain-mind, however, regains waking levels of activation and moves from NREM into REM sleep. AIM (now referring to the brain's location in the AIM state space) moves to the bottom front edge of the cube, with input now internally driven (front surface) and neuromodulation predominantly cholinergic (bottom surface). We emphasize the paradox that instead of moving to the left surface of the cube – to a position diametrically opposed to waking (dotted line) – brain activation returns to waking level. This forces AIM to the right surface of the cube. As a result the mind is alert, but because it is demobilized and driven by powerful internal stimuli, it becomes both hallucinatory and unfocused. REM sleep's deviation from the main diagonal axis provides a visual representation of the distinctively unique phenomenology of REM sleep and shows why that state favors dreaming.

A second function of the AIM state space model is as a tool to clarify the concept of substates. While consciousness can be coarsely divided into waking, REM, and NREM sleep, these are only a few of many possible brain-mind states. For example, NREM sleep can be subdivided on physiological bases into substates: sleep onset, Stage II of NREM sleep, and deep Stages III and IV NREM sleep. Presumably, sleep mentation changes in concert with these physiological changes. Similarly, REM sleep can be subdivided physiologically into phasic and tonic REM or psychologically into lucid and nonlucid dreaming substates. Finally, the waking state can be subdivided into a vast multiplicity of substates, defined by attentive parameters (alert, attentive, vigilant vs. drowsy, inattentive, daydreaming), emotional parameters (calm, angry, sad, afraid), or even by information processing strategies (focused and goal-directed vs. creative and freely associating). Other substates of waking can be produced by specific induction procedures, such as trance, hypnosis, sleep deprivation, and by the ingestion of psychoactive drugs.

For each of these substates, a subregion of AIM state space could, in theory, be defined which would characterize its physiological and psychological nature. However, as the distinctions between states become more subtle, these regions necessarily begin to overlap and blur. At the same time, the three dimensions of the AIM model quickly become inadequate. For example, the model is strained to account for differences between various emotional substates of waking. This could be partially resolved by adding a regional activation dimension to our model, such as the ratio of limbic to neocortical activation as suggested by neuroimaging studies (e.g., Maquet et al. 1996; Nofzinger et al. 1997).

Could the changes in regional activation of the brain be related to the shift in neuromodulatory balance that we have
described? It seems likely to us that the changes in regional activation (Am) are a combined function of changes in I and M so that, for example, it is the cholinergic pathway from pons to amygdala that is responsible for the selective activation of the limbic brain in REM sleep. Similarly, it could be that the deactivation of the frontal lobe is caused by the withdrawal of amnergic inputs to that region in REM sleep. These suggestions are not simply ways of saving the model's relative simplicity. Rather they demonstrate the capacity of the model to generate new, testable hypotheses about the cellular and molecular basis of regional brain activations.

4.2.1. Dissociated states. Given the multiplicity of parameters contributing to conscious states and the complex dynamics of their interaction, it is to the credit of evolutionary tinkering that the cardinal states of wake, NREM, and REM sleep appear so discrete and that their temporal sequence is normally so canonical. But this discreteness and canonical sequencing is only approximate. As the AIM state-space model attempts to make clear, any point within the state space can be occupied, and the parametric values which define the canonical states of waking, NREM, and REM sleep can be dissociated from one another. As a result, the appearance of dissociated states – states in which, for example, some parameters match their canonical NREM values while others match canonical REM or wake values – should be considered both natural and inevitable. Acknowledging this propensity of the conscious state system to dissociate enriches our view of both normal and abnormal neurological and psychiatric conditions.

These dissociations occur most commonly during the transition from one stable state to another as exemplified by state carry-over phenomena tapped by neurocognitive and psychological testing following the awakening of human subjects from NREM and REM sleep (Bonnet 1983; Doricchi et al. 1991; 1993; Fiss et al. 1966; Gordon et al. 1982; Lavie 1974b; Lavie & Giora 1975; Lavie & Sutter 1975; Rittenhouse et al. 1993; Rosenblatt et al. 1992; Stickgold et al. 1999b; Stones 1977), with perhaps the best known of these being the persistent lethargy termed as “sleep inertia” (Achermann et al. 1995; Dinges 1990). In such cases, the transitions of some parameters lag behind those of others and the dissociations are usually quite transient. But in other cases, they are more stable, as in sleep walking (Broughton 1968; Guilleminault 1987), where waking values of locomotor output are reached in NREM sleep. Interesting to note, recent PET data have shown persistence of selective deactivation, especially in the prefrontal and posterior inferior cortices, for more than 5 minutes post awakening from Stage 2 sleep (Balkin et al. 1999). Many of these dissociated states can be represented using the AIM state space model.

Thus, another function of the model is to organize and visually represent some of the conscious state dissociations seen in normal subjects, in patients with neurological and psychiatric symptoms, and in both groups when treated with drugs that affect brain neuromodulatory systems. The basic concept that we wish to convey is that while the three dimensions of AIM state space usually change synchronously as the brain-mind shifts between the three stable canonical states, genetic bias, life events, and pharmaceutical intervention can all conspire either to desynchronize the shifts occurring along the three axes or to create new stable states in which one or another dimension takes on an unexpected value.

The net result is a departure from the usual trajectory (shown in Fig. 9) or the creation of normal-hybrid states with mixtures of wake, NREM, and REM features as suggested in Figures 10–18. In these examples, dissociations along each of the three axes of the state space are examined. It should be emphasized that the discussion that follows is speculative and is intended to be heuristic rather than definitive. Although we have chosen examples that we believe to be realistic and have made assumptions that we hold to be reasonable, empirical tests of these hypotheses remain to be conducted.

4.2.2. Activation. To illustrate the vicissitudes of the activation function, we consider two normal phenomena, quiet waking and sleep onset, which are related to each other in ways that carry a critical bearing on the issues discussed earlier in our target article. We will show how both quiet waking and the transition from wake to sleep may vary significantly depending upon the current level and the rate of change of the activation function. The transitional state of sleep onset has been extensively studied because of the unique mentation reports that can be obtained on arousal from this state. Yet the exact position of sleep onset in AIM state space is critically dependent on the precise temporal pattern of sleep onset.

Quiet waking: We first consider the period of quiet waking preceding sleep onset. Before lying down and closing his eyes, a subject is usually in an alert state (see again Fig. 9, “Wake”). Normally, on lying down and closing his eyes, he will shift into an alpha wave EEG pattern, reflecting a decrease in “A” and, because visual stimulation has been shut off, a decrease in “I” as well. At the same time, neuromodulatory shifts may begin to decrease amnergic output. Thus, he will begin to move along the main axis from Wake toward NREM, as indicated in Figure 9.

But when examined in detail, each individual will take a unique path through the state space from waking to NREM, depending on both the relative and absolute rates of decline of each of the three state space parameters. For example, if an individual is drowsy before retiring (Fig. 10, “Drowsy”),
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values for “A” and perhaps also “M” will begin to drop well before the subject even goes to bed, while “I” remains high, placing one in the center of the back surface of the cube. In contrast, if an individual is quite alert when going to bed, “I” might drop before either “A” or “M” (not shown), followed by a small drop in “A” as alpha patterns appear in the EEG.

Under other conditions of quiet waking, such as when subjects were placed in a darkened, sound attenuated room by Antrobus in his “waking controls” for dream mentation (Reinsel et al. 1992), “I” would immediately shift because of the elimination of external sensory stimulation, and we expect that “M” would then slowly shift to relatively low values while “A” stayed high, placing one in the center of the right-hand surface of the cube (Fig. 10, “Sensory Restriction”). Under these conditions, the brain-mind state moves to a position midway between waking and REM sleep (cf. Fig. 9), rather than between waking and NREM. It is therefore not surprising to us that Reinsel et al. (1992) found that mentation became more dreamlike under these waking conditions.

We can use the AIM state space model to investigate the implications of Antrobus’s paradigm. Since “I” falls virtually instantaneously upon being placed in the dark, AIM should instantly occupy a position in the state space just in front of normal waking, with only “I” decreased. Then, over time, neuromodulatory shifts would move AIM lower in the state space, to the position shown in Figure 10 (“Sensory Restriction”). Because the AIM model hypothesized that “M” plays an important role in modulating cognitive processes, we would expect reports to become more and more dreamlike over the first 5 to 10 minutes in this condition. In contrast, Antrobus’s activation-only model would seem to predict that reports should become less dreamlike with time, since activation would be expected to drop during quiet wake as EEG alpha increases. In fact, hallucinosis has been shown to increase over time as arousal diminishes during sensory deprivation protocols (Rossi et al. 1964). Indeed, it would be quite surprising to find mentation becoming more wakelike and less dreamlike with an increased period of waking sensory deprivation.

Sleep onset: As the subject moves from wake to sleep onset, further movement occurs within the state space (Fig. 11). The box labeled “Rapid” in Figure 11 represents a possible initial sleep onset state when the transition from waking to sleep is precipitous following sleep deprivation. In this case, the transition occurs before there is time for aminergic neuromodulatory levels to decrease. As a result, the “M” function remains on the top surface of the cube (modulation highly aminergic) while brain activation and external inputs diminish. In contrast, the box labeled “Slow” (Fig. 11) represents a gradual transition from waking to sleep as might be seen in situational insomnia. In this case, decreases in aminergic neuromodulation and external inputs might occur prior to the decrease in brain activation. In both cases, AIM would then move into the standard Stage NREM position (Fig. 9).

Lucid dreaming: Another dissociation along the “A” axis of the AIM cube may arise during lucid dreaming. Under normal circumstances, dreamers believe themselves to be awake – but occasionally individuals become aware that they are dreaming. In this state of “lucid dreaming” (Laberge 1990; 1992) waking insight combines with dream hallucinosis in an intriguing and informative dissociation. We assume that for lucidity to occur, the normally deactivated dorsolateral prefrontal cortex (DLPFC) must be reactivated but not so strongly as to suppress the pontolimbic systems signals to it. This dissociation is represented in the AIM model by splitting AIM so the portion representing the DLPFC can take a position dissociated from that of the rest of the brain (Fig. 12). When this partial reactivation of the DLPFC occurs, internally generated images are seen for what they are and are not misinterpreted as coming from the outside world.

The fact that lucidity can arise when the DLPFC is deactivated can also be explained using AIM. Lucid dreaming occurs spontaneously or can be cultivated by pre-sleep autosuggestion. Spontaneous lucidity indicates that the reduced amount of reflective self-awareness during dreaming is sometimes enhanced enough for the subject to recognize the dream state for what it is. Autosuggestion probably increases this probability by priming the brain circuitry – presumably in prefrontal areas – that subserves self-reflective awareness. In both cases, the phenomenon of lucidity clearly illustrates the always statistical and always dissociable quality of brain-mind states. AIM accommodates
these features very well by proposing that lucid dreaming is a hybrid state lying across the wake-REM interface.

4.2.3. Input source. During waking, internal inputs are used mainly in the service of the ongoing sensorimotor integration of external signals. If, for any reason, internal signals became unusually strong, they could come to dominate the system with resulting hallucinosis. In this case, mentation would be driven by a combination of undifferentiated internally and externally driven imagery (see Mahowald et al. 1998).

Hypnagogic and hypnopompic hallucination: From the perspective of the AIM model, hypnagogic and hypnopompic hallucinations, associated with transitions into and out of sleep respectively, result from the REM-like enhancement of internal stimuli coupled with an activated, aminergically modulated waking brain (Figs. 13 and 14).

With internal and external inputs in an unstable balance (as occur during the hypnagogic period), AIM moves to a position half-way between the front and back surfaces of the cube (Fig. 13). But unlike NREM sleep, which is also at this midpoint of input source (with minimal internal and external inputs), both sources are being powerfully driven in hallucinosis. It is this unexpected combination of high internal and high external inputs that defines the functional dissociation of these hallucinoid states. The frequency of this combination may be elevated by the abnormal physiology of narcolepsy, a condition in which the frequency of hypnagogic hallucinations is likewise elevated (Broughton et al. 1982; Mignot & Nishino 1999; also see Fasse 2000).

We can approximate a representation of the hypnagogic hallucinoid state by hypothesizing that while the brainstem signals continue to evoke internal representations in the cortex in the hypnopompic period, the blockade of external stimuli has broken down. As a result, the dissociated state results from a dissociation of the forebrain from the brainstem. This dissociation is represented in the AIM model by splitting the cube representing the brain-mind into forebrain (F) and brainstem (B) sections and showing their relative positions in AIM space (Fig. 14).

A more extreme example of this kind of dissociation is temporal lobe epilepsy in which abnormal phasic activation signals of limbic origin commandeer the cortex and force it to process external world data on limbic terms (e.g., Rabinowicz et al. 1997). Given the new findings on selective limbic activation in REM sleep (Braun et al. 1997; 1998; Maquet et al. 1996; Nozinger et al. 1997), it seems reasonable to suppose that a similar, though normal, process may also drive the dreaming brain. By this we mean that the cortex of the dreaming brain is compelled to process internal signals arising from the pons and amygdala, as was originally suggested by the activation synthesis hypothesis. This epilepsy analogy is also cogent because the internal signals of REM sleep are spike and wave complexes arising in the pons and amygdala (Elazar & Hobson 1985). The limbic lobe may then direct the forebrain to construct dreams in a manner similar to that by which it creates the dreamy states of temporal lobe epilepsy (see Epstein 1995). Indeed, a recent study has shown more unpleasant and higher intensity emotions in the dreams of epileptics as compared to normals (Gruen et al. 1997).
REM sleep behavior disorder: A particularly dramatic example of sensorimotor dissociation is seen in the REM sleep behavior disorder, in which the normal inhibition of motor output during REM fails (Mahowald & Schenck 1999; Schenck & Mahowald 1996; Schenck et al. 1993). Motor behaviors normally seen only in waking now arise completely involuntarily and automatically during REM, and patients physically act out their dreams (Mahowald et al. 1998). The historically oriented reader will recognize the similarity between this disorder and the dissociative phenomena that interested Charcot, Janet, and Freud.

During REM sleep, the motor cortex activation produces outputs similar to those seen in waking, but in response to exclusively internal inputs. Since the inhibition of spinal motorneurons usually occurs in concert with motor cortex activation, our single “I” parameter normally reflects the net inhibition of motor output. But in this case (as in the case of lucid dreaming) we represent this regional dissociation by a fragmenting of the AIM icon. In this case, the lower back quarter of the icon, representing brainstem output systems, has moved back in the state space toward a waking level of output (Fig. 15). It is this dissociation which produces the REM sleep behavior disorder.

4.2.4. Modulation. If aminergic modulatory power is weakened, as it is in narcolepsy (Mamelak 1991) and depression (Berger & Riemann 1993), and if cholinergic modulatory power is enhanced as it also appears to be in these two conditions (Berger & Riemann 1993; Mamelak 1991), then the value of M will decline. As a consequence, the ability of subjects to maintain alertness may be compromised producing excessive daytime sleepiness. This would lead to a minor shift in the normal “alert” position in state space (Fig. 16A, “Narcoleptic Wake”). Moreover, REM sleep may be entered more rapidly or even directly from waking as in narcolepsy (Mitler et al. 1979). This shift in baseline values of M may also produce shortened REM latency (as in some forms of depression) or difficulty awakening fully from REM (as in narcolepsy).

These transitional abnormalities represent some of the clearest demonstrations of conscious state dissociation in sleep disorders medicine but they also instruct us about the normal phenomena, which they exaggerate. For example, narcoleptic subjects (Kayed 1995; Roth 1978) may hallucinate at sleep onset (Fig. 16A, striped arrow from Wake to NREM) as they move down and forward in the state space (more cholinergic modulation and hence more internal inputs) prior to sleep onset and its associated decrease in activation. This can be followed by normal entry into NREM sleep (striped arrow) or immediate entry into REM sleep without passing through NREM (gray arrow from wake to REM).

At the other end of the night, an inability to move, termed sleep paralysis (Mignot & Nishino 1999), which sometimes compounds the terror of hypnopompic hallucinations, represents a carry-over of the inhibition of spinal motorneurons into waking. This dissociation during narcoleptic awakening can be represented as a dissociation of brainstem motor activity along the “I” dimension secondary to a shift in “M” (Fig. 16B) as AIM moves toward the waking corner of the brainstem output.
state space. This is the inverse of the dissociation seen in REM sleep behavior disorder (Fig. 15). The sleep abnormalities of narcolepsy, as well as those of depression, are relieved by drugs (e.g., tricyclic antidepressants and SSRIs) which enhance aminergic efficacy and suppress the cholinergic system (Gaillard et al. 1994; Nishino & Mignot 1997).

Other drugs that influence the M parameter produce "altered states of consciousness." Thus drugs which, like LSD, interfere with serotonergic neuromodulation (Aghajanian 1994), create dreamlike distortions of imagery and inhibit executive prefrontal cortical functions during waking, while anticholinergics (e.g., scopolamine) produce a delirious waking state with dream-like hallucinosis, disorientation, anxiety, and confabulation (Perry & Perry 1995). As seen in Fig. 17, scopolamine pushes AIM above the normal state space, pharmacologically reducing the levels of cholinergic neuromodulation below any normal physiological levels. At the same time, AIM splits as both external and internal inputs are activated.

**4.2.5. Dissociations.** In most of the cases described above, we have hypothesized that dissociation results from a fragmentation of normally unified neuromodulatory states. In short, the forebrain, midbrain, and brainstem fail to occupy a single position in the AIM state space. Instead, there is a split along the Activation or Input axis, with different brain regions occupying different positions in AIM space. Insight into how these dissociations might arise comes from the example of delirium associated with alcohol withdrawal.

Chronic alcohol usage blocks REM and upon withdrawal there is a REM rebound, marked by increased amounts and intensity of REM sleep (Pokorny 1978). It is during this period of REM rebound that delirium occurs. Presumably, the brain reacts dynamically to the alcohol-induced REM deprivation with an increased pressure towards REM sleep. We imagine this as pressure to move the brain lower in the AIM state space, towards lower aminergic and higher cholinergic neuromodulation. But while this pressure is exerted by the brain, the alcohol blocks the actual movement through the state space (Fig. 18).

When alcohol is withdrawn, the REM pressure forces AIM down in the state space causing increased REM sleep, but also causing hallucinations and delirium during waking (Fig. 18B). These symptoms of psychosis are caused by the release of brain systems which are normally inhibited except in REM sleep. In this case, it is an abnormal shift downward along the "M" axis of the state space which produces the splitting of AIM and causes its dissociation along the "I" axis. The net result is to move the brain-mind close to a position of REM sleep in waking.

**4.3. Discrete conscious states and the continuous state space model**

It is common, when discussing consciousness, to speak of "states" of consciousness. In doing so, it is often assumed that these are discrete brain-mind states with clearly definable boundaries; it is also assumed that at any given mo-
ment the brain-mind is in one or another of these states. If this were true, then the transition between states would be absolute and instantaneous. As suggested by the examples presented above, the AIM state space model specifically rejects this conclusion. Rather, it proposes that although specific states of consciousness can be meaningfully described, shifts in consciousness reflect movements through a continuously varying state space, and not discontinuous jumps between discrete states. It also serves to demonstrate how a continuous state-space is compatible with the notion of discrete conscious states.

Specific states become defined because normal subjects tend to remain in a highly constrained region of the state space for long periods of time and then rapidly move to another similarly constrained region. Thus, after 16 hours of waking, the transition from waking to sleep can occur in less than one minute, and appears virtually instantaneous. Yet most researchers would agree that the transition is a continuous process rather than a sudden jump from one state to another; it is only the speed of the transition relative to the time spent in each “state” that makes it appear as a quantum shift.

Similarly, the transition from NREM to REM sleep, although rapid, shows a clear and finite time course (Fig. 19), with the typical REM signs of EEG desynchronization, muscle atonia, and rapid eye movements appearing in a variety of sequences over the course of 30 to 60 seconds – an observation familiar to all polysomnographers (see Butkov 1996; Rechtschaffen & Kales 1968; Sato et al. 1997). Recordings from single neurons in the cat brainstem further suggest that the shift in neuromodulation (the M axis in AIM state space) may be slower still as the shift from NREM to REM follows a continuous path from one state to the next (Hobson et al. 1975).

We emphasize that the AIM brain-mind state space is not a discontinuous collection of discrete states. Instead, any combination of values for A, I, and M is in theory possible, and although some ranges of these values are much more likely to be observed than others, movement from one state to another involves passing continuously along a path through the several state space domains.

A similar distinction is critical when the AIM state space is used to map both physiological states and states of consciousness. In its most specific description, AIM state space is mapped along three dimensions of physiology. When we map consciousness onto the three related dimensions of cognition, we achieve the same continuity and overlap of values that are seen in mapping physiology itself. And both domains thus achieve a realistic range of association-dissociation. Just as there is no absolute boundary between the waking, NREM, and REM domains in the physiological state space, there is no absolute boundary between the cognitive states determined by them. Thus, we do not claim that there can be no “NREM-like” mentation in REM sleep and no “REM-like” mentation in NREM or even in waking. Rather, we claim that there is a strong probabilistic relationship between positions in the physiological and cognitive state spaces; when a subject is in a given position in the physiological state space, he is most likely to occupy a nearly identical position in the cognitive state space. While we do believe that cognition and consciousness are totally determined by underlying physiological processes, we make no claim that we have more than begun to map the parameters (dimensions) of the state space which ultimately combine to define these psychological states.

4.4. Summary of the AIM model and the nature of conscious states

The AIM model describes a method of mapping conscious states onto an underlying physiological state space. In its strongest form, the AIM model relates not just to wake-sleep states of consciousness, but to all states of consciousness. It is limited by describing only three of what are undoubtedly numerous dimensions that must be specified to completely define this state space, but we have chosen those parameters that we feel are most critical for distinguishing among the basic wake-sleep states of consciousness.

By choosing activation, input source, and mode of neuromodulation as our three dimensions, we have selected how much information is being processed by the brain (A), what information is being processed (I), and how it is being processed (M). It is our belief that these three parameters are both necessary and sufficient to distinguish in a preliminary way among the basic wake-sleep states.

While the brain normally exists in specific regions of the AIM state space, only shifting from one area to another at relatively infrequent intervals, the brain is nonetheless theoretically capable of occupying any position in this state space, displaying any set of values of A, I, and M. As such, intermediate states and dissociated states are recognized as not only eminently possible but highly probable, and specific states of consciousness are seen more as convenient names for frequently occupied regions of the state space than as discrete, tightly bounded areas of the state space. In addition, transition from one stable brain/mind state to another involves moving along a continuous path through the state space, linking the two stable states.

Finally, although we believe that these three dimensions go a long way towards mapping what we know about the physiological processes underlying conscious states today, we believe that many more exist and as a result, our mapping from physiological state space to conscious states is an
approximation that further experimentation can only serve to refine.

5. Conclusions

Our goal, as stated in the Introduction, was to begin to bridge interdisciplinary gaps in the study of sleep and dreaming; we have accordingly reviewed contemporary perspectives primarily from research psychology, neuropsychology, neurobiology, and clinical sleep medicine. Our AIM state-space model and a revised activation-synthesis theory of dreaming, summarized below, constitute our current and necessarily approximate synthesis of these data, which we hope will stimulate many future hypothesis-testing experiments. With regard to the areas not covered here, we refer the reader to published works (and we eagerly await future reviews) on dreaming and consciousness from scientists and scholars with specific expertise in clinical psychology, philosophy, literature, neural networks, artificial intelligence, as well as functional-evolutionary and molecular biology perspectives on sleep and dreaming.

We have shown that phenomenological differences between waking, NREM, and REM sleep are measurable. In our view, these differences are so great that they represent qualitative differences. A better understanding of the physiological processes underlying dream construction may be necessary before this issue can finally be laid to rest. But even when dream features appear to be specifically linked to distinctive REM physiology, interpretations can still be cast toward either camp. Hong et al. (1997) reported an impressive correlation between visual imagery and REM density ($r = 0.8$), which we would argue as evidence for a dependence of dream imagery on a qualitative feature of REM sleep. In contrast, Antrobus et al. (1995) consider this to be another example of the simple dependence of dream content on levels of brain activation, arguing that rapid eye movements are not under strict brainstem cholinergic control, but come increasingly under the control of the frontal eye fields as general cortical activation increases.

In the end, the issue may best be addressed in other forms. In the case of the major stages of sleep, it may be more useful to envisage psychophysiological continua, manifested at the levels of both the brain and the mind, whose various combinations define not only commonly experienced states of the brain-mind but uncommon ones as well. This is the strategy adopted by the AIM model with the dimensions activation (A), input source (I), and neuromodulation (M) representing three such continua.

Rather than fixed conditions, which must always show similar characteristics in order for brain-mind-body isomorphisms to be valid, behavioral states can be seen as relatively stable sets of values for these continua that have evolved as a result of adaptive benefit to the organism. Such multidimensional combinations can be influenced both at the level of the brain (as when we take a sleeping pill) and at that of the mind (as when we count sheep).

Along the dimension of Activation (A), neuroimaging studies strongly support an updated view of brain arousal in REM sleep as resulting from ascending influences from the brainstem and subcortex. The limbic subcortex and related cortex play a major part in the translation of this activation to associative, and perhaps even to sensorimotor areas of the cortex. Along the dimension of Input Source (I), newer research reinforces earlier findings on maximal sensorimotor blockade in REM. Along the dimension of modulation (M), recent research has confirmed the neuromodulation of conscious states by the interplay of cholinergic and amnergic influences arising from brainstem nuclei. This interplay is mediated and modulated by a diversity of cell populations and their neuromodulators in both the brain stem and the subcortical forebrain.

In a revised version of our activation-synthesis theory, the distinctive form of dream cognition may be explained at the level of the brain as follows:

1. The intense and vivid visual hallucination is due to autoactivation of the visual brain by pontine activation processes impinging, initially, at the level of unimodal visual association cortex and heteromodal parietal areas subserving spatial cognition.

2. The intense emotions, especially anxiety, elation, and anger are due to activation of the amygdala and more medial limbic structures. The emotional salience of dream imagery is possibly due to the activation of the paralimbic cortices by the amygdala and other subcortical limbic structures.

3. The delusional belief that we are awake, the lack of directed thought, the loss of self-reflective awareness, and the lack of insight about illogical and impossible dream experiences are due to the combined and possibly related effects of amnergic demodulation and the selective inactivation of the dorsolateral prefrontal cortices.

4. The bizarre cognition of dreaming, characterized by incongruities and discontinuities of dream characters, loci, and actions, is due to an orientational instability caused by the chaotic nature of the pontine autoactivation process, its sporadic engagement of association cortices, the absence of frontal cortical monitoring, and episodic memory deficits that are, in part, due to failures of amnergic neuromodulation. We present a schematic explanation for the generation of these cognitive dream features which combines the above findings on state-dependent regional activation with the reciprocal interaction model for the neuromodulation of conscious states.
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NOTE

1. "Dreaming" was found to be better than "Total Recall Frequency" (TRF) (Table 3–8, $F[1,71] = 15.89, p < 0.01$), than TRF + "Waking Perception" (Table 3–10, $F[1,70] = 15.17, p < 0.01$), and than FRF + "Dreamer Participation" (Table 3–15, $F[1,70] = 13.70, p < 0.01$). In contrast, TRF + Dreamer Participation and TRF alone explained no significant amount of variance not already explained by Dreaming alone. In addition, judged Dreaming adds significantly to the REM/NREM variance when his “trichotomized” judges’ scores versus their log-transformed scores are used in a step-wise analysis (Antrobus 1983).
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Abstract: The paradigmatic assumption that REM sleep is the physiological equivalent of dreaming is in need of fundamental revision. A mounting body of evidence suggests that dreaming and REM sleep are dissociable states, and that dreaming is controlled by forebrain mechanisms. Recent neuropsychological, radiological, and pharmacological findings suggest that the cholinergic brain stem mechanisms that control the REM state can only generate the psychological phenomena of dreaming through the mediation of a second, probably dopaminergic, forebrain mechanism. The latter mechanism (and thus dreaming itself) can also be activated by a variety of nonREM triggers. Dreaming can be manipulated by dopamine agonists and antagonists with no concomitant change in REM frequency, duration, and density. Dreaming can also be induced by focal forebrain stimulation and by complex partial (forebrain) seizures during nonREM sleep, when the involvement of brainstem REM mechanisms is precluded. Likewise, dreaming is obliterated by focal lesions along a specific (probably dopaminergic) forebrain pathway, and these lesions do not have any appreciable effects on REM frequency, duration, and density. These findings suggest that the forebrain mechanism in question is the final common path to dreaming and that the brainstem oscillator that controls the REM state is just one of the many arousal triggers that can activate this forebrain mechanism. The “REM-on” mechanism (like its various NREM equivalents) therefore stands outside the dream process itself, which is mediated by an independent, forebrain “dream-on” mechanism.
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1. Introduction

It is well established that humans spend approximately 25% of sleeping hours in a state of paradoxical cerebral activation, accompanied by bursts of rapid eye movement (REM) and other characteristic physiological changes (Aserinsky & Kleitman 1953; 1955). This state occurs in roughly 90–100 minute cycles, alternating with four well-defined stages of quiescent sleep known as non-REM (NREM) sleep (see Rechtschaffen & Kales 1968 for standardized definitions). In 70–95% of awakenings from the REM state, normal subjects report that they have been dreaming, whereas only 5–10% of NREM awakenings produce equivalent reports (Dement & Kleitman 1957a; 1957b; Hobson 1988b).1 These facts underpin the prevalent belief that the REM state is “the physiological concomitant of the subjective experience of dreaming” (LaBruzza 1978, p. 1537) and that dreaming is merely “an epiphenomenon of REM sleep” (Hobson et al. 1998b, p. R12). The discovery of the brainstem mechanisms that control REM sleep (Jouvet 1962; McCarley & Hobson 1975) has led to the further inference that the same mechanisms control dreaming.2

This target article presents a body of evidence that substantially contradicts these prevailing assumptions. This evidence demonstrates that, although there is an important link between REM sleep and dreaming, they are in fact doubly dissociable states (Teuber 1955). That is, REM can occur without dreaming and dreaming can occur without REM. The evidence reviewed here suggests also that these two states are controlled by different brain mechanisms. REM is controlled by cholinergic brainstem mechanisms whereas dreaming seems to be controlled by dopaminergic forebrain mechanisms. This unexpected dissociation between REM sleep and dreaming – and the brain mechanisms that regulate them – requires a major paradigm shift in sleep and dream science.

2. REM sleep is controlled by pontine brain stem mechanisms

The conclusion that Jouvet (1962) drew from his pioneering ablation, stimulation, and recording studies – namely that REM sleep is controlled by pontine brain stem mechanisms – remains central to all major contemporary models of sleep cycle control (for reviews, see Hobson et al. 1986; 1998b). The reciprocal interaction model of McCa-
ley and Hobson (1975) has dominated the field over the past two decades. According to this model, REM sleep – and therefore dreaming – is triggered by cholinceptive and/or cholinergic “REM-on” cells, and terminated by aminergic (noradrenergic and serotonergic) inhibitory “REM-off” cells. The REM-on cells are localized principally in the mesopontine tegmentum and the REM-off cells in the nucleus locus coeruleus and dorsal raphe nucleus (Fig. 1). Although it is acknowledged that the complete network of nuclei contributing to and giving effect to this oscillatory mechanism is more widely distributed than initial findings indicated (Hobson et al. 1986), executive control of the REM/NREM cycle is still localized narrowly within the pontine brainstem (Hobson et al. 1998b). The assertion therefore remains that “cholinergic brainstem mechanisms cause REM sleep and dreaming” (Hobson 1988b, p. 202).

3. REM sleep is not controlled by forebrain mechanisms

An important corollary of the hypothesis that REM sleep – and therefore dreaming – is controlled by pontine brainstem mechanisms is the hypothesis that REM sleep is not controlled by forebrain mechanisms. Jouvet (1962) classically demonstrated that the forebrain is both incapable of generating REM sleep and unnecessary for the generation of REM sleep: when cortex is separated from brainstem, it no longer displays the normal cycle of REM activation (which is preserved in the isolated brainstem). It is still widely accepted that the forebrain is a passive participant in the REM state. Even the once-popular notion that the eye movements of REM sleep are attributable to forebrain “scanning” of visual dream imagery has been questioned (Pivik et al. 1977). The dominant view seems to be that the eye movements, their associated ponto-geniculo-occipital (PGO) waves, and the resultant imagery – in short, all the visual events of REM sleep – are initiated by brainstem neurons. The same applies to motor cortical events in REM sleep (Hobson 1988b; Hobson & McCarley 1977).

The brain stem localization of the mechanisms that regulate REM sleep physiology has become a springboard for far-reaching inferences about the mechanisms that regulate dream neuropsychology. An authoritative model of dream neuropsychology based on brain stem physiology is the activation-synthesis model (Hobson 1988b; Hobson & McCarley 1977). According to this model, which has dominated the field for the past two decades, dreams are actively generated by the brainstem and passively synthesized by the forebrain. The central tenet of this model is that the causal stimuli for dream imagery arise “from the pontine brainstem and not in cognitive areas of the cerebrum” (Hobson & McCarley 1977, p. 1347). The dream process is seen as having “no primary ideational, volitional, or emotional content” (p. 1347). Accordingly, the forebrain is assigned an entirely passive role: Its external input and output channels are blockaded by brainstem mechanisms, its perceptual and motor engrams are activated by brainstem mechanisms, and its memory systems merely generate “the best possible fit of [this] intrinsically inchoate data” (Hobson 1988b, p. 204). In this way it makes “the best of a bad job in producing even partially coherent dream imagery from the relatively noisy signals sent up from the brain stem” (Hobson & McCarley 1977, p. 1347).4

In the latest, admittedly speculative developments of this model (Hobson 1992; 1994; Hobson et al. 1998b), all the formal characteristics of dream psychology are accounted for by the above-described brainstem mechanisms. Dream hallucinosis, delusion, disorientation, accentuated affect, and amnesia are all attributed to the arrest of brainstem aminergic (noradrenergic and serotonergic) modulation of brainstem-induced cholinergic activation during REM sleep. It is even suggested that similar chemical mechanisms may underlie major psychotic symptoms that share formal features with dreaming (Hobson 1988b; 1992; 1994; Hobson & McCarley 1977). However, all of these propositions are questionable on several grounds.

4. Not all dreaming is correlated with REM sleep

Dreaming and REM sleep are incompletely correlated. Between 5 and 30% of REM awakenings do not elicit dream reports; and at least 5–10% of NREM awakenings do elicit dream reports that are indistinguishable from REM reports (Hobson 1988b). The precise frequency of NREM dreaming is controversial. However, the principle that REM can occur in the absence of dreaming and dreaming in the absence of REM is no longer disputed (Hobson 1988b; 1992; cf. Vogel 1978a).

The original source of controversy was Foulkes’s (1962) observation that complex mentation can be elicited in more than 50% of NREM awakenings (Foulkes 1962). Subsequent studies have confirmed this observation – and suggested that an average of 43% of NREM awakenings elicit such reports (Nielsen 1999) – but the extent to which the reported mentation may legitimately be described as “dreaming” is still disputed (cf. Cavallero et al. 1992). This is due to the fact that there are qualitative differences between NREM and REM dreams: In short, the average NREM dream is more “thoughtlike” than the average REM dream. This appears to reaffirm the view that the physio-
logical state differences between NREM and REM sleep are reflected in cognitive state differences between NREM and REM mentation. However, what is crucial for assessing the validity of the claim that dreaming is generated by the unique physiology of the REM state is not the question whether NREM “dreaming” occurs or not, but rather the extent to which NREM dreaming occurs that is indistinguishable from REM dreaming. This takes account of the problem of qualitative differences. It is generally accepted that NREM mentation that is indistinguishable from REM dreaming does indeed occur. Monroe et al.’s (1965) widely cited study suggests that approximately 10–30% of NREM dreams are indistinguishable from REM dreams (Beccheraff 1973). Even Hobson accepts that 5–10% of NREM dream reports are “indistinguishable by any criterion from those obtained from post-REM awakenings” (Hobson 1988b, p. 143). If we adjust this conservative figure to account for the fact that NREM sleep occupies approximately 75% of total sleep time, this implies that roughly one quarter of all REM-like dreams occur outside of REM sleep.

Moreover, REM-like NREM dreams are not randomly distributed through the sleep cycle; they cluster around specific NREM phases. As many as 50–70% of awakenings from sleep onset (descending NREM Stage I) yield reports that are not significantly different from REM dreams in all respects except for length (Foulkes et al. 1966; Foulkes & Vogel 1965; Vogel et al. 1972). Also, vivid REM-like reports are obtained with increasing frequency during the late NREM stages, in the rising morning phase of the diurnal rhythm (Kondo & Antrobus 1989). This suggests that these REM-like dreams are generated by specific NREM mechanisms. In fact, within the reciprocal-interaction paradigm – where wakefulness and REM sleep are seen as terminal points on a continuum of annergic demodulation – sleep onset and the rising morning phase have the opposite physiological characteristics to the REM state (Hobson 1992; 1994).

This is just one strand of the body of evidence that makes it difficult to retain the assumption that dreaming is generated by the unique physiological mechanism of the REM state.

In modifying the activation-synthesis model to accommodate these facts, the claim that all dreams are generated by the brainstem mechanisms that produce the REM state has recently been abandoned (Hobson 1992). This important shift in the dominant theory has passed almost unnoticed, however, because the closely related claim that all dreams are generated by pontine brainstem mechanisms has been retained (Hobson 1992; 1994). In the revised version of the activation-synthesis model (the Activation-Input-Mode [AIM] model), both REM and NREM dreams are attributed to reciprocal interactions between annergic and cholinergic brainstem neurons (Hobson 1992; 1994). The formal characteristics of both REM and NREM mentation are therefore still described as “a function of the physiological condition of the reciprocally interacting brainstem neuronal populations that constitute the sleep-cycle control oscillator” (Hobson 1992, p. 228). Thus the doctrine of pontine brain stem control of dreaming has been retained, despite the fact that the assumption upon which it was explicitly based – the assumption of an isomorphism between REM sleep and dreaming (Hobson 1988b; 1992; Hobson & McCarley 1977) – has been disproved. The burden of evidence for the doctrine has thereby shifted from the phenomenological link between REM sleep and dreaming to the anatomical link between the pontine brain stem and dreaming.

5. Dreaming is preserved with pontine brain stem lesions

The assumption of an isomorphism between REM sleep and dreaming was important for the reason that the research program that isolated the brain mechanisms underlying REM sleep (ablation, stimulation, and recording studies) was conducted on infrahuman species in which concomitant effects on dreaming could not be monitored. The classical method for establishing brain-mind relationships in humans is the method of clinicoanatomical correlation in cases with naturally occurring lesions. If the assumption is correct that dreaming (like REM sleep) is controlled by brainstem mechanisms, it should be possible to demonstrate by this method that brainstem lesions in humans eliminate both REM sleep and dreaming.

Large lesions of the pontine brainstem eliminate all manifestations of REM sleep in domestic cats (Jones 1979), and this correlation has been confirmed in 26 human cases with naturally occurring lesions (Adel et al. 1968; Chase et al. 1968; Cummings & Greenberg 1977; Feldman 1971; Lavi et al. 1984; Markand & Dyken 1976; Osorio & Daroff 1980). However, elimination of REM (or near-elimination of REM) due to brainstem lesions was accompanied by cessation of dreaming in only one of these cases (Feldman 1971). In the other 25 cases, the investigators either could not establish this correlation or they did not consider it (Adel et al. 1968; Chase et al. 1968; Cummings & Greenberg 1977; Lavi et al. 1984; Markand & Dyken 1976).

Although cessation of dreaming has not been demonstrated in cases with elimination of REM due to brainstem lesions, the converse is also true: the preservation of dreaming in such cases has not been satisfactorily demonstrated (Solms [1997a] reported preserved dreaming in four patients with large pontine lesions, but polygraphic data was lacking). The paucity of evidence in this respect is at least partly due to the fact that pontine brainstem lesions large enough to obliterate REM usually render the patient unconscious (Hobson et al. 1998b). Moreover, according to the revised version of the activation-synthesis model (the AIM model), dreaming is generated by both the REM and NREM components of the sleep-cycle control oscillator (Hobson 1992; 1994). This implies that dreaming can only be eliminated by very extensive brain stem lesions that obliterate both the REM and the NREM components of the oscillator. Such large lesions are almost certainly incompatible with the preservation of consciousness. It is therefore difficult to imagine how the assumption that dreaming is controlled by brainstem mechanisms can ever be refuted directly by lesion data. It can, however, be refuted indirectly via the corollary hypothesis that dreaming is not controlled by forebrain mechanisms. That is, the brain stem hypothesis would be falsified by clinicoanatomical methods if it could be demonstrated unequivocally that dreaming is eliminated by forebrain lesions that completely spare the brain stem.
Subjective loss of dreaming due to a focal forebrain lesion was first reported more than 100 years ago. Wilbrand (1887; 1892) described a patient who dreamed “almost not at all anymore” (1887, p. 91) after suffering a bilateral occipital-temporal thrombosis. Müller (1892) documented a similar patient with bilateral occipital hemorrhages who “had no further dreams since her illness, whereas previously she not infrequently had vivid dreams and saw all sorts of things in them” (p. 868). Following these classical reports, 108 further cases with complete (or nearly complete) loss of dreaming in association with focal forebrain lesions have been published (Basso et al. 1980; Boyle & Nielsen 1954; Epstein 1979; Epstein & Simmons 1983; Ettlinger et al. 1957; Farah et al. 1988; Farrell 1969; Gloning & Sternbach 1953; Grunstein 1924; Habib & Sirigu 1987; Humphrey & Zangwill 1951; Lyman et al. 1938; Michel & Sieroff 1981; Moss 1972; Neal 1958; Nielsen 1955; Pena-Casanova et al. 1985; Pichler 1950; Ritchie 1959; Solms 1997a; Wapner et al. 1978). This clinicanoanatomical correlation between subjective loss of dreaming and forebrain lesions has been confirmed repeatedly by the REM awakening method (Benson & Greenberg 1969; Brown 1972; Cathala et al. 1983; Efron 1968; Jus et al. 1973; Kerr et al. 1979; Michel & Sieroff 1981; Murri et al. 1985) and by morning-recall questionnaires (Arena et al. 1984; Murri et al. 1984; 1985).9

In short, of the 111 published cases in the human neurological literature in which focal cerebral lesions caused cessation or near cessation of dreaming, the lesion was localized to the forebrain – and the pontine brain stem was completely spared – in all but one case (Feldman 1971). Critically, the REM state was entirely preserved in all of the forebrain cases in which the sleep cycle was evaluated (Benson & Greenberg 1969; Efron 1968; Jus et al. 1973; Kerr et al. 1979; Michel & Sieroff 1981). In view of the wide acceptance of the assumption that REM sleep is the physiological equivalent of dreaming, this lack of clinicanoanatomical evidence correlating loss of REM sleep with loss of dreaming is striking.

The 110 published cases of loss of dreaming due to focal forebrain pathology fall into two anatomical groups (Fig. 2).10 In 94 cases the lesion was situated in the posterior convexity of the hemispheres, in or near the region of the parieto-temporo-occipital (PTO) junction. The lesion was unilateral in 83 cases (48 left, 35 right) and bilateral in 11 cases. This localization has been confirmed repeatedly in substantial group studies (Arena et al. 1984; Cathala et al. 1983; Murri et al. 1984; 1985; Solms 1997a). In the other 16 cases, the lesion was situated in the white matter surrounding the frontal horns of the lateral ventricles. In these cases the damage was invariably bilateral. Of special interest is the fact that this lesion site coincides exactly with the region that was targeted in modified (orbitomesial) prefrontal leukotomy (Bradley et al. 1958). This association is confirmed by the fact that a 70–90% incidence of complete or nearly complete loss of dreaming was recorded in several large series of prefrontal leukotomy (Frank 1946; 1950; Jus et al. 1973; Partridge 1950; Pichler 1950; Schindler 1953). The many cases included in the latter series increases to almost 1,000 the number of reported cases of cessation of dreaming caused by focal forebrain lesions.

7. Dreaming is actively generated by forebrain mechanisms

It is not surprising that dreaming is lost with lesions in the PTO junction – a region that supports various cognitive processes that are vital for mental imagery (Kosslyn 1994). But why should it be lost with lesions in the ventromesial quadrant of the frontal lobes?

This region contains substantial numbers of fibers connecting frontal and limbic structures with dopaminergic cells in the ventral tegmentum (Fig. 3). These circuits arise from cell groups situated in the ventral tegmental area of Tsai, where the source cells for the mesolimbic and mesocortical dopamine systems are situated. They ascend through the forebrain bundles of the lateral hypothalamus via basal forebrain areas (synapsing on many structures along the way, including nucleus basalis, bed nucleus of the stria terminalis, and shell of the nucleus accumbens) and then terminate in the amygdala, anterior cingulate gyrus, and frontal cortex. Descending components of this system probably arise from the latter brain areas, and there is reason to believe that they are influenced strongly by cholinergic circuits (Panksepp 1985).

This system is thought to have been the primary target of modified prefrontal leukotomy (Panksepp 1985). Its circuits instigate goal-seeking behaviors and appetitive interactions with the world (Panksepp 1985; 1998a). It is accordingly described as the “SEEKING” or “wanting” command.

---

6. Dreaming is eliminated by forebrain lesions which completely spare the brain stem
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In short, of the 111 published cases in the human neurological literature in which focal cerebral lesions caused cessation or near cessation of dreaming, the lesion was localized to the forebrain – and the pontine brain stem was completely spared – in all but one case (Feldman 1971). Critically, the REM state was entirely preserved in all of the forebrain cases in which the sleep cycle was evaluated (Benson & Greenberg 1969; Efron 1968; Jus et al. 1973; Kerr et al. 1979; Michel & Sieroff 1981). In view of the wide acceptance of the assumption that REM sleep is the physiological equivalent of dreaming, this lack of clinicanoanatomical evidence correlating loss of REM sleep with loss of dreaming is striking.

The 110 published cases of loss of dreaming due to focal forebrain pathology fall into two anatomical groups (Fig. 2).10 In 94 cases the lesion was situated in the posterior convexity of the hemispheres, in or near the region of the parieto-temporo-occipital (PTO) junction. The lesion was unilateral in 83 cases (48 left, 35 right) and bilateral in 11 cases. This localization has been confirmed repeatedly in substantial group studies (Arena et al. 1984; Cathala et al. 1983; Murri et al. 1984; 1985; Solms 1997a). In the other 16 cases, the lesion was situated in the white matter surrounding the frontal horns of the lateral ventricles. In these cases the damage was invariably bilateral. Of special interest is the fact that this lesion site coincides exactly with the region that was targeted in modified (orbitomesial) prefrontal leukotomy (Bradley et al. 1958). This association is confirmed by the fact that a 70–90% incidence of complete or nearly complete loss of dreaming was recorded in several large series of prefrontal leukotomy (Frank 1946; 1950; Jus et al. 1973; Partridge 1950; Pichler 1950; Schindler 1953). The many cases included in the latter series increases to almost 1,000 the number of reported cases of cessation of dreaming caused by focal forebrain lesions.

7. Dreaming is actively generated by forebrain mechanisms

It is not surprising that dreaming is lost with lesions in the PTO junction – a region that supports various cognitive processes that are vital for mental imagery (Kosslyn 1994). But why should it be lost with lesions in the ventromesial quadrant of the frontal lobes?

This region contains substantial numbers of fibers connecting frontal and limbic structures with dopaminergic cells in the ventral tegmentum (Fig. 3). These circuits arise from cell groups situated in the ventral tegmental area of Tsai, where the source cells for the mesolimbic and mesocortical dopamine systems are situated. They ascend through the forebrain bundles of the lateral hypothalamus via basal forebrain areas (synapsing on many structures along the way, including nucleus basalis, bed nucleus of the stria terminalis, and shell of the nucleus accumbens) and then terminate in the amygdala, anterior cingulate gyrus, and frontal cortex. Descending components of this system probably arise from the latter brain areas, and there is reason to believe that they are influenced strongly by cholinergic circuits (Panksepp 1985).

This system is thought to have been the primary target of modified prefrontal leukotomy (Panksepp 1985). Its circuits instigate goal-seeking behaviors and appetitive interactions with the world (Panksepp 1985; 1998a). It is accordingly described as the “SEEKING” or “wanting” command.
system of the brain (Berridge, in press; Panksepp 1999a). It is considered to be the primary site of action of many stimulants (e.g., amphetamine and cocaine; see Role & Kelly 1991). The positive symptoms of schizophrenia – some of which can be artificially induced by l-dopa, amphetamines, and cocaine intoxication – are widely thought to result from overactivity of this system (Bird 1990; Kandel 1991; Panksepp 1999a). This system is also considered to be the primary site of action of antipsychotic medications (Role & Kelly 1991). A major psychological effect of antipsychotic therapy is loss of interactive interest in the world (Lehmann & Hanrahan 1954; Panksepp 1985). This underpins the popular view that antipsychotic medications – which block mesocortical-mesolimbic dopaminergic activity – yield “chemical leukotomies” (Breggin 1980; Panksepp 1985). Damage along this system produces disorders characterized by reduced interest, reduced initiative, reduced imagination, and reduced ability to plan ahead (Panksepp 1985).

The following facts suggest that the dreaming is generated by this dopaminergic circuit. First, dreaming ceases completely following transection of the forebrain component of this circuit (Frank 1946; 1950; Gloning & Sternbach 1953; Jus et al. 1973; Partridge 1950; Fiehler 1950; Schindler 1953; Solms 1997a). These lesions have no effect on REM sleep. Transection or chemical inhibition of the same circuit reduces the positive symptoms of schizophrenia (Breggin 1980; Panksepp 1985), some formal features of which have long been equated with dreaming (Freud 1900; Hobson 1992; 1988b; Hobson & McCarley 1977). Second, adynamia (a common side effect of the surgical transection of this circuit) is a typical correlate of loss of dreaming following deep bifrontal lesions, and it statistically discriminates between dreaming and nondreaming patients with such lesions (Solms 1997a). Third, chemical activation of this circuit (e.g., through l-dopa) stimulates not only positive psychotic symptoms but also excessive, unusually vivid dreaming and nightmares (Nausieda et al. 1982; Şarf et al. 1978). In the absence of any concomitant effect on the intensity, duration or frequency of REM sleep (Hartmann et al. 1995). Fourth, drugs that block activity in this circuit (e.g., haloperidol) inhibit excessive, unusually frequent, and vivid dreaming (Sacks 1985; 1990; 1991) and other psychotic symptoms.

These facts suggest that the mesocortical-mesolimbic dopaminergic system plays a causal role in the generation of dreams. The relationship between this putative dopaminergic “dream-on” mechanism and the cholinergic REM-on mechanism of the reciprocal interaction model is discussed in the final section of this paper.

Further a body of evidence strongly supports the view that dreaming can be initiated by forebrain mechanisms independently of the REM state. It is well established that nocturnal seizures – which typically occur during NREM sleep (Janz 1974; Kellaway & Frost 1983) – can present in the form of recurring nightmares13(Boller et al. 1975; Clarke 1915; De Sanctis 1896; Epstein 1964; 1967; 1979; Epstein & Ervin 1956; Epstein & Freeman 1981; Epstein & Hill 1966; Kardiner 1932; Naville & Brantmay 1935; Os- tow 1954; Penfield 1938; Penfield & Erickson 1941; Penfield & Rasmussen 1955; Rodin et al. 1955; Snyder 1958; Solms 1997a; Thomayer 1987). In 22 of the 24 published cases of this type, the recurring nightmares were caused by epileptiform activity in the temporal lobe, that is, by an unequivocally forebrain mechanism. (In the other two cases, the nightmares were associated with epileptiform activity in another part of the forebrain: the parietal lobe.) The causal link between the epileptic activity and the recurring nightmares in such cases was demonstrated by Penfield and his coworkers (Penfield 1938; Penfield & Erickson 1941; Pen- field & Rasmussen 1955), who were able to reproduce the same anxious experiences artificially (in the form of waking “dreamy state” seizures) by stimulating the temporal lobe focus. This causal link between the forebrain seizures and the recurring nightmares was confirmed (in Penfield’s and other cases) by the fact that both the underlying seizure disorder and the nightmares responded to anticonvulsant therapy and/or anterior temporal lobectomy (Boller et al. 1975; Epstein 1964; 1967; 1979; Epstein & Ervin 1956; Epstein & Freeman 1981; Epstein & Hill 1966; Solms 1997a). These observations demonstrate conclusively that dreaming can be initiated by forebrain mechanisms (which are unrelated to REM sleep) and terminated by forebrain lesions (which spare the REM cycle).

8. Dreams are generated by a specific network of forebrain mechanisms

In the activation-synthesis model, dream imagery was attributed to nonspecific forebrain synthesis of chaotic brainstem impulses. This conception of the neuropsychological mechanisms underlying the formal characteristics of dream imagery is incompatible with recent clinicanoanatomical and functional imagery findings (Braun et al. 1997; 1998; Solms 1997a). Data derived from these two methods have produced a remarkably consistent picture of the dreaming brain (Hobson et al. 1998b). Both the clinicanoanatomical studies (Solms 1997a) and the functional imagery studies (Braun et al. 1997; 1998; Franck et al 1987; Franzini 1992; Heiss et al. 1985; Hong et al. 1995; Maquet et al. 1990; 1996; Madsen 1993; Madsen & Vorstrup 1991; Madsen et al. 1991a; 1991b; Nofzinger et al. 1997) suggest that dreaming involves concerted activity in a highly specific group of forebrain structures. These structures include anterior and lateral hypothalamic areas, amygdaloid complex, septal-ventral striatal areas; and infralimbic, prelimbic, orbitofrontal, anterior cingulate, entorhinal, insular, and occipitotemporal cortical areas (Braun et al. 1997; Maquet et al. 1996; Nofzinger et al. 1997). Primary visual cortex and dorsolateral prefrontal cortex are deactivated during REM dreaming (Braun et al. 1998). The role of the parietal operculum is uncertain (Heiss et al. 1985; Hong et al. 1995; Maquet et al. 1996).

This differentiated pattern of regional activation and inactivation mirrors some striking neuropsychological dissociations that have been reported in the clinicanoanatomical literature. For example, unimodal abnormalities of visual dream imagery occur only with lesions in visual association cortex (Solms 1997a), but lesions in primary visual cortex have no effect on dreams. That is, visual dream imagery is intact in cortically blind patients (with V1/V2 lesions) whereas patients with irreminiscence who are unable to generate facial and color imagery in waking life (due to V4 lesions) also cannot generate faces or colors in their dreams.
Solms: Dreaming and REM sleep are controlled by different brain mechanisms

(Adler 1944; 1950; Botez et al. 1985; Brain 1950; 1954; Charcot 1883; Grünstein 1924; Kerr et al. 1978; Macrae & Trolle 1956; Sacks 1985; 1990; 1991; Sacks & Wasserman 1987; Solms 1997a; Tzavaras 1967). Dream imagery is similarly unaffected by primary cortical lesions in the other modalities. Hemiplegic patients (with unilateral perirolandic lesions) experience normal somatosensory and somatomotor imagery in their dreams (Brown 1972; 1989; Grünstein 1924; Mach 1906; Solms 1997a). Similarly, aphasic patients with left perisylvian lesions experience normal audioverbal and motor speech imagery in their dreams (Catania et al. 1983; Schanfald et al. 1985; Solms 1997a). These findings suggest that somatosensory, somatomotor, audioverbal, and motor speech imagery in dreams are generated outside of the respective unimodal cortices for these classes of perceptual and motor imagery (probably in heteromodal paralimbic or PTO cortex). This implies that perceptual and motor dream imagery does not isomorphically reflect the simple activation of perceptual and motor cortex during sleep, as was claimed by the authors of the activation-synthesis model (Hobson 1985b; Hobson & McCarley 1977). It also suggests that dream imagery is not generated by chaotic activation of the forebrain. Rather, it appears that specific forebrain mechanisms are involved in the generation of dream imagery and that this imagery is actively constructed through complex cognitive processes.

In addition, a detailed analysis of the known forebrain mechanisms implicated in dreaming accounts empirically (Solms 1997a) for the formal characteristics of dreams – such as hallucination, delusion, disorientation, negative affect, attenuated volition, and confabulatory paramnesia – which were previously attributed speculatively (Hobson 1998b; Hobson & McCarley 1977). It suggests that dream imagery is not generated by chaotic activation of the forebrain. Rather, it appears that specific forebrain mechanisms are involved in the generation of dream imagery and that this imagery is actively constructed through complex cognitive processes.

The relationship between dreaming and REM sleep reconsidered

The high correlation between REM state and dreaming has traditionally been interpreted as indicating that the brain stem mechanisms that generate REM simultaneously generate dreaming (i.e., that the REM state is intrinsic to and isomorphically with dreaming). However, the data reviewed above suggest that REM and dreaming are in fact doubly dissociable states, in both normal and pathological conditions, and that they are controlled by different brain mechanisms. The high correlation between REM and dreaming therefore requires an alternative explanation.

Perhaps the most reasonable possibility is suggested by the observation that the various brain states that correlate with vivid dream reports all involve cerebral activation during sleep. The most common of these is the “paradoxical” state of REM, in which the brain is simultaneously asleep and highly activated. Dream reports are also correlated...
with specific NREM states: descending Stage I (sleep onset) and the rising morning phase of the diurnal rhythm. These states are situated at polar ends of the sleep cycle, in the transitional phases between sleep and waking. The correlations between these states and dreaming have accordingly been interpreted as cerebral activation effects (Antrobus 1991; Hobson 1992). The same interpretation has been applied to the inverse correlation that exists between depth of NREM sleep (as measured by the sensory arousal threshold) and dreamlike mentation (Zimmerman 1970). Another state which triggers NREM dreaming is complex partial seizure activity, which could be described as a pathological form of cerebral activation during sleep. The fact that dreaming can be artificially generated by the administration of a variety of stimulant drugs, including both cholinergic and dopaminergic agents, is open to a similar interpretation. Of crucial theoretical importance is the fact that dopaminergic agents increase the frequency, vividness, and duration of dreaming without similarly affecting the frequency, intensity and duration of REM sleep (Hartmann et al. 1980). This observation, together with the equally important fact that damage to ventromesial frontal fibres obliterates dreaming but spares the REM cycle (Jus et al. 1973), suggests a specific dopaminergic dream-on mechanism that is dissociable from the cholinergic REM-on mechanism.

These observations show that dreaming is not an intrinsic function of REM sleep (or the brain stem mechanisms that control it). Rather, dreaming appears to be a consequence of various forms of cerebral activation during sleep. This implies a two-stage process, involving (1) cerebral activation during sleep and (2) dreaming. The first stage can take various forms, none of which is specific to dreaming itself, since reliable dissociations can be demonstrated between dreaming and all of these states (including REM). The second stage (dreaming itself) occurs only if and when the initial activation stage engages the dopaminergic circuits of the ventromesial forebrain. It is reasonable to hypothesize on this basis that these forebrain circuits are the final common path leading from various forms of cerebral activation during sleep (both REM and NREM) to dreaming per se. In this view, the high correlation between dreaming and the REM state merely reflects the fact that it is a regular and persistent source of cerebral activation during sleep. It is also possible that specific aspects of the REM state (e.g., noradrenergic and serotonergic demodulation) facilitate the primary dopaminergic effects. However, such facilitatory factors, which vary across the different sleep states associated with dreaming are not intrinsic to the dream process itself.

The biological function of dreaming remains unknown. This is at least partly attributable to the fact that the function of dreaming and the (equally unknown) function of REM sleep have been conflated for more than 40 years of research. Future studies of these functions should be uncoupled from one another. The statistical correlation between dreaming and REM sleep led early investigators to the understandable conclusion that they shared a single underlying mechanism. Subsequent research has demonstrated that this conclusion was erroneous: Dreaming and REM sleep are in fact doubly dissociable states, they have different physiological mechanisms, and in all likelihood they serve different functional purposes. The premise upon which the prevailing neuroscientific theories of dreaming were based has therefore lapsed. Progress in this area will now be hampered if we do not acknowledge our initial error, and resist the temptation to compress our expanding knowledge of the dreaming forebrain into the initial REM-based theoretical framework.

NOTES
1. Reported dream recall rates vary, depending not only on the method of awakening and interview but also on the investigator's definition of "dreaming" (Foulkes 1966). The figures cited here are conservative (they are discussed in more detail in sect. 4). There is no generally accepted definition of dreaming. For our purposes, dreaming may be defined as the subjective experience of a complex hallucinatory episode during sleep. However, what is more important than an absolute definition of dreaming in the present context is the relative frequency with which dream reports obtained from REM and NREM sleep are considered indistinguishable by blind raters.
2. Control in this context implies activate, generate, sustain, and terminate.
3. The concept of "executive control" (Hobson & McCarley 1977, p. 1338; Hobson et al. 1998b, p. R7) implies that the distributed network of structures that contribute to and give effect to the various physiological manifestations of the REM state are recruited and coordinated by a cholinergic/aminergic oscillator that is "centered" in the mesopontine tegmentum (Hobson 1988b, p. 185). Accordingly, Hobson proposes that "the on-off switch is the reciprocal-interacting neuronal populations comprising the amnergic neurons and the reticular neurons of the brain stem" (p. 205).
4. "If we assume that the physiological substrate of consciousness is in the forebrain, these facts completely eliminate any possible contribution of ideas (of their neural substrate) to the primary driving force of the dream process" (Hobson & McCarley 1977, p. 1338).
5. These dreams are difficult to distinguish from REM dreams. The following are illustrative examples. The first is a sleep-onset dream (descending Stage I):

[It] had something to do with a garden plot, and I was planting seed in it. I could see some guy standing in this field, and it was kind of filled and cultivated, and he was talking about this to me. I can't quite remember what it was he did say, it seems to me as if it had to do with growing, whether these things were going to grow (Foulkes 1966, pp. 129–30).

The second example is a later NREM dream (25 minutes after the last REM episode):

I was with my mother in a public library. I wanted her to steal something for me. I've got to try and remember what it was, because it was something extraordinary, something like a buffalo head that was in this museum. I had told my mother previously that I wanted this head and she said, all right, you know, we'll see what we can do about it. And she met me in the library, part of which was a museum. And I remember telling my mother to please lower her voice and she insisted on talking even more loudly. And I said, if you don't, of course, you'll never be able to take the buffalo head. Everyone will turn around and look at you. Well, when we got to the place where the buffalo head was, it was surrounded by other strange things. There was a little sort of smock that little boys used to wear at the beginning of the century. And one of the women who worked at the library came up to me and said, dear, I haven't been able to sell this smock. And I remember saying to her, well, why don't you wear it then? For some reason or other I had to leave my mother alone, and she had to continue with the buffalo head project all by herself. Then I left the library and went outside, and

6. This was a case of closed head injury with traumatic occlusion of the basilar artery. Autopsy and relevant radiological data were lacking. The distinct possibility of forebrain damage in this case cannot be excluded.
Solms: Dreaming and REM sleep are controlled by different brain mechanisms

7. In one report (Ozorio & Daroff 1980) two patients recalled no dreams when awoken during atypical NREM epochs; this is not unexpected and does not constitute evidence of loss of dreaming.

8. However, this is not always the case. At least eight patients with cessation or near-cessation of REM have been reported who were sufficiently conscious to communicate meaningfully with an examiner (Feldman 1971; Lavi et al. 1984; Markand & Dyken 1976; Ozorio & Daroff 1979).

9. The possibility that the reported loss of dreaming in these patients is attributable to amnesia for dreams rather than true loss of dreams has been excluded not only by REM awakening but also by neuropsychological examination of memory functions in dreaming versus nondreaming patients (Solms 1997a).

10. This analysis excludes the “several” cases of cessation of dreaming after cerebral commissurotomy reported by Bogen (1969), whose findings have never been replicated (Greenwood et al. 1977; Hoppe 1977).

11. Excessive, unusually frequent, and vivid dreaming (of the type stimulated by dopamine agonists) has also been described in association with lesions of the anterior cingulate gyrus, basal forebrain nuclei and closely related structures (Gallazzi et al. 1992; Gloning & Sternbach 1953; Lugaresi et al. 1986; Morris 1992; Sacks 1995; Solms 1997a; Whitty & Lewin 1957). Similar phenomena have been linked with central visual deafferentation (Brown 1972; 1989; Grinstein 1924; Hécaen & Albert 1978; Solms 1997a). In some of these cases, dreaming occurs continuously throughout sleep (Gallazzi et al. 1992; Gloning & Sternbach 1953; Lugaresi et al. 1986; Morris et al. 1992; Sacks 1995; Solms 1997a; Whitty & Lewin 1957). These patients are unable to distinguish between dreams and real experiences, and reality monitoring in general is disturbed (Solms 1997a). Most striking are cases in which waking thoughts spontaneously transform into complex hallucinatory experiences, resulting in confabulatory delusional states (Solms 1997a; Whitty & Lewin 1957). This disorder has been interpreted (Solms 1997a) as indicating that basal forebrain nuclei and closely related structures – which are known to participate in discriminative cognitive processes – play a critical role in distinguishing between thoughts and perceptions (i.e., inhibiting hallucinosis).

Accordingly, damage to these mechanisms results in excessive dreaming during sleep (when the visual system is deafferented) and the intrusion of dreamlike mentation into waking thought. It is reasonable to assume that the normal alternations between thoughtlike and dreamlike mentation that occur throughout the sleep cycle are somehow related to these (largely cholinergic) forebrain mechanisms. However, they appear to exert this influence in the opposite direction to that predicted by the activation-synthesis hypothesis. The fact that damage to cholinergic forebrain structures (i.e., reduction in cortical acetylcholine) produces excessive dreaming and dreamlike mentation is consistent with the widely held view that cortical acetylcholine enhances discriminative cognitive mechanisms (Perry & Perry 1995). Likewise, it is well known that anticholinergic agents (e.g., scopolamine or atropine), acting on the muscarinic receptors which predominate in the basal forebrain, produce dreamlike mentation and complex hallucinations in awake subjects (Perry & Perry 1995). These effects are enhanced by eye closure. Therefore, if the REM state is indeed partly mediated by basal forebrain cholinergic mechanisms, as has recently been suggested by proponents of the reciprocal-interaction hypothesis (Hobson et al. 1998b), then something else must be added to the cholinergic activation in order to account for the occurrence and formal characteristics of dreamlike mentation during this state. What is proposed here is that this “something else” is provided by the putative dopaminergic mechanism discussed above, the stimulation of which correlates positively with the generation of complex hallucinations, delusions, and other dreamlike phenomena.

12. In view of the importance of these findings in the present context, Hartmann et al.’s (1980) study is briefly summarized here: 13 subjects slept in the laboratory on four occasions each. They were awakened at the end of the first and second REM periods and either l-dopa (500 mg) or placebo were administered, so that the action of the l-dopa would coincide with the third REM period. A study lasting 52 nights yielded 128 dreams, of which 90 were postmedication (42 l-dopa and 48 placebo). Each dream was scored by four blind raters on five dream content scales: dream-likeness, nightmare-likeness, vividness, emotionality, and detail. The l-dopa condition dreams were significantly more dreamlike (p < 0.01), vivid (p < 0.01), detailed (p < 0.01), and emotional (p < 0.05; t-test for correlated samples) than the placebo condition dreams. The two treatment conditions did not differ significantly on any polygraphic measures, including REM frequency, duration, and density.

13. These are subjective experiences of complex hallucinatory episodes, not night terrors. Here is an example:

Electroencephalography revealed a poorly defined right anterior temporal/right temporal spike focus, which appeared with the onset of drowsiness and light sleep.

14. This backward projection mechanism is apparently mediated in part by the cholinergic basal forebrain mechanism discussed previously.

15. The uncertain role of the parietal operculum in REM and NREM dreaming also awaits further investigation, but this question is unrelated to the main topic of the present paper.

16. Interesting to note, if cholinergic agents are administered prior to sleep onset they cause insomnia, if they are administered during NREM sleep they induce REM, and if they are administered during REM they provoke awakening (Sitaram et al. 1978b; Sitaram et al. 1976). This suggests a nonspecific activation-arousal effect.
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Abstract: Numerous studies have replicated the finding of mentation in both rapid eye movement (REM) and nonrapid eye movement (NREM) sleep. However, two different theoretical models have been proposed to account for this finding: (1) a one-generator model, in which mentation is generated by a single set of processes regardless of physiological differences between REM and NREM sleep; and (2) a two-generator model, in which qualitatively different generators produce cognitive activity in the two states. First, research is reviewed demonstrating conclusively that mentation can occur in NREM sleep; global estimates show an average mentation recall rate of about 50% from NREM sleep—a value that has increased substantially over the years. Second, nine different types of research on REM and NREM cognitive activity are examined for evidence supporting or refuting the two models. The evidence largely, but not completely, favors the two-generator model. Finally, in a preliminary attempt to reconcile the two models, an alternative model is proposed that assumes the existence of covert REM sleep processes during NREM sleep. Such covert activity may be responsible for much of the dream-like cognitive activity occurring in NREM sleep.
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1. Introduction

1.1. The discovery of REM and NREM mentation

Initial reports of an association between REM sleep and vivid dreaming (Aserinsky & Kleitman 1953; Dement 1955; Dement & Kleitman 1957a; 1957b) inspired studies designed to clarify relationships between sleep physiology and dream imagery. A perspective emerged—referred to by many as the “REM sleep = dreaming” perspective (see Berger 1994; Foulkes 1993b; Lavie 1994; Nielsen & Montplaisir 1994; Rechtschaffen 1994 for overview)—from which dreaming was viewed as a characteristic exclusive to REM sleep. Mentation reported from NREM sleep was attributed to purportedly confounding factors, for example, recall of mentation from previous REM episodes or subjects’ waking confabulations. Many subsequent studies cast doubt on the “REM sleep = dreaming” perspective (Foulkes 1962; 1966) primarily by demonstrating elevated levels of mentation recalled from NREM sleep stages. Although the REM sleep = dreaming belief did not disappear entirely, a debate over whether the quality of NREM and REM sleep mentation reports differ largely overshadowed it. Initially, qualitative differences in REM and NREM reports suggested that a different—possibly degraded—form of mentation occurs in NREM sleep. From these developments, two relatively distinct points of view concerning REM/NREM mentation emerged and continue to influence the field. These points of view differ as to whether they consider NREM sleep mentation to stem from imagery processes that are fundamentally the same as or different from those that produce REM sleep mentation. I refer to these as the 1-gen (one-generator) and 2-gen (two-generator) models (reviewed in Nielsen 1999a); research supporting and/or refuting each model is reviewed in the following sections. The review concludes with the presentation of a third model, the covert REM sleep processes...
model, which combines aspects of both the 1-gen and 2-gen models in a way that may help to reconcile the two opposing points of view.

1.1.1. The 1-gen and 2-gen models. The 1-gen model stipulates that a single set of imagery processes produces sleep mentation regardless of the sleep stage in which it occurs. The model was suggested following demonstrations that reports of cognitive activity could be elicited from NREM sleep. Foulkes's (1962) application of more liberal criteria for identifying cognitive activity, as opposed to dreaming activity, allowed him and others to demonstrate a higher incidence of mentation during NREM sleep than was previously observed. Many others replicated these findings (see sect. 1.2.2.2).

Further support for 1-gen models came with the development of methods for effecting fair comparisons of mentation quality between reports of obviously different lengths. As REM sleep mentation reports were typically longer than their NREM equivalents, their qualitative attributes were thought to be confounded with quantitative attributes. Both Foulkes (Foulkes & Schmidt 1983) and Antrobus (1983) devised methods for removing quantitative differences and thus permitting – presumably – fair tests of residual qualitative differences. Both investigators found that when length of report was statistically controlled, qualitative differences diminished and often disappeared, a finding supporting the notion that all sleep mentation derives from a common imagery source that is driven by different levels of brain activation. Several models based upon the 1-gen assumption were subsequently elaborated (Antrobus 1983; Feinberg & March 1995; Foulkes 1985; Solms 1997a).

Foulkes's 1-gen model – the most influential – stipulates that mentation report from REM and NREM sleep arise from the same processes: (1) memory activation, (2) organization, and (3) conscious interpretation. Mentation differences stem primarily from differences in memory activation. When such activation is high and diffuse, during most REM but some NREM sleep, then organization is more intensely stimulated and conscious interpretation more probable and coherent. When memory activation is low and less diffuse, during most NREM but some REM sleep, then organization is less intensely stimulated and conscious interpretation less probable and coherent. It is thus the diffuse-ness or availability of diverse memory elements and not sleep stage physiology that determines the occurrence and form of sleep mentation.

Solms (1997a) adds some support to this model, primarily by refuting the physiological bases of Hobson's 2-gen model. He shows that lesions of the brainstem regions responsible for REM-related activation do not lead to loss of dreaming, whereas lesions in the forebrain (“anterior to the frontal horns of the lateral ventricles”) or in the inferior parietal regions (“parieto-occipito-temporal junction”), lead to global cessation of dreaming. Mentation may occur in any state if these areas are active, even though it is most likely in REM sleep. Thus Solms, like Foulkes, views dreaming as largely independent of REM sleep-specific physiology. Unlike Foulkes, however, he does see dreaming to be associated with a neurophysiological substrate. The latter consists of a motivational-hallucinatory mechanism that is more akin to the Freudian psychoanalytical model than it is to a cognitive-psychological one (Solms 1995).

From the 2-gen perspective, REM and NREM sleep mentation reports stem from qualitatively different imagery generation systems. This difference was suggested by early findings that REM sleep reports are less thoughtlike, more elaborate, more affectively, visually and kinesthetically involving, and more related to waking life than are NREM sleep reports (Foulkes 1962; 1966; Monroe et al. 1965; Rechtschaffen et al. 1963a). The best-known 2-gen model was developed from the earlier activation-synthesis (A-S) hypothesis (Hobson & McCarley 1977) by Hobson's group (Hobson 1992a; Hobson & Stickgold 1994a; 1995; see also Seligman & Yellen 1987). McCarley (McCarley 1994; Steriade & McCarley 1990b) also updated the A-S hypothesis in different directions. A psycholinguistic 2-gen theory has also been proposed (Casagrande et al. 1996a).

Both the A-S hypothesis and its more recent variant (see Hobson et al., this issue) explain sleep mentation by combining (1) descriptions of the presumed physiological substrates of REM and NREM sleep (see Hobson 1988b; Kalm et al. 1997; McCarley & Hobson 1979 for reviews of the physiological findings) and (2) the assumption of formal mind-brain isomorphism. REM and NREM sleep physiological attributes determine the form of mental experiences and are isomorphic with them (Mamelak & Hobson 1989a). Dreaming mentation – characteristic of REM sleep – is distinguished from nondreaming mentation – characteristic of NREM sleep – according to the presence of six defining characteristics (Hobson & Stickgold 1994a): hallucinoid imagery, narrative structure, cognitive bizarre ness, hypemotionality, delusional acceptance, and deficient memory of previous mental content. Some of these features are embodied in newly proposed dream-content measures (e.g., emotional profile, visual continuity, thematic coherence; Baars & Banks 1994).

1.1.2. Summary. Both 1-gen and 2-gen models have had an important impact on sleep research over the last 40 years. That Foulkes's original findings were replicated and his model tested by so many researchers indicates that his cognitive-psychological framework and his 1-gen model have had a widespread influence. Solms's recent work further bolsters some of Foulkes's key assumptions while refuting others.

Until quite recently, the 2-gen model has been highly visible among the neurosciences and the popular press. The A-S hypothesis is today almost synonymous with dreaming. It has, nonetheless, been roundly criticized for various reasons (see below). How the model relates to dream content remains to be studied in greater depth, for example, discriminant validity of the index measures of the six proposed defining features of dreaming and non-dreaming mentation is still unknown.

As the use of cognitive methods has grown increasingly more popular in the brain and psychological sciences, both 1-gen and 2-gen models have continued to stimulate research within distinct subdisciplines. The result has been that the pros and cons of the two models have been scrutinized ever more closely, even though the two are only rarely compared directly one with the other.

1.2. Widespread evidence for cognitive activity in NREM sleep

1.2.1. Distinguishing “dreaming” from “cognitive activity.” Distinctions between “dreaming” and “cognitive activity”
are key to appreciating differences between the 1-gen and 2-gen models. In general, dreaming – which is the object of study of most 2-gen theorists – is more specific than is cognitive activity (see Fig. 1). It is likely to be defined as imagery that consists of sensory hallucinations, emotions, storyline or dramatic progressions, and bizarreness, and that may exclude some types of cognition such as simple thinking, reflecting, bodily feeling, and fragmentary or difficult to describe impressions.

Nonetheless, there is currently no widely accepted or standardized definition of dreaming; definitions vary widely from study to study. There have been attempts to differentiate minimal forms of dreaming from more elaborate, vivid and intense forms, such as “everyday” and “archetypal” (Cann & Donders 1986; Hunt 1989), “mundane,” “transcendental,” and “existential” dreaming (Busink & Kuiken 1996), “lucid” and “nonlucid” dreaming (Luberg et al. 1981), and ordinary versus “apex” (Herman et al. 1978) or “titanic” dreaming (Hunt 1989). In Figure 1, the term “apex” dreaming is adopted to refer to a subcategory of dreaming that is distinguished by exceptional vividness, in- tensity, or complexity. Many of the forms mentioned above and other common types (e.g., nightmares, lucid dreams, sex dreams) fall into this category. The fact that such vivid dreaming occurs frequently during REM sleep but rarely during NREM sleep has led many to propose a qualitative difference between REM and NREM mentation, and thus to entertain a 2-gen perspective.

Cognitive activity is a more inclusive term than is dreaming. It is synonymous with the common term “sleep mentation” and refers to the remembrance of any mental activity having occurred just prior to waking up (Fig. 1). This may include static visual images, thinking, reflecting, bodily feeling, or vague and fragmentary impressions. However, the precise limits of this inclusiveness have not been clearly established. In a manner analogous to the model presented by Farthing for waking state conscious-

1.2.2. Evidence for dreaming and cognitive activity in NREM sleep. Numerous studies demonstrate cognitive activity during NREM sleep. How much of this activity qualifies as dreaming (or as apex dreaming) has been less clearly shown. Some of the strongest evidence for NREM mentation is the association of specific NREM contents with pre-awakening stimuli (Pivik 1991), for example, sleep talking (Arkin et al. 1970; Rechtschaffen et al. 1962) and experimental auditory and somatic stimuli (Foulkes & Rechtschaffen 1964; Lasaga & Lasaga 1973; Rechtschaffen et al. 1963b) that are concordant with NREM mentation. Similarly, presleep hypnotic suggestions often appear in mentation from all stages of sleep (Stoyva 1961).

An illustration of such incorporative “tagging” in NREM mentation is a report (Rechtschaffen et al. 1963a) of a subject who was stimulated during stage 2 sleep with a 500 Hz tone (7 sec) followed by a pause (27 sec), a second tone (7 sec), and then awakened 32 sec later:

a little whistling tone was going on . . . and then it went off. And (the other person) said ‘Oh, you had better get things over with quickly, because you may have to wake up soon’ . . . I just said ‘Oh!’ to this, and I think I heard the whistling noise again. Then the same scene was there for some time, and I was just walking around trying to think of what was going on. (p. 412)

Some NREM parasomnias also demonstrate vivid mental experiences outside of REM sleep (Fisher et al. 1970; Kahn et al. 1991); sleep terrors arising from stage 3 and 4 sleep often result in reports of dramatic and frightening content. For some awakenings the content may be due to
the arousal itself (Broughton 1968), for others there is some sign of a progression seeming to lead up to, and possibly to induce, the awakening. Fisher et al. also found stage 2 nightmares qualitatively similar to those from REM sleep.

1.2.2.1. Sleep Onset (SO). Perhaps the most vivid NREM mentation reports have been collected from SO stages. These include images from the Rechtschaffen and Kales stages 1 and 2 of sleep (Cicogna et al. 1991; Foulkes & Vogel 1965; Foulkes et al. 1966; Lehmann et al. 1995; Vogel 1991) as well as from the stages of a more detailed SO scoring grid (Hori et al. 1994; Nielsen et al. 1995). SO mentation is remarkable because it can equal or surpass in frequency and length mentation from REM sleep (Foulkes 1982b; Foulkes & Vogel 1965; Foulkes et al. 1966; Vogel 1978b; Vogel et al. 1966). Moreover, much SO mentation (from 31–76% depending upon EEG features) is clearly hallucinatory dreaming as opposed to isolated scenes, flashes or nonhallucinated images (Vogel 1978b).

1.2.2.2. NREM sleep. Many more studies of sleep mentation have concentrated on NREM stages of sleep other than those of SO. Although in many studies stages 2, 3, and 4 are indiscriminately combined, stage 2 sleep is by far the most frequently examined stage.

To summarize this literature, studies of REM and NREM mentation published since 1953 were consulted. Of these, 35 studies were retained for the calculation of global estimates of mentation recall (Fig. 2). Excluded were studies of patients for whom an illness (e.g., depression, anorexia) may have affected mentation recall. To equally weight findings from all studies, only one estimate of recall from each study was included in the global average. If a study contained values for different subgroups (e.g., young vs. old, male vs. female), an average of the groups was taken. Estimates were also calculated separately for studies prior to Foulkes's (1962) work, which was the first to highlight the distinction between dreaming and cognitive activity (Table 1).

The overall difference in mean recall from REM (81.9 ± 9.0%) and NREM sleep (43.0 ± 20.8%) is close to 39%. However, this difference is much larger for the pre-1962 studies (i.e., 57.6%) than it is for the post-1962 studies (33.2%). Differences in median recall parallel those for the mean; total: 40%, pre-1962: 59%, post-1962: 37%. The present estimated NREM recall mean of 43.0% is very similar to that of 45.9% (±15.8%) calculated from nine previous studies (Foulkes 1967). The present REM recall estimate of 81.9% also compares favorably with both (1) an estimate of 83.3% from over 200 subjects and 2,000 REM sleep awakenings (Dement 1965) and (2) an average of 81.7 ± 15.0% from 12 prior studies (Herman et al. 1978).

1.2.2.3. Stages 3 and 4 sleep. Some studies have found cognitive activity in stages 3 and 4 sleep (Armitage 1980; Armitage et al. 1992; Cavallero et al. 1992; Goodenough et al. 1965a; Herman et al. 1978; Pivik & Foulkes 1968). On average, recall from these stages is equal to that of stage 2 sleep; a tally of eight studies (Cavallero et al. 1992; Fein et al. 1985; Foulkes 1966; Lloyd & Cartwright 1995; Moffitt et al. 1982; Pivik 1971; Pivik & Foulkes 1968; Rotenberg 1993b) revealed an average recall rate of 52.5 ± 18.6%. The average stage REM recall rate in these studies was 82.2 ± 8.1%. The values for stages 3 and 4 are consistent with the finding that stage 2 and 4 mentation differences disappear for awakenings conducted at similar times of the night (Tracy & Tracy 1973). Three studies (Moffitt et al. 1982; Pivik 1971; Pivik & Foulkes 1968) found average recall rates to be higher in stage-3 (M = 56%) than in stage-4 sleep (M = 38%), a finding also true of children 9–11 years (42% vs. 26%) and 11–13 years (42 vs. 25%) (Foulkes 1982b). However, Pivik (1971) found nearly identical levels of recall of cognitive activity in stages 3 (41–56%) and 4 (38–58%).

Some subjects appear to have little or no recall of stage 3 and 4 sleep mentation. Ten of 60 subjects (17%) in one study (Cavallero et al. 1992) reported no mentation whatsoever after several nights of one awakening/night from stages 3 or 4 sleep; an additional 20 subjects (33%) required from one to five additional nights before recalling at least one instance of cognitive activity. These discrepancies have never been explained satisfactorily.

1.3. Summary

Numerous studies have replicated the finding of mentation outside of REM sleep as the latter is traditionally defined. All NREM sleep stages can produce some form of mentation. However, in accordance with the distinction between dreaming and cognitive activity discussed earlier, the more recent (post-1962) studies together indicate that about half of all NREM awakenings result in no recall of cognitive activity whatsoever. Further, about 50% of subjects appear to have noticeably degraded recall of mentation from NREM sleep, some (e.g., 17% of subjects in the Cavallero et al. 1992 study) have no recall after repeated awakenings. Further, because dreaming is a subset of cognitive activity, less than 50% of NREM awakenings produce dreaming. One liberal estimate is that only 25–50% of NREM reports bearing cognitive activity fulfill a minimal definition of dreaming (Foulkes 1962). Thus, at most 25%, but possibly as little as 12% of NREM awakenings in susceptible subjects will produce reports of dreaming. The more elaborate forms of (“apex”) dreaming are even less prevalent. It has
REM/NREM SLEEP RECALL DIFFERENCES

Recall of mentation from REM sleep has been consistently high in studies conducted from the 1950s to the present, whereas recall from NREM sleep has increased on average. This increase reflects liberalization (first operationalized by Foulkes in 1962) of the criteria for accepting a mentation report as a valid object of study; this marked the shift from studying the more delimited category of “dreaming” to studying the wider category of “cognitive activity.”

Table 1. Summary of 35 studies of mentation recall from REM and NREM sleep (pre-1962 vs. post-1962)

<table>
<thead>
<tr>
<th></th>
<th>N studies</th>
<th>Mean ± SD%</th>
<th>Median%</th>
<th>Range%</th>
</tr>
</thead>
<tbody>
<tr>
<td>REM SLEEP RECALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1962</td>
<td>8</td>
<td>76.0 ± 11.5</td>
<td>77</td>
<td>60–92</td>
</tr>
<tr>
<td>≥1962</td>
<td>21</td>
<td>84.1 ± 6.7</td>
<td>86</td>
<td>71–93</td>
</tr>
<tr>
<td>TOTAL</td>
<td>29</td>
<td>81.9 ± 9.0</td>
<td>85</td>
<td>60–93</td>
</tr>
<tr>
<td>NREM SLEEP RECALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1962</td>
<td>8</td>
<td>18.4 ± 15.4</td>
<td>18</td>
<td>0–43</td>
</tr>
<tr>
<td>≥1962</td>
<td>25</td>
<td>50.9 ± 15.5</td>
<td>49</td>
<td>23–75</td>
</tr>
<tr>
<td>TOTAL</td>
<td>33</td>
<td>43.0 ± 20.8</td>
<td>45</td>
<td>0–75</td>
</tr>
<tr>
<td>REM/NREM SLEEP RECALL DIFFERENCES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1962</td>
<td>8</td>
<td>57.6</td>
<td>59</td>
<td>60–49</td>
</tr>
<tr>
<td>≥1962</td>
<td>21</td>
<td>33.2</td>
<td>37</td>
<td>48–18</td>
</tr>
<tr>
<td>TOTAL</td>
<td>29</td>
<td>38.9</td>
<td>40</td>
<td>60–18</td>
</tr>
</tbody>
</table>

Recall of mentation from REM sleep has been consistently high in studies conducted from the 1950s to the present, whereas recall from NREM sleep has increased on average. This increase reflects liberalization (first operationalized by Foulkes in 1962) of the criteria for accepting a mentation report as a valid object of study; this marked the shift from studying the more delimited category of “dreaming” to studying the wider category of “cognitive activity.”

been suggested (Herman et al. 1978) that vivid dreaming may occupy only 7% of recalled NREM mentation.

2. Experimental results bearing on the models

Resolving whether REM and NREM sleep mentation differ qualitatively is complicated by the thorny issue of whether the evaluation of sleep mentation conforms to commonly accepted psychometric principles of hypothetical construct validation, especially as these principles apply to psychophysiological studies. The validation of a hypothetical construct requires several criterion measures:

It is ordinarily necessary to evaluate construct validity by integrating evidence from many different sources. The problem . . . becomes especially acute in the clinical field since for many of the constructs dealt with it is not a question of finding an imperfect criterion but of finding any criterion at all. (Cronbach & Meehl 1955, p. 285)

Further, the criterion measures under consideration should be as methodologically distinct from one another as possible to avoid “method artifact,” that is, artifactual correlations among measures due to similarities in method (Strube 1990). Thus, solving the problem of qualitative differences in REM and NREM sleep mentation may require a construct validation approach sensitive to a wide range of methodologically diverse measures with probable or possible associations to sleep mentation. This is the principal justification for examining a variety of research methods in the following review.

How should a variable’s “probable or possible associations” to sleep mentation be decided? Clearly, one’s theoretical model is a determinant. Hobson’s 2-gen model stipulates psychophysiological isomorphism; thus, the fact that REM and NREM sleep differ physiologically warrants investigation of physiological variables in relation to sleep mentation (Hobson & Stickgold 1995). Some proponents of the 1-gen model, on the other hand (Foulkes 1990), contend that mentation is psychologically driven. Physiological variables should be excluded from consideration. This assumption is supported by evidence that relationships between physiological variables and dream content have not been clearly demonstrated (see Pivik 1978; Rechtschaffen 1978, for reviews). However, as explained below, this assumption may not be completely justified on scientific grounds. To meaningfully compare the 1-gen and 2-gen points of view, a wide array of variables – including physiological variables – should be considered.

Foremost among the reasons for a lack of evidence for brain-mind relationships (Cacioppo & Tassinary 1990) may be the particular form of psychophysiological isomorphism proposed. One-to-one correspondences between a physiological (θ) and a psychological (ψ) variable, such as those proposed by the 2-gen model, are not, in fact, common in the literature; more commonly, multiple θ responses accompany a ψ variable or vice versa (Cacioppo & Tassinary 1990). To illustrate, EMG activity in the smiling muscle zygomaticus is associated with both positive dreamed affect and dreamed communication (Germe & Strauch 1985).

This problem can be resolved by evaluating a ψ variable in relation to an appropriate group of θ measures (“spatial response profiles”) or in relation to a combination of such spatial groups over time (“temporal response profiles”). Also grouping ψ variables can give even greater specificity. Such procedures are rarely attempted for sleep mentation studies in part because of a lack of computing tools, but also because of a dearth of theoretical frameworks for such work.

Another criterion for accepting a variable as a “probable or possible” correlate of sleep mentation concerns its existing status as a correlate of a waking state mental process. With much research demonstrating sleep mentation to be continuous with waking state experiences (see Schwartz et al. 1978, for review), it is reasonable to expect that physiological indicators of waking state experiences should also be valid during sleep. Such cross-state generalization of a measure’s validity is, in fact, implicitly accepted whenever a measure (e.g., P300) that has been validated in one waking state (e.g., attentiveness) is applied during a different waking state (e.g., emotional arousal).

In summary, resolution of the debate about REM and NREM mentation is partly a problem of construct valida-
tion of the object of study. The debate was long ago widened to include cognitive activity as well as dreaming as dependent variables, and many pre-conscious cognitive processes may also belong in this category. It thus seems only fitting that a variety of process measures should be explored as potential markers of these objects of study. These measures should be methodologically diverse and have at least face validity as possible or probable correlates of the dependent measure. Thus, measures of cognitive content as well as accompanying physiological activity should be considered. In the review that follows, the measures considered are, for the most part, methodologically diverse and correlated with waking state cognitive processes. Even so, none involves the complex physiological profiles described earlier. Of the nine types of research examined, three (sects. 2.4, 2.6, 2.8) are closely tied to phenomenological features of sleep mentation. The others concern either physiological measures (sects. 2.3, 2.9), behavioral measures (sects. 2.1, 2.2, 2.5) or individual difference measures (sect. 2.7) that are presumed to index some critical aspect of cognitive activity during sleep mentation generation.

2.1. Memory sources inferred from associations to mentation

A 1-gen model might be expected to predict that REM and NREM reports of equivalent length derive from memory sources of equivalent type. This was supported in a study that used subjects’ associations to dreams as a measure of their memory sources (Cavallero et al. 1990). Without controls for length, REM reports more frequently than NREM reports led to identifications of semantic knowledge sources, as opposed to autobiographical episodes or abstract self-references; with such controls – temporal unit weighting in this case – no memory source differences were found.

However, the 1-gen model is more often construed to be consistent with studies that do report qualitative differences in memory sources as a function of sleep stage. Comparisons of REM and NREM mentation reports do reveal differences in memory sources (Battaglia et al. 1987; Cavallerio 1993; Cavallerio et al. 1988; 1990; Cicogna et al. 1986; 1991; Foulkes et al. 1989). Compared with REM sleep mentation, memory sources of stage 2 mentation are more often episodic and less often semantic (see Cavallerio 1993, for review) and more evidently connected to dream content (Foulkes et al. 1989). The memory sources of SO (1) are predominantly autobiographical and episodic (rather than an even mix of episodic memories, abstract self-references, and semantic knowledge as in REM sleep; Cavallerio et al. 1988; 1990; Cicogna et al. 1986; 1991) and (2) more often have episodic sources referring to day residues than to earlier memories (as for REM sleep; Battaglia et al. 1987). Such results are taken to support the contention that “access to memory material is selective in SO, but probably undifferentiated in REM” (Cavallerio & Cicogna 1993, p. 51).

2.1.1. Problems with memory source experiments. There are concerns with the notion that diffuse mnemonic activation is a precursor to sleep mentation (see sect. 2.9.1), because there are yet no valid correlates of such activation. Equally important is the question of whether memory activation should be considered to be distinct from the production of sleep mentation. If diffuse activation is dedicated exclusively to the production of sleep mentation and is tightly and reciprocally coupled to this production, then might it not better be conceptualized as an integral, inseparable component of it? If so, qualitative differences in memory sources are in fact qualitative differences in mentation production processes.

Other explanations have been offered for some REM/NREM sleep mentation differences, for example, more frequent episodic memory sources for SO reports because of recency effects or a “carry-over” of episodic processes from immediately preceding wakefulness (Natale & Battaglia 1990). This reasoning is consistent with “carry-over” effects following awakenings from REM and NREM sleep as discussed under post-awakening testing (sect. 2.5); however, most of the latter research demonstrates differences for REM and NREM sleep, that is, supports a 2-gen model.

Qualitative differences in memory sources may be due to differential levels of engagement of the dream generation system, but few empirical findings speak directly to this issue. Some authors (Cavallerio & Cicogna 1993) link changes in “levels of engagement” to levels of cortical activation, but cannot easily reconcile this explanation with the qualitative differences in physiological activation characterizing REM and NREM sleep. Others (Foulkes 1985) eschew links between psychological and physiological activation altogether.

2.2. Memory consolidation

Memory processes are central to both 1-gen and 2-gen models of mentation production. Of the several paradigms that have been used to investigate learning and memory consolidation during sleep, most have produced results consistent with the notion of different forms of cognitive processing during REM and NREM sleep (see Dujardin et al. 1990; McGrath & Cohen 1978; Smith 1995, for reviews). Although the evidence is not unanimous, most suggests that REM sleep is selectively implicated in learning new information.

Some studies have found discriminative responding during REM but not NREM sleep (Hars & Hennevin 1987; Ikeda & Morotomi 1997) or establishment of a classically conditioned response (e.g., hippocampal activity) selectively during REM sleep (Maeho & Bloch 1992). Discriminatory cueing during REM sleep even enhances performance on a previously learned skill, whereas cueing during NREM sleep impairs it (Hars & Hennevin 1987). Smith and Weeden (1990) found that stimulation with 70 dB clicks that were previously paired with a learning task enhances later performance only when similar clicks are administered during REM, but not NREM, sleep. Further, stimulation of reticular formation only during REM sleep improves learning over 6 days (Hennevin et al. 1989); such stimulation enhances awake learning if applied after either training or cueing treatment (see Hennevin et al. 1995b, for review).

On the other hand, a few studies have demonstrated transfer of discriminative responding during NREM sleep (Beh & Barratt 1965; McDonald et al. 1975), for example, a second-order conditioned response can be entrenched during either REM or NREM sleep (Hennevin & Hars 1992).

Several types of perceptual, cognitive, and memory skills have been examined in relation to REM and NREM sleep using different types of procedures: selective REM/NREM deprivation, changes in REM/NREM sleep architecture after learning, retrospective assessment of sleep architecture differences in slow versus fast learners, and performance differences after REM and NREM awakenings.
Much of this research suggests qualitative differences in the tasks that are dependent upon the integrity of REM and NREM sleep. Some illustrative findings:

1. Disruption of REM, but not NREM, sleep diminishes performance on a basic visual discrimination task (Karni et al. 1994).

2. Deprivation of REM, but not NREM, sleep diminishes performance on procedural or implicit memory tasks, that is, Tower of Hanoi, Corsi block tapping, but not declarative or explicit memory tasks, that is, word recognition, paired associates (Smith 1995).

3. Training animals on a new, appetitive or aversive task is followed by an increase in REM, but not NREM, sleep (Hennevin et al. 1995b).

4. Successful intensive language learning is accompanied by increased %REM, but not %NREM (De Koninck et al. 1989).

5. Rearing in an enriched environment produces more dramatic increases in REM than in NREM sleep (Smith 1985).

6. Waking recall of stimuli presented during sleep is superior for stimuli presented just before awakenings from REM, but not NREM, sleep (Shimizu et al. 1977).

NREM sleep is associated with memory tasks only rarely; NREM sleep deprivation disrupts Rotor pursuit (Smith & MacNeill 1994) and the learning of lists of word pairs (Plihal & Born 1997). These findings nevertheless point to skills that are qualitatively different from those typically associated with REM sleep and are thus consistent with a 2-gen model.

2.2.1. Problems with memory consolidation experiments. It remains unknown whether the memory processes essential to generating sleep mentation are the same as those shown to be associated with REM and NREM sleep. Almost invariably subjects in these types of experiments are never awakened to sample mentation in relation to learning. Some exceptions (Conduit & Coleman 1998; De Koninck et al. 1988; Fiss et al. 1977) unfortunately have not examined both REM and NREM sleep mentation to compare the two.

2.3. Event-related potentials

Different time-locked components of event-related potentials (ERPs) reflect different steps of perceptual and cognitive processing, steps that may be extrapolated to some extent to the various stages of sleep (see Kutat 1990; Salisbury 1994, for reviews). Short-latency auditory components — occurring within 10 to 15 msec of a stimulus — reflect sensory pathway integrity from receptors through to thalamus, and appear not to change in any sleep stage (Campbell & Bartoli 1986). Middle latency responses — 10 to 100 msec post-stimulation — reflect processes such as threshold detection associated with medial geniculate, polysensory thalamus, and primary cortex. Up to 40 msec, these components are largely unaffected by sleep/wake stage (Salisbury 1994). Beyond 40 msec, most studies show some reduction in amplitude and latency during sleep (Erwin & Buchwald 1986; Linden et al. 1985; Picton et al. 1974) although some show an increase in amplitude of potentials such as N1 and P2 (Nordby et al. 1996). These changes vary little from stage to stage, however. Long-latency components — typically later than 100 msec post-stimulation — are of particular interest because of their putative associations with cognitive processes such as selective attention (N1 or N100), sensory mismatch (N2-P3a), orienting (N2), surprise (P3b), novelty (P3a), and semantic processing (N400) (see Kutas 1990; Salisbury 1994, for reviews). Several studies (Addy et al. 1989; Nakano et al. 1995; Noguchi et al. 1995; Nordby et al. 1996; Roschke et al. 1996; Van Sweden et al. 1994) indicate that long-latency components from NREM sleep (vs. those from wakefulness), are both suppressed in amplitude and slowed in latency — independent of the sensory modality stimulated. Most studies find that these components in REM sleep resemble those of wakefulness to a greater extent than they do the more diminished potentials of NREM sleep.

Research pertinent to the critical question of whether P300, a presumed measure of complex cognitive processing, is differentially active during REM and NREM sleep has produced mixed results. Most studies find P300 in REM sleep and stage 1 NREM sleep but not in other NREM sleep stages (Bastuji et al. 1995; Côté & Campbell 1998; Niiyama et al. 1994; Roschke et al. 1996; Van Sweden et al. 1994) suggesting a distinctive mode of higher-order processing during the two sleep states with the most vivid imagery processes. Others have found either a diminished P300 in both REM and NREM sleep (Wesensen & Badia 1988) or no clear evidence of P300 in sleep (Nordby et al. 1996). These discrepant findings may be due, in part, to the large variability of this late component, a variability exacerbated in NREM sleep by the superimposition of endogenous K-complexes, as well as by the fact that oddball stimuli are often not sufficiently disparate (Salisbury 1994) or intense (Côté & Campbell 1998) to evoke the P300 response.

Both 1-gen and 2-gen models stipulate that the blocking of afferent information during sleep is a precondition for cognitive activity. Thus, early- and middle-latency results seem relatively irrelevant to differentiating the models. To the extent that higher-order cognitive functions are necessary for sleep mentation, long-latency ERP studies demonstrating degradation of these components in NREM, but not REM, sleep support the notion of different cognitive processes in the two states.

2.3.1. Problems with ERP studies. It might be argued (from the 1-gen viewpoint) that long-latency ERP differences reflect only differences in degree — not quality — of mentation production processes in REM and NREM sleep. Diminished P300 amplitude in NREM sleep might simply index a reduction in memory diffuseness thought to occur (Foulkes & Schmidt 1983). This argument hinges in part on what transformations of the P300 waveform are ultimately found to be correlated with qualitative (and not simply quantitative) differences in REM and NREM mentation. One might expect that minor changes in amplitude or latency reflect only quantitative differences while more dramatic changes in ERP structure (e.g., absence of the waveform) reflect qualitative differences, but this remains an empirical question.

It might also be argued (from the 1-gen viewpoint) that the cognitive processing revealed by long-latency components does not reflect activity that is germane to mentation production. Such components may reflect processing occurring either so early or so late in production that they have no causal bearing on the outcome. Processes such as sensory mismatch recognition, or orienting/surprise to a stimulus could be simple affective reactions to unusual
dreamed events, reactions with no real impact on imagery construction (Foulkes 1982c). Conversely, at least one well-articulated theory describes how orienting responses and related affective reactions engender sleep mentation (Kuiken & Sikora 1993). Moreover, many findings link P300 to emotional processes such as mood expectancy during reading (Chung et al. 1996) emotional prosody (Erwin et al. 1991) and emotional deficits (Bungener et al. 1996). On the other hand, the suggestion (Donchin et al. 1984) that P300 reflects processes of creating, maintaining, and updating an internal model of the immediate environment suggests that P300 underlies more basic representational processes.

2.4. Stimulation paradigms

The presentation of stimuli prior to sleep affects REM and NREM sleep mentation differentially, for example: (1) six hours of cognitive effort prior to sleep produces REM sleep mentation with less thinking and problem solving, and NREM sleep mentation with increased tension (Hauri 1970); (2) presentation of presleep rebus stimuli (e.g., image of a pen with a knee \(\rightarrow\) penny association) has no effect on REM sleep mentation, but evokes conceptual references to the stimulus words (e.g., pencil, leg) in stage 2 mentation (Castaldo & Shevlin 1970); (3) auditory cues to picture learning leads to superior processing of higher order stimuli in stage 2 (Tilley 1979). These authors conclude that REM and NREM sleep are associated with different levels of cognitive organization – which squares with the notion that NREM sleep mentation is more conceptual or thoughtlike. However, auditory cues are also less impeded by sensory inhibition during stage 2 sleep than during phasic REM sleep (Price & Kremen 1980). On the other hand, superior processing of verbal materials during REM sleep was suggested in a study of associative learning (Evans 1972); such differences are not easily explained by elevated sensory inhibition during REM sleep.

2.4.1. Problems with stimulation paradigms. Many of these studies suggest sleep stage differences that are opposite in nature to those suggested by ERP studies, for example verbal stimulation preferentially influences stage 2 mentation, whereas REM sleep has more evident late ERP components of the type one might expect to index the registration of such verbal stimulation. Such ambiguities could be resolved by examining both sleep mentation and ERPs in the same study design.

2.5. Post-awakening testing

Post-awakening testing taps cognitive abilities immediately after awakening from REM or NREM sleep, and is based on the observation that cognitive and physiological components of a sleep state will “carry-over” and influence waking performance. Post-awakening testing has been used by at least six independent research groups in at least eight different studies (see Reinsel & Antrobus 1992, for review). Most studies concur that REM and NREM sleep awakenings produce different patterns of responding. The first demonstration of a “carry-over effect” (Fiss et al. 1966) was that thematic apperception test (TAT) stories generated following REM sleep awakenings were more “dreamlike” than those following NREM sleep. Subsequently, perceptual illusions, such as spiral after-effect and beta movement, were found to vary with preceding sleep stage (Lavie 1974a; Lavie & Giora 1973; Lavie & Sutter 1975). Superior performance on right hemisphere (RH), primarily spatial tasks after REM sleep and on left hemisphere (LH), primarily verbal tasks after NREM sleep were also reported (Gordon et al. 1982; Lavie & Tzischinsky 1984; Lavie et al. 1984). Other studies (Bertini et al. 1982; 1984; Violani et al. 1983) demonstrated RH superiorities after REM sleep on a tactile matching task. Short-term memory is also better after REM versus NREM awakenings (Stones 1977).

One study (Reinsel & Antrobus 1992) did not replicate the reported stage differences, even though many of the same dependent measures were employed. The authors suggest that the discrepancies may be due to subtle methodological differences, for example, greater memory demands in the original studies (Reinsel & Antrobus 1992). Also, stage-related differences on trail-making and vigilance tasks were not found for REM and NREM awakenings (Koulack & Schultz 1974).

Most of these results support the interpretation that qualitatively different cognitive processes are active following and, by inference, just preceding awakenings from REM and NREM sleep. These include both lower-level (perceptual registration, stimulus matching) and higher-level (short-term memory, story generation) processes.

2.5.1. Problems with post-awakening testing. The replicability of post-awakening effects was questioned by at least one study (Reinsel & Antrobus 1992). There is also some concern about whether waking state measures are valid measures of preceding, sleep-related processes. Findings do support the “carry-over” construct, but the weight of evidence is not overwhelming. It is possible, for example, that post-awakening effects are due to different changes of state as opposed to “carry-over” of cognitive processes linked to a particular state.

2.6. Inter-relationships between mentation contents from different reports

The 1-gen model might predict that a single imagery generator would produce a great degree of thematic continuity between proximal REM and NREM reports within a night; the 2-gen model would predict different kinds of unrelated mentation. One study (Cipolli et al. 1988) supporting the 1-gen model found that low-level paradigmatic and lexical relationships (but not high-level syntagmatic and propositional relationships) between pairs of mentation reports were higher within the same night than they were between nights, regardless of whether the reports were REM-NREM pairs or REM-REM pairs. An earlier study (Rechtschaffen et al. 1963b) found that high-level themes were often repeated in REM and NREM reports from the same night.

2.6.1. Problems with report inter-relationships. If thematic similarity is an index of unified mentation production, then thematic difference may be construed as an index of two or more generators. In all likelihood, thematic differences would be more prevalent than similarities in any within-night REM/NREM mentation comparisons. Yet chance levels of thematic similarity in adjacent reports remain unknown. It may also be argued (from a 2-gen perspective) that similar themes nevertheless differ in some qualitative respects, for example, an interpersonal aggression may be more self-participatory, affectively engaging.

2.7. Subject differences in mentation content

Interactions between subject differences and stage-related cognitive activity may set limiting conditions on the generalizability of the two models, for example, they may suggest that one or the other model is valid only for some types of subjects and under some circumstances. Also, some prevalent subject variables linked to sleep mentation (e.g., age, insomnia, dream recall frequency) may determine subject self-selection for sleep studies and thus bias the estimated rates of mentation recall from REM and NREM sleep. Three variables illustrate this complexity.

2.7.1. Light versus heavy sleepers. Zimmerman (1970) first proposed that differences in activation may account for REM/NREM mentation differences. He classified subjects as either light or deep sleepers (based on auditory arousal thresholds) and awakened them twice each from REM and NREM sleep. Light sleepers reported dreaming after NREM awakenings more often (71%) than did deep sleepers (21%). REM and NREM mentation from these groups also differed qualitatively. For deep sleepers, NREM mentation was less perceptual, controlled, and distorted. For light sleepers, such differences did not obtain. If light-sleeping subjects are more cerebrally aroused than are deep-sleeping subjects during NREM sleep, then their NREM content may be much more REM-like. Thus, the 1-gen model may apply to light-sleeping subjects; the 2-gen model to deep-sleeping subjects.

2.7.2. Habitual recall of dream content. Mentation from REM and NREM sleep differs for subjects high and low in habitual dream recall. We (Nielsen et al. 1983; 2001) found that stage REM reports were higher on two measures of story organization (number of story constituents, degree of episodic progression) than were NREM reports, but only for high frequency recallers. The 1-gen and 2-gen models appear to describe low- and high-frequency recallers differentially.

2.7.3. Psychopathology. Measures of REM and NREM salience (i.e., recall and length) are correlated differentially with measures of psychopathology. For example, the MMPI I scale correlates with REM mentation recall whereas no scales correlate with NREM mentation recall (Foulkes & Rechtschaffen 1964). The two states are further differentiated by correlations between the MMPI Hy scale and REM word count and between several scales and NREM word count. NREM word count also correlates with Ego Strength and Hostility Control. A 2-gen model is favored by such results.

2.7.4. Other studies of subject variables. Many other subject variables are known to interact with sleep mentation although specific relationships remain to be clarified. Some include (1) the differential association of age with late night activation effects on REM and NREM mentation (Waterman et al. 1993), (2) large differences in recall of REM (but not NREM) related mentation for both insomniacs (Rotenberg 1993b) and depressed (Riemann et al. 1990) patients versus normal controls, (3) the effects of introspective style on the salience of REM and NREM content (Weinstein et al. 1991) and elevated incorporation of laboratory characters into REM (but not NREM) mentation for women, but not men (Nielsen et al. 1999). Other such correlates of dream recall have been reviewed (Schredl & Montasser 1997) and appear to be consistent primarily with the 2-gen model.

2.8. Residual differences in stage-related measures of mentation quality

Many authors feel that the fairest test of REM/NREM mentation differences is whether mentation reports differ on qualitative measures after report length has been controlled. However, many studies report qualitative REM-NREM stage differences even with such controls (Antrobus 1983; Antrobus et al. 1995; Cavallero et al. 1990; Cicogna et al. 1991; Foulkes & Schmidt 1983; Hunt et al. 1993; Porte & Hobson 1996; Nielsen et al. 1983). With length controls, REM and NREM mentation samples still differ on self-reflectiveness (Foulkes et al. 1986), bizarreness (Casagrande et al. 1996b; Porte & Hobson 1986), visual and verbal imagery (Antrobus et al. 1995; Casagrande et al. 1996b; Waterman et al. 1993), psycholinguistic structure (Casagrande et al. 1996a), and narrative linkage (Nielsen et al. 1983). Strauch and Meier (1996) found fewer characters and lower self-involvement in NREM than in REM mentation, again, regardless of report length. Even Foulkes (Foulkes & Schmidt 1983) found more per-unit self-representation in REM than in SO mentation and more per-unit characterization in REM than in NREM mentation. Differences in characterization and self-representation are not trivial since they are two of the most ubiquitous constituents of dreaming.

Visual imagery is perhaps the most defining quality of dream mentation. Visual imagery word count and total word count both differentiate stage REM from stage 2 mentation reports – and a significant predominance of visual words in REM over NREM reports remains even after total word count is controlled as a covariate (Waterman et al. 1993). Antrobus et al. (1995) have replicated this finding, failing to replicate Antrobus’ own earlier study (Antrobus 1983), as have Casagrande et al. (1996b).

A recent study (Porte & Hobson 1996) reports stage-related differences in fictive (imagined) movement, but also some support for the 1-gen model. Here, the subgroup of 10 subjects who produced the only motor reports in NREM sleep also had the longest mentation reports from both sleep stages. The authors suggest that some factor may have caused their NREM sleep to be influenced by REM sleep processes, for example, an increase in REM sleep “pressure” by REM deprivation, thus lengthening REM reports and raising the odds that a NREM awakening coincides with a pre-REM or post-REM sleep transitional window (Porte & Hobson 1996). I refer to this window as a type of covert REM sleep in a later section (see sect. 3).

The accumulation of findings of residual qualitative differences between REM and NREM sleep mentation after length control challenges the 1-gen argument that such controls cause qualitative differences to disappear (Foulkes & Cavallero 1993). Such differences are diminished by controlling length but they are not eliminated altogether.

2.9. Memory versus physiological “activation”

2.9.1. Are memory activation and cortical activation isomorphic? Foulkes’ (1985) 1-gen model identifies memory activation as the instigating force of sleep mentation but ex-
cludes physiological activation as a determinant, even though known relationships between cerebral activation and sleep/wake stages might seem consistent with the model. For example, PET imaging studies of the brain have demonstrated that REM sleep is characterized by elevated and more widespread activation than is NREM sleep; higher levels of cerebral blood flow have been measured in most centrencephalic regions (cerebellum, brainstem, thalamus, basal ganglia, basal forebrain), limbic and paralimbic regions (hippocampus, temporal pole, anterior insula, anterior cingulate), and unimodal sensory areas (visual and auditory association; Braun et al. 1997). Note, however, that Foulkes’s exclusion of neurophysiological correlates of brain activation in the development of 1-gen models is not supported by all 1-gen theorists.

Studies of whether cortical activation is indeed correlated with cognitive activation offer limited support for the notion of an association (see Antrobus 1991, for review). With EEG slowing and increased voltage there is an associated decrease in mentation recall (Pivik & Foulkes 1968, and there is more EEG slowing in NREM than in REM sleep (e.g., Dummermuth et al. 1983). In one study, both delta and beta amplitude predicted successful dream recall from REM sleep whether subjects were depressed or healthy (Rochlen et al. 1998). In our studies (Germain et al. 1999; Germain & Nielsen 1999) fast- and slow-frequency power was associated with recall of dreams from REM and NREM sleep respectively. If EEG-defined activation (delta) is statistically controlled, stage differences in mentation are still obtained (Waterman et al. 1993). At least one study (Wollman & Antrobus 1987) found no relationships between EEG power and word count of either REM sleep reports or waking imagery reports.

It is well known that both the recall (Goodenough 1978; Verdone 1965) and the salience (Cohen 1977a; Foulkes 1967) of sleep mentation increases in later REM episodes; these changes are likely due to activation associated with circadian factors (Antrobus et al. 1995). On the other hand, circadian factors appear to influence REM and NREM mentation equally (Waterman et al. 1993) – a finding that would seem to support the 1-gen model. However, when both stage and diurnal activation effects on variables such as visual clarity are assessed simultaneously, the effect size for time-of-night activation is only about 30% of the effect size for REM-NREM stage activation; this difference is interpreted to support the 2-gen, A-S model (Antrobus et al. 1995).

### 2.9.2. Partialling out activation: Problems with using report length

Controls for report length are effected in different ways. Most studies estimate activation by total word count (TWC; Antrobus 1983), a tally, usually transformed by log₁₀(TWC+1) to remove positive skew, of all non-redundant, descriptive content words in the report. Length is then partialled out of correlations between variables or in some other way (Antrobus et al. 1995; Levin & Livingston 1991; Waterman et al. 1993; Wood et al. 1989). A procedure conceptually related to TWC is to weight dependent variables with a length estimate that is based upon report structure. Foulkes and Schmidt (1983) parsed reports for events that occurred continguously, the so-called “temporal unit.” Similarly, we (Nielsen et al. 1985; 2001) used the presence of story components (characters, actions, settings) to control for their organization – a REM/NREM difference was found in this study. We also used the proportional measures of the Hall and Van de Castle (1966) system to compare REM and NREM reports qualitatively – few REM/NREM differences were seen (Faucher et al. 1999).

Hunt’s (1993) challenge to length-sensitive corrections is that variations in report length are an expected correlate of mentation that is qualitatively remarkable in some way, that is, that “more words are necessary to describe more bizarre experiences” (p. 181). To partial out report length from a given qualitative scale may be to partial out the variable from itself (p. 181) and may even “cripple our ability to study what is most distinctive about dreams by misleadingly diluting a key measure of the dreaming process” (p. 190). Even worse, using word frequencies to weight non-verbal variables (e.g., bizarreness) may arbitrarily transform findings and produce unpredictable and artificial effects (Hunt et al. 1993). Using report lengths and bizarreness ratings, Hunt demonstrated that a bizarre pictorial stimulus does indeed require more words to describe than does a mundane stimulus, and that the partialling out of TWC eliminates significant correlations between bizarreness and other measures. Weighting produced a significant loss of information related to the dependent variable.

### 2.10. Summary

Most of the research reviewed in the preceding nine categories tends to favor the 2-gen over the 1-gen model. The 2-gen model is supported particularly by evidence of REM/NREM differences in sleep mentation and by physiological measures, such as long-latency ERPs, that are valid correlates of waking cognitive processes. The principal claim of the 1-gen model, that qualitative differences are artifacts of quantitative differences, has been challenged by many studies demonstrating process differences and residual qualitative differences after length control, as well as studies questioning the assumptions underlying quantitative controls. Another argument, that residual qualitative differences are attributable to differences in memory inputs, has merit, but has not been supported by all attempts to quantify these inputs. There are also important questions about whether memory in fact functions in a diffuse manner as proposed, and whether memory source activation is not, in fact, an integral part of the dreaming process itself. Recent neuropsychological evidence favors the 1-gen model but has still not directly addressed the question of REM and NREM sleep mentation differences.

On the other hand, the evidence does not overwhelmingly support the 2-gen model either. Evidence for neurobiological isomorphism as currently defined is still slim, and leaves most of the conclusions of this model extremely speculative (Foulkes 1990; Labruzza 1978). The 2-gen model is also weak in describing the nature of REM and NREM mentation comparatively. As a model driven by physiological antecedents to cognition, it can also be criticized for not accounting for forebrain mechanisms that seem central to complex cognitive operations such as the narrative synthesis of dreaming (Antrobus 1990; Solhs 1995; Vogel 1978a).

### 3. An alternative model: Covert REM sleep processes in NREM sleep

The literature presents an apparent paradox. On one hand, there is strong proof that cognitive activity – some of it dreaming – can occur in all sleep stages. On the other hand,
there is evidence that REM and NREM sleep mentation and an array of their behavioral and physiological correlates differ qualitatively. The former evidence supports a 1-gen model, the latter a 2-gen model. How may this seemingly contradictory evidence be reconciled?

One possible reconciliation is that sleep mentation is, in fact, tightly coupled to REM sleep processes, but that some of these processes under certain circumstances may dissociate from REM sleep and stimulate mentation in NREM sleep in a covert fashion. This alternative conceptualization maintains a 1-gen assumption but couples it with an assumption of psychophysiological isomorphism. The same (REM sleep-related) processes are thought to be responsible for sleep mentation regardless of stage, even though in NREM sleep these processes may be activated in a piecemeal fashion and against an atypical neurophysiological background. Some REM sleep processes would thus combine in as yet unspecified ways with NREM sleep processes to produce unique profiles of NREM sleep physiology and intermittent occurrences of REM-like sleep mentation. The origin of these mechanisms in REM sleep events may explain observed similarities in REM and NREM mentation reports, while their dissociated nature may explain apparent qualitative differences. This model is in some respects similar to the 1-gen model in that it assumes commonality of processes for all mentation reports, but it differs in that it extends this commonality to physiological processes. The model is also similar in some respects to the 2-gen model in that it assumes psychophysiological isomorphism between sleep mentation and some features of sleep neurophysiology and in that it explains qualitative differences in REM and NREM mentation as a function of the dissociated quality of covert activation (e.g., piecemeal activation, atypical neurophysiological background).

This view leads to several straightforward and easily testable predictions about mentation in relation to sleep stage: (1) mentation recalled from NREM sleep will be associated with factors linked to preceding and/or subsequent REM sleep. For example, recall of mentation should be more likely, more abundant or more salient from NREM episodes that are in close proximity to a REM sleep episode, or from NREM episodes that are in proximity to particularly long or intense REM episodes. The former example is supported by several studies reviewed earlier and is described in more detail in the probabilistic model that follows. The latter example has not been systematically investigated. The covert REM sleep model also predicts that (2) recall of mentation from NREM sleep will be more probable under conditions likely to stimulate covert REM sleep, for example, sensory stimulation during sleep, sleep deprivation and fragmentation, sleep onset, arousal during sleep, psychiatric and sleep disorders, medications. Evidence supporting the preceding hypotheses is reviewed in more detail below. Finally, the model’s isomorphism assumption leads to some predictions about the neurophysiological characteristics of REM and NREM sleep with and without mentation recall: (3) the neurophysiological characteristics of NREM sleep with recall of mentation will differ from those of NREM sleep without recall, and (4) the neurophysiological characteristics of NREM sleep with the most vivid mentation will resemble the characteristics of REM sleep with typical mentation. The former prediction we have supported to some extent with evidence that EEG spectral analysis differentiates between NREM sleep awakenings with and without recall of mentation (Germain & Nielsen 1999). The latter prediction we have supported to some extent with evidence of similarities in the EEG accompanying NREM imagery from sleep onset and that accompanying imagery from REM sleep (Nielsen et al. 1995). However, both predictions require testing with more refined multivariate methods.

Covert REM sleep is defined here to be any episode of NREM sleep for which some REM sleep processes are present, but for which REM sleep cannot be scored with standard criteria. This notion encompasses previous ideas that have been raised and expanded upon to varying degrees by different authors, but has never been elaborated into a systematic model. The following is therefore a synthesis and systematization of several existing ideas about covert REM sleep as well as a review of research findings that support these ideas. In brief, evidence is reviewed supporting the notion that covert REM sleep processes can occur in NREM sleep under many different circumstances. An easily testable model is then proposed that addresses two of these conditions: covert REM sleep occurring during NREM/REM transitions and that occurring during SO.

3.1. Covert REM sleep is suggested by “intermediate sleep”

Laity et al. (1967) were among the first to identify atypical mixtures of REM and NREM sleep in human subjects. Their notion of “intermediate sleep” was of sleep that typically arises between REM and NREM sleep episodes but that consists of elements of both. Intermediate sleep was defined primarily by EEG configurations containing both REM and NREM sleep features, such as spindles or K-complexes separated by episodes of “EEG traces identical to that of REM sleep” (p. 277). Mentation elicited from intermediate sleep was noted to be less hallucinatory and more negative in feeling tone than that elicited from REM sleep. Intermediate sleep could also at times replace an entire REM sleep episode. In normal subjects, it was said to occupy 1–7% of sleep; in psychiatric cases, such as psychosis, from 10 to over 40% (Laity et al. 1967). More recent clinical evidence (Mahowald & Schenck 1992) confirms that components of different sleep/wake states do indeed dissociate and combine in atypical patterns as a consequence of illness or other unusual circumstances. For instance, the violent dream-related outbursts of REM sleep behavior disorder seems to combine features of wakefulness (motor activity) with background REM sleep (Mahowald & Schenck 1994) whereas the cataplexy attacks of narcolepsy appear to combine aspects of REM sleep (muscle atonia) with background wakefulness.

3.2. Physiological processes anticipate REM sleep onset

Some studies suggest that covert REM sleep processes can occur during normal human sleep. First, the REM sleep-related shift in HR variability from predominantly parasympathetic to predominantly sympathetic can occur up to 15 minutes prior to the EEG-defined onset of REM sleep (Scholz et al. 1997). Second, the progressive suppression of REM-related sweating effector activity – an index of thermoregulation – anticipates REM sleep onset by 6–8 minutes (Dewasmes et al. 1997; Henane et al. 1977; Sagot et al. 1969).
Covert REM sleep processes may be implicated in the atypical NREM sleep episodes for which the absence of one or more electrophysiological criteria prevents a score of REM sleep from being assigned. To polysomnographers, these episodes commonly, but not exclusively, appear as the troublesome “missed” REM sleep episodes early in the night. Their absence can lead to exceptionally long REM SO latencies being scored. During such episodes, most of the electrophysiological signs of REM sleep are present – for example, cessation of spindling, EEG desynchronization, changes occurring approximately 90 minutes after SO – but sometimes chin muscle tonus may remain high, or rapid eye movements may be slow or indistinct, or a brief waking arousal may occur. Such stages may be scored as stage 1 or 2 even though intuition strongly suggests that REM sleep is somehow present.

Other studies have reported the omission of REM periods at other times of the night. Nocturnal penile tumescence, a relatively robust correlate of REM sleep, often occurs at the 90-minute junctures where REM sleep might be expected but is not scored because of missing criteria (Karacan et al. 1979). In Karacan’s study, 12 of 19 erections occurring during NREM sleep were related to expected but incomplete REM sleep episodes; an additional four occurred during NREM sleep immediately after REM sleep awakenings. Their paper contains an illustrative hypogram of three consecutive nocturnal erections overlying three corresponding covert REM episodes.

3.3. Covert REM sleep during “missing” REM episodes

Covert REM sleep processes may manifest during SOREM episodes on the MSLT. Two studies have reported the omission of isolated REM sleep events into NREM sleep (Maquet et al. 1995c; Kales et al. 1996) that reports of dreaming during MSLT naps are good markers of covert REM sleep. Other studies have suggested that they are contiguous (Antrobus et al. 1991) that NREM reports occurring 5 minutes after a REM sleep episode contain more words per report than do those occurring 15 minutes post-REM. Stickgold et al. interpret these kinds of results as possibly supporting a covert REM sleep influence, that is, that “long NREM reports reflect transitional periods when some aspects of REM physiology continue to exert an influence” (p. 25). They also consider that reports from early in NREM sleep episodes might reflect recall of mentation from the preceding REM episode, a notion that has often been suggested as an explanation for dreaming during NREM sleep (Kales et al. 1966; McCarley 1994; Wolpert & Trostman 1958; and see Porte & Hobson 1996 for discussion). It should be noted that at least one study (Kamiya 1962) has found that NREM awakenings conducted prior to the first REM sleep episode of the night, when presumably no prior REM sleep influences could have occurred, nevertheless produced recall of cognitive activity (43%). Similarly, a study by Stickgold et al. in which awakenings 30 minutes post-REM targeted the middle of NREM episodes – also found a sizable recall rate of 64.6%. These recall rates either equal or exceed the mean recall rate estimate for NREM sleep presented earlier. Both studies argue against the possibility of covert REM sleep processes. However, the reconsideration of SO as a possible source of covert REM sleep to some extent counters the first of these arguments (see sect. 3.5), whereas the substantial uncertainty associated with identifying the precise middle of NREM episodes responds somewhat to the latter (see sect. 4.1 below). These arguments are now considered in more detail.

3.5. Covert REM sleep during sleep onset (SO)?

Covert REM sleep processes may manifest during SOREM episodes. These brief wake-sleep transitions display many of the electrophysiological signs of REM sleep, for example, transient EMG suppressions and phasic muscle twitches, as well as extremely vivid sleep mentation. We have shown that the topographic distributions of fast-frequency EEG power for SO images and REM sleep are similar (Nielsen et al. 1995). REMs are less conspicuous at SO, but they are nevertheless observed (Vogel 1978b). However, the slow eye movements so characteristic of SO also occur frequently in REM sleep, suggesting that they may constitute an unrecognized marker of REM sleep (Porte 1997). It is thus possible that the vivid dreaming of SO derives from a brief, usually undetected passage through REM into descending stage 2 sleep. The sleep onset REM (SOREM) episodes observed frequently in both sleep disordered and normal individuals (Bishop et al. 1996) may be instances of covert REM sleep transitions that have been “unmasked” and thus do manifest all of the inclusion criteria for REM sleep. Such unmasking might be influenced by the build-up of REM pressure. For example, we found that SOREM episodes on the MSLT were twice as frequent in sleepy patients (with severe sleep apnea or idiopathic hypersomnia) than they were in non-sleepy patients (with mild sleep apnea or periodic leg movements without hypersomnia) (T.A. Nielsen, J. Montplaisir & A. Gosselin, unpublished results). The fact that reports of dreaming during MSLT naps are not good predictors of the presence of classical REM sleep (Benedas et al. 1995) may reflect the difficulty of differentiating covert REM sleep from REM sleep as it is classically defined. Further evidence for covert REM sleep processes at SO is the variety of sleep starts commonly observed at SO among healthy subjects. Such starts consist of abrupt motor jerks and sudden flashes of visual, auditory, and some esthetic imagery; it has been suggested that they are intrusions of isolated REM sleep events into NREM sleep (Mahowald & Rosen 1990).

3.6. Covert REM sleep: A disorder of arousal?

Mentation is often reported after sleep terror awakenings, which occur in NREM sleep stages 3 or 4 (Fisher et al. 1973). Much of this mentation appears to be induced by the
arousal itself, judging by the themes such as death anxiety associated with tachycardia and choking anxiety associated with respiratory difficulty. Other instances appear to be ongoing before the terror erupts although they too appear to be heavily influenced by stimuli from the laboratory (Fisher et al. 1973). In fact, it is possible to induce terrors by external stimulation, such as sounding a buzzer. Thus, it is possible that sleep terror mentation is also a type of brief covert REM sleep event induced by stimulation that arises either internally (autonomic arousal) or from the laboratory environment (electrodes, noise, etc.) during arousals from sleep (see also sect. 3.11 below).

Early studies that examined method of arousal as a determinant of mentation content reported that, relative to abrupt awakenings, prolonged awakenings increase the frequency of thoughtlike mentation reports from both REM and NREM sleep (Goodenough et al. 1965a; Shapiro et al. 1963; 1965). This may mean that the prolonged awakenings induced a type of covert REM sleep state regardless of whether the ongoing state was REM or NREM sleep; the thoughtlike mentation accompanying this sleep state parallels that of what is most commonly reported after NREM awakenings. Physiological evidence that prolonged awakenings produce covert REM sleep is scanty although "stage-1" sleep with rapid eye movements during arousals from NREM sleep have been observed in individual subjects (Goodenough et al. 1965a; Roffwarg et al. 1962). Further, Goodenough et al. report many occasions on which gradual awakenings from NREM sleep are accompanied by a REM sleep-like EEG profile but no rapid eye movements.

3.7. Covert REM sleep underlies the REM sleep “efficiency” concept

Polysonomographers applying the Rechtschaffen and Kales criteria have always accepted a certain degree of ambiguity in their scoring of REM sleep, especially in the notion of REM sleep “efficiency.” Within the limits of a given REM sleep episode there can occur transitions into other stages – typically stage 2 or wakefulness – which reduce the efficiency of the REM episode. If this alternate activity does not exceed 15 minutes in length, then the stage is considered a temporary deviation of an otherwise continuous REM sleep episode. If it exceeds 15 minutes, it denotes the start of a new REM/NREM cycle, with a periodicity far short of 90 minutes, that is no longer factored into the efficiency score. Thus, the 15-minute criterion for REM sleep efficiency implies that the underlying physiological state of REM sleep is not completely suspended during intrusions by another stage for <15 minutes. Some factor continues to exert a “propensity” to express REM sleep, a factor that seemingly remains latent. In view of research reviewed here (see sect. 3.2), the choice of 15 minutes for calculation of REM sleep efficiency seems entirely appropriate.

3.8. Covert REM sleep “pressure” is augmented by REM sleep deprivation

Selective REM sleep deprivation is known to increase “pressure” to express REM sleep. This is measurable as an increased number of “attempts” to enter REM during NREM sleep (Endo et al. 1998), as well as an increased REM density, decreased REM sleep latency (Ellman et al. 1991) and REM sleep rebound on recovery nights. EEG changes on recovery have been observed, even up to three nights post-deprivation (Endo et al. 1998; Toussaint et al. 1997). The probability of covert REM sleep occurrences is thus likely to be increased during or after REM deprivation. This is in fact supported by three kinds of findings. First, REM deprivation produces an increase of ponto-geniculo occipital (PGO) activity during NREM sleep in animal subjects (Dusan-Peyret et al. 1967; Ferguson & Dement 1969). Second, REM deprivation destabilizes recovery sleep in some human subjects, producing mixtures of REM and NREM sleep events (“ambiguous” sleep; Cartwright et al. 1967). Third, REM deprivation increases the sensory vividness, reality quality, and dreamlikeness of NREM mentation reports (Weinstein et al. 1991). In fact, REM sleep-deprived subjects in Cartwright’s study (Cartwright et al. 1967) were found to have high percentages of dream reports from pre-REM transitional sleep. For one subgroup of subjects in this study (the “substitutors”), the degree of REM rebound after deprivation was negatively correlated with dreamlike content from NREM sleep awakenings. These subjects appeared to “cope with the changed sleep cycle by substituting a pseudo-cycle in which a good deal of REM content comes into awareness during the pre-REM sleep” (p. 302). Porte and Hobson (1996) have also proposed that increased REM pressure may account for very dreamlike NREM sleep reports in laboratory studies.

3.9. Evidence of covert REM sleep from animal studies

Early animal studies (Gottesmann 1964; Weiss & Adey 1965) detected signs of covert REM sleep even before the observation of intermediate sleep in human subjects. Sleep characterized by combinations of high amplitude anterior spindles (a sign of NREM sleep) and low frequency, dorsal hippocampal theta (a sign of REM sleep) was observed in rats and cats. Jouvet (1967) described PGO activity during transitions from NREM to REM sleep and throughout the REM sleep period and thought that these reflected inputs relevant to the visual images of dreaming. Steriade et al. (1989) also described PGO-related discharges of lateral geniculate neurons during pre-REM sleep states in cats, finding their signal-to-noise ratios to far exceed those found during REM sleep. Steriade’s findings suggest that “vivid imagery may appear well before classical signs of REM sleep, during a period of apparent EEG-synchronized sleep” (Steriade et al. 1989, p. 2228). McCarley (1994) further advanced this hypothesis in describing brainstem neuronal membrane changes associated with REM sleep that may begin well before either EEG or PGO signs of REM. The transition at the membranal level is “gradual, continuous, and of long duration” (p. 375); it may also continue after the offset of a REM episode (see also Kavama et al. 1992). McCarley, too, speculates that NREM dreaming takes place during such REM-active transitions. Recent work (reviewed by Gottesmann 1996) has described additional physiological characteristics of intermediate states, including a seeming deactivation of forebrain centers and an apparent link to the processes that generate REM sleep.

3.10. Drug-induced covert REM sleep

Many drugs have been found to influence covert REM sleep, primarily by increasing PGO activity during NREM sleep. Ketamine (Susic 1976), PCPA (Delorme et al. 1966),
reserpine (Brooks & Gershon 1972; Delorme et al. 1965) and LSD (Stern et al. 1972) have all been found to augment the density of PGO spiking in NREM sleep in animal subjects. Other drugs have been found to affect intermediate sleep, such as the barbiturates and benzodiazepines, which prolong intermediate sleep at the expense of REM sleep (Gottesmann 1996), and nerve growth factor, which produces intermediate sleep (“dissociated” sleep) in addition to dramatically increasing REM sleep time (Yamuy et al. 1995).

3.11. Covert REM sleep induced by sensory stimulation

In addition to the many examples of spontaneously-occurring and drug-induced instances of covert REM sleep there are studies in which REM sleep-related processes have been experimentally activated during NREM sleep by simple sensory stimuli. In animal subjects, auditory stimuli reliably elicit PGO waves in all NREM sleep stages (Bower & Morrison 1976; Hunt et al. 1998; Sanford et al. 1992b). Auditory stimuli also evoke phasic pauses in diaphragm activity during NREM sleep, another response typically associated with REM sleep (Hunt et al. 1998). There is a general tendency for PGO waves elicited in NREM sleep to have lower amplitudes than those from REM sleep (Ball et al. 1991b) although some studies fail to confirm this difference (Sanford et al. 1992a). In human subjects, combined auditory/visual stimulation during NREM sleep produces an increase in the amount of reported dream content (Conduit et al. 1997), a finding that prompted Conduit et al. to propose that the increase may be brought about by activation of REM sleep PGO activity during NREM sleep. Stimulation-induced covert REM sleep may even be exacerbated by REM deprivation because the latter reduces or eliminates inhibitory reactions to auditory stimulation during sleep (Mallick et al. 1991). Studies such as these indicate how easily covert REM sleep processes might be inadvertently triggered in (noisy) laboratory or home situations, and thereby produce elevated sleep processes that might be inadvertently triggered in (noisy) laboratory or home situations, and thereby produce elevated intermediate sleep (“dissociated” sleep) in addition to dramatically increasing REM sleep time.

3.12. Genetic factors

Studies of sleep in reptiles, birds, and rare mammals such as the echidna provide examples of apparent mixtures of REM and NREM sleep characteristics (Mukhametov 1987; Siegel 1998; Siegel et al. 1996). Echidna sleep, for example, consists of high brainstem neuron discharge variability (similar to REM sleep) and high-voltage EEG (similar to NREM sleep) (Siegel et al. 1996). Similarities between such patterns and the sleep of neonates have been noted (Siegel 1998).

4. Summary

Evidence from human and animal studies suggests at least nine factors that might induce covert REM sleep to be activated during NREM sleep. These include (1) low-level transitional processes anticipating and following normal REM sleep, (2) sleep onset REM processes during NREM sleep, (3) arousal processes, (4) “omission” of expected REM sleep episodes, (5) sensory stimulation during NREM sleep, (6) REM sleep deprivation, (7) drug effects, (8) mental illness, and (9) genetic factors. Each of these factors and their many possible interactions can be assessed empirically with appropriate experimental designs. In the following section we examine a probabilistic model as it is applied to primarily the first two factors in the preceding list. However, similar probabilistic models could evidently be used to examine any of the factors.

4.1. Evaluation of a probabilistic model

Factors 1 and 2 in the preceding section provide the clearest basis upon which the probability of recalling sleep mentation from NREM awakenings can be modeled. If covert REM sleep is indeed linked to (1) NREM sleep immediately preceding and following REM sleep episodes, and (2) NREM sleep following sleep onset, then probabilities of recalling mentation may be calculated from normative architectural measures. To demonstrate this, I employ an average sleep episode calculated from a sample of 127 nights of sleep recorded from 111 healthy, medication-free subjects (55M; 56F; Mage = 36.4 ± 14.5 years) in the Sleep Clinic of the Hôpital du Sacré-Cœur de Montréal. The ideal episode combines recordings from 25 first-night recordings and 102 second- or third-night recordings. Nights for which REM sleep onset latencies were greater than 150 minutes were excluded due to the possibility that these implicated “missing” REM sleep periods (see sect. 3.3). Subjects for whom any measure of REM or NREM time exceeded three standard deviations (SDs) of the mean were also excluded.

<table>
<thead>
<tr>
<th></th>
<th>NREM</th>
<th></th>
<th></th>
<th></th>
<th>REM</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Duration</td>
<td>N</td>
<td>SD</td>
<td>%</td>
<td>Duration</td>
<td>N</td>
<td>SD</td>
<td>%</td>
</tr>
<tr>
<td>1</td>
<td>84.4</td>
<td>127</td>
<td>24.8</td>
<td>85.7</td>
<td>14.1</td>
<td>127</td>
<td>7.8</td>
<td>14.3</td>
</tr>
<tr>
<td>2</td>
<td>85.4</td>
<td>127</td>
<td>22.0</td>
<td>75.5</td>
<td>23.4</td>
<td>127</td>
<td>11.4</td>
<td>21.5</td>
</tr>
<tr>
<td>3</td>
<td>84.0</td>
<td>126</td>
<td>20.7</td>
<td>76.6</td>
<td>25.7</td>
<td>124</td>
<td>13.4</td>
<td>23.4</td>
</tr>
<tr>
<td>4</td>
<td>68.4</td>
<td>116</td>
<td>21.8</td>
<td>71.1</td>
<td>27.8</td>
<td>106</td>
<td>14.2</td>
<td>28.9</td>
</tr>
<tr>
<td>5</td>
<td>56.5</td>
<td>67</td>
<td>19.5</td>
<td>68.8</td>
<td>25.6</td>
<td>49</td>
<td>14.8</td>
<td>31.2</td>
</tr>
<tr>
<td>6</td>
<td>52.3</td>
<td>21</td>
<td>21.4</td>
<td>66.3</td>
<td>26.6</td>
<td>7</td>
<td>13.7</td>
<td>33.7</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics for six consecutive NREM and REM sleep episodes for 111 healthy non-medicated subjects (127 nights).
The duration of six consecutive REM and NREM sleep episodes were calculated and averaged over the 127 nights. No differences between men and women were noted so the two groups were combined. Descriptive statistics for these results appear in Table 2.

Probabilities of obtaining covert REM sleep (i.e., of recalling sleep mentation) in NREM sleep were calculated for a 10-min and a 15-min covert REM sleep window surrounding each REM sleep episode (Table 3). These two values were suggested by the literature reviewed above on the time course of covert REM sleep processes. They account for 23–38% (mean: 29%) for the 10-min window and from 35–57% (mean: 43.5%) for the 15-min window. These percentages may be understood as probabilities of recalling sleep mentation with random awakenings from NREM sleep assuming either a 10- or a 15-min covert REM sleep window. These percentages were taken as estimates of finding covert REM sleep processes after a random awakening from NREM sleep assuming either a 10- or a 15-min covert sleep window. Note that the 15-min window mean probability is strikingly similar to the average proportion of mentation from NREM sleep (Fig. 3). For the six NREM episodes, estimates ranging from 23–38% (mean: 29%) were found for the 10-min window and from 35–57% (mean: 43.5%) for the 15-min window. These percentages may be understood as probabilities of recalling sleep mentation with random awakenings from NREM sleep assuming either a 10- or a 15-min covert sleep window. Note that the 15-min window mean probability is strikingly similar to the average proportion of mentation from NREM sleep.

Calculations were repeated for the mean NREM episode length plus and minus 1 SD of this mean (Table 3). For longer NREM episodes (1 SD), the 10- and 15-min window estimates dropped to 18–27% (mean: 22%) and 27–41% (mean: 33%) respectively. For shorter NREM episodes (1 SD), the two estimates climbed to 34–65% (mean: 43%) and 50–97% (mean: 65%) respectively. Thus, according to this model, with normal variations in NREM sleep episode length we might expect to observe large variations in the recall of sleep mentation – sometimes even exceeding the typical recall rate for REM sleep. This is, in fact, what we observed in the review of 35 studies. Across studies conducted after 1962, in particular, the recall of mentation from NREM sleep had a SD (15.5) that is over twice as large as that from REM sleep (6.7).

The prior calculations would suggest that the covert REM sleep window in human subjects is, on average, close to 15 min in duration. This may be an overly large estimate, given what is known about the time course of many processes preceding REM sleep. However, the value is based upon the assumption that mentation sampling takes place at random from any point in the entire NREM sleep episode. In practice (and in the 35 studies reviewed), researchers sample primarily stage 2 sleep, which tends to immediately precede and follow REM sleep. Calculated only for stage 2 NREM sleep, the probability of finding sleep mentation would be higher and the estimated REM sleep window would be correspondingly lower. In the present normative data set, 72.7% of NREM sleep was stage 2; weighting the 15-minute window by this proportion (.727) produces the more conservative estimate of 11 minutes.

Figure 3. Probability model of covert REM sleep processes over six NREM-REM cycles: Normative results for 111 healthy nonmedicated subjects (127 nights). Illustration (to scale) of the normative sleep results listed in Table 2. The probability of obtaining covert REM sleep processes after a random awakening from NREM sleep may be calculated on a prototypical sleep episode with known architecture, here, a 9.5-hour night with six NREM-REM cycles. It is assumed in the model that covert processes (1) follow sleep onset and (2) precede and follow REM sleep episodes for a fixed duration or "window." The literature suggests a window of 10 to 15 min is possible. For a window of 10 min in length covert REM sleep accounts for 29.0% of NREM sleep. For a 15-min window, the value is 43.5% of NREM sleep. Random sampling of mentation during NREM sleep would thus fall upon covert REM sleep (where dreaming presumably occurs) 43.5% of the time for a 15-min window. Our literature review of mentation recall studies (see Fig. 2 and Table 1) revealed that overall 43.0% of NREM sleep awakenings are accompanied by mentation, a value similar to the postulated 15-min window. When weighted by the proportion of stage 2 sleep in the normative sample (.727), that is, by the stage most often sampled for mentation recall by researchers, the estimated window size can be adjusted to 11 min.

### Table 3. Probabilities of observing recall of sleep mentation assuming a 10-min (p-10) or a 15-min (p-15) covert REM sleep "window" around REM episodes (including sleep onset as a REM episode) for six consecutive NREM episodes. Window calculations are provided for mean NREM episode length and for ± 1 SD from this mean.

<table>
<thead>
<tr>
<th>Duration</th>
<th>p-10</th>
<th>p-15</th>
<th>Duration</th>
<th>p-10</th>
<th>p-15</th>
<th>Duration</th>
<th>p-10</th>
<th>p-15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.24</td>
<td>0.36</td>
<td>109.2</td>
<td>0.18</td>
<td>0.27</td>
<td>59.6</td>
<td>0.34</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>0.23</td>
<td>0.35</td>
<td>107.4</td>
<td>0.19</td>
<td>0.28</td>
<td>63.4</td>
<td>0.32</td>
<td>0.47</td>
</tr>
<tr>
<td>3</td>
<td>0.24</td>
<td>0.36</td>
<td>104.7</td>
<td>0.19</td>
<td>0.29</td>
<td>63.3</td>
<td>0.32</td>
<td>0.47</td>
</tr>
<tr>
<td>4</td>
<td>0.29</td>
<td>0.44</td>
<td>90.2</td>
<td>0.22</td>
<td>0.33</td>
<td>46.6</td>
<td>0.43</td>
<td>0.64</td>
</tr>
<tr>
<td>5</td>
<td>0.35</td>
<td>0.53</td>
<td>76.0</td>
<td>0.26</td>
<td>0.39</td>
<td>37.1</td>
<td>0.54</td>
<td>0.81</td>
</tr>
<tr>
<td>6</td>
<td>0.38</td>
<td>0.57</td>
<td>73.7</td>
<td>0.27</td>
<td>0.41</td>
<td>30.9</td>
<td>0.65</td>
<td>0.97</td>
</tr>
<tr>
<td>All</td>
<td>0.29</td>
<td>0.44</td>
<td>93.5</td>
<td>0.22</td>
<td>0.33</td>
<td>50.1</td>
<td>0.43</td>
<td>0.65</td>
</tr>
</tbody>
</table>
seem too simplistic to account for the numerous observations of mentation in NREM sleep. Evidence of mentation in stages 3 and 4 sleep is particularly difficult for this model to explain. Nevertheless, the large variability in NREM sleep episode length in the present normative sample illustrates the difficulty inherent in attempting to target the “middle” of NREM episodes to avoid possible covert REM sleep effects. One cannot be certain that covert processes anticipating the next REM sleep episode are not already active. Such attempts are clearly more likely to succeed from awakenings performed early in the night, but it is precisely at this time that less dreamlike mentation is observed.

In addition, this model does not bear on all factors thought to be associated with covert REM sleep processes, factors that might even trigger such processes unexpectedly in between the REM sleep windows. Studies reviewed earlier suggest that factors such as the intensity of prior REM episodes, extent of REM sleep deprivation, medication use and, especially, sensory stimulation during NREM sleep might evoke covert REM sleep processes. The laboratory itself influences many of these factors – as evidenced by the “first-night” (Brownman & Cartwright 1980) and “second-night” (Toussaint et al. 1997) effects – and it may be an important determinant of the timing of covert REM sleep and, thus, of the chance of recalling mentation from NREM sleep. Research by Lehmann and Koukkou (1984) indicates that salient stimuli presented during all sleep stages may induce short-lasting brain states in the range of minutes, seconds or fractions of a second that are associated with discrete changes in cognitive process and EEG field potentials. They speculate that such “meaning-induced” changes in brain micro-state, whether evoked by internal or external stimuli, produce the typical characteristics of sleep mentation. Indeed, it is possible that closer attention to the phasic microstructure of EEG and other physiological variables may reveal measures by which covert REM sleep processes during NREM sleep can be quantified.

In conclusion, it is hoped that this exercise demonstrates how a new view of sleep stages as fluid and interactive, rather than as discrete and independent, may help reconcile a long-standing problem about one versus two imagery generators in sleep. As various phenomena of state overlap and intrusion among normal and sleep-disordered subjects are documented with increasing precision, their consequences for understanding sleep mentation will undoubtedly come into clearer focus. Obviously, not all recall of mentation from NREM sleep can be explained by the present probabilistic model. However, with further refinements, models of this type could account for a substantial portion of the variance in mentation recall. Several other factors, singly and in combination, remain to be more clearly defined, operationalized, and examined in systematic studies.
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Abstract: We present evidence disputing the hypothesis that memories are processed or consolidated in REM sleep. A review of REM deprivation (REMD) studies in animals shows these reports to be about equally divided in showing that REMD does, or does not, disrupt learning/memory. The studies supporting a relationship between REM sleep and memory have been strongly criticized for the confounding effects of very stressful REM deprivation techniques. The three major classes of antidepressant drugs, monoamine oxidase inhibitors (MAOIs), tricyclic antidepressants (TCAs), and selective serotonin reuptake inhibitors (SSRIs), profoundly suppress REM sleep. The MAOIs virtually abolish REM sleep, and the TCAs and SSRIs have been shown to produce immediate (40–85%) and sustained (30–50%) reductions in REM sleep. Despite marked suppression of REM sleep, these classes of antidepressants on the whole do not disrupt learning/memory. There have been a few reports of patients who have survived bilateral lesions of the pons with few lingering complications. Although these lesions essentially abolished REM sleep, the patients reportedly led normal lives. Recent functional imaging studies in humans have revealed patterns of brain activity in REM sleep that are consistent with dream processes but not with memory consolidation. We propose that the primary function of REM sleep is to provide periodic endogenous stimulation to the brain which serves to maintain requisite levels of central nervous system (CNS) activity throughout sleep. REM is the mechanism used by the brain to promote recovery from sleep. We believe that the cumulative evidence indicates that REM sleep serves no role in the processing or consolidation of memory.
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1. Introduction

Although its origin is difficult to establish precisely, the view that memories are processed and consolidated in sleep, or specifically in REM sleep, dates back at least to the report of Jenkins and Dallenbach (1924) claiming that human recall improves following an intervening period of sleep. There was intense interest in the possible role of sleep in memory in the late 1960s to the 1980s as evidenced by the wealth of scientific papers on animals (and to lesser extent on humans) devoted to this issue. The position that memories are consolidated in REM sleep has been championed by, among others, Pearlman (Pearlman 1971; 1978; 1979; Pearlman & Becker 1973), Fishbein (Fishbein 1970; 1971; Fishbein & Gutwein 1977; Gutwein & Fishbein 1980a; 1980b); Hennevin and colleagues (Bloch et al. 1979; Hars et al. 1985; Hennevin et al. 1995b; Leconte et al. 1974), and Smith (1985; 1995; 1996; Smith & Butler 1982; Smith & Kelly 1988; Smith & Lapp 1991; Smith & Rose 1996; 1997).

There was a marked decline in the number of studies devoted to this area beginning about the mid-1980s. As discussed below, the principal reason for this fall-off was that on balance the early work failed to convincingly demonstrate a relationship between sleep and memory as those that claimed such a relationship (Horne 1985; Horne & McGrath 1984; McGrath & Cohen 1978; Smith 1985).

There has been a renewed interest in the role of sleep and memory stemming in part from two complementary articles that appeared in Science in 1994: one by Wilson and McNaughton (1994) on rats and the other by Karni et al. Robert P. Vertes is Professor of Neuroscience in the Center for Complex Systems and Brain Sciences at Florida Atlantic University. His main research interests include sleep, the anatomy and physiology of the brainstem, and subcortical systems controlling the theta rhythm of the hippocampus. He has written several articles and reviews on these topics. He is co-editor of Brainstem Mechanisms of Behavior. He currently holds a research career award from the National Institutes of Mental Health.
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(1994) on humans. In a follow-up to a study by Pavlides and Winson (1989), Wilson and McNaughton (1994) reported that ensembles of hippocampal “place” cells tend to repeat patterns of activity of waking in subsequent episodes of slow wave sleep (SWS). Karni et al. (1994) showed that improvement on a visual task in humans depended on REM sleep. The two studies supported the view that memories are consolidated in sleep. It is interesting to note that, propelled by these reports, this area reached national public attention in the United States when Jonathan Winson and Matt Wilson appeared on the Charlie Rose television program explaining and promoting their shared belief that sleep is vital for memory consolidation.

This area has recently received a further boost from Allan Hobson and colleagues who have recently come out in favor of the hypothesis that memories are consolidated in REM sleep (Stickgold et al. 2000b). This recent position seems very much at odds with their earlier proposal, termed the activation-synthesis hypothesis (Hobson 1988b; Hobson & McCarley 1977), claiming that dreams (the cognitive component of REM sleep) represent the best cognitive fit (synthesis) to the undifferentiated and random action (activation) of the brain stem on the forebrain, and as such would have little value to the organism and presumably would not need to be remembered.

As indicated by our title, we do not subscribe to the view that memories are consolidated in REM sleep. This target article evolved from an earlier piece by Vertes (1995) which appeared as part of a series in Sleep Research Society Bulletin on the topic of sleep and memory. In the same series, Hennevin et al. (1995a), supporters of a role for sleep in memory consolidation, acknowledged why others may be skeptical of this position. They stated:

The hypothesis of memory processing in sleep has always had to face criticism both from people working in the field of sleep, who predominantly consider that sleeping serves more basic biological functions, and from people in the field of learning and memory, who do not easily accept the idea that information processing can take place in a non-conscious state.

As researchers involved in both sleep (Vertes 1984; 1990) and memory work (Vertes 1986a; Vertes & Koos 1997), we remain skeptical on both counts, largely for the reasons put forth by Hennevin et al. (1995a); that is, sleep involves basic biological functions and memory requires consciousness.

2. Background

Memory consolidation refers to neural processing that occurs after information is initially registered, which contributes to its permanent storage in memory (Nadel & Moscovitch 1997). As mentioned, several reports appeared in the 1970s exploring the possible role of sleep in memory consolidation. These studies were of two basic types: (1) examinations of potential increases in REM sleep following heightened experiences in waking; and (2) examinations of the effects of REM sleep deprivation on previously learned tasks. A number of reviews (Dujardin et al. 1990; Fishbein & Gutwein 1977; Horne 1985; Horne & McGrath 1984; McGrath & Cohen 1978; Pearlmann 1979; Smith 1985), including recent ones (Hennevin et al. 1995b; Rechtschaffen 1998; Smith 1995; 1996), have been devoted to the topic of sleep and memory. The following is not intended as a review of this area, but rather is meant to serve as a general background and critical assessment of some important issues involving sleep and memory.

2.1. Effects of heightened experiences of waking on subsequent REM sleep

The rationale behind this set of studies is as follows: If REM serves to consolidate learning/memory, then exposure to enhanced learning situations or enriched environments in waking should result in increases in REM to process and consolidate these experiences. We will only briefly discuss this work for we do not believe that it represents a particularly powerful test of the REM consolidation hypothesis owing, among other things, to confounding effects of natural variations in REM sleep and the difficulty of establishing, at least for animals, that enriched experiences represent a significant departure from normal routines. Additionally, there is a certain degree of circularity in this position, in that enhanced learning experiences in waking presumably trigger increases in REM to consolidate them, yet they only become “learning experiences” after being processed and consolidated in REM sleep.

The findings of several reports in animals and humans using this paradigm have been mixed. In general, the majority of studies in animals have reported that heightened learning experiences or enriched conditions in waking produce increases in the amount of REM sleep (Horne 1988; Horne & McGrath 1984; McGrath & Cohen 1978; Smith 1985); on the whole, human studies have not shown this to be the case (Allen et al. 1972; Bowe-Anders et al. 1974; Horne 1976; Horne & Waulsma 1976; Zimmermann et al. 1978).

Horne and McGrath (1984) have raised objections to the animal work, pointing out, for instance, that in many of these reports: (1) increases in REM appeared to be an “artifact” of an overall increase in total sleep time (TST); that is, the proportion of REM to TST was not increased (Gutwein & Fishbein 1980a; 1980b; Kiyono et al. 1981; Krech et al. 1962; Mirmiran et al. 1982; Tagen 1973); and (2) control animals were generally confined to impoverished environments, raising the possibility that differences between control and experimental animals involved decreases in REM (reflecting decreases in TST) for controls rather than increases for the experimental animals (Gutwein & Fishbein 1980a; 1980b; Krech et al. 1962; Tagen 1973).

McGrath and Cohen (1978) reviewed 15 studies in humans examining the effects of enhanced waking experiences on REM sleep (nondeprivation studies) and reported a lack of effect in 10 of the 15 reports. They concluded: “nondeprivation studies employing humans seemingly provide little support for a relationship between REM sleep and learning.”

2.2. REM deprivation (REMD) studies in animals

REM deprivation (REMD) studies in animals and humans are of two types: prior REMD and post (or subsequent) REMD, reflecting whether the REM deprivation period precedes (prior) or follows (post) the learning situation.

2.2.1. Post-REMD studies. Specifically, the post-REMD procedure involves training animals to criterion on a task(s), depriving them of REM sleep for varying periods of time, and then retesting them on the task(s). If REM is critical
for learning/memory, REMD should severely disrupt these functions; and if REM is not critical, REMD should have no effect on learning/memory.

The most widely used technique for depriving animals of REM sleep is the water tank (or pedestal) technique. In brief, animals are placed on top of a small pedestal (usually a small inverted flower pot) that is surrounded by water. As animals enter REM sleep, they lose postural tone (atonia), partially or fully slip from the pedestal into the water, and awaken. The procedure is thought to fairly selectively deprive animals of REM sleep. Controls are placed on larger diameter pedestals or allowed normal sleep in their home cages.

It is widely acknowledged that the pedestal technique introduces several spurious and uncontrolled variables that are generally recognized to confound results obtained with this method; these include isolation, wetness, heat loss, high levels of stress, muscle fatigue, and a significant loss of slow wave sleep as well as REM (Coenen & van Luijtelaar 1985; Ellman et al. 1978; Fishbein & Gutwein 1977; Grahnstelt & Urisn 1983; Horne & McGrath 1984; Kovalzon & Tsibulsky 1984; Youngblood et al. 1997). The pedestal technique is a severe method for REMD; alternatives are presently used such as the multiplatform and pendulum techniques (van Hulzen & Coenen 1980; 1982; van Luijtelaar & Coenen 1986) as well as the recently developed disk-over-water method of Rechtschaffen and Bergmann (Recht- schaffen 1998; Rechtschaffen & Bergmann 1995).

It appears that the problems inherent in the pedestal technique have significantly clouded findings obtained with it. In fact, Bill Fishbein, an advocate of the REM consolidation hypothesis, recently acknowledged (Fishbein 1995) that he abandoned REMD work in mice because he was not able to respond adequately to criticisms leveled at the technique. He stated that he could not have anticipated all the flack that I received, in the years to come, about the “stress factor” produced by the mouse-on-the-pedestal technique. I spent a great deal of time trying to prove that there was no stress factor. Despite my efforts to design experiments in a way that training and retention testing were not confounded by the pedestal procedure, it became clear that no matter what control experiment I did, I was never going to convince everyone. Eventually this controversy led me to completely abandon the REM deprivation procedure and look instead at the effects of learning on REM enhancement.

With the caveat, then, that many of the REMD studies supporting a role for REM in memory consolidation may lack validity based on the use of the pedestal technique, a review of the REMD work in animals shows studies to be about equally divided among those showing that REMD disrupted learning/memory (Fishbein 1971; Leconte et al. 1974; Pearlman & Becker 1973; 1974; Smith & Butler 1982; Smith & Kelly 1988) and those showing that this was not the case (Albert et al. 1970; Dodge & Beatty 1980; Joy & Prinz 1969; Miller et al. 1971; Shiromani et al. 1979; Sloan 1972; van Hulzen & Coenen 1979).

As discussed above, it is generally acknowledged that depriving animals of REM sleep with the pedestal technique or other means is debilitating. This has led to the view that the impairments seen following REMD are not true learning/memory deficits but merely performance deficits; that is, animals are simply unable to perform the required task(s), in large part owing to the physically debilitating effects of the deprivation. Attempts to separate learning from performance deficits primarily by looking at short term versus long term effects of REMD have largely shown that impairments are short term or, in effect, performance deficits (Fishbein 1970; 1971; van Hulzen & Coenen 1982).

For example, Fishbein (1971) trained groups of mice on a passive avoidance task, deprived them of REM sleep for 1, 3, 5, or 7 days using the pedestal technique, and then retested them on the task 30 min, 3 h, and 24 h following removal from the pedestal. The results showed that: (1) mice deprived of REM for 1 day showed no impairments at any of the three retest intervals (i.e., 30 min, 3 h, or 24 h) and (2) mice deprived for 3, 5, or 7 days showed marked deficits when retested at 30 min and 3 h but no impairments when retested at 24 h. In essence, mice deprived of REM for 3, 5, or 7 days were very impaired on short term but not on long term retest (i.e., 24 h), indicating that deficits were most likely performance and not learning/memory deficits.

2.2.2. Prior REMD studies. A number of reports (Bueno et al. 1994; Danguir & Nicolaidis 1976; Fishbein 1970; Hartmann & Stern 1972; Linden et al. 1975; Sagales & Domino 1973; Stern 1971; van Hulzen & Coenen 1982; Venkat-krishna-Bhatt et al. 1978) have shown that depriving animals of REM sleep prior to training (prior REMD) impairs acquisition/learning on a variety of tasks. These studies, however, do not seem to test the REM consolidation hypothesis since the deprivation period precedes training/acquisition and there is no potential carryover of information pre to post REMD as in the post-REMD design.

Aside from their intended purpose, we suggest that the prior REMD studies support the position that the deficits seen in post-REMD reports were performance and not memory deficits. With both paradigms (prior and post REMD) animals are impaired to similar degrees on the same types of tasks. In the post-REMD paradigm, however, the claim is made that deficits involve the inability of animals to use information learned prior to deprivation, as a direct result of the loss of REM; that is, animals perform poorly following REM deprivation because without REM they are unable to process, store, and utilize information acquired before deprivation to meet the demands of the task—a memory deficit. Although impairments are similar with the prior REMD paradigm, the claim could not be made that this involves a memory dysfunction. We suggest that in both cases the impairments are mainly performance deficits due in large part to the debilitating effects of deprivation procedures. The following report (van Hulzen & Coenen 1982) is consistent with this view.

van Hulzen and Coenen (1982) deprived two groups of rats of REM sleep for three days—one group with the pedestal (or water tank) technique and the other with the less stressful pendulum technique. Immediately following deprivation, both groups were trained on a two-way shuttle avoidance task (acquisition) and then retested six days later. Rats deprived with the pedestal technique showed severe impairments in acquisition but not on retest; those deprived by the pendulum method showed no deficits on acquisition or retest.

The results show that prior REMD by a stressful technique (pedestal), as opposed to a more moderate procedure (pendulum), affects immediate performance, while neither procedure impairs performance/learning when rats are fully
recovered from REMD – that is, six days after deprivation. The findings suggest that stress (or other factors) associated with REMD and not necessarily the loss of a particular stage of sleep is largely responsible for the disruptive effects of REMD. This was indicated by the authors when they stated:

shuttle box avoidance performance [was found] to be severely disrupted following 72 hrs of PS [paradoxical sleep] deprivation by means of the water tank technique. Similar effects could not be replicated in using the pendulum technique. Therefore, the possibility that these phenomena are not due to PS deprivation per se must seriously be considered. (van Hulzen & Coenen 1982)

2.2.3. Summary and conclusions. A review of REMD studies in animals shows that they are about equally divided in showing that REMD does or does not disrupt learning/memory. As developed above, it has been argued that reports claiming that REMD disrupts learning/memory are confounded by the use of very stressful deprivation procedures. It appears that stress (and associated factors) rather than the loss of sleep/REM sleep is responsible for the learning/memory deficits seen in these studies. While these reports are open to other interpretations, there appears to be no alternative explanation for studies that fail to show that REMD disrupts learning/memory.

Following a comprehensive review of the REMD literature, Horne (1988) concluded:

The memory consolidation theories for REM sleep function are having increasing difficulty in handling REM sleep deprivation findings, as it is clear from both animal and human studies that even the longest periods of deprivation do not incapacitate memory, and at best only produce modest decrements. And further, “In sum, and in relation to the memory consolidation hypothesis for REM sleep, I find the field of REM sleep deprivation and learning in animals unconvincing.”

2.3. REM windows

Carlyle Smith, a foremost advocate of the REM consolidation hypothesis and a major contributor to this area, has put forth and provided supporting evidence for the existence of “REM windows”; that is, specific segments of REM sleep that are enhanced following learning and corresponding segments which when disrupted (REMD) impair learning/memory. According to the proposal, memories are selectively consolidated during the period of the REM windows (for review, see Smith 1985; 1995; 1996).

The REMD studies of Smith and coworkers focusing on REM windows appear subject to some of the same problems as other REMD studies, foremost of which is the inability to adequately control for the stress factor associated with the use of the pedestal technique for REMD. However, in defense of Smith and colleagues it should be noted that their work is less vulnerable to this criticism because their REMD periods are generally short, about 4–12 h.

On the other hand, there are difficulties with “REM windows” not encountered by other REMD studies. Of significant concern is the shifting nature of the REM window. As readily acknowledged by Smith (1985; 1996), the precise location of the window in REM varies widely, dependent on such factors as species and even strain of animals, the nature of the training tasks, and the number and distribution (concentrated or dispersed) of training trials per session and/or per day. For instance, in separate reports, the times (post training) of the “REM window(s)” were: 9–12 and 17–20 h (Smith & Butler 1982), 48–72 h (Smith & Kelly 1998), 53–56 h (Smith & MacNeill 1993), 5–8 h (Smith & Rose 1996), and 1–4 h (Smith & Rose 1997). In fact, the last two studies (Smith & Rose 1996; 1997) involved virtually identical conditions (place learning with rats on the Morris water maze) yet the window shifted from 5–8 h in the earlier report to 1–4 h in the latter one. Apparently, the only difference was a change from distributed (Smith & Rose 1996) to massed trials (Smith & Rose 1997).

It appears that REM windows (at least as defined for animals) are not present in humans. Smith and Lapp (1991) examined patterns of REM sleep (potential windows) in college students following an intense learning experience (post exams) compared to baseline periods (summer vacation), and reported that aside from an increase in the total number of (rapid) eye movements in test versus control conditions (most prominent in the fifth REM period), there were no changes in sleep/REM sleep under the two conditions. They stated: “No other REM-related measure (minutes of REM sleep, % REM sleep or latency from stage 2 onset to any of the five REM periods) was found to be significant. Further, there were no changes in any of the other sleep parameters measured” (Smith & Lapp 1991).

Finally, although there is some suggestion from recent work in humans that information is differentially processed in distinct phases of SWS and/or REM sleep (Pihl & Born 1997; Stickgold et al. 2000b), to our knowledge “REM windows” has not been independently demonstrated outside of the laboratory of Smith and colleagues (see Smith 1996). It seems that this potentially important phenomenon would be considerably strengthened if confirmed in other laboratories.

2.4. REMD studies in humans: Early reports

Compared to their numbers on animals, relatively few reports on humans have examined the effects of REMD on learning/memory. In contrast to the case with animals in which reports were about equally divided among those showing, or not, that REMD affects learning, the majority of studies in humans have described minimal or no effects of REM deprivation on learning/memory (Castaldo et al. 1974; Chernik 1972; Ekstrand et al. 1971; Levin & Glaubman 1975; Muzio et al. 1972). If anything, complex tasks (Empson & Clarke 1970; Tilley & Empson 1978), as opposed to simple tasks (Castaldo et al. 1974; Chernik 1972), appear to be affected by REMD.

Following a review of early REMD studies in humans, Horne (1988) concluded:

It is clear that, given before or after learning, REM sleep deprivation does not lead to any greater learning impairment on simple tasks, but difficult tasks are more affected. Whilst these latter findings can reach statistical significance, the effects are still relatively small, and not convincing enough to support any theory that REM sleep has a crucial role to play in the consolidation of memory.

2.5. REM sleep and memory consolidation in humans: Recent reports

Karni and Sagiv (1993) initially showed that improved performance on a perceptual learning task required the pas-
sage of time; that is, subjects showed no improvement immediately following training but marked improvement 8–10 h following training. As discussed below, they have extended their original findings to sleep; performance was shown to improve not only with an intervening period of waking but also of sleep (Karni et al. 1994).

The task involved identifying the orientation of three diagonal lines (arranged either horizontally or vertically) embedded in a background of horizontal lines. The stimulus (target and background elements) was presented briefly (10 msec) in one quadrant of the visual field followed by a blank screen and then a patterned mask (100 msec). The interval between the onset of the stimulus and onset of the mask (stimulus-to-mask onset asynchrony, SOA) was varied, and the measure of performance was an 80% correct identification (threshold SOA) of the stimulus (horizontal or vertical lines) at a set interval. The index of improved performance was a decrease in threshold SOA (Karni & Sagri 1993; Karni et al. 1994).

In the sleep study, Karni et al. (1994) trained subjects on the task and then tested them after a normal night of sleep, sleep without SWS, or sleep without REM. They described significantly improved performance following a normal night of sleep as well as sleep that included REM but not SWS (SWS deprivation condition), but no gains in performance in the absence of REM sleep (REM deprivation condition). Karni et al. (1994) concluded that learning of this perceptual skill was a slow latent process requiring consolidation over time. The period of consolidation could be in waking or sleep, but if in sleep, it required REM sleep not SWS.

Using the identical visual display, Stickgold et al. (2000b) recently reported, like Karni et al. (1994), that subjects exhibited marked improvement on the task following sleep. Specifically, they reported: (1) no improvement on the task over the course of waking; (2) no improvement unless subjects obtained at least 6 h of sleep; (3) improved performance proportional to the total amount of sleep after 6 h of sleep; and (4) improved performance proportional to the amount of SWS in the first quartile of the night (SWS1) and to the amount of REM in the last quartile (REM4). They proposed that learning was a two-step process requiring both SWS (SWS1) and REM (REM4).

Although there are parallels between the two sets of findings (Karni et al. 1994; Karni & Sagri 1993; Stickgold et al. 2000b), there are several pronounced differences. A major difference involves the performance of subjects during waking. As discussed above, Karni and Sagri (1993) originally showed and subsequently confirmed (Karni et al. 1994) that performance significantly improved over time during waking. By contrast, Stickgold et al. (2000b) reported no improvement during post training waking behavior, even after 12 h, commenting: “12 hours of wake behavior was inadequate to produce reliable improvement while as little as 9 hours of sleep reliably produced improved performance.”

Additional differences were as follows: (1) Stickgold et al. (2000b) demonstrated a direct relationship between improved performance and total amounts of SWS, particularly SWS1, whereas Karni et al. (1994) showed that depriving subjects of SWS did not alter performance; and (2) Stickgold et al. (2000b) reported that a minimum amount of sleep (6 h) was required for improved performance, and after 6 h gains were proportional to the total amount of sleep; neither was the case in the report by Karni et al. (1994). Until these discrepancies are resolved, it is difficult to evaluate the reliability of the findings using this perceptual learning paradigm.

2.6. Theta rhythm and REM sleep

In a variation of the REM consolidation hypothesis, Jonathan Winson has proposed and provided supporting documentation for the position that certain types of memory, specifically memories that are critical for the survival of the species, are selectively processed and consolidated in REM sleep (Pavlides & Winson 1989; Winson 1985; 1990; 1993). The theta rhythm of the hippocampus figures prominently in this proposal (Greenstein et al. 1988; Pavlides et al. 1985; Winson 1972; 1978).

Winson (1972) reviewed the behavioral correlates of the theta rhythm of waking in several species and showed that theta was selectively present during certain behaviors characterized as species-specific behaviors that are critical for survival; for example, exploration in rats, defensive behaviors in rabbits, and predation in cats. In addition, theta is present throughout REM sleep (Vanderwolf 1969).

A number of recent reports (including those of Winson and colleagues) have shown that theta is directly involved in mnemonic functions of the hippocampus (for review, Vertes & Kocsis 1997). For example, it has been demonstrated that: (1) long term potentiation (LTP) is optimally elicited in the hippocampus with stimulation at theta frequency (i.e., 5–7 Hz or pulses separated by 170–200 msec) (Diamond et al. 1988; Greenstein et al. 1988; Larson & Lynch 1986; 1988; Larson et al. 1986; Leung et al. 1992; Rose & Dunwiddie 1986; Staubli & Lynch 1987); (2) stimulation delivered in the presence but not in the absence of theta potentiates population responses in the hippocampus (Bramham & Srebro 1989; Huerta & Lisanman 1993; Pavlides et al. 1988); and (3) discrete medial septal (MS) lesions that abolish theta produce severe learning/memory deficits, as do MS lesions with unexplored effects on the hippocampal EEG (Berger-Sweeney et al. 1994; Dutar et al. 1995; Hagan et al. 1988; Hepler et al. 1985; Kesner et al. 1986; Leutgeb & Mizumori 1999; M’Harzi & Jarrard 1992; Mizumori et al. 1990; Poucet et al. 1991; Shen et al. 1996; Stackman & Walsh 1995; Walsh et al. 1996; Winson 1978).

In brief, then, Winson’s position is that theta serves to encode survival-enhancing information during waking and to consolidate this information during REM sleep. In this scheme, theta is essential for the acquisition of skills for survival.

The primary focus of the research of the senior author is the theta rhythm of the hippocampus. In fact, the senior author was introduced to this area by Jonathan Winson and remains enormously grateful for the opportunity to learn from him. As is evident, however, we do not share Winson’s view that theta is instrumental in consolidating memories in REM sleep.

We believe that the case is strong for the involvement of theta in mnemonic functions of waking but not of REM sleep (Vertes 1986a; Vertes & Kocsis 1997). This seeming discrepancy was recently addressed by Fishbein (1996) stating, “Robert Vertes has published a variety of studies that would lead one to assume he would be a leading champion of the theory of memory consolidation in REM sleep. Despite his important contributions he does not believe the collected evidence supports it.”
Our position is that theta of REM is a by-product of the intense activation of the pontine region of the brainstem in REM sleep; theta merely reflects this activation and as such may not have any functional significance in REM or at least not the same functional significance as in waking. In a series of studies (Kocsis & Vertes 1994; 1997; Vertes 1979; 1981; 1988; 1992; Vertes & Martin 1988), we have shown that the theta rhythm is generated by a system of connections from the pontine reticular formation (PRF) to the septum-hippocampus. In brief, cells of nucleus pontis oralis of PRF fire tonically with theta and transfer this tonic barrage to the supramammillary nucleus of the hypothalamus where it is converted into a rhythmic pattern of discharge and then relayed to the GABAergic/cholinergic pacemaker cells of the medial septum to drive theta (Vertes & Kocsis 1997).

As previously described (Datta 1995; Jones 1991; Steriade & McCarley 1990a; Vertes 1984; 1990), pontine and lower mesencephalic regions of the brainstem contain discrete populations of cells that control individual events of REM sleep; when activated together these cell groups trigger each of the major indices of REM sleep (cortical EEG desynchronization, hippocampal theta, eye movements, and cardiovascular fluctuations), and hence the REM state. Part of this orchestration of activity of the pontine RF in REM involves excitation of nucleus pontis oralis and consequently theta. As argued above, theta of REM may simply reflect a highly activated brainstem in REM, and thus bear little functional relationship to its role in waking.

The presence of similar electrophysiological events in waking and sleep does not indicate that they serve the same (or even similar) physiological and/or behavioral function(s). For example, the cortical EEG desynchronization of waking and REM by no means signifies identical processes in the two states; that is, the EEG desynchronization of waking is associated with diverse sensory, motor, emotional, and cognitive processes that are notably absent in REM sleep.

As indicated, we favor the position that theta is critically involved in memory processing functions of waking (Vertes 1986a; Vertes & Kocsis 1997). Specifically, we propose that theta serves to gate and/or encode information reaching the hippocampus simultaneously with it from various external sources (e.g., the entorhinal cortex). In the awake state, the “information arriving with theta” is governed by the behavioral situation (context); that is, the sum of internal and external events relatively time locked to theta. If theta were involved in memory processing functions in REM, it should, in a similar manner, gate information to the hippocampus in that state. Unlike waking, however, in which the information reaching the hippocampus is dictated by behavioral circumstances, there appears to be no mechanism in REM for the selection and orderly transfer of information to the hippocampus from other sources. If the transfer of information in REM is not orderly, or is essentially chaotic, it would seem that there would be no functional value in consolidating or “remembering” this information. In effect, dream-like material might be presented to the hippocampus in REM, but there would be no purpose in storing or consolidating it during REM. This may be the reason that dreams (or other cognitive material of REM) are so poorly remembered.

In sum, the theta rhythm is present in waking and REM; we believe that theta serves a mnemonic function in waking but not in REM sleep.

3. REM sleep and antidepressant drugs

It is well recognized that virtually all major antidepressant drugs suppress REM sleep (for review, Vogel et al. 1990) and it has, in fact, been proposed that the clinical efficacy of these drugs largely derives from their suppressant effects on REM sleep (Vogel 1975; 1983). The major classes of antidepressant drugs are the monoamine oxidase inhibitors (MAOIs), the tricyclic antidepressants (TCAs), and the recently developed and widely used selective serotonin reuptake inhibitors (SSRIs). A review of the actions of several members of these classes of antidepressants shows that they profoundly suppress REM sleep.

3.1. Monoamine oxidase inhibitors (MAOIs)

Of the antidepressants, the MAOIs have the strongest suppressive action on REM sleep. A number of early reports using normal and patient populations showed that MAOIs virtually completely (or completely) suppressed REM sleep for weeks to several months. In an initial study, Wyatt et al. (1969) reported that the MAOIs, isocarboxazid, pargyline hydrochloride, and mebanazine, reduced REM from about 20–25% of TST to 9.7, 8.6, and 0.4% of TST, respectively, and that in one subject REM was virtually eliminated for two weeks.

In a subsequent report in anxious-depressed patients, Wyatt et al. (1971b) described the remarkable findings that the MAOI, phenelzine (Nardil), given at therapeutic doses, completely abolished REM sleep in six patients for periods of 14 to 40 days. There was a gradual decline in amounts of REM sleep for the first two weeks on the drug and a total loss of REM after 3–4 weeks. In a complementary study with narcoleptic patients, Wyatt et al. (1971a) reported that phenelzine completely abolished REM in five of seven patients for the following lengths of time: 14, 19, 93, 102, and 226 days. They stated that: “The complete drug-induced suppression of REM sleep in these patients is longer and more profound than any previously described”; and further that “no adverse psychological effects were noted during the period of total rapid-eye-movement suppression.”

Several other studies have similarly shown that MAOIs essentially abolish REM sleep. Akindele et al. (1970) reported that phenelzine completely eliminated REM sleep in four subjects (one normal and three depressed) for 2 to 8 weeks, and addressing possible behavioral consequences stated that, “Far from this leading to disastrous effects on mental functions, as some might have proposed, clinical improvement began.” Kupfer and Bowers (1972) showed that phenelzine abolished REM in seven of nine patients, and drastically suppressed it in remaining patients from pre-drug values of 23.1 and 24.8% of TST to 1.4 and 0.5% of TST, respectively. Finally, Dunleavy and Oswald (1973) reported that phenelzine eliminated REM in 22 depressed patients.

If REM sleep were involved in memory consolidation, it would seem that the total loss of REM with MAOIs for periods of several months to a year (Dunleavy & Oswald 1973; Kupfer & Bowers 1972; Wyatt et al. 1969; 1971a; 1971b) would affect memory. As indicated above, the loss of REM...
did not appear to be associated with any noticeable decline in cognitive functions in these largely patient populations. These studies, however, made no systematic attempt to assess the effects of MAOIs on cognition.

Other reports, however, have examined the actions of MAOIs, primarily phenelzine, on cognition/memory and described an essential lack of impairment (Georgotas et al. 1983; 1986; Raskin et al. 1983; Rothman et al. 1992). For example, Raskin et al. (1983) observed no adverse effects of phenelzine on a battery of 13 psychomotor and cognitive tasks in a heterogeneous population of 29 depressed patients. Similarly, Georgotas et al. (1983; 1986) reported that elderly depressed patients given phenelzine for 2 to 7 weeks showed no alteration in several measures of cognitive function, and concluded that the lack of adverse effects with phenelzine suggests that it is preferable to TCAs (see below) in the treatment of depression in the geriatric population.

3.2. Tricyclic antidepressants (TCAs) and selective serotonin reuptake inhibitors (SSRIs)

As discussed below, virtually all of the commonly used TCAs and SSRIs significantly suppress REM sleep, but unlike the MAOIs, do not eliminate it. Also, the TCAs and SSRIs appear to exert immediate suppressive effects on REM (within the first few days of treatment); by contrast, the MAOIs produce maximal effects on REM about 2–3 weeks following the start of treatment.

An early report by Dunleavy et al. (1972) in normal subjects analyzed the effects on sleep of six TCAs and showed that four of them (imipramine, desipramine, chlorimipramine, and doxepin) markedly depressed REM, beginning with the first night of administration. Chlorimipramine had the strongest suppressive effect on REM sleep, producing a complete loss of REM for the first three nights and an approximate 50% reduction in REM for the remaining four weeks of the study.

Several subsequent examinations of the actions on sleep of these and other TCAs (amitriptyline, anoxapine, nor-triptiline, imipramine, maprotiline, clomipramine) have demonstrated that, as a class, TCAs produce an immediate 40–70% reduction in REM and sustained 30–50% decreases in REM sleep (Brebhia et al. 1975; Hartmann & Cravens 1973; Kupfer et al. 1979; 1982; 1991; Mendlewicz et al. 1991; Nicholson & Pascoe 1986; Passouant et al. 1975; Roth et al. 1982; Shipley et al. 1984; Staner et al. 1995; Ware et al. 1989). Of the TCAs, clomipramine appears to be the strongest REM-suppressant (Passouant et al. 1975; Sharp et al. 1985; Thase 1998).

The SSRIs, like the TCAs, produce an initial marked reduction in REM sleep that slightly abates with time. Examinations of the effects on sleep of several SSRIs (indalpine, fluvoxamine, fluoxetine [Prozac], paroxetine, and zimelidine) show that on average they produce an initial reduction in REM of 40–85% and long term decreases of 30–50% (Kupfer et al. 1991; Nicholson & Pascoe 1986; 1988; Nicholson et al. 1989; Oswald & Adam 1986; Saletu et al. 1991; Sharpley et al. 1996; Shipley et al. 1984; Staner et al. 1995; Vasar et al. 1994; Vogel et al. 1990).

In general, the SSRIs exert stronger suppressive effects on REM than do the TCAs. Staner et al. (1995) compared the actions on sleep of long term treatment with paroxetine (SSRI) and amitriptyline (TCA) in depressed patients, and showed a 42% reduction in REM with paroxetine compared to a 30% reduction with amitriptyline. Similar findings have been described in other comparisons of these classes of antidepressants (Kupfer et al. 1991; Nicholson & Pascoe 1986).

Although the TCAs and SSRIs do not completely eliminate REM sleep, they significantly suppress it by as much as 75–85% in the short term (days) and 40–50% in the long term (weeks/months). As discussed for the MAOIs, if memories are consolidated in REM sleep, it would seem that the sustained reductions in REM with TCAs/SSRIs would alter memory.

There is a substantial literature describing the effects of TCAs and SSRIs on cognitive functions in normal and depressed subjects, including several reviews devoted to the topic (Amado-Boccara et al. 1995; Dephtula & Pomara 1990; Kneeting et al. 1994; Thompson 1991; Thompson & Trimble 1982). Because these classes of antidepressants are in such widespread use, it is obviously important to know if they disrupt motor/cognitive functioning.

3.2.1. The effects of TCAs on cognition/memory. Although there is conflicting evidence, mainly related to the diverse procedures used to evaluate the effects of antidepressants on cognition (Amado-Bocarca et al. 1995; Dephtula & Pomara 1990; Thompson & Trimble 1982), the general consensus is that some TCAs, primarily amitriptyline, impair memory, but most have minor or no effects on memory (for review, Amado-Bocarca et al. 1995; Dephtula & Pomara 1990; Thompson 1991; Thompson & Trimble 1982). Virtually all TCAs have some sedative and anticholinergic actions (Hardman et al. 1996), and if cognitive dysfunctions are present with TCAs they reportedly involve these properties (Curran et al. 1988; Dephtula & Pomara 1990; Spring et al. 1992; Thompson 1991).

A number of studies have shown that amitriptyline disrupts memory – whether given acutely or long term, to the depressed or nondepressed, and across all age groups (Branconier et al. 1982; Curran et al. 1988; Lamping et al. 1984; Limola et al. 1983; Spring et al. 1992; Warot et al. 1996). For instance, Spring et al. (1992) compared the effects of a four-week treatment with amitriptyline and cloxamoxane (an SSRI) on psychomotor and memory tests in depressed outpatients, and reported that amitriptyline, despite alleviating depression, significantly impaired performance on the memory tasks. Cloxamoxane, on the other hand, had no adverse effects of psychomotor/cognitive performance (see below).

Spring et al. (1992) attributed the disruptive effects of amitriptyline on cognition to its anticholinergic actions, noting that, in general, anticholinergics (e.g., scopolamine) disrupt memory (Caine et al. 1981; Drachman & Leavitt 1974). They stated: “The decline in memory performance associated with amitriptyline apparently reflects the relatively high anticholinergic action of the drug, rather than a deficiency in its antidepressant action.” And further, “Among the tricyclics, amitriptyline has the most pronounced anticholinergic effects, and would, therefore be expected to have the most adverse effect on memory.”

Consistent with this interpretation, Curran et al. (1988) compared the effects on memory of four antidepressants (amitriptyline, trazodone, viloxazine, and protriptyline) that varied with respect to their sedative and anticholinergic properties, and showed that the sedating compounds
(amitriptyline and trazodone) but not the nondonating ones (vloxazine and protriptyline) impaired performance on a battery of memory tests, and that disruptive effects are considerably greater with amitriptyline (an anticholinergic) than with trazodone (no anticholinergic properties) (Gershon & Newton 1980).

In contrast to amitriptyline, most other TCAs have minimal or no adverse effects on memory/cognition. In a well-designed study, Peselow et al. (1991) examined the effects on learning/memory of a four-week treatment with the TCA imipramine (Tofranil) with 50 depressed outpatient patients, and reported that imipramine improved memory in these patients. Although the improvement in memory was attributed to the clinical efficacy of the compound (not to a memory-enhancing function for imipramine), Peselow et al. (1991) clearly demonstrated, as have several others (Amin et al. 1980; Friedman et al. 1966; Glass et al. 1981; Henry et al. 1973; Raskin et al. 1983; Rothman et al. 1962) that imipramine did not impair memory — even though imipramine is a powerful REM suppressant (Kupfer et al. 1994; Ware et al. 1989). For instance, Kupfer et al. (1994) showed that imipramine produced sustained 35–40% reductions in REM sleep for three years in depressed patients.

Finally, several other TCAs (doxepin, desipramine, nortriptyline, amoxapine, protriptyline, maprotiline, and chlorimipramine) that also suppress REM sleep reportedly produce little or no detrimental effects on memory (Allain et al. 1992; Curran et al. 1998; Georgotas et al. 1989; Liljequist et al. 1974; Linnoila et al. 1983; McNair et al. 1984; Peselow et al. 1978).

3.2.2. The effects of SSRIs on cognition/memory. As is well recognized, SSRIs are very widely used and currently the most prescribed treatment for depression. As a group the SSRIs do not appear to alter cognitive functions. For instance, there is no indication that any of the following SSRIs have any detrimental effects on psychomotor/cognitive functions in normal or patient populations: fluvoxamine, zimeldine, clovoxamine (an SSRI and partial noradrenergic reuptake inhibitor), sertraline, paroxetine, or fluoxetine (Curran & Lader 1986; Fairweather et al. 1993; 1996; Geretsegger et al. 1994; Hindmarch & Bhatti 1988; Hindmarch et al. 1990; Lamping et al. 1984; Limnoila et al. 1983; McNair et al. 1984; Pishkin et al. 1978).

Kerr et al. (1992) recently examined the actions of paroxetine, alone or in combination with alcohol, on several psychomotor/cognitive tests in elderly nondepressed subjects with the goal of determining whether SSRIs, unlike compounds with anticholinergic and/or sedative effects, may alter cognitive functions. They speculated that SSRIs “are unlikely to have detrimental cognitive and psychomotor effects because of their unique pharmacological profile,” and noted further that “patients often report that treatment with SSRIs leaves them feeling more able to think clearly.” It was shown that paroxetine not only had no adverse effects on psychomotor and cognitive functions, but that it slightly ameliorated performance deficits produced by alcohol (Kerr et al. 1992).

Comparisons of the actions of amitriptyline and SSRIs on psychomotor/cognitive performance in healthy or depressed subjects (Curran & Lader 1986; Fairweather et al. 1993; Lamping et al. 1984; Limnoila et al. 1983; Spring et al. 1992) have demonstrated that amitriptyline but not SSRIs produced significant impairments. Lamping et al. (1984) reported that even though amitriptyline and clovoxamine gave rise to comparable relief from depression, the two antidepressants differentially affected memory; that is, “an impairment of memory after chronic amitriptyline administration, as contrasted with an improvement in memory after chronic administration of clovoxamine.” Spring et al. (1992) described virtually the identical findings using the same two compounds.

Finally, an early review of this area (Thompson 1991) concluded that: “Newer compounds devoid of antimuscarinic effects, particularly the serotonin reuptake inhibitors, if not sedative, have not been associated with memory impairment. Furthermore, a few more recent studies suggest that these drugs may exert a beneficial influence on memory processes in memory-impaired individuals”; while a recent review (Amado-Boccara et al. 1995) similarly concluded that: “antidepressants which inhibit serotonin reuptake seem to have no deleterious cognitive effects.”

3.2.3. Summary of the effects of antidepressants on cognition/memory. In summary, (1) MAOIs virtually abolish REM sleep but have no adverse effects on cognition/memory. (2) TCAs suppress REM by 30–70%. While amitriptyline, a strong anticholinergic and sedative compound, disrupts memory, most other TCAs produce minimal, or generally no, disruptive effects of cognitive/memory. (3) SSRIs suppress REM sleep by 40–85% but do not alter memory or other cognitive functions.

4. Brain stem lesions and REM sleep in humans

Although sizeable lesions at rostral, mesencephalic levels of the brainstem often result in persistent coma or death (Cairns 1952), those located more caudally within the pons are less severe and have been shown to give rise to a condition termed the “locked-in” syndrome. As originally described by Plum and Posner (1966), patients with this syndrome are fully conscious, alert, and responsive, but are quadriplegic and mute. Most of the patients retain the ability to make eye movements and very limited facial/head movements and some can communicate by small facial gestures. For instance, Feldman (1971) described a case of a woman with this syndrome who learned to communicate by Morse code using eye blinks and jaw movements.

A number of reports have examined sleep-wake profiles of these patients, and probably not surprisingly, have shown that most of them (or at least those with bilateral pontine lesions) completely lack REM sleep (Classe et al. 1965; Cummings & Greenberg 1977; Markand & Dyken 1976). For instance, Markand and Dyken (1976) reported that REM sleep was entirely absent in five of seven patients with the “locked-in” syndrome; SWS was present in essentially normal amounts. From case reports, the mental capacities of these patients, including memory for events and people, appear to be intact.

Although rare, there have been a few reports of patients with bilateral pontine lesions who are conscious, ambulatory, and verbally communicative (Lavie et al. 1984; Osorio & Daroff 1980; Valdeoriola et al. 1993). It appears that the lesions in these patients are less extensive than those with the locked-in syndrome. Nonetheless, like patients with the locked-in syndrome, they lack REM sleep (Osorio & Daroff 1980; Valdeoriola et al. 1993). Osorio and Daroff (1980)
described two such patients. Both of them showed similar sleep deficiencies, the most prominent of which was a complete loss of REM sleep. It was further pointed out that aside from minor neurological deficits, the patients led normal lives. The authors stated: “Our two patients are the first awake and ambulatory humans in whom total absence of REM sleep has been demonstrated. These REM deprived patients behaved entirely appropriately and were by no means psychotic.” The “psychotic” reference alludes to the early notion, subsequently dispelled (Vogel 1975), that long term REM deprivation produces psychosis.

Lavie et al. (1984) described the interesting case of a man who at the age of twenty suffered damage to the pontine region of the brainstem from shrapnel fragments from a gunshot wound. Following the injury, the man was comatose for 10 days, remained in critical condition for another two weeks and then recovered. An examination of his patterns of sleep at the age of 33 revealed that he essentially lacked REM sleep; that is, REM was absent on most nights and averaged 2.25% of TST on the other nights. Similar to the study by Osorio and Daroff (1980), Lavie et al. (1984) reported that despite the virtually total loss of REM sleep, the man led a normal life. For instance, following the injury the man completed college, then law school, and at the time of the study was a practicing attorney. Although no systematic attempt was made to examine the cognitive capacities of these patients, the virtual total loss of REM sleep did not seem to result in any apparent cognitive deficits.

### 5. Functional imaging studies of brain activity in REM sleep

Recent functional imaging studies of human brain activity in REM sleep reveal patterns of activity that are consistent with dream processes but not with memory consolidation.

The mental/cognitive content of REM sleep is dreams. Although dreams are not restricted to REM, they are unquestionably a prominent feature of REM sleep. Dreams are the sole window to cognitive processes of REM sleep. Although the function(s) of dreams have been, and continue to be, strongly debated (see Revonsuo, this issue), a generally agreed-upon feature of dreams is that they are poorly remembered. Similar to its function, diverse explanations have been put forth to account for the amnesic quality of dreams.

Foulkes and coworkers (Foulkes 1982a; 1985; 1999; Foulkes & Fleisher 1975; Foulkes et al. 1989), leading proponents of the view that dreams are a meaningful extension of waking mental life, have suggested that the reason dreams are so easily forgotten is that the brain in REM sleep is in a reflective mode (akin to reminiscing about, or reflecting on, events during waking) rather than in an encoding mode. An important difference, however, between the reflections of dreams and waking is that during waking one can rapidly switch from the reflective to the encoding mode to integrate and possibly store information. This cannot readily be done in REM sleep and as a result the reflections/reminiscences of REM (dreams) are lost to memory (Foulkes 1985; Foulkes & Fleisher 1975).

At the opposite end of the spectrum to the position of Foulkes and others (Domhoff 1969; 1996; Domhoff & Schneider 1998; Hall & Van de Castle 1966; Van de Castle 1994) that dreams are logical and meaningful, Hobson and colleagues (Hobson 1988b; Hobson et al. 1998b) have argued that dreams can be defined by such characteristics as hallucinosis, bizarreeness, delusion, and confabulation and have likened dreams to the “delirium of organic brain disease” (Hobson 1997b). Hobson et al. (1998b) have proposed a purely physiological explanation for the amnesia of REM, pointing to the likely correspondence between memory loss and underlying physiological changes in REM, stating: “The loss of memory in REM sleep makes dreaming consciousness much more difficult to recall than waking consciousness. This phenomenological deficit logically implies a physiological deficit: some functional process, present and responsible for memory in waking is absent, or at least greatly diminished, in REM sleep.”

Independent of theories of dreams, recent functional imaging studies in humans during sleep have revealed patterns of activity in REM that appear to reflect dream processes, including its amnesic quality. Although differences exist among reports (Braun et al. 1997; 1998; Maquet et al. 1996; Nofzinger et al. 1997), a fairly consistent pattern of brain activity in REM sleep in humans has emerged from these studies. Some important findings are as follows: (1) the pontine reticular formation is highly active in REM sleep; (2) primary sensory areas (e.g., striate cortex for the visual system) are inactive in REM; by contrast, extrastriate (visual) regions (as well as other sensory association sites) are very active in REM; (3) limbic and paralimbic regions, including the lateral hypothalamus, the amygdala and anterior cingulate, and parahippocampal cortices, are intensely activated in REM; and (4) widespread regions of the frontal cortex including the lateral orbital and dorsolateral prefrontal cortices show marked reductions in activity in REM sleep (Braun et al. 1997; 1998; Maquet et al. 1996; Nofzinger et al. 1997).

This general pattern of activity in REM has been viewed as a “closed system” (Braun et al. 1998); essentially, an internal network disconnected from inputs and outputs. For instance, the suppression of activity in the primary visual cortex (input) is consistent with the well-characterized sensory blockade of REM, whereas the deactivation of the prefrontal cortex (output) parallels the failure of dreams to influence executive systems for behavior. With respect to the latter, Braun et al. (1997) stated: “REM sleep may constitute a state of generalized brain activity with the specific exclusion of executive systems which normally participate in the highest order analysis and integration of neural information.”

In effect (and not unexpectedly), the brain in REM sleep mirrors the dreaming brain: that is, internally generated visual images are fed to (or recruited by) the limbic system. They are then incorporated into dreams but due to the suppression of activity of the prefrontal cortex dream scenarios are not often recorded and generally do not influence waking behavior. In this regard, in an article on the neural basis of consciousness, Jones (1998) commented that the recent demonstration in imaging studies (Braun et al. 1997; Maquet et al. 1996) that activity in the frontal cortex is depressed in REM suggests “an attenuation of processes important in episodic and working memory and perhaps explaining why unless awakened from a dream, a sleeping person has no memory of the dream.”

Finally, if dream material is so readily forgotten in REM sleep (reflecting the state of the brain in REM), it seems
unlikely that other mental phenomena that are not incorporated into dreams would be processed and permanently stored during REM sleep.

In summary, the pattern of brain activity in REM sleep is consistent with dreams but inconsistent with the orderly evaluation, organization, and storage of information which is the domain of attentive, waking consciousness.

6. A proposed function for REM sleep

It appears that the active state of the brain during REM has fueled claims that REM sleep is involved in complex, higher order functions, including memory (for review, Rechtschaffen 1998).

It is tempting to speculate, as several theories do, that magical processes occur during REM sleep; that is, that during the unconscious state of REM sleep some programmed or purposeful reordering of mental events occurs so that a nightly replay of daytime events during REM enhances the storage or consolidation of these events. In contrast to the view that the effects of REM extend beyond sleep to influence waking activities, we propose that REM can be entirely understood within the context of sleep without invoking mental phenomena or quasi-conscious processes (for review, Vertes 1986b). REM is a state of sleep; as such, it would seem that attempts to describe its function should look to sleep and not to waking.

As described in detail in our earlier theoretical paper (see Vertes 1986b), we propose that the primary function of REM sleep is to provide periodic endogenous stimulation to the brain which serves to maintain minimum requisite levels of CNS activity throughout sleep. REM is the mechanism used by the brain to ensure and promote recovery from sleep. We argued that the brain is strongly depressed in SWS, particularly in delta sleep, and incapable of tolerating long continuous periods of relative suppression. REM serves the critical function of periodically activating the brain during sleep without awakening the subject or disturbing the continuity of sleep. By analogy, the process of induction and recovery from general anesthesia is a delicate one requiring the special skills of highly trained medical professionals. The brain performs a very similar function daily and seemingly flawlessly. REM is an integral part of this process.

Our theory is consistent with sleep state organization; the main elements of which are that: (1) the percentage of REM sleep is very high in early infancy (about 50% of total sleep time) and declines sharply at 2–3 months of age; (2) sleep continuously cycles from light to deep sleep and back to lighter stages of sleep as the cycle repeats itself; and (3) REM sleep is quite evenly distributed throughout sleep (occurring about every 90 minutes) and the duration of REM periods becomes progressively longer throughout sleep.

Regarding this organization, we would suggest that the high percentage of REM sleep in neonates serves to offset equally high amounts of SWS in newborns (see also, Benington & Heller 1994); that sleep cyclically alternates between light and deep sleep to prevent the brain from dwelling too long in deep SWS; and that the progressively longer periods of REM throughout sleep serve to prime the brain for a return to consciousness as waking approaches. With respect to the latter, the disorientation experienced on sudden, unexpected awakenings from sleep (middle of the night), compared to natural awakening, may reflect an inadequate preparation of the brain for waking due to incomplete REM.

In line with the foregoing, reductions in REM, seen particularly with antidepressants, are generally accompanied by a reorganization of sleep; that is, marked increases in light SWS and corresponding decreases in deep SWS as well as frequent awakening (Cohen et al. 1982; Kuper et al. 1989; 1991; Nicholson & Pascoe 1988; Saletu et al. 1983; 1991; Schenk et al. 1981; Shipley et al. 1984; Staer et al. 1995; Wyatt et al. 1971b). For the SSRIs, this has been referred to as the “alerting” effect on sleep of these antidepressants (Kuper et al. 1989; 1991; Nicholson & Pascoe 1988; Saletu et al. 1983; 1991; Schenk et al. 1981; Shipley et al. 1984; Staer et al. 1995).

In accord with others (Benington & Heller 1995; Berger & Phillips 1995), we believe that the general purpose of sleep is restitution/recuperation for the CNS, and within this context, the primary function of REM sleep is to prepare the brain/CNS for recovery from sleep.

7. Conclusions

We believe that the evidence reviewed in this report disputes the claim that REM sleep serves a role in the consolidation of memory. Numerous studies have shown that depriving animals of REM sleep has no effect on learning/memory. Although other reports have shown that REM deprivation (REMD) disrupts memory, many of them have been questioned based on the use of the stressful pedestal technique for REMD leading to the view that reported deficits were performance and not learning/memory deficits. The majority of REM deprivation studies in humans have failed to show that REMD disrupts memory. Perhaps the strongest evidence against the memory consolidation hypothesis comes from the demonstration that antidepressant drugs or brain stem lesions profoundly suppress, or eliminate, REM sleep, yet neither appears to alter memory/cognitive functions. Finally, recent imaging studies in humans during sleep have described patterns of activity that are consistent with dreams, including their amnesic quality, but inconsistent with the orderly processing, evaluation, and storage of information that characterizes waking consciousness. In conclusion, we believe that the weight of evidence, as reviewed herein, fails to support a role for REM sleep in the processing or consolidation of memory.
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**Abstract:** Several theories claim that dreaming is a random by-product of REM sleep physiology and that it does not serve any natural function. Phenomenal dream content, however, is not as disorganized as such views imply. The form and content of dreams is not random but organized and selective: during dreaming, the brain constructs a complex model of the world in which certain types of elements, when compared to waking life, are underrepresented whereas others are over represented. Furthermore, dream content is consistently and powerfully modulated by certain types of waking experiences. On the basis of this evidence, I put forward the hypothesis that the biological function of dreaming is to simulate threatening events, and to rehearse threat perception and threat avoidance. To evaluate this hypothesis, we need to consider the original evolutionary context of dreaming and the possible traces it has left in the dream content of the present human population. In the ancestral environment human life was short and full of threats. Any behavioral advantage in dealing with highly dangerous events would have increased the probability of reproductive success. A dream-production mechanism that tends to select threatening waking events and simulate them over and over again in various combinations would have been valuable for the development and maintenance of threat-avoidance skills. Empirical evidence from normative dream content, children's dreams, recurrent dreams, nightmares, post traumatic dreams, and the dreams of hunter-gatherers indicates that our dream-production mechanisms are in fact specialized in the simulation of threatening events, and thus provides support to the threat simulation hypothesis of the function of dreaming.

**Keywords:** dream content; dream function; evolution of consciousness; evolutionary psychology; fear; implicit learning; nightmares; rehearsal; REM; sleep; threat perception

**Introduction**

Dreaming is a universal feature of human experience, but there is no convincing explanation as to why we should experience dreams during sleep. Why do we have vivid, intense, and eventful experiences while we are completely unaware of the world that physically surrounds us? Couldn’t we just as well pass the night completely nonconscious? The function of dreaming seems to be a persistent mystery, although numerous suggestions have been put forward about the possible functions it might serve. The leading neurocognitive theories, however, seem to have given up the hope of identifying any useful function for dreaming at all. They cannot provide us with an answer to the question “Why do we dream?” Instead, they seem to imply that we dream for no particular reason at all: Dreaming is biologically epiphenomenal. Dream consciousness is viewed as some sort of random noise generated by the sleeping brain as it fulfills various neurophysiological functions during REM (rapid eye movement) sleep.

Although the prospects for discovering useful functions for dreaming look rather bleak, the empirical evidence should be reevaluated once more from a truly multidisciplinary point of view, including dream content analysis, the neurophysiology of dream sleep, and evolutionary psychology. The exploration that I undertake in the present target article leads to the slightly surprising conclusion that dreaming does have a well-defined and clearly manifested biological function after all. In section 1, I clarify the nature of the basic question: What exactly is it that we want to understand when we inquire about the function of dreaming? The answer is that we need a clear idea of both what the phenomenon of dreaming is and of the sense in which we use the word “function.” In section 2, we review the currently dominant views on the function of dreaming.
the cognitive and neuroscientific literature as well as in the
more clinically oriented dream psychology. The most com-
mon view in cognitive neuroscience is that dreaming has no
function whatsoever. In clinical literature, the function
of dreaming has been linked with problem solving and psy-
chological adaptation, but the direct empirical evidence
bearing on such functions remains scarce. In section 3 we
point out that none of the previous theories have placed
dreaming in the appropriate context for evaluating its pos-
sible biological functions: the human ancestral environ-
ment in which the dreaming brain was evolving for hun-
dreds of thousands of years. If dreaming does have any
biologically adaptive functions, they must have been effec-
tive in the evolutionary context, if anywhere.

In the rest of the article I argue that switching the
context in such a way puts dreaming into an entirely new
light, which suggests that the biologically adaptive func-
tion of dreaming is to simulate threatening events in order
to rehearse threat perception and the appropriate threat-
avoidance skills and behavioral programs. I emphasize
that to claim threat simulation as the biological function
of dreaming is not to claim that every single dream of
every single individual should realize this function. It is
only to claim that in certain adaptively important situa-
tions with certain ecologically valid cues, the system does
become fully activated, and this is the principal reason why
dreaming was selected for during our evolutionary history.
The threat simulation theory of dreaming is expressed
here in the form of six propositions, each of which is em-
pirically testable. The propositions can be summarized as
follows:

1. Dream consciousness is an organized and selective
simulation of the perceptual world.
2. Dream consciousness is specialized in the simulation
of threatening events.
3. Nothing but exposure to real threatening events fully
activates the threat-simulation system.
4. The threat simulations produced by the fully activated
system are perceptually and behaviorally realistic re-
hearsals of threatening events.
5. The realistic rehearsal of these skills can lead to en-
hanced performance regardless of whether or not the train-
ing episodes are explicitly remembered.
6. The ancestral environment in which the human brain
evolved included frequent dangerous events that consti-
tuted extreme threats to human reproductive success. They
thus presented serious selection pressures to ancestral hu-
man populations and fully activated the threat-simulation
mechanisms.

The empirical evidence relevant for the evaluation of
each proposition is then reviewed (sect. 3). In the light of
the currently available evidence, all of the propositions are
judged as likely to be true, which consequently lends sup-
port to the threat-simulation theory of dreaming as a whole.
In section 4, the dreams of hunter-gatherer populations and
animals are considered in the light of the threat simulation
theory. In section 5, new predictions are derived from the
theory and the empirical testability of the theory is evalu-
ated. Finally, the theory is elaborated upon and summa-
rized in section 6.

After presenting the threat simulation theory, other the-
oeries that have taken an evolutionary perspective on dreaming
are reviewed. Although some of them are related to the pre-
sent view, none of them includes the idea that dreaming is a
threat-simulation mechanism. In the final section, the theory
is compared with neurocognitive theories of dreaming.

Taken together, this target article aims to show that the
threat-simulation theory of dreaming integrates a consider-
able body of data from multiple sources in a theoretically
meaningful way. The theory treats the conscious phenom-
ena of dreaming as a natural biological phe-
nomenon best understood from the combined viewpoints
of psychology, evolutionary biology, and cognitive neuro-
science. This multidisciplinary treatment, I hope, manages
to clarify the mystery of why we dream.

1. What is it that we want to understand when we
inquire about the function of dreaming?

We should first make clear what it is we are asking when we
inquire about the function of dreaming. We must explicate
what we mean by dreaming and what we mean by function.

1.1. What is dreaming?

Dreaming refers to the subjective conscious experiences
we have during sleep. We may define a dream as a subjec-
tive experience during sleep, consisting of complex and or-
organized images that show temporal progression (Farthing
1992). Questions regarding the function of dreaming must
be clearly distinguished from those regarding the function
of REM sleep. Dreaming is a subjective conscious experi-
ence, while REM sleep is a physiologically defined stage of
sleep. Furthermore, as is now clear, REM sleep is neither a
necessary nor a sufficient physiological condition for dream-
ing; although it seems to be the typical and perhaps optimal
physiological condition in which fully realized dreams are
brought about (Pivik 1991). As Foulkes and Cavallero (1993,
p. 9) emphasize, dreaming needs a level of explanation in-
dependent of the neurophysiological level at which REM
sleep is defined, because “there almost certainly is REM
sleep without dreaming and . . . there certainly is dreaming
without REM sleep. No account of the distinctive physiol-
ogy of REM sleep could provide either a necessary or a suf-
cient explanation of dreaming.” Thus, the question we will
be exploring is: Does it serve any useful function to have,
during sleep, the sorts of conscious subjective experiences
that dreaming consists of?

In order to make it clear that we distinguish the level of
description at which dreaming proper resides from the levels
of neurophysiological description, we may say that
dreaming is realized at the experiential or phenomenal level
of organization in the brain (Revonsuo 1997). We want to
find out whether the realization of this level of organization
during sleep serves any natural function. The specification
of the functions that lower-level neurophysiological mech-
isms serve during REM sleep does not constitute a spec-
fication of the functions that the realization of the pheno-
menal level serves, for the neurophysiological functions
can be fully specified without ever mentioning the fact that
subjective experience happens to be realized as well.¹

1.2. Is it to be “functional”?

We must be clear about what we mean by “function” or
“functional.” The appropriate sense of “function” in this con-
text is that of a biological, adaptive function. According to
Tooby and Cosmides (1995) the biological standard is the only standard of functionality that is relevant to analyzing why brain and cognition are organized in one fashion rather than another. A cognitive system is functional in the evolutionary sense if and only if it promotes the organism’s inclusive fitness. That is, the biologically functional system must solve problems that will increase the probability that the organism possessing the system will produce offspring, or that the organism’s kin will produce offspring. Evolutionary biology gives the concept of “function” a very specific content: The function of a system solely refers to how it systematically caused its own propagation in ancestral environments (Tooby & Cosmides 1995). If dreaming has an adaptive function, then dreaming must solve some adaptive problems whose solution tends to enhance survival and promote reproduction, thus causing the persistence of the brain’s dream-production mechanisms and their spread in the population.

If dreaming does not have any adaptive function of its own, then it is likely to be coupled to properties that do. In that case, dreaming is a mere by-product, a nonadaptation that was not selected for (or against) during our evolutionary history but was dragged along because the features to which it was coupled were actively selected for. Flanagan (1995) makes an important distinction between “natural” and “invented” functions of dreaming. A similar distinction has been made by other dream theorists between what we do with dreams once we recall them, and what the dream can do itself (Blagrove 1996; Breger 1967). Natural functions are biological, adaptive functions in the sense defined above, whereas invented functions are derivative psychological or cultural functions. We can put our recalled dreams to a variety of personal or cultural uses, but no matter how enlightening and meaningful such uses may be, they are invented by us, not by natural selection. It is doubtful that any truly natural function of dreaming could be based on the conscious recollection or verbal reporting of dream content, for the natural functions of dreaming, if any, must have been effective in such ancestral conditions and species in which self-reflective dream recollection or reporting were not likely to occur – thus, the natural functions of dreaming cannot have been dependent on them.

Now we are in the position to state our question more specifically. The question we are presently interested in is whether dreaming serves any natural functions: Does the realization of the subjective phenomenal level of organization (the experience of dreaming) solve any adaptive problems? That is, does phenomenal dreaming in any way enhance the prospects of the reproduction of the individual (and/or its close relatives); does dreaming increase the inclusive fitness of the individual?

2. Current theories of dream function

2.1. Theories in cognitive neuroscience

In cognitive neuroscience, recent theories and views on dreaming have led to the conclusion that dreaming as a conscious experience does not serve any useful biological function. Only the neurophysiological events associated with dreaming and REM sleep are assumed to be biologically functional, for they may serve important functions in the development of the brain and in periodically restoring the brain’s neurochemical balance.

The Activation-Synthesis theory (Hobson 1988b; Hobson & McCarley 1977) emphasizes the randomness of dream imagery. During REM sleep, PGO waves originate in the pons and activate the forebrain. The forebrain attempts to make sense of this random activation and it synthesizes dream images to fit the patterns of internally generated stimulation. The forebrain selects images that isomorphically correspond to the patterns of eye movements and motor commands elicited during REM sleep. The images are loaded from memory, in which day residues are particularly salient. The theory delivers no answer to the question why the brain should generate any images at all during REM sleep: it is simply assumed to be an automatic process. The narrative content of dreams remains unexplained as well.

More recently, Hobson (1994) has suggested that REM-dreaming might have a function in memory processing, and he specifically regards the rehearsal of motor programs as a possible function of dreaming during REM sleep. In Hobson’s theory, however, dreaming as an experience with vivid phenomenal content is seen as a kind of random epiphemomenon that merely reflects some totally different events going on at other levels of organization where such events may serve useful neurobiological or mnemonic functions. The Activation-Synthesis theory suggests that the experiential dream imagery itself, the content of consciousness, is functionally as aimless as are the noises emitted by a computer when it processes information. The phenomenal level of organization is not regarded as biologically functional.

The theory presented by Crick and Mitchinson (1983; 1995) is related to Hobson’s views, but contains some original ideas. In this theory, memory in the brain is compared to simple models of associative nets. When such a net gets overloaded, it easily starts to produce outputs that are combinations of actually stored associations. In order to make storage more efficient and avoid overloading, a process of reverse learning can be used. The net is disconnected from its normal inputs and outputs, and random input is given to it. The associations that this random input produces are consequently weakened, and the process is repeated many times with different kinds of random input. According to Crick and Mitchinson (1983; 1995) this is loosely analogous to what happens in the brain during REM sleep: the brain is disconnected from its usual inputs and outputs, and PGO waves provide it with more or less random input. The theory explains why REM dreams are full of bizarre intrusions, consisting of mixtures of features previously stored in memory: these are the associations arising in an overloaded network and have to be unlearned. The reverse-learning theory does not even try to explain the narrative aspect of REM dreams, and it certainly does not assign any independent function to the phenomenology of dreaming: phenomenal dream images merely reflect the functioning of a memory-cleaning process.

David Foulkes (1985) has put forward a cognitive theory of dreaming. He proposes that dreaming originates in diffuse, more or less random activation of semantic and episodic memory during sleep: “Since it seems that the activation of mnemonic elements during dreaming and their selection for dream processing is random and arbitrary, it’s not likely that the particular content of our dreams — in and of themselves — serve any adaptive functions” (Foulkes 1985, p. 200).

Foulkes, however, distinguishes dream content from dreaming as a process. Dreaming, unlike specific dream contents, has very predictable features. It involves an interrelated sequence of events occurring within a “world
are regarded as serving useful functions.

scious) cognitive and/or neural activity during REM sleep is not considered an epiphenomenon, although at least some of the (nonconscious) cognitive and/or neural activity during REM sleep and of itself has no adaptive significance, because the function of dreaming is to maintain the individual’s psychic balance and help to solve the emotional problem (e.g., Breger 1967).

2.2. Theories in dream psychology

In psychological theories of dream function, the emphasis is on the individual person’s psychological adaptation to his current waking life. The basic assumption behind this approach seems to be that dreaming is functional for the individual if the dream in some way helps the individual cope with his current waking concerns, solve current problems, and to promote psychological well-being. These views can be traced back to Jung (1933) who argued that dreaming helps to maintain the individual’s psychic balance and Adler (1927) who believed that dreaming serves a personal problem-solving function.

2.2.1. Do dreams solve intellectual problems? Some studies have directly addressed the question of whether we can solve intellectual problems in our dreams or with the help of them. Dement (1972) reports a series of experiments in which 500 undergraduate students were given a copy of a problem, and before going to bed the students were to spend exactly 15 min trying to solve the problem. In the morning, they wrote down any dreams they recalled from the previous night and, if the problem had not been solved, spent another 15 min trying to solve it. In 1,148 attempts, the problem was solved in a dream on only seven occasions. This means that less than 1% of the dreams were successful in solving the problem. Montangero (1993) reports a sleep laboratory experiment with six subjects. Four subjects were given a formal problem, while two were trying to solve an intellectual problem relating to their own professional careers. Although elements of the problems appeared in the dreams, none of the 29 reported dreams presented the solution to the problem. However, the subjects did find the solutions to the problems with relative ease during the first hour after awakening in the morning. Unfortunately, it remains unclear whether dreaming causally contributed to this problem-solving success at all. Cartwright (1974a) compared solutions to problems arrived at either after a period of REM sleep or an equivalent amount of waking. She concluded that “There is no evidence from this study that a period of sleep during which dreaming occurs is regularly followed by a better performance on intellectual tasks” (p. 454). In a study by Barrett (1993) the subjects were allowed to choose the problem that they tried to solve in their dreams. The results showed that problems of a personal nature were much more likely to find a solution through dreaming than problems of an academic or intellectual nature. The personal problems, however, lacked definitive criteria for what should count as a solution, raising the suspicion that at least some of the alleged solutions may have been attributed to the dream during retrospective reflection required during the reporting rather than having been arrived at within the dream itself.

Blaugrove (1992a) presents a thorough review and critique of the problem-solving paradigm of dream function. The
assumption behind this paradigm is that the function of dreaming is to work actively and creatively toward solutions to actual current waking problems, thus going beyond what was known prior to the dream and causally contributing to the solution of a real-life problem. In order to evaluate the evidence for such claims, Blagrove distinguishes three types of problem-solving dreams: (1) Dreams that actually create a new and useful solution to a current problem in waking life; (2) Dreams that contain problem-solving activity that is internal to problems encountered in the dream world, but not relevant to waking problems; (3) Dreams that reflect solutions to waking problems, but for which there is no evidence that such solutions have not already occurred to the waking mind (i.e., the dream does not contribute to the solution, it merely reflects the solution once it has already been found during waking). Blagrove (1992a) argues that there is little evidence for problem-solving dreams of the first type; most of the dreams apparently solving problems either simply reflect solutions already known or solve problems only relevant in the context of the dream. Although a psychological change may be correlated with a dreamed solution to a problem, there is little reason to believe that there is a causal relationship between them. It is most likely that the actual solution first arises during waking, and the consequent dreaming merely reflects the solution, and thus becomes correlated with whatever the beneficial consequences of the solution were. The conclusion from Blagrove’s (1992a) review is that whatever the function of dream experience is, it does not appear to be the finding of new and useful solutions to the problems we face in our waking reality.

2.2.2. Do dreams solve emotional problems? Probably the most popular theory of dream function within psychology is the hypothesis that dreaming solves our emotional problems by helping us to adjust psychologically to, and maintain our mental health in, the real-life situations that trouble us emotionally and psychologically. There is an overwhelming amount of evidence showing that dream content indeed reflects the current emotional problems of the dreamer (Hartmann 1998; Kramer 1993). The question is: Does dreaming have an effect in reducing the negative affect and other negative psychological consequences induced by our real-life troubles and traumas?

Cartwright (1996) argues that the best way to test this hypothesis empirically is to study subjects who are undergoing a life event that creates genuine affect. She studied subjects undergoing marital separation. Seventy subjects were chosen from a group of 214 potential subjects. Forty of them were depressed as a consequence of the divorce. All subjects slept for three nights in the laboratory, and during the third night, REM dream reports were collected. The depressed subjects’ dreams were emotionally more negative than those of the nondepressed subjects. Furthermore, the depressed subjects were more likely than the nondepressed to incorporate the about-to-be-former spouse as a character in the dreams. In a one-year follow-up, those depressed subjects who had dreamt about their spouse were more likely than the nondepressed subjects to incorporate the about-to-be-former spouse as a character in the dreams. In a one-year follow-up, those depressed subjects who had dreamt about their spouse were more likely than the nondepressed subjects to incorporate the about-to-be-former spouse as a character in the dreams.

Kramer (1991; 1993) argues that during REM sleep there is a surge of emotion, and that the function of dream-
often this function deserts us when we need it most. Recurring dreams during times of stress are accompanied by negative dream content, and are associated with a deficit in psychological well-being (Zadra et al. 1997–1998). When we live under constant emotional stress or have recently experienced trauma, our dream consciousness typically makes us suffer from intensive nightmares that consolidate in psychological well-being (Zadra et al. 1997–1998). If the real function of dreaming is psychological healing, shouldn't we in fact expect exactly the opposite: pleasant, comforting, manifestly healing dreams – calming, not amplifying, the traumatic experience? Intuitively, reliving the emotional shocks over and over again in dreams would not seem to be exactly what traumatized people are psychologically in need of.

The usual explanation for this anomaly is that the assumed dream function has simply “failed”; nightmares are treated as “failures” of dream function (Kramer 1991). But if this is so, then dream function fails a little too regularly, and exactly when it would be needed most. In opposition to these psychological adjustment theories of dreaming, I shall argue that nightmarish dreams are not ones that failed to perform their function, but, by contrast, are prime examples of the kind of dreams that fully realize their biological function. The view that dreams solve our emotional problems and increase our happiness and psychological well-being seems to include the biologically misguided assumption that normal life is free of emotional pain and trauma. Biologically adaptive responses to danger, such as pain and fear, are not there in order to increase our happiness but to increase our reproductive success. Natural selection cares only about fitness, not our comfort (Nesse & Williams 1997). If dreams are biological adaptations, they may not care about our comfort either.

3. The biological function of dreaming

The discussion above shows that there is no convincing evidence that dreaming would causally contribute to the solving of either intellectual or emotional problems. We must look elsewhere to discover the biological function of dreaming.

3.1. Background assumptions

The construction of the appropriate context for discovering the biological function of dream consciousness requires clarification of the following two questions: (Q1) What is the level of organization to which we attribute a function when we attribute it to consciousness? (Q2) What was the biological context in which dream consciousness evolved? Here are brief answers to these questions:

(A1) Consciousness can be reconceptualized as the phenomenal level of organization in the brain (Revonsuo 1999a). A function attributed to consciousness concerns the causal powers and behavioral effects of events realized at the phenomenal level of organization. The phenomenal level forms the brain’s real-time model of the surrounding world, of the organism’s internal state, and of its external position in the environment. Dreaming as a subjective experience is realized at the phenomenal level.

(A2) The primary evolutionary context for considering the possible adaptive function of dream consciousness is the prehistoric Pleistocene environment in which humans and their ancestors lived as hunter-gatherers for hundreds of thousands of years. If dream consciousness is biologically functional, it should have had adaptive value at least in that original environment, under the conditions in which human ancestral populations lived. Whatever the adaptive role of dream consciousness might have been in that long-gone original context, there is no guarantee that the average dreaming brain today, facing a completely different environment than the one in which it evolved, should fulfill any functions that we recognize as adaptive in the present environment.

I will simply take these answers as background assumptions that are reasonably well established; space does not permit a full defense of these views here (but for more on consciousness see Revonsuo 1995; 1997; and for an evolutionary perspective in cognitive neuroscience see Cosmides & Tooby 1995; Tooby & Cosmides 1995).

When put into the proper context in this manner, the question “Does dream consciousness have a function?” becomes: “Did the activation of an off-line model of the world in the ancestral human brain during sleep in some way enhance the probability of reproductive success of the individual living in the natural, original environment?”

My answer is in the affirmative: The off-line model of the world we call “dreaming” is specialized in the simulation of certain types of events that regularly and severely threatened the reproductive success of our ancestors, in order to enhance the probability that corresponding real events be negotiated efficiently and successfully.

3.2. Dream consciousness and threat simulation

We are now ready to formulate an evolutionary hypothesis on the function of dreaming. The hypothesis I am putting forward states that dream consciousness is essentially a mechanism for simulating threat perception and rehearsing threat-avoidance responses and behaviors. The threat simulation hypothesis of dreaming is presented below in the form of several independent empirically testable propositions. If each of these propositions is judged as probably true in the light of empirical evidence, then the threat-simulation hypothesis will receive considerable empirical support; but if most of them are not supported by empirical evidence, then the hypothesis will be falsified. I try to show that there are good reasons to believe that each of these propositions is actually true.

3.3. Proposition 1

Dream experience is not random or disorganized; instead, it constitutes an organized and selective simulation of the perceptual world.

The demonstration that something is a biological adaptation is always “a probability assessment concerning how likely a situation is to have arisen by chance” (Tooby & Cosmides 1992, p. 62). The content of dreams shows far too much organization to be produced by chance. Empirical dream research has shown that dream consciousness is organized along the same lines as our waking consciousness. All sensory modalities are involved in perceptual dream experience, and approximately with a frequency comparable to that of everyday waking experience (e.g., Foulkes 1985;
The visual appearance of dreams is for the most part identical with that of the waking world (Rechtschaffen & Buchignani 1992). The dreaming brain constructs a complex, organized off-line model of the world in which there typically is an active dream self with a body-image much like the one we experience when awake, surrounded by a visuo-spatial world of objects, people, and animals, participating in a multitude of events and social interactions with other dream characters.

This highly predictable and organized form of dreaming presents a challenge to any view claiming that dream experience is merely an incidental by-product of neurobiological processes operating at a different level of organization. It is extremely implausible that a low-level neurochemical restoration process, for example, should produce as some sort of “noise” a complex and organized model of the world at a higher level of organization (cf. Foulkes 1985). If dreams truly were just noise, they should appear much more noisy and disorganized than they actually are. Random noise in the system is not likely to create organized perceptual wholes, nor is it likely to make a good story, or any story at all; it would be expected to generate disorganized sensations and isolated percepts. True noise in the brain is produced in connection with an aura of migraine for example. It does not generate an organized perceptual world of objects and events; rather the contrary, it produces for instance white or colorful phosphenes, geometric forms, and scintillating and negative scotomata (Sacks 1992). The visual hallucinations connected with Charles Bonnet syndrome usually consist of static images of people, animals, buildings, and scenery (Schultz & Melzack 1991). Were our dreams closely to resemble these phenomena it would be easy to believe that dreams consist of nothing but random noise reflecting neurobiological processes at other levels of organization in the system.

It could, however, be argued that even random or disorganized processes might activate organized schemas and scripts and thus produce dreamlike phenomenology. For example, in Penfield’s (1975) studies the direct electrical stimulation of temporal cortex produced vivid and realistic perceptual “flashbacks.” Still, these experiences were in many ways dissimilar to dreams: they were short (a few seconds) and undramatic excerpts of the patients’ previous experiences, like randomly chosen artificially activated memory traces: “The mechanism is capable of bringing back a strip of past experience in complete detail without any of the fanciful elaborations that occur in a man’s dreaming” (Penfield 1975, p. 34). Thus, the activation of such traces would not produce dreams as we know them. Consequently, there is no evidence that any kind of essentially random activation could produce the phenomenology and narrative structure of fully developed dreams.

Dream phenomenology, therefore, is likely to be the consequence of an active and organized process rather than a passive by-product of disorganized activation. This process generates an organized world-model. Foulkes (1985) points out that dreams are coherently organized both momentarily and sequentially. The momentary phenomenal content of dream consciousness is comprehensible and conforms to the kinds of multimodal perceptual experiences that we have during waking perception. These momentary phenomenal contents cohere sequentially so as to constitute narrative stories or temporally extended episodes of experience of the same general form as our waking experience.

According to Foulkes, dreams are credible multimodal world analogs that are experienced as life: “The simulation of what life is like is so nearly perfect, the real question may be, why shouldn’t we believe this is real?” (Foulkes 1985, p. 37).

Thus, all of the above shows beyond any reasonable doubt that dreaming is an organized simulation of the perceptual world; a virtual reality (Revonsuo 1995). Even granting this, it could still be the case that the phenomenal content of dreaming is simply a random or indiscriminate sample of the phenomenal content of waking consciousness (or the episodic memories thereof). However, this does not seem to be the case. There are certain experiences that are very frequent contents of consciousness during our waking lives but rarely or never enter our dreams. Hartmann (1998) describes two studies in which it was shown that even subjects who spend several hours daily reading, writing, or calculating virtually never dream about these activities. In the first study, two judges examined 129 written dream reports from several studies and found no instances of reading or writing and only one possible instance of calculating. In another study a questionnaire was mailed to 400 subjects who were frequent dreamers and interested in their dreams. They reported spending an average of six hours per day engaged in reading, writing, calculating, or typing, but answered that they dreamed “never” or “almost never” about any of these activities. They furthermore estimated on a seven-point scale how frequent different activities are in dreams compared with waking life. Their ratings showed a remarkable dissociation between waking and dreaming life: the average rating was at the “far more prominent in my waking life than my dream life” end of the scale as to the frequency of writing, reading, and typing.

This shows that dreaming is not only an organized but also a selective simulation of the world. Not every type of event or activity is simulated by the dream-production mechanisms, no matter how prominent they may be in our waking lives. Given that reading, writing, typing, and calculating are excluded from, or at least grossly underrepresented in, dream experience, what kind of phenomenal content is overrepresented in it? Which events is dream experience really specialized in simulating? This question leads us to Proposition 2.

3.4. Proposition 2

Dream experience is specialized in the simulation of threatening events.

3.4.1. Dream content shows a significant bias toward representing threatening elements in dreams. If dreams are specialized in simulating threatening events, then we ought to find that dream content is biased toward including various negative elements (reflecting threats) rather than positive elements. Several prominent features of dream content suggest that this bias indeed exists.

3.4.1.1. Emotions in dreams. In the normative study by Hall and Van de Castle (1966), 500 home dream reports from female and 500 from male college students, aged 18–25, were content analyzed. Of the more than 700 emotions expressed in the dream reports, about 80% were negative and only 20% positive. The figures remain similar when only the dreamers’ own emotions are considered. About
half of the negative emotions experienced by the dreamers were classified as “Apprehension,” the other half consisted of “sadness,” “anger,” and “confusion.”

In the first normative laboratory study, Snyder (1970) collected 635 REM dream reports from students and found that more than two-thirds of the emotions mentioned in the reports were negative, fear being the most common and anger the next most common. Strauch and Meier (1996) report a sleep laboratory study in which they not only collected REM dream reports from 44 subjects but also asked them how they had felt during the dream. The emotions described in response to this question were analyzed. Specific emotions were mentioned in connection with every other dream. Negative emotions appeared twice as often as positive ones, with anger, fear, and stress being the most frequent types of negative emotions. In contrast to specific emotions, general mood states were found to be more often positively than negatively toned.

Foulkes et al. (1985a) and Revonsuo and Salmivalli (1995) have shown that emotions in dreams are in most cases appropriate to the dreamed situations in which they are experienced; therefore, the high proportion of negative emotions is a sign of frequent unpleasant dream events that should be expected to produce negative emotions if they were real. Emotions are evolved adaptations that increase the ability to respond appropriately in adaptively important situations. Negative emotions such as anxiety, fear, and panic, can be seen as adaptive responses that increase fitness in dangerous situations threatening a loss of reproductive resources (Marks & Nesse 1994). When emotions are experienced or expressed in dreams, they are much more likely to be negative than positive ones, and very likely to be appropriate to the dreamed situation. These findings are consistent with the hypothesis that dream content is biased toward simulating threatening events.

3.4.1.3. Aggression in dreams. Aggression is the most frequent type of social interaction found in dreams, the other classes in the Hall and Van de Castle (1966) scale being Friendliness and Sexual Interactions. About 45% of the dreams in the normative sample included at least one aggressive interaction. Dreamers are involved in about 80% of the aggressions in their dreams, and when they are involved they are more often the victim than the aggressor (Domhoff 1996; Hall & Van de Castle 1966).

3.4.1.4. Summary. Negative emotions, misfortunes, and aggression are prominent in dreams. These findings indicate that normative dream content frequently contains various unpleasant and threatening elements, which supports the view that dreams are specialized in simulating threatening events.

3.4.2. Dream content is consistent with the original evolutionary environment of the human species rather than the present one

3.4.2.1. “Enemies” in our dreams. Domhoff (1996) defines “Enemies” as those dream characters with which the proportion of aggressive encounters of all aggressive + friendly encounters is greater than 60%. This calculation on the Hall and Van de Castle (1966) normative sample reveals that animals and male strangers are the enemies in men’s as well as women’s dreams (Men vs. Animals 82%; Women vs. Animals 77%; Men vs. Male Strangers 72%; Women vs. Male Strangers 63%). Encounters with Female Strangers are not at all so aggressive, but predominantly friendly (Men vs. Female Strangers 40%; Women vs. Female Strangers 43%) (Domhoff 1996). According to Hall and Domhoff (1963), unknown males are responsible for the high proportions of victimization and physical aggressions with male characters.

Hall (1955) content analyzed 106 dreams of being attacked and found that the attacks predominantly represented situations in which the dreamer’s life or physical well-being was at stake. The attacker was usually human or a group of humans (70%) but not infrequently an animal (21%). When the sex of the human attacker was identified it was virtually always male. The dreamer usually reacted to the attack by running, escaping, or hiding (unless she woke up). Hall and Domhoff (1963; 1964) analyzed aggressive and friendly interactions in more than 3,000 dream reports. They found that interaction was aggressive with 48% of the animal characters in men’s dreams and with 29% of the animals in women’s dreams.

Van de Castle (1983) compared college students’ dreams (more than 1,000 dream reports altogether) in which humans were the dominating dream characters with those in which animals predominated. He found that dreams with animal figures typically take place in an outdoor setting, have a great deal of activity that is often of a violent nature, and that the dreamer typically experiences fear. If an animal figure initiates an interaction with the dream-self, the nature of the interaction is aggression 96% of the time and friendliness only 4% of the time. Van de Castle writes that “almost without exception, if the animal figure initiates any response to the dreamer, it is some form of threat or hostility” (p. 170).

Why are animals and male strangers our enemies in dreams? Ancestral humans lived in environments in which many animals (e.g., large carnivores, poisonous animals, parasite-carrying animals) presented an ever-present mortal threat for humans. Therefore, behavioral strategies to avoid contact with such animals and to escape or hide if attacked by them obviously were of high survival value. Some deep-rooted human fears and phobias of snakes, spiders, rats, and open spaces are indications that ancient threat avoidance programs still remain with us (Marks & Nesse 1994). Dreaming simulates and rehearses these ancestral threat-avoidance programs in order to maintain their effi-
ciency, because the costs of a single failure to respond appropriately when the danger is real may be fatally high, while the costs of repeated threat simulations during sleep are remarkably low.

Our present-day encounters with unfamiliar males in the waking life are not predominantly aggressive. In the ancestral human environment, however, intergroup aggression and the violent competition over access to valuable resources and territories is likely to have been a common occurrence. Since intergroup warfare and violence was and still is almost exclusively practiced by males (Wrangham & Peterson 1996; see also Campbell 1999), encountering male strangers is likely to have been a potentially threatening situation in the ancestral environment, comparable to the threats presented by dangerous animals. Indications that unfamiliar males often present a mortal threat to offspring come from other primates where infanticide by genetically unrelated males is common (Hrdy 1977). Furthermore, human infants universally develop stranger fear at about six months of age, and even in the modern world are much more likely to be killed or abused by genetically unrelated adults than by close kin (Daly & Wilson 1988). Thus, although an overwhelming majority of our current waking-life encounters with animals and male strangers are not particularly aggressive or threatening, dream content still reflects the ancestral conditions in which such encounters were potentially life-threatening. Dreams are biased toward simulating threats that were common in our ancestral environment.

3.4.2.2. Children’s dreams. If dreams are naturally biased toward simulating ancestral threats, then we should expect that the traces of these biases are strongest early in life, when the brain has not yet had the chance to adjust the biases in order to better fit the actual environment. This seems to be the case when it comes to the appearance of animals and aggressions in children’s dreams. One of the most prominent differences between child and adult dreams is the much larger number of animal characters in children’s dreams. Hall and Domhoff (1963; 1964) analyzed about 500 dream reports from children aged 2–12 years; Hall later increased the sample to 600 dreams and Domhoff (1996) reports the results from this larger sample. Animal characters make up about 25–30% of all characters in the dreams of children 2–6 years of age, and about 15% in 7–12 years of age, whereas the normative finding for adult dreams is about 5% (Domhoff 1996).

Van de Castle (1983) also reports studies of children’s dreams. The 741 dream reports (one from each child) were written down by schoolteachers or directly reported by the pupils themselves. The general trend toward a decrease in the frequency of animal dreams as a function of age is clearly manifested. Two-year averages in the percentage of animal dreams for children 4–16 years old were 39.4% for 4–6 years olds, and 35.5, 33.6, 29.8, 21.9, and 13.7% for the next consecutive two-year age groups. In an earlier study on a smaller sample of dreams, Van de Castle (1970) reported closely similar figures (Fig. 1).

Surprisingly, in their dreams children often encountered animals that were seldom or never encountered in the waking world. Wild or frightening animals (e.g., snakes, bears, monsters, lions, spiders, gorillas, tigers, wolves, insects) comprised nearly 40% of all animal characters in children’s dreams in this study, but less than 20% in college students’ dreams. Dogs, horses, and cats accounted for 28% of animals in children’s dreams but 38% in college students’ dreams (Van de Castle 1983). Thus, the proportion of domestic animals increases and that of wild animals decreases with age.

Due to the methods of collecting the dream reports, the studies mentioned above may have included a somewhat biased sample of dreams. However, also in the laboratory study of Foulkes (1982b), animals were the major characters in the dream reports of children 3–5 and 5–7 years of age, appearing in 30–45% of the reports. Also the decrease in the number of animal characters with increasing age was confirmed. Strauch (1996) reports results from both home and laboratory REM dreams in Swiss children 9–11 years of age. Both types of dreams involved more animals than young adults’ dreams, again confirming the decrease of dream animals with increasing age. Home dreams contained animals about twice as often as laboratory dreams, which was explained by dream report length: home dreams were longer and included more characters. Girls’ dreams contained more animals than boys’ dreams. In the REM dreams, 102 animals were found. In girls’ dreams, tame animals and pets prevailed (63%) over wild native or exotic animals (37%), whereas in boys’ dreams, wild animals were much more common than tame ones (61 vs. 39%). Taken together, on the average one out of two animals encountered in the children’s dream world is an untamed wild animal. For boys around 10 years of age this is the most common type of dream animal.

Hall and Domhoff (1963) showed that children also have a higher rate of aggression in their dreams than adults. The greatest amount of aggression occurs in the dreams of children 2–12 years of age. According to Domhoff (1996), much of this larger amount of aggression is with animals and the child is usually the victim of an attack by the animal. In Strauch’s (1996) data of combined REM and home dreams, about 30% of all the animals appearing in 10-year-old children’s dreams were in the role of aggressors, compared to 10% in adults’ dreams.

Levine (1991) studied the representation of conflicts in the dreams of 77 children who were about 10 years of age and came from three different cultures: Bedouin, Israeli, and Irish. Confictual dreams accounted for about two-thirds of the reports and were reported about twice as often as nonconfictual dreams in all three cultures. The Bedouin children, who were living in a traditional semi-
nomadic tribe, had dreams that were realistic and concerned with threats to physical survival, usually from the natural world.

Children’s dreams thus show strong biases toward simulating a world that contains animals (especially wild animals), aggression, conflicts, animal aggressors, and victimization to a greater degree than does their own waking world or the dream world of adults. These biases decrease with age if the child’s real environment is largely devoid of them. It seems unlikely that young children would have had more frequent real waking experiences of such things than teenagers or adults have had; therefore, it is difficult to explain these biases by referring to the waking lives of the children. These biases seem to be another sign of the fact that the dream-production system is prepared to simulate threatening events consistent with and prevailing in the human ancestral environment. The biases decrease with age, as the perceptual world proves to be quite different from what was anticipated by the dream-production mechanisms.

3.4.2.3. Recurrent dreams and nightmares. Robbins and Houshi (1983) asked 123 university students whether they had ever had recurrent dreams, and if so, they were asked to describe them. Sixty percent reported that they had had recurrent dreams, many beginning in childhood. A content analysis revealed that only one type of recurrent dream occurred with any frequency, an anxiety dream in which the dreamer was being threatened or pursued. The threatening agents were wild animals, monsters, burglars, or nature forces such as storms, fires, or floods. The dreamer was watching, hiding, or running away. The authors regarded these descriptions as reasonably close to nightmares (Robbins & Houshi 1983, p. 263). Recurrent dreamers reported more problems in their lives and more physical symptoms than those who did not report recurrent dreams, indicating that recurrent dreams may be related to increased levels of stress. Feldman and Hersen (1967) found that frequent recurring nightmares in adults were related to conscious waking concerns about death and to having experienced the death of a close relative or friend before the age of 10. Zadora et al. (1997–1998) reported that in both late teenagers and older adults recurrent dreams with negative content occur during times of stress.

Nightmares, or long, frightening dreams that wake the dreamer, are the paradigm cases of highly unpleasant dreams. It is estimated that almost everyone has had a nightmare, that children, especially from 3 to 6 years of age, very frequently experience some, and that adults quite commonly have occasional nightmares. In a study of 1,317 subjects, 5% reported having nightmares once per week and an additional 24% once per month (Feldman & Hersen 1967). The themes in the dreams of lifelong nightmare sufferers are remarkably similar to the themes of recurrent dreams, and the most frequent theme is, again, that of being chased or attacked (Domhoff 1996; Hartmann 1984). Such dreams usually begin in childhood and involve being chased by a monster or a wild animal. In adulthood, the chaser was more likely to be a large unfamiliar man, a group of frightening people, or a gang. These dreams can be frequent, seem very vivid and real, but still do not usually reflect any actual events that ever happened to the dreamer (Hartmann 1998).

Recurrent dreams and lifelong nightmares not directly connected with any real-life traumas appear to be very powerful simulations of rather primitive threats. Again, we should note that the origin of these simulations apparently is not in the real life of the dreamer. Where do these recurrent themes come from? In the light of the human ancestral environment, it makes great sense to simulate violent encounters with animals, strangers, and natural forces, and how to escape from such situations. Therefore, these simulations are incorporated as default values in the threat simulation system, and they can be activated in almost anybody, at least occasionally. In lifelong nightmare sufferers the trigger seems to be the fact that, because of their highly sensitive personality (“thin boundaries”; Hartmann 1984), for them even everyday experiences may be highly stressful or traumatic (Domhoff 1996; Hartmann 1998) and, as we will see in later sections, such emotional triggers can have profound effects on subsequent dream content.

3.4.2.4. Absence of reading, writing, typing, and calculating. One explanation for the fact that we do not dream about reading and writing is that they include little if any emotional charge for us. However, Hartmann (1998) found that walking, talking to friends, and sexual activity are represented in dreams about as often as in real life, although these activities differ considerably as to their emotionality. Therefore, the principal reason we do not dream about writing, reading, and doing arithmetic probably is that all these activities are cultural latecomers that have to be effortlessly hammered into our evolved cognitive architecture. They were not present in ancestral environments nor are they neurally hardwired in the human brain in the way that other complex cognitive functions, frequently present in dreams, are (e.g., speech comprehension and production). Furthermore, they are highly dependent on abstract symbolic systems rather than on the recognition or manipulation of concrete objects. Thus, they are in many ways activities fundamentally different from the ones that the human brain was selected for in its original environment.

3.4.2.5. Brain activation during REM sleep reflects the neural correlates of threat simulation. If the essence of dreaming is threat simulation, then we should find that the brain areas active during REM sleep are ones involved in generating emotional and perceptual experience.

According to Hobson (1999a) PGO waves are believed to be the neural generators of the internal stimulation that results in dream phenomenology. They occur as bursts of waves during REM sleep, activating, in particular, the thalamocortical circuits involved in vision, but also radiating to the limbic lobe and amygdala. In the waking state PGO waves are triggered by strong, novel stimuli and are associated with surprise and fear: “PGO waves prepare us for fight or flight should these prove necessary. The startle reactions provoked in us by real or imaginary intruders are mediated by PGO-like signals” (Hobson 1999a, p. 169). Thus, the function of PGO waves during waking is clearly consistent with internal threat simulation during dreaming.

Research on emotionally charged memories and memory under stress has recently come up with the idea that there is a separable “hot” amygdala-centered emotional system distinct from the “cool” hippocampally centered episodic memory system (for a review, see Metcalfe & Jacobs 1998). The two systems work in cooperation, the “hot” system highlighting those species-specific or learned elements of
memory traces that are highly emotional by nature. The “hot” system is believed to have a role in releasing species-specific behaviors such as fear or defensive responses to emotionally charged stimuli. As the stress levels of the organism increase, the “hot” memory system becomes increasingly activated. When a person is in a stressful and dangerous situation, the hippocampal “cool” system may not be optimal for responding to threat. Instead, the “hot” system may very efficiently process the threatening cues and immediately activate threat-avoidance mechanisms. The “hot” system is considered to be more automatic and primitive than the “cool” system, thus allowing the organism to realize rapid protective responses. In accordance with this view, a recent PET study suggests that the human amygdala modulates the strength of conscious episodic memories according to their emotional importance (Hamm et al. 1999).

Recent functional brain-imaging studies of sleep show that brain areas involved in the processing of emotionally charged memories are strongly activated during REM sleep and dreaming. The dream-production mechanisms thus seem to be in close interaction with the primitive “hot” memory system, preferably selecting memory traces with high emotional charge. A study of regional cerebral blood flow distribution showed that during human REM sleep, activation and functional interaction occurs between the amygdaloid complexes and various cortical areas, but the prefrontal cortices are deactivated (Maquet et al. 1996). The authors concluded that these interactions might lead to the reactivation of affective components of memories. A similar pattern was found in another study, concluding that pathways which transfer information between visual cortices and the limbic system are active during REM sleep (Braun et al. 1998).

In sum, neurophysiological studies and functional brain imaging reveal the dream-production mechanisms at work during REM sleep, searching for and processing emotionally charged memory traces in the evolutionarily ancient, “hot” memory system. The dream-production mechanisms, guided by the dominant emotional concerns of the dreamer, create the content of dreams in interaction with other long-term memory systems (Cavallero & Cicogna 1993) and perceptual cortical areas.

3.4.2.6. Summary. Many elements abundant in contemporary life (e.g., reading, writing) are absent from dreaming, whereas many such elements that are not common in waking life, but consistent with simulating primitive threats (e.g., aggressive interactions with animals and male strangers), are universally present in adults’ dreams, children’s dreams, recurrent dreams, and nightmares. Furthermore, brain activation during REM sleep is consistent with the activation of brain areas required to simulate emotionally charged, threatening events.

3.5. Proposition 3

Encountering real threats during waking has a powerful effect on subsequent dream content: real threats activate the threat simulation system in a qualitatively unique manner, dissimilar from the effects on dreaming of any other stimuli or experience.

3.5.1. The effect of traumatic experience on dream content. Real experiences of actual dangers or life-threatening events are very likely to be incorporated into dreams (Barrett 1996; Hartmann 1984; 1996a). This is most clearly manifested in cases of post-traumatic nightmares. These nightmares are reported by people who have undergone, for example, wartime battles, natural catastrophes, terrible accidents, or assault, rape, or torture. The frequency of post traumatic nightmares depends, among other things, on the degree of threat perceived to be targeted at self and significant others. It appears that the greater the sense of threat created by the experience, the more likely it is that nightmares will follow (Nader 1996). For example, 100% of 23 children who were kidnapped and buried in a truck trailer; 83% of six children that underwent a life-threatening medical operation; 80% of 10 children witnessing their mothers being raped; 63% of children exposed to sniper fire on their schoolyard, and 40% of children whose suburb was exposed to radioactivity after a major nuclear power plant accident reported nightmares related to the respective incidents (for a review, see Nader 1996). Ninety-six percent of 316 Vietnam combat veterans described a combat nightmare in an interview (Wilmer 1996).

These are very impressive figures, especially in view of the fact that laboratory research has failed to find any strong determinants of dream content. Presleep stimuli, such as films depicting violence, are only marginally if at all incorporated into dreams. The conclusions of Vogel (1993), in a review of stimulus incorporation in dreams, are revealing: dream content is remarkably independent of external psychological and physical stimuli both before and during sleep and equally independent of currently measurable physiological processes during sleep. Therefore, the sources of dream content, that is, its themes and its specific elements, remain a mystery. (Vogel 1993, p. 298)

Laboratory research has failed to find the actual determinants of dream content, probably because it is practically and ethically impossible to expose experimental subjects to situations that evoke a deep enough sense of threat. The stimuli that are typically used in laboratory research on stimulus incorporation, such as films, never induce anything like a genuine sense of real threat to one’s own life. Therefore, they do not function as ecologically valid cues for the dream-production mechanisms. We must turn to the cruel experiments inadvertently designed by wars, crime, and nature. The sense of severe personal threat probably is the most powerful factor we know of in the modulation of the content of dreams: the experience of a severe trauma can induce nightmares in almost anyone; the majority of people, especially children, involved in traumatic events do report nightmares; and traumatic nightmares can occur in several stages of sleep (Hartmann 1984).

Once the dream-production system encounters the memory of an event combined with a deep sense of threat, how does it handle that? There seems to be a more or less universal pattern involved in the ways in which post-traumatic dreams are constructed (Hartmann 1984; 1998). In the first stage, immediately after the traumatic event, the frequency of trauma-related dreams and nightmares increases and the event is being replicated a few times in the dream world, in a form often closely similar but not exactly identical (Brenneis 1994) to the original experience. The first stage normally lasts a few days or weeks, but in severe post-traumatic disorder it may persist for years. In a longitudinal study on children who were exposed to a sniper attack on the school playground, 42% continued to have bad dreams 14 months after the incident (Nader et al.
1990). In another study on a bushfire disaster, 18% of the children continued to have post-traumatic nightmares when studied 26 months after the actual event (McFarlane 1987).

Gradually, the nightmares change into increasingly modified versions of the event. At this stage, the original experience is associated with and connected to other similar contents in memory. The resulting dreams may be small variations of the original threat, the original threat mixed with previously experienced ones, and with classical nightmare themes such as being chased or escaping powerful natural forces. Eventually, perhaps after a few weeks or months, the content of dreams returns to approximately normal. Even long after the original trauma, events that remind of it or also induce a deep sense of threat may trigger the recurrence of the trauma-related nightmares. In post-traumatic stress disorder, this normal development of the dream sequence does not occur; instead, replications and different variations of the original trauma continue to recur, even for years (Hartmann 1984; 1996a; Stoddard et al. 1996).

Ordinary as well as post-traumatic nightmares are especially frequent in children (Hartmann 1984). Nader (1996, pp. 16–17) mentions the following types of trauma-induced threat simulations in children's dreams. Kuwaiti and Croatian children exposed to war dreamed of being personally endangered by someone trying to kill them with a knife, a gun, or bare hands, and of being captured or tortured. Children from Los Angeles who had witnessed their mothers being raped dreamed of the rapist returning, of being threatened, of being severely physically harmed, of directly confronting the assailant, or of taking revenge. A girl who was chased and groped by an unfamiliar man had recurrent dreams in which people or animals chased her. Children who were in a cafeteria when a tornado knocked the wall down with serious consequences dreamed of the wall falling again, of houses being destroyed by a tornado, of branches falling, of being hit by glass, and of trying to find bandages for dead people. After a hurricane, both parents and children dreamed of being threatened by winds or tornados coming directly at them.

In a study of the dreams of Arab and Jewish children 11–13-years of age (Bilu 1989), all the dreams representing the “other side” were extracted and analyzed. In these 212 dreams, aggression appeared in about 90% of the interactions, while friendliness was virtually nonexistent (4%). Jewish children dreamt about Arab terrorist attacks and camouflaged detonating explosives in public places. In these dreams, the dreamer was usually the recipient of an unprovoked assault initiated by an adult adversary who was typically defeated in the end. Arab children living in a refugee camp dreamt about brutal physical aggression, which resulted in death on either side, in 25% of the dreams. The dreamers were typically harassed, expelled, arrested, beaten, injured, or killed. Bilu (1989, pp. 385–86) comments that the conflict between Arabs and Jews seems to have an even stronger presence in these children's dreams than it does in reality (i.e., it is overrepresented in dreams): “the intensity and pervasiveness of the conflict as reflected in the dreams cannot be taken for granted even by those well-acquainted with the situation.”

Dreams after trauma reflect the dream-production system working at full capacity, producing a regular pattern that proceeds from near-identical replications to increasingly modified variations to gradual fading and possible recurrence. Hartmann (1996a; 1998) suggests that dreams after trauma should be seen as the paradigm case of dream formation. He makes the important observation that:

“One hundred thousand years or so ago, when the human brain was gradually developing to its present form, our lives were considerably more traumatic; the after-effects of trauma may well have been an everyday reality. (Hartmann 1996a, p. 158) According to Hartmann’s (1996a; 1998) view, the content of dreams is greatly modulated by the current dominant emotional concern of the dreamer. Dreaming connects the trauma and the associated feelings and emotions to a wide variety of related images and memories in the dreamer’s memory networks. Domhoff (1993) suggests that all dreams could be seen as dealing with traumatic experiences of differing degrees and regards recurrent dreams as “watered-down” versions of traumatic dreams, but otherwise basically within the same category of dreams. Domhoff (1996) treats nightmares, recurrent dreams, and dreams after trauma under the heading of “the repetition dimension” in dreams, and says that no theory of dreaming should be taken seriously if it cannot deal with this dimension. The present hypothesis explains this dimension as the paradigm case of threat simulation in dreams.

3.5.2. Real threats as cues that activate the threat simulation system. The view that emerges can be summarized as follows: Experiences of real threats are the only ecologically valid cues for the threat simulation system. Encountering real threats powerfully activates the threat simulation system: first, they may intensify the neurophysiological events underlying threat simulations; second, they tend to render the threat simulations more realistic; and third, they may even influence the development of the dream-production system.

There is some evidence indicating that real threats may intensify REM sleep. In normal subjects the presence of stressful life events is associated with increased intensity of REM sleep (Williamson et al. 1995). One study (Ross et al. 1994) found that patients with post-traumatic stress disorder and frequent anxiety dreams showed elevated tonic REM sleep measures: they spent a higher percentage of total sleep time in REM sleep and their REM sleep periods were longer than those of control subjects. Furthermore, they had heightened phasic-event generation in REM sleep and manifested increased rapid eye movement activity. However, another study (Hurwitz et al. 1998) did not find any differences in polysomnographic sleep between Vietnam combat veterans and normal controls. Thus, more studies are needed to establish the relationship between stressful or life-threatening events and the intensity of REM sleep.

In a study on Palestinian children living in traumatic conditions it was found that the more the children were exposed to trauma, the more negatively emotional and the less bizarre their dreams were. The children exposed to trauma also had better dream recall than other children (Punamäki 1997). These findings indicate that the dream-production system creates especially vivid and realistic simulations of threatening events encountered in the real world.

Real threats might even trigger the ontogenetic development of dreaming. Foulkes (1999) argues that adult-like “true” dreaming appears relatively late in childhood, at about 7–9 years of age. By contrast, clinical case reports suggest that the earliest nightmares may be experienced as early
as during the second year of life (Hartmann 1998). Some traumatized preschool children report fully developed nightmares, unlike those typical of the age (Nader 1996), suggesting that traumatic experiences may actually stimulate the development of the dream-production system, or, conversely, that a lack of real-life-threatening events might mold it back, or at least preserve the dream-production system in a resting state although it would already be capable of generating threat simulations if only exposed to the ecologically valid cues (see also N. 5 on children’s dreams).

It could be argued against Proposition 3 that both positive and negative real emotions are equally strong in activating the dream-production system. This alternative hypothesis is not supported by evidence. Hartmann (1998, p. 73) observes that “even when people experience a happy event, they are more likely to dream about problems associated with it than the pure happiness of the event itself.” Thus, dreams tend to represent even happiness in the light of the possible threats that might endanger it.

According to the present hypothesis, the brain’s dream-production system selects traumatic contents not because they represent unsolved emotional problems, but primarily because such experiences mark situations critical for physical survival and reproductive success. What from a psychological point of view is a “traumatic experience” is, from a biological point of view, an instance of threat perception and threat-avoidance behavior. Negative emotions, such as fear and terror, accompanying the perception of serious real-life threats, serve to label such events as critical to one’s own survival and future reproductive success. The contents of the threat simulations are selected by the dream-production system from long-term memory, where recent memory traces associated with threatening emotional impact are the most salient ones to enter the dream-production mechanisms. The stronger the negative emotional charge, the more threatening the situation is likely to have been, and the more likely it is that it will be selected by the dream-production system as a recurrent theme for threat simulation. The dream-production system is highly sensitive to situations critical for the physical survival and future success of the individual: violent attacks, being chased by strangers or animals, finding intruders in one’s private territory, losing valuable material resources, being socially rejected, encountering untamed natural forces or dangerous animals, being involved in accidents, and misfortunes. Such dream contents involve, from a biological point of view, threat perception, threat avoidance, antipredatory behavior, and coping strategies against threats.

3.6. Proposition 4

The threat simulations are perceptually and behaviorally realistic and therefore efficient rehearsals of threat perception and threat-avoidance responses.

3.6.1. Perceptual realism and lack of insight. So far we have shown that dreaming specializes in the repetitious simulation of threatening events. Next, we need to show that these events constitute realistic rehearsals of threat perception and avoidance, for otherwise they would not be useful simulations. First, dreams and especially nightmares consist of vivid images that seem perfectly real. Second, during dreaming we are in an uncritical, delusional, and isolated state of mind that very efficiently prevents us from realizing it is all just a hallucinatory simulation (Rechtschaffen 1978). The relatively rare exception of lucid dreaming (Gackenbach & LaBerge 1988) notwithstanding, we take the dream world for real while it lasts, totally lacking insight into our true condition. Thus, these two factors, perceptual realism and delusional lack of insight, guarantee that the simulation is taken most seriously. If that were not the case, we might instantly recognize the dream world for what it is and not be motivated to defend ourselves against the simulated threats. Lucidity has in fact been recommended as a possible cure for recurring nightmares (e.g., LaBerge 1985; Zadra & Pihl 1997).

3.6.2. Motor realism. What about the dreamed action: What is its relationship to real motor behavior? It should be neurally realized in the same way as real actions are, otherwise it could not be regarded as an efficient rehearsal of what to do in a comparable real situation. Mental imagery of motor actions uses the same motor representations and central neural mechanisms that are used to generate actual actions (Decety 1996; Jeannerod 1995); moreover, dreamed action is experientially far more realistic than mere imagined action. Therefore we have good reasons to believe that dreamed action is equivalent to real action as far as the underlying brain mechanisms are concerned.

Classical neurophysiological studies in the 1960s (reviewed by Hobson 1988b) showed that the pyramidal-tract cells of the motor cortex increased their firing during REM sleep (compared to nonREM, NREM, sleep), having firing rates as high as those during waking with movement.9 Thus, motor commands are generated during REM sleep at the cortical level but they are not realized in the periphery because of the operation of an inhibitory system that blocks the activity of motor neurons in the spinal cord, resulting in muscular atonia. According to Hobson (1999a), the experience of movement in dreams is created with the help of the efferent copying mechanism, which sends copies of all cortical motor commands to the sensory system. The brain thus receives internally generated information about issued motor commands and computes the expected consequences of those commands. The sensory system is not informed that these commands were not in actual fact carried out by the muscles, and therefore the illusion of movement comes about.

If the inhibitory mechanisms that produce atonia during REM sleep are malfunctioning, the result is a recently described sleep disorder called REM Sleep Behavior Disorder (RBD) (Schenck et al. 1986). These patients manifest violent behaviors during REM sleep, which are the acting out of the motor imagery being dreamt about. Thus, dreamed action corresponds to real action as far as the forebrain is concerned. The difference between dreamed and real motor action depends only on the inhibitory cell groups in the pons. Thus, within the forebrain, dreamed action has the same neural realization and the same causal powers as real action does. Dreamed action is experientially and neurophysiologically real. (For a similar view on all motor imagery, see Jeannerod 1994.)

Some illustrative cases of RBD have been reported in the medical literature. Dyken et al. (1995) describe the case of a 73-year-old man. During an episode of RBD, the patient leaped from his bed, fell, and struck the right side of his face on a corner of a chest, awakening him immediately. This resulted in subdural hemorrhage. He had dreamed of work-
ing on a loading dock and saw a man running. Someone yelled “Stop him!” and the patient had tried to do just that when he jumped out of his bed with the unfortunate consequences. In the sleep laboratory during REM sleep, the patient suddenly exhibited explosive running movements, followed by an arousal. The patient’s actions again clearly corresponded to what he was dreaming about at the time of the observed behaviors. Boeve et al. (1998, pp. 363–70) describe a patient who, on one occasion, “held his wife’s head in a headlock and, while moving his legs as if running, shouted: ‘I’m gonna make that touchdown!’ He then attempted to throw her head down toward the foot of the bed. When awakened, he recalled a dream in which he was running for a touchdown, and he spiked the football in the end zone.” Comella et al. (1998) describe a group of patients with RBD. If these patients were awakened during an episode of abnormal sleep behavior, none of them realized that they had executed violent movements, although all recalled violent dreams at the time of awakening: being pursued by an enemy; trying to protect family members from unknown intruders; or fighting off unidentified assailants. Schenck (1993) describes a patient whose EEG, EMG, and EKG were polysomnographically recorded during an attack of violent behavior. The muscle tone was increased and the arms and legs showed bursts of intense twitching, accompanied by observable behavior. After a spontaneous awakening, the man reported a dream in which he was running and trying to escape skeletons that were awaiting him.

It is noteworthy that most cases of RBD involve intensive threat simulation dreams, and the behaviors manifested are (mostly adequate) responses to these threats. It may be that threat simulations are associated with increased cortical activation, leading to intensive motor imagery that breaks through the malfunctioning inhibitory mechanisms.

There are other sleep disorders that can be interpreted as an inappropriate activation of the threat-simulation system, leading to sleep-related behaviors. Night terrors, sleepwalking (somnambulism), and nocturnal wandering appear to be, at least in some cases, threat simulations that take place during NREM sleep and lead to an altered state of consciousness that is a mixture of wakefulness and NREM sleep (Mahowald & Schenck 1992; Mahowald et al. 1998). In this state, one’s subjective consciousness is focused on one internally generated, usually terrifying, image or belief. Appropriate threat-avoidance behavior is often realized automatically, violently, and efficiently in the absence of reflective thought – without an awareness of one’s altered state, one’s actions, or their actual consequences. One patient described by Schenck and Mahowald (1995) once left the house in pajamas by running through a screen door, then entered his automobile and drove eight kilometers to his parents’ home where he awakened them by pounding on their door. This episode of somnambulistic automobile driving was initiated by the subject’s belief that someone was in the house and about to attack him. Another subject with nocturnal wandering once threw his wife on the floor, ran to his two children, took them into his arms and ran outside. Afterward he said he had believed that the house was on fire (Guilleminault 1995). When aged ten, one patient had risen from sleep, rushed into the sitting room where his parents were still sitting, and thrown the butter dish out of the window, believing it to be a bomb (Oswald & Evans 1985).

Thus, both RBD and NREM-related sleep disorders show that threat simulation during sleep includes realistic and adequate motor activation in the brain in response to the perceived threats.

3.6.3. Summary. The evidence reviewed above shows that dreaming constitutes a realistic simulation that we tend to believe without questioning and that dreaming about an action is an identical process for cortical motor areas as actually carrying out the same action. In some pathological cases, the actions generated in the dream world are inadvertently performed in the real world. Thus, to dream about threat perception and threat-avoidance behaviors is to realistically rehearse these functions in a safe environment.

3.7. Proposition 5

Simulation of perceptual and motor skills leads to enhanced performance in corresponding real situations even if the rehearsal episodes were not explicitly remembered.

3.7.1. Mental training. It is a commonplace that training and repetition lead to enhanced performance. However, cannot actions only performed at the phenomenal level and not overtly executed lead to any kind of learning? Research on the effects of motor imagery and mental training to motor performance show that repeated motor imagery can lead to increased muscular strength (Yue & Cole 1992), improvement in the learning of new motor skills (Hall et al. 1992; Yaguez et al. 1998), and improved performance in sports (e.g., Lejune et al. 1994). These learning effects are thought to arise at the cortical programming levels of the motor system (e.g., through activation of Brodmann area 6 where the premotor and the supplementary motor areas reside), not from neural changes at the execution level (Yue & Cole 1992; Jeannerod 1994; 1995). Because even motor imagery and mental training can have these effects, there is every reason to believe that the intensive and thoroughly realistic motor imagery in our dreams can also lead to similar effects. Thus, repeated simulation of threat-avoidance behaviors should lead to enhanced threat-avoidance skills by increasing the efficiency of the programming and execution of motor activity required in the responses to perceived threats.

3.7.2. Implicit learning and implicit memory. There is one difference, however, between “mental training” and dreaming: We do not explicitly remember the learning and training episodes, nor do we have any idea of what the skills we are training in our dreams really are. Thus, doubts may be cast on whether it is possible to learn something in the absence of an intention to learn and memory of what one has learned. Extensive literature on implicit learning, however, confirms that many skills important for human performance are in fact learned without any conscious access to their nature (for reviews, see Berry 1994; Cleeremans et al. 1998; Lewicki et al. 1997). A person may have no idea that s/he uses certain types of acquired knowledge when performing a certain task. Even amnesic patients can learn motor skills despite their inability to remember having ever done the task before: Their performance becomes faster and more accurate, showing implicit skill learning in the absence of any conscious memory of the learning episode. Furthermore, amnesic patients can have implicit memory also for emotional experiences that they cannot remember explicitly (Gisky & Schacter 1988; 1989; Schacter 1996). Therefore, like any other skills, threat-avoidance skills also
may be learned and rehearsed without explicit access to what has been learned.

Implicit learning is very sensitive to correlations and covariations between different features of perceived objects. If two features are associated in our experience a few times, an initial coding rule can be acquired that biases perception to detect both features when only one of them is directly perceived (Lewicki et al. 1997). Dream experience might bias waking perception so that certain perceived features are automatically associated with certain other ones in order to be prepared for possible threats. Furthermore, we are predisposed to learn certain reactions to certain stimuli. Stimuli that reflect ancient threats easily come to be feared (Marks & Nesse 1994).

If the function of dreaming is realized through implicit learning and memory, then we should predict that REM sleep deprivation has a detrimental effect on tasks requiring implicit but not explicit memory. This is what in fact has been found: Smith (1995) reports that memory for explicit tasks is not affected by REM sleep loss, but memory for procedural or implicit tasks is impaired by REM deprivation.

3.7.3. Summary. I conclude that rehearsing threat-avoidance skills in the simulated environment of dreams is likely to lead to improved performance in real threat-avoidance situations in exactly the same way as mental training and implicit learning have been shown to lead to improved performance in a wide variety of tasks. It is not necessary to remember the simulated threats explicitly, for the purpose of the simulations is to rehearse skills, and such rehearsal results in faster and improved skills rather than a set of explicitly accessible memories. Furthermore, REM sleep physiology appears to selectively support implicit, procedural learning.

3.8. Proposition 6

The original environment in which humans and their ancestors have lived for more than 99% of human evolutionary history included frequent dangerous events that threatened human reproductive success and presented severe selection pressures on ancestral human populations. The ecologically valid threat cues in the human ancestral environment fully activated the threat-simulation system. Recurring, realistic threat simulations led to improved threat perception and avoidance skills and therefore increased the probability of successful reproduction of any given individual. Consequently, the threat-simulation system was selected for during our evolutionary history.

3.8.1. Selection pressures and ancestral threats. So far we have shown that dreams are specialized in threat simulations, effectively triggered by real-life threats and engaging the appropriate cognitive and neural mechanisms in ways that have been shown to lead to improved performance in other learning contexts. In order to complete the argument, we now need to show that the human ancestral environment was the kind of place that contained the relevant ecologically valid cues for constantly activating the threat-simulation system, and that there was likely to be a selectional advantage from improved threat-avoidance skills so that repeated threat simulations were likely to lead to increased reproductive success.

We need to show, first, that there was a high selectional pressure in the ancestral environment. How long did people live in those conditions? Which proportion of the population survived to reach the reproductive age? As far as we know, mean life expectancy was remarkably low compared with that of modern times, only 20–25 years. According to one estimation (Meindl 1992), of those who reached five years of age in ancestral hunter-gatherer populations, about 25% died before entering the reproductive period and about 70% died before completing it. Thus, mortality rates were high, and only a selected few ever got the chance to reproduce successfully.

Second, we need to show that the real threats in the ancestral environment were the kind of events the threat-simulation system is good at simulating. What were the most likely threats to survival in the ancestral environment? How severe were they? Some major causes of death in hunter-gatherer populations were probably exposure to predation by large carnivores, exposure to the elements, infectious disease, poor conditions and risky activities during hunting and gathering, and aggression or violent encounters, especially in defense of personal resources or group territories (Landers 1992; Meindl 1992). These estimates render it quite obvious that the life of an average ancestral human was constantly at risk in the original environment. The death or serious injury of close relatives and local group members was not an uncommon event. Confrontation with extremely dangerous or even life-threatening situations is likely to have been part of everyday life rather than a rare exception. In order to reproduce successfully under such conditions, an individual must have been quite skilled at perceiving and recognizing various threatening situations (e.g., predators, aggressive strangers, poisonous animals, natural forces, social rejection by own group members), at avoiding unnecessary dangers, and when a threatening situation could not be avoided, must have been able to cope with it by using efficient cognitive and behavioral strategies that promote survival.

3.8.2. Activation of the threat simulation system in ancestral conditions. The key question is: What was the dreaming brain dreaming about in those circumstances? In view of the extremely harsh conditions in which our ancestors lived, it is likely that every individual was continuously rather severely “traumatized,” at least by modern standards. Therefore, their threat-simulation systems must have been repeatedly activated by the ecologically valid cues from threatening, real-life situations, resulting in a continuous flow of threat-simulation dreams. In effect, the dream-production system must have been in a more or less constant post-traumatic state. In fact, that probably was the normal state of the system then, although we who mostly live free of immediate threats to physical survival have come to regard it as a peculiar pathological state.

As Tooby and Cosmides note (1995, p. 1190), natural selection retained neural structures on the basis of their ability to create adaptively organized relationships between information and behavior; for example, the sight of a predator activates inference procedures that cause the organism to hide or flee. Threat simulation rehearses and improves performance in processing exactly such organized relationships, specifically between information interpretable as a threat to survival and efficient cognitive-behavioral procedures that need to be activated in response to such information. In the light of our present knowledge, it seems very likely that the
dream-production system had more than enough threatening experiences to work with in the human ancestral environment. Therefore it was likely to simulate realistic threats thousands of times during an individual’s lifetime, which was bound to result in improved threat-avoidance skills. Individuals with improved threat-avoidance skills were more likely to leave offspring. Since the neural basis of the dream-production mechanisms is innate, dreaming came to be selected for during our evolutionary history. Individuals without the threat-simulation system would have been in a disadvantageous position, and would have been selected against in the ancestral environment. Now that most humans live in environments far removed from the ancestral ones, and face threats completely unlike the ancestral ones, it may be that the threat-simulation system is not properly activated or not able to construct useful simulations of most of the present-day threats. But dreaming still is an important part of universal human experience, and its persistence and universality can now be explained by referring to the advantages in threat avoidance it provided our ancestors with.

4. The dreams of hunter-gatherers and animals

4.1. Threat simulation in the dreams of contemporary hunter-gatherers

If, as we have argued, the dreaming brain is a phylogenetically ancient threat-simulation system with default values reflecting ancestral rather than modern conditions, then we should expect to see this mechanism naturally activated in individuals who live in conditions closely resembling the ancestral ones. We should predict high levels of survival themes, threat simulation, and animal characters in the dreams of such individuals. Fortunately there are some studies of dream content in hunter-gatherer populations. Dreams from the Yir Yoront, an aboriginal society in Australia, were collected in the 1930s and later analyzed by Calvin Hall. Some of the results have now been published in Domhoff (1996). Compared to American males, the Yir Yoront males dream significantly more about animals, have a higher proportion of aggression with animals, and a very high percentage of physical aggression. They also often dream about sharing meat from the animals they have killed.

Gregor (1981) reported a content analysis of 385 dreams collected among the Mehinaku Indians in Central Brazil whose life had remained essentially traditional at the time of the study. The Mehinaku are an exceptionally fruitful group of informants for a study on dreams, for they have the habit of carefully recalling and often recounting their dreams in the morning. Gregor found that the dreams of the Mehinaku contain significantly more physical aggression, especially with animals, than dreams from the American normative sample. However, gender differences are similar in Mehinaku and American dreams: there is more aggression in men’s than in women’s dreams, and women are more likely than men to be the victims of aggression. The most frequent attackers are men and animals. There are many themes in the Mehinaku dreams that could be interpreted in the framework of evolutionary psychology: for example, women often dream about being the targets of sexually violent men, and men dream about having sex with women other than their own spouse, and consequently being attacked by jealous male rivals or angry female lovers. In his paper, Gregor (1981) provides short summaries of the Mehinaku dream reports. Here are some examples of typical threats in the Mehinaku men’s dreams:

- A woman attempted to have sex with him, the jealous husband assaulted him;
- Lost his belt and could not find it;
- Desired and approached girl, struck by his jealous wife;
- Attacked by a jaguar;
- Stung by wasps while in woods;
- Stung by ant;
- Chased by snake, he turns and kills it;
- Daughter almost drowned, rescued her;
- Stung by bees;
- Had sexual relations with girl friend, wife saw them and became angry;
- Rescued drowning brother;
- Attacked by a herd of wild pigs;
- Shot at threatening jaguar but missed;
- Killed a threatening snake.

The prediction from the threat-simulation hypothesis is that threatening events are overrepresented among dream events, and that nonthreatening, peaceful activities are underrepresented. In accordance with this prediction, peaceful and realistic nonthreatening and nonaggressive activities (e.g., “Went to river and saw birds”; “Worked in the forest”; “Watched as the sun rose”; “Went to the garden”; “Went to the field to get corn”) make up only about 20% of the 276 dreams reported by the Mehinaku men. In contrast, about 60% of the dreams have a threatening situation as a theme.13 Even if their waking lives contained more threats than ours, it is unlikely that 60% of their waking time would consist of overtly threatening episodes; for that they would have to spend almost 10 hours per day in situations involving threats (i.e., 60% of the total estimated waking time of 16 hours). Therefore, the prediction holds in the Mehinaku dreams: Dream-production mechanisms selectively overrepresent threatening events and underrepresent peaceful activities.

Dream samples from contemporary hunter-gatherer groups are probably as close to ancestral dreams as it is possible for us to get, which is not to say that they would be identical. In any case, these studies show that threat simulation is very frequent in the dreams of such individuals, and that the dream-production system tends to generate fairly realistic threat simulations when the world it simulates is not very dissimilar from the ancestral human environment.

4.2. Dreaming among other mammals: Evidence for the rehearsal of survival skills

This reinterpretation of the function of dreaming is consistent with the inferences we can make concerning possible dream contents and the function of dreaming in other mammals. Although we cannot know with absolute certainty that other mammals have subjective experiences during sleep, we do know that they can manifest remarkably complex behaviors during REM sleep. In humans the comparable condition is the acting out of dream experience (REM sleep behavior disorder; see sect. 3.6.2). Therefore, we may assume that to the extent these animals have conscious phenomenal experience when awake, they are likely to have similar experiences, that is, dreams, when in REM sleep.14

REM sleep without atonia induces complex species-
specific behaviors in the cat; for example, motions typical of orienting toward prey, searching for prey, and attacking (Morrison 1983a). In several species of mammals the hippocampal theta rhythm is associated with behaviors requiring responses to changing environmental information most crucial to survival: for example, predatory behavior in the cat and prey behavior in the rabbit (Winson 1990). The theta rhythm disappears in slow wave sleep but reappears in REM sleep. Winson (1990, 1993) suggests that information important for survival is accessed during REM sleep and integrated with past experience to provide a strategy for future behavior. Thus, there is empirical evidence that in other mammals the dreaming brain also rehearses species-specific survival skills, consistent with the present hypothesis that the human dream-production system is primarily a threat-simulation system.15

5. Testability and predictions

We can now summarize the central claims of the threat-simulation theory of dreaming, all of which are supported by the available evidence, and present some testable empirical predictions:

1. Dream consciousness is an organized and selective simulation of the perceptual world. Predictions: (1) The neural mechanisms directly underlying dream production and threat simulation function in a selective, orderly, and organized manner rather than randomly. (2) The triggering and construction of threat simulations are not random but, on the contrary, systematically modulated by the negative emotional charge attached to episodic memory traces in the amygdala-centered emotional memory systems.

2. Dream consciousness is specialized in the simulation of threatening events, especially the kind of events that our ancestors were likely to encounter frequently. Predictions: (1) If we define a new dream content category that specifically includes all the threatening events in dreams, we should find that such events are, in general, overrepresented in dreams. (2) The threatening events in our dreams should be found to include severe or mortally dangerous threats more often than our waking life typically does. (We are currently testing these two predictions in a content analysis study of threatening events in students’ home-based dream reports.) (3) If activated by various kinds of real mortal threats, the threat-simulation system should be found to be capable of simulating ancestral threats (e.g., animal attacks, direct physical aggression, natural forces) more efficiently (i.e., with greater frequency or greater degree of realism) than modern fatal threats highly unlike ancestral ones (e.g., smoking, traffic accidents, explosives).

3. Only real threatening events can fully activate the dream-production system. Elements from such real events are regularly incorporated into the simulations. Predictions: (1) No class of nonthreatening, real-life events will be found that would activate the dream-production system in a manner comparable to real-life threats (i.e., propagating frequent dream simulations of the event after a single exposure to it and causing the simulation of such events to be overrepresented in dream life compared to waking life). (2) The activation of the threat-simulation system by real threats will be found to be a universal aspect of dreaming in humans, not dependent on any specific culture. (3) The intensity (i.e., frequency and persistence) of the threat simulations triggered by a real event will be directly related to the degree of personal threat that was experienced when the event took place in reality.

4. The threat simulations produced by the dream-production system are perceptually and behaviorally realistic rehearsals of real threatening events. Predictions: (1) When the dream-self is in mortal danger within the dream, the dream-self is more likely than not to display a reasonable and realistic defensive reaction. (We are currently testing this prediction in a content analysis study of threatening events in dreams.) (2) The direct neural correlates of subjective visual awareness in dreams will be found to be identical with the direct neural correlates of subjective visual awareness in waking experience. (3) If muscular atonia during REM sleep is completely removed in a controlled manner, then all the movements performed by the dream-self and realized in phenomenal dream imagery will be externally observed as fully realized by the physical body of the dreamer.

5. Perceptually and behaviorally realistic rehearsal of any skills, in this case threat-avoidance skills, leads to enhanced performance regardless of whether the training episodes are explicitly remembered. Predictions: (1) The kinds of threat perception and avoidance behavior that are employed in threat-simulation dreams can be shown to consist of such perceptual, cognitive, and motor skill components that become faster and more efficient through implicit (procedural) learning. (2) If exposed to threat-recognition or threat-avoidance tasks during waking, an amnesic person not able to remember the learning episodes explicitly will nevertheless become faster and more efficient at these tasks through repetitive rehearsals, showing implicit or procedural learning (i.e., implicit learning in amnesic patients during waking could be used as a model of implicit learning in normal subjects during dreaming).

6. The original environment in which humans and their ancestors have lived for more than 99% of human evolutionary history included frequent dangerous events that threatened human reproductive success and presented severe selection pressures on ancestral human populations. The ecologically valid threat cues in the human ancestral environment fully activated the threat-simulation system. Recurring, realistic threat simulations led to improved threat perception and avoidance skills and therefore increased the probability of successful reproduction. Consequently, the threat-simulation system was selected for during our evolutionary history. Predictions: (1) Children old enough to implement threat-recognition skills and threat-avoidance behavior during waking will be capable of threat simulation during dreaming if exposed to real ecologically valid threats. (2) Ontogenetically early exposure to experienced real (ancestral) threats will stimulate the threat-simulation system, leading to earlier, more frequent, and more intensive threat simulations, lasting throughout life. Conversely, if there is total isolation from exposure to real threats, the dream-production system will develop more slowly or stay in a resting state and threat simulations will remain less frequent and milder.

All of these predictions are empirically testable in principle, and most tests could be carried out in practice. What would primarily be needed to explore the threat-simulation hypothesis empirically is, first, content analysis methods with which to precisely quantify and describe threatening events in dreams and, second, systematically collected dream
and nightmare report databases from various populations and age groups that have been recently exposed to threatening events varying in frequency and degree. Such studies would enable a precise description of the operation of the threat-simulation mechanisms in detail, and help us to conclude when and in whom and to what degree the mechanisms are typically activated.

In order to disconfirm the threat-simulation theory (or some part of it), it must be shown empirically that the above predictions are false. If it can be shown, for example, that dream generation is a truly random physiological process (as stated by several theories), or that even experiences completely different from threat-related ones regularly lead to intensive, recurrent simulations, or that there are cultures in which threatening experiences do not lead to threat simulations and nightmares, then the threat-simulation theory is in serious difficulty.16

As an evolutionary hypothesis, the threat-simulation theory of dreaming concerns historical events, and the historical events themselves of course cannot be subjected to observation or experimental manipulation. But it would not be correct to say, for example, that theories on what caused the mass extinction of the dinosaurs 65 million years ago, or why Asia has got the Himalayas, are not empirically testable because the original events cannot be observed or experienced. Therefore, the threat-simulation hypothesis is open to empirical testing, confirmation, and disconfirmation to the same extent as any other hypotheses regarding the causal mechanisms at work in the past, leading the natural world to be as it is in the present.17

6. Threat simulation as a biological defense mechanism

This section summarizes and clarifies how the threat-simulation mechanism is hypothesized to operate in dream production, and in what sense this operation can be regarded as biologically functional.

6.1. Dream production and threat simulation

Dream production is an automatic, hard-wired, regularly activated feature of human brain function. The sources of dreams are selected from long-term memory by reactivating and recombining memory traces that are the most salient for the dream-production system. Salience is a function of at least two factors: The degree of threat-related or negative emotional charge and the recency of the encoding or reactivation (or other priming) of the memory traces. Therefore, the most salient memory traces for dream production consist of the ones encoding the most threatening events most recently encountered (or whose memory traces have been otherwise most recently reactivated). The saliency of a set of memory traces gradually declines over time or may be overcome by that of other traces: memory traces compete for access to dream production through their saliency.

Simulations including elements of the selected threatening memories are then reconstructed by the dream-production mechanisms. In this process the dream-production mechanism tends to use dream settings and stereotyped scripts that are compatible with threats similar to ancestral ones (composing events that involve, e.g., attacks, fights, pursuits, escapes, intrusions, losses of valuable resources, and events during which the dream self or close kin are endangered). Typical threat-simulation dreams, such as nightmares and recurrent dreams, are thus composed of a variable mixture of salient, episodic memory traces and suitable threat-simulation scripts. This mechanism is biologically functional (i.e., it solved adaptive problems for our ancestors) because in the original environment the dream-production system regularly generated simulations of such real events that directly or indirectly threatened the reproductive success of ancestral humans.

Simulating these events rehearses performance at two stages: threat recognition and threat avoidance. The simulation of threat recognition is supposed to proceed in the following way. Salient emotionally charged memory traces are first selected for dream production. The selected visual dream imagery is subsequently realized by the occipitotemporal ventral visual stream. When potentially threatening content is present in visual awareness, the amygdala is activated in order to evaluate the potential threat. Anatomically, the amygdala receives input from the late stages of visual object recognition in the temporal lobe but projects back to all stages of visual processing and has several connections to long-term memory networks (LeDoux 1998); the amygdala and the cortical regions with which it has strong connections are highly activated during REM sleep (Braun et al. 1998; Hobson 1999a; Maquet et al. 1996). Threat recognition simulation, therefore, primes this amygadalocortical network to perform the emotional evaluation of the content of visual awareness as rapidly as possible, in a wide variety of situations in which there is a visual object or event present that is potentially dangerous. The second stage, threat avoidance, consists of the rapid selection of a behavioral response program appropriate to the dangerous situation in question (e.g., fleeing, hiding, defending, attacking) and the immediate realization of this response. Threat-avoidance simulation primes the connections between specific perceptual-emotional content and specific behavioral responses, and rehearses the efficient release of these behavioral responses through the activation of cortical motor programs. The efficient, rapid functioning of these threat recognition and avoidance networks decreases the latency and increases the sensitivity and efficiency of responding to similar real threats during waking. Therefore, threat simulation during dreaming increases the probability of coping successfully with comparable real threats, leading to increased reproductive success.

6.2. Why do we dream about “current concerns”?

The capability for ancestral threat simulation is the essence of the biologically adaptive function of dreaming. However, the threat-simulation mechanisms automatically select any available memory traces with highest relative saliency and use them as a basis for simulation, regardless of the specific content selected; the mechanisms have no “insight” into what they are doing and whether it is biologically functional or not. When the individual’s waking environment doesn’t include any threat cues, the sources of dreams are quite varied and may be difficult to trace; almost any recently encoded or reactivated memory traces may become selected for dream production. Therefore, the present hypothesis is not in the least similar to Freud’s (empirically untestable) thesis that all dreams are at bottom wish fulfillments. Not
all dreams are threat simulations: the functionally crucial feature of dreaming is its capability for regular and efficient threat simulation in environments where the appropriate threat cues are constantly imminent.

The threat-simulation mechanisms operating in present-day humans who are living in safe environments rarely find salient memory traces corresponding to ancestral or mortal threats. Even the most salient traces typically represent only relatively mild threats. In the absence of truly dangerous threats, the threat-simulation system selects any recently encoded or reactivated emotionally charged memories that happen to have higher saliency relative to other traces. The selected traces in such cases are typically about the “current concerns” of the dreamer.

There is evidence that the saliency of current concern-related memory traces can be increased by presenting concern-related verbal stimuli during REM sleep (Hoelscher et al. 1981) or by giving concern-related waking suggestions (Nikles et al. 1998) to subjects. In these studies, concern-related topics led to dream incorporation significantly more often than nonconcern-related topics did; a finding well consistent with the current hypothesis of dream-production mechanisms.

Are there any ways to separate the predictions derived from the threat-simulation theory from current-concerns theories? The former, unlike the latter, predicts that threat simulations can sometimes be completely dissociated from the current concerns of the dreamer. Recurrent dreams and nightmares are often like this. Few people regularly worry about being chased by animals, monsters, aliens, or strangers, but they may nevertheless frequently dream about such events. The current-concerns theory cannot explain these kinds of dreams, whereas the threat-simulation hypothesis can explain both why we tend to dream about everyday current concerns (e.g., occupational or marital troubles) – they are mild emotionally charged threats that are more salient for dream production than emotionally completely neutral contents – and why we also dream about very severe and rather primitive threats (“ancient concerns”) – they reflect the threat-simulation scripts embedded in the dream-production system as default settings, defining the types of threatening events that should be rehearsed most frequently. Consequently, the threat-simulation theory provides us with the most parsimonious explanation of dreaming because different kinds of dreams can be explained by referring to a single mechanism, the operation of the threat-simulation system. Different dream events can be ordered on a single continuum according to the different degrees of threat they contain, and their appearance in dreams can be explained by pointing to the relative saliency of the memory traces and threat scripts that the dreams are composed of.

Still, the simulation of the current concerns of modern humans probably has little if any biologically adaptive value. The threat recognition and avoidance programs, and especially the selection pressures and increases in reproductive success associated with current concerns, are hardly comparable to those associated with ancestral threats in the ancestral environment.

6.3. The mechanisms behind post-traumatic nightmares

Persistent post traumatic nightmares are produced by the threat-simulation mechanisms when a set of memory traces is associated with an overwhelming charge of threatening emotional content. This set of memory traces thus becomes overly salient for the dream-production mechanisms and, in the absence of serious competitors, tends to be selected over and over again. The saliency of the memory trace should normally slowly wear off, but in some cases the threat simulations themselves (as well as waking flashbacks) may reactivate the memory traces so often that they remain highly salient for extended periods of time.

Any procedure that decreases the emotional charge associated with the memory traces should render them less salient for dream production. There is evidence that recording one’s nightmares and rehearsing them with a changed ending, or thinking about them in a relaxed state (desensitization) leads to significant decreases in nightmare frequency among chronic nightmare sufferers (Kellner et al. 1992; Krakow et al. 1995; 1996; Neidhart et al. 1992). These techniques probably decrease the negative emotional charge associated with the memory traces involved in nightmare generation, thus directly decreasing their saliency for dream production. In the preceding section we reviewed studies showing that the opposite effect, increasing the saliency of certain memory traces, can be achieved through current-concerns-related suggestions. Taken together, the indirect manipulation of dream content seems to be possible by directly increasing or decreasing the saliency of threat-related memory traces for dream production. Efficient methods for manipulating the saliency of the traces will obviously be clinically useful in the treatment of disturbing threat simulations (i.e., recurrent nightmares).

The threat-simulation hypothesis may seem to imply that, for example, war veterans suffering from PTSD and traumatic nightmares should be better adapted to the battlefield than those without any post traumatic nightmares. This prediction, however, does not flow from the threat-simulation theory. Frontline combat conditions undoubtedly create memory traces with the highest negative emotional charge, leading to post-traumatic nightmares, but the threats encountered in such conditions are hardly comparable to those in the human ancestral environment. There are few such skills among human threat-avoidance programs whose rehearsal would be of much help in an environment where one may at any moment get killed by shrapnel, the invisible sniper’s bullet, nerve gas, hidden land mines, missiles shot from fighter planes, and so on. Only the ability to cope with threats that closely resemble ancestral ones should with any likelihood improve through repeated threat simulations. The threat-simulation system was useful in the ancestral environment, but it should not be expected to be useful in an environment where the original human threat-avoidance skills, no matter how well trained, are no guarantee of increased probability to survive and reproduce.

6.4. Threat simulation as a biological defense system

It is illuminating to compare the threat-simulation mechanism with other biological defense mechanisms. The immune system has evolved to protect us from microscopic pathogens, whereas the dream-production system (along with a number of other systems) has evolved to protect us from dangerous macroscopic enemies and events in the environment. When a pathogen has invaded the host, an appropriate immune response is elicited, and when the anti-
gen has been removed from the system, the immune responses switch off, as they are no longer required, and the immune system is restored to a resting state. Certain parts of the immune system, however, “remember” the infectious agent and are now better prepared to fight it off next time. Analogously, when a threatening event is encountered in the real world, a threat-simulation response is elicited by the dream-production system, and when the response is completed after repeated threat simulations, the individual will be better prepared to cope with similar threats in the future. If real threats are completely removed from the individual’s environment, the threat-simulation system gradually returns to a “resting state” where the content of dreams becomes more heterogeneous and less troubled.

Even when the immune system is in the resting state, large numbers of leucocytes continue to be produced. For example, millions of granulocytes are released from the bone marrow every minute even in the absence of acute inflammation (Roitt et al. 1998). These cells only live for 2–3 days; thus, if the individual is saved from infections for some time, astronomical numbers of granulocytes live and die without ever realizing their biological function at all. One may ask: “But what is the biological function of all those granulocytes that never took part in any immune response? They must have some hidden function since they are so numerous and are produced so regularly.” This question implies a misunderstanding of the biological functionality of the immune system. Similarly, to insist that all those dreams that do not simulate threats must have some hidden function of their own is to misunderstand the biological function of dreaming. Exactly as the evolved biological function of the immune system is to elicit appropriate immune responses when triggered by antigens, the evolved biological function of the dream-production system is to construct appropriate threat simulations when triggered by real threats. If no antigens are encountered and recognized within the organism, the immune system remains in a resting state but it nevertheless continues to produce leucocytes; if no traces of threat-related experiences are encountered during regular dream production, the system nevertheless always ends up producing some kind of dreams.

Furthermore, biological adaptations often have features that appear nonfunctional or even dysfunctional. Immune responses frequently occur in an exaggerated or inappropriate form (Roitt et al. 1998). Type I hypersensitivity—a typical allergic reaction—is an immune response caused by harmless antigens (e.g., pollens). In the worst cases it can lead to a generalized anaphylaxis and even death. Another example of extremely harmful immune responses is autoimmunity, where the immune system attacks the individual’s own tissue. A highly efficient immune system may thus be prone to false alarms, but probably also more efficient when it is really needed. As long as the net result is that those of our ancestors equipped with an operational immune system were more likely to reproduce successfully than those without, the system is biologically functional, even if negative side effects sometimes occur.

Therefore, we should not be surprised to learn that efficient threat simulation sometimes may have harmful side effects. Subjects suffering from acute or chronic nightmares typically complain of sleep disturbance: for example, fear of going to sleep, awakening from sleep, restless sleep, insomnia, and daytime fatigue (Inman et al. 1990; Krakow et al. 1995b). However, in a group of Vietnam combat veterans with PTSD and subjective complaints of disturbed sleep, no clinically significant sleep disorder could be found (Hurwitz et al. 1998). It is unclear to what extent ancestral humans might have suffered from sleep disturbances due to intensive threat simulations. If some of them sometimes did, that clearly would have been a negative side effect of threat simulation, but—like an allergic reaction—one whose costs would not typically have been too high compared with the benefits.

Natural selection can only take place if there is variation within the population with regard to the biological adaptation in question and if these differences can be genetically transmitted to offspring. Genetic factors have an important role in allergic hypersensitivity (Roitt et al. 1998), which can be regarded as an indication of the sensitivity of the immune system. The sensitivity of the threat-simulation system seems to show a similar pattern. Evidence from a recent study of 1,298 monozygotic and 2,419 dizygotic twin pairs (Hublin et al. 1999a) reveals that the tendency for children to have nightmares (an indication of the sensitivity of the threat-simulation system) has a substantial genetic basis, accounting for up to 45% of total phenotypic variance.

My conclusion is that the dream-production system can be seen as an ancestral defense mechanism comparable to other biological defense mechanisms whose function is to automatically elicit efficient protective responses when the appropriate cues are encountered.

7. Comparison with previous theories

7.1. Theories on dreaming and evolution

Theories of the evolutionary functions of dreaming are few, since the received view in contemporary cognitive neuroscience appears to be that dreaming has no such function. There are, however, a couple of exceptions. In a paper entitled “Toward an Evolutionary Theory of Dreaming,” Frederic Snyder (1966) proposed that when it comes to mammals, sleep could be regarded as an adaptive mode of behavior for creatures that had to spend most of their time in hiding: sleep saves metabolic and energy resources and is conducive to longevity—early mammals used sleep to survive to the next period of activity and possible reproduction with costs as low as possible. Since the animals are highly vulnerable during sleep, a built-in physiological mechanism to bring about periodic awakenings would be called for, in order to scan the environment for possible dangers. According to Snyder (1966), virtually every REM period is followed by such a brief awakening, and this serves a “sentinel” or vigilance function. The REM period preceding the awakening serves a preparatory function, activating the brain in order to prepare it for possible fight or flight. The essence of dreaming as a biological phenomenon is endogenous perceptual activation that takes the form of a hallucinated reality such as the animal might be in danger of encountering at the time of awakening. A related hypothesis was earlier presented by Ullman (1939).

Snyder’s theory is substantially different from the present one. He speculates that dream content, if it has any adaptive functions in addition to general activation of the central nervous system, in some way attempts to anticipate the particular situation that the individual might actually encounter immediately after having had the dream. This explanation of
dream content is not particularly convincing, for the odds are obviously very much against having the dream-production system "guess" correctly what sort of danger might be approaching the sleeping organism. Furthermore, the idea that dream content should anticipate the immediately following waking experience is rather implausible in light of the fact of "dream isolation": that dream consciousness and the contents of dreaming are by and large isolated from, for example, stimulus input, reflective thought, autonomic activity, organismic state, and motor output (Rechtschaffen 1978). If the content of dreams were anticipatory of immediately following waking events, then one would expect external cues and stimuli to have a much greater effect on current dream content than is actually the case.

Michel Jouvet (1980) proposes that in mammals a periodic endogenous genetic programming of the central nervous system occurs during REM sleep. He argues that because the learning of epigenetic behaviors requires multiple repetitions of external stimulation in order to alter synaptic organization, we might expect that also endogenous behavior-regulating mechanisms need to be reprogrammed through repetitive endogenous stimulation in order to maintain, reestablish, or stabilize synaptic pathways. The programming requires temporary inhibition of perceptual inputs and motor outputs, but we are able to see the on-line results of the programming during REM sleep if postural atonia is removed. This can be done by lesioning the inhibitory mechanisms responsible for postural atonia during REM sleep, which reveals dramatic "onicic" behaviors; for example, in the cat: "the cat will then raise its head and display 'orienting behaviour' towards some laterally or vertically situated absent stimulus. Afterwards, it may 'follow' some invisible object in its cage and even 'attack' it, or it may display rage behaviour, or fright... Pursuit behaviour has been observed to last up to 3 min." (Jouvet 1980, pp. 339-40). Jouvet's theory is, however, presented purely as a theory of the function of REM sleep, and he does not comment on the content of dreams at all. More recently, Kavanau (1997) has suggested that, in order to maintain synaptic efficacy, repetitive spontaneous activation is needed in neural circuits that are in infrequent use. In REM sleep, patterns of activity including motor components would undergo this kind of "dynamic stabilization": memories involving motor circuitry are reinforced during REM sleep. However, Kavanau regards dreaming as biologically epiphenomenal.

As we mentioned in section 4.2, Winson (1990; 1993) suggests that in animals information important for survival is accessed during REM sleep and integrated with past experience to provide a strategy for future behavior. Although the theta rhythms relevant to his arguments have not as yet been recorded in humans, Winson nevertheless speculates that human dreaming during REM sleep may also reflect the integration of information that reflects the individual's strategy for survival. Thus, Winson's view comes quite close to the present one, and provides support to the hypothesis that the function of dreaming in simulating survival skills is not uniquely human. Still, I would not describe the result of dreaming as the forming of a "strategy" for survival. The essence of human dreaming is repeated threat simulation and the only strategy is to become as proficient as possible in coping with a variety of threatening situations without having to take unnecessary risks. Winson (1993) says that his theory actually encompasses the one emanating from current dream research, "i.e., dreams reflect adaptation in the light of current experience" (p. 245). Thus, Winson sees his theory as closely related to the ones arising from clinically oriented dream psychology, pertaining to the psychologically adaptive function of dreaming, which we found not entirely convincing (see sect. 2.2).

All in all, there are previous theories on the evolutionary function of dreaming, but although many of them contain valuable insights and seeds of the present proposal, none of them has considered the human ancestral environment as the proper context of the dreaming brain. Neither have they taken into account, within one unifying theory, the content of normal dreams, recurrent dreams, nightmares, children's dreams, post-traumatic dreams, the dreams of hunter-gatherer populations, and the dreams of nonhuman mammals.

7.2. Dreaming and daydreaming

We should still consider the possibility that it was daydreaming that was selected for in evolution as a safe method of virtual threat perception and avoidance, and that dreaming is only a nonadaptive consequence of this. Like night dreams, daydreams are often vivid and multimodal simulations of real experience and contain dreamlike features (Klinger 1990). Singer (1966; 1985) proposes that daydream and night-dream content are closely related: both typically have their sources in the current concerns of the dreamer. Daydreaming often reflects our attempts at exploring the future through trial actions or through posting a variety of alternatives.

However, there are also important differences between daydreams and dreams: daydreams very often contain inferior verbal monologue and they are typically more pleasant than dreams. Findings from college students' daydreams suggest that, on the average, in daydreams we focus on anxiety-provoking or worrisome thoughts only about 3% of the time, and less than 1% of daydreams include violence (Klinger 1990, pp. 84-85). Furthermore, unlike in daydreams in dreams we invariably lose our self-reflectiveness: dream events happen to us without our control (Domhoff 1996). Thus, daydreaming appears to deal with the evaluation and setting of particular future goals, and charting the ways in which we might achieve such goals. Daydreaming is at least partly controlled voluntarily. By contrast, dreaming is a fully developed involuntary simulation of the perceptual world, tuned especially to simulate and rehearse the perception of, and immediate defensive reactions to, possible threatening events.

Both daydreams and night dreams consist of mental imagery, but the former tend to chart the goals we would like to achieve in the future (and we need to be reminded about), whereas night dreams tend to simulate the dangers we (or our ancestors) encountered in the past (and we would not particularly like to be reminded about). In light of these differences, it is unlikely that night dreaming should be only a nonadaptive consequence of what daydreaming was selected for. Their functions can rather be seen as complementary to each other.

7.3. Other theories on dreaming

The present hypothesis on the evolutionary function of dreaming is not seriously incompatible with many of the
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theories reviewed in the introduction (but see N. 16 for their predictions that conflict with the threat-simulation theory). Hobson (1994) suggests that the function of dreaming is memory consolidation and the linking of memory representations with motor programs. This is true, but it is an incomplete description of the real point of the system: Which memories are linked with which motor programs and why? Such questions can only be elucidated once we consider the evolutionary context of dreaming and the role of threatening experiences in the construction of dream content. In his latest book, Hobson (1999a) suggests in a remark made in passing that his current views are more or less consistent with the threat-simulation hypothesis. He writes (p. 170): “Waves of strong emotion – notably fear and anger – urge us to run away or do battle with imaginary predators. Flight or fight is the rule in dreaming consciousness, and it goes on and on, night after night, with all too rare respites in the glorious lull of fictive elation.”

Foulkes (1985) regards the form of dream experience as the important factor. This is true as well: it is remarkable how closely the world-model created during dreaming corresponds to the one created during waking perception. The reason for such faithful replication (and perhaps also for the fact that we rarely recognize a dream for what it is) is the fact that if you want to simulate something in such a way that the simulation works as good training for the real thing, the simulation ought to be an exceptionally good copy of the real thing. This is true of dreaming: threatening elements in dreams do look and feel like the real thing. And better still, while inside the threat simulator (i.e., while we are dreaming) we take the simulation for the real thing and fight for our lives.

Foulkes (1985) regards the novel combinations of memory representations as an important feature of dreams. It is indeed unlikely that having once encountered a threat, the same threat should be replicated in real life in exactly the way it was first experienced. Thus, in order to be prepared for all kinds of situations somehow reminiscent of the original event, it is reasonable to construct several possible variations on the theme rather than just one stereotyped original version. Blagrove (1992a; 1996) pointed out that dreams do not solve the problems of the waking world, although they might solve the problems internal to the dream world itself. This is a valid point: the dreaming brain is not adapted to solve problems such as finding a job, writing a thesis, or preventing pollution. Such problems did not exist in the ancestral environment; so they are not the kinds of problems that the dream-production system would recognize or know how to handle. By contrast, it does know how to handle problems that were abundant in the original environment but have become obsolete in most Western societies: escaping and fighting aggressors and predators, defending one’s family and territory, and escaping natural forces. Furthermore, the activity of the dreaming brain is not appropriately described as “problem-solving.” The specific solutions may not be as important as is the very repetition of the situations critical for survival. Hartmann (1998) and Domhoff (1996) are right in treating post traumatic dreams, recurrent dreams, and nightmares as the paradigm cases of dream functioning, although their interpretation of what this function is differs from the present view.

The present hypothesis is inconsistent with the theories presented by Freud (1900) and Flanagan (1995). Freud thought that wish fulfillment is the basic point of all dreams and he tended to dismiss anxiety dreams and post traumatic dreams as just exceptional. In the present view they are, on the contrary, the paradigm cases of the biological function of dreaming. Dreaming as threat simulation can be thought of as wish fulfillment only in the sense that dreams are expressions of the primeval “wish” to survive. Flanagan (1995) doesn’t believe that dream consciousness has any survival value at all. However, his assertions are not based on any kind of review of the vast empirical literature on the phenomenal content of dreams, although that is exactly the empirical body of data relevant for the evaluation of his hypothesis. He furthermore neglects the proper evolutionary context of dreaming, the ancestral environment. Thus it is no wonder he ends up claiming that dream consciousness has no biological function. He has never even considered the relevant evidence seriously.

Conclusion

Previous theories of dream function have not put dreaming into the evolutionary context in which it belongs: the ancestral human environment. If dreams have any biological function, any survival value at all, such functions must have been manifested in that context. The dreaming brain along with the rest of human cognitive architecture has its evolutionary history, and without an understanding of what that history was like, it may be extremely difficult to figure out what the brain is attempting to do when it dreams. The hypothesis advanced in the present paper states that we dream (i.e., the phenomenal level of organization in the brain is realized in its characteristic ways during REM sleep) because in the ancestral environment the constant nocturnal rehearsing of threat perception and threat-avoidance skills increased the probability of successful threat avoidance in real situations, and thus led to increased reproductive success.
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NOTES

1. Owen Flanagan (1995) makes a corresponding distinction between the p-aspects (phenomenal) and b-aspects (brain) of dreaming. He says that these brain states are essential aspects or constituents of the conscious states. His view (to be discussed below) is that the phenomenal aspects of dreaming are biologically epiphenomenal.

2. An example of an invented function of dreaming is dream interpretation. Such a function may be quite meaningful and serve many useful purposes for those involved. For example, Hill et al. (1993) have shown that interpreting one’s own dream led to deeper insight than interpreting another person’s dream, indicating that dream reports include personally significant elements that may help in gaining self-understanding. Nevertheless, it is unlikely that this invented function of dreaming should be one that was selected for during human evolution, since the vast majority of dreams are totally forgotten and since our ancestors probably seldom recorded or communicated even the ones they might have recalled.

3. It has not been empirically tested whether or not the assumption that PGO spikes are “random” or that they induce “random” activation of the forebrain is in fact true.
4. This point has been made also by Rechtschaffen (1978, p. 106): “If there is any isomorphism between mental experience and brain activity, then one could hardly infer a disorganized brain from dream content because dream content is not especially disorganized. . . . dreams frequently take the form of definite stories. There is neither the kaleidoscope of unrelated images nor the cacophony of isolated thoughts and words that one might expect in truly disorganized consciousness.”

5. There is an ongoing controversy about the nature of children’s dreams and whether small children really have any dreams at all (e.g., Foulkes 1998; Ressnick et al. 1994). These deep disagreements are due to the different results produced by different dream-collecting methods. Representative sampling of REM sleep in the laboratory suggests that dreaming is either not present at all or only very rudimentary in the preschool period, and only develops into full form from the ages of 5 to 9 (Foulkes 1999). This contradicts the earlier findings on children’s home-reported dreams (e.g., Van de Castle 1970). Foulkes (1999) argues that small children’s home-based dream reports are not reflections of subjective experiences during sleep at all, but, instead, are personal or social constructs of the waking reality: results from uncontrolled parental suggestion and active confabulation. His opponents have argued that the sleep laboratory situation somehow represses the natural flow of dream experience (e.g., Hunt 1989). My view is that neither database should be completely discarded. Foulkes (1982b, 1999) data undoubtedly show that the REM periods of small children who are living in a safe modern environment are only rarely associated with conscious experiences that fulfill the criteria of a dream. However, these data do not show that such experiences are not possible, at least occasionally or in specific subgroups of children who are living in less safe environments or who have otherwise been exposed to various threatening events. It seems extremely implausible that the vast samples of children’s home-based dream reports (e.g., Van de Castle 1970; 1983) would be nothing but products of suggestion and confabulation. It is hard to believe that parents would suggest to their children the topics that have been found to be prevalent in children’s home-based dreams, such as the high proportions of aggression and victimization, since such dream content might easily be perceived by the parents as an indication of psychopathology or psychological disturbance in their children. Children’s nightmares obviously are even less likely to be mere social constructions and confabulations: The American Sleep Disorders Association (1990) estimates that 10–50% of children at the age of 3–5 so frequently have nightmares as to alarm their parents. Furthermore, there are common features in the home-based and laboratory databases, such as the declining proportion of animal characters with increasing age, which suggests that both data flow from the same source. Foulkes (1999) advocates a highly contestable theory of consciousness on which his interpretations of the data are based: he takes consciousness to be “reflective consciousness” and argues that small children and animals lack it and therefore not only are unable to experience dreams but are in general like some kind of nonconscious zombies. Instead of accepting this view, the threat-simulation theory predicts that small children should be capable of having threat simulation dreams as soon as their perceptual and motor skills are at a level that enables threat recognition and avoidance in the waking state. However, this capability is only rarely realized if the child is not exposed to real threatening events that would activate the threat-simulation system properly. Children’s home-based dream reports may thus largely reflect those relatively infrequent situations in which the threat-simulation system has become active and dreaming proper is experienced and consequently spontaneously remembered. This interpretation seems plausible in light of the fact that in home-based studies only one or a few dream reports at most, per child, were typically reported by a very large number of children (e.g., Van de Castle 1983), whereas in laboratory studies typically several REM-sleep awakenings were performed in a relatively small number of children but only a few reports that would qualify as dreams were obtained. The laboratory studies primarily reveal that, in children, there is a lot of REM sleep without any dreaming. However, the home-based dream reports and clinical and parental observations reveal that, when dreams proper do occur in children, they remarkably often include threatening elements.

6. It could be claimed that children are exposed to fairy tales and cartoons that include animals, and therefore dream about them. However, when listening to fairy tales or watching cartoons, children never directly perceive the actual animals, but only rather poor representations of them. The child is never personally in danger; the threats are directed against some characters in the story. Furthermore, whereas the amount of animals and aggressions in dreams declines with age, exposure to increasingly violent stories, movies, games, and so on increases. Thus, if fiction were the main source of animal and aggressive content in children’s dreams, we could expect, first, the simulations to be simulations of storytelling or watching TV experiences (“I dreamt that father told me a frightening story about an angry bear”; “I dreamed that I was watching a very frightening TV-program about wild animals”), not of personal encounters with the threatening agents, and, second, the frequency of fiction-induced animal and aggression content in dreams to increase with increased exposure to all forms of fiction with age. Neither of these predictions is supported by the data. Furthermore, as Van de Castle (1970, p. 38) observes: “To say that [the high percentage of animal characters in children’s dreams] would be attributable to the influence of the many animal characters that appear in children’s books would be begging the question because one would then ask why are animals so frequently utilized in children’s stories and what accounts for children’s fascination with them?”

7. “Long-term, across-generation recurrence of conditions . . . is central to the evolution of adaptations. . . . Anything that is currently true . . . across large numbers of generations could potentially come to be exploited by an evolving adaptation to solve a problem or to improve performance” (Tooby & Cosmides 1992, p. 69).

8. Wilmer (1996, p. 88) mentions that 53% of 359 catastrophic dreams from Vietnam veterans suffering from post-traumatic stress disorder were “terrifying nightmares of the actual event as if it were recorded by cinema vérité.” These dreams portray “a single event in recurrent replays” and, according to Wilmer, “they are the only human dreams that define themselves in a completely predictable manner.” Another 21% of the veterans’ war nightmares contained plausible war sequences that conceivably could have happened but had not actually occurred. However, Brenneis (1994) argues that the relation between dreams and the original traumatic experience is not isomorphic: if trauma texts are paired with dream texts, at least some transformed elements can invariably be observed.

9. According to recent PET studies (e.g., Maquet et al. 1996), neither significant increase nor decrease of regional cerebral blood flow (rCBF) can be observed in the motor cortex (Brodmann area 4) or premotor cortex (Brodmann area 6) during REM sleep. However, such blood flow measurements reflect the actual neural activity only quite indirectly and with coarse spatial and temporal resolution. The increased neural activity during REM sleep in the selected population of pyramidal tract cells, verified by direct single-cell measurements in sleeping animals, evidently does not result in any measurable net change in rCBF in the motor areas (where there are also other types of cells that may behave differently during REM sleep). PET studies do show that there is a significant decrease of rCBF in a large area in the dorsolateral prefrontal cortex (Brodmann areas 10, 46, 9, and 8). These areas are believed to be involved in deliberate, “free-willed” actions and new choices that take place without the dictations of external cues but involve internal planning and voluntary decision-making (Passingham 1993). Thus such reflective planning and decision-making functions should not be supported by REM sleep. However, the performance of habitual, procedural actions in response to external cues is assumed to depend on premotor mechanisms.
alone (Passingham 1993), which are not suppressed during REM sleep. Threat-avoidance responses typically are externally cued (by the perceived external threat) and fairly "instinctive" actions whose efficiency the threat simulations aim to preserve or increase, and therefore the dorsolateral prefrontal cortex need not be involved in threat simulation.

10. A recent study by Hublin et al. (1999b) confirms that there is a strong correlation between the occurrence of nightmares and night terrors, supporting the present view that both phenomena may in fact reflect an increased level of activation in one underlying system, the threat-simulation mechanism.

11. This behavior is similar to panic, during which "Intense mental activity is focused on planning escape. When the overwhelming urge to flee is translated into action, all effort is concentrated on escape" (Nesse 1997, p. 77). Panic can be viewed as an adaptation that evolved to facilitate flight from life-threatening danger (Nesse 1997).

12. Meindl (1992) presents estimates of mortality based on three different hunter-gatherer cemetery sites in Africa and North America where hundreds of skeletons have been unearthed. The oldest of the communities dates back to circa 10,000 years ago. Mean life expectation in each of the three populations is estimated to have been from 20 to 22 years. As Meindl (pp. 405–10) observes, "the relentless forces of mortality at every age assured that only a small proportion of a hunter-gatherer society was 'elderly' in our sense of the word"; instead, since "fertility must have been high to balance the annual death toll," "the paleodemographic data imply that the villages were rather like modern child day-care centers." Furthermore, the "demands of their economy may have compromised the health and safety of hunter-gatherers," "numerous healed long-bone fractures in the skeletons . . . as well as the higher mortality rates for males . . . suggest the perils of a foraging way of life" (Meindl 1992, pp. 408–10).

13. A content analysis of the 276 Mehinaku men's short dream summaries reported in Gregor (1981) was carried out. Two independent judges classified the dreams using the following mutually exclusive classes: (1) Threatening event (objective threat); (2) Subjective threat; (3) Peaceful activity; (4) None of the above or unclassifiable. The definitional criteria were refined and the use of the scale was practiced by first scoring the 109 Mehinaku women's dream summaries from Gregor (1981). The following definitional criteria were used:

1. Threatening event: Any event in the dream, which, if it were to occur in the waking life, would potentially decrease the probability of future reproductive success of the dream-self and close kin. Such events include the following: (a) Events that probably or potentially lead to immediate loss of life of the dream-self or close kin or local group members (i.e., any member of the local Mehinaku village of about 80 people); (b) Events that probably or potentially lead to physical injury of the dream-self or close kin or local group members; (c) Events that probably or potentially lead to loss or destruction of valuable physical or social resources of the dream-self or close kin. Physical resources include all valuable possessions of and the territory controlled by the dream-self or close kin; social resources include membership and social status in the local group.

Examples of possible threatening events for the Mehinakins were outlined: Any local group member (including self and close kin) that is: (1) participating in an aggressive encounter with animal, human, or other malevolent characters (e.g., monsters, spirits) that can cause death, physical injury, or loss of territory or freedom; (2) encountering or perceiving dangerous animals in the vicinity (e.g., snake, wild pig, alligator, stingray, jaguar) even if the animal does not attack or show aggressive behavior; (3) being the victim of sickness or encountering animals or people or objects (e.g., parasite carrying animals, rotting food or corpses, feces) that carry or can otherwise cause disease; (4) victim of circumstances or natural elements (e.g., weather, coldness, heat, fire, rain) that can cause sickness or injury or prevent access to resources (e.g., making hunting, fishing, gathering difficult or impossible); (5) victim of accident or failure or misfortune that can cause death, physical injury, or loss of physical resources (getting lost, losing/breaking or not getting access to valuable possessions such as weapons, tools, prey, food, clothes). Dream-self or close kin is: (1) victim of social rejection or isolation that can cause loss of important social relationships and status in the group and/or loss of help and support from other group members; (2) taking part in risky activities (e.g., stealing, breaking rules/taboos) that can cause social punishment, isolation, shame, or loss of social status in the group.

2. Subjective threat: An event that does not fulfill the criteria of Threatening Event, but during which the dream-self nevertheless interprets the situation as threatening or experiences fear and anxiety.

3. Peaceful, everyday activity: An activity that is likely to be a part of the dreamer's everyday life, is realistic (nonbizarre), and involves no threatening or aggressive content.

4. None of the above: All such dreams that do not clearly fulfill any of the criteria of classes 1–3.

The results of the inter-rater agreement between the judges was 82.2% (i.e., 227 of the 276 dream summaries were scored identically). Disagreements were subsequently resolved through discussion.

The relative proportion of threatening events in Mehinaku men's dreams were as follows: Threatening events (objective threats): 56.2%; subjective threats: 7.6%; peaceful activities: 20.3%; none of the above: 15.9%

To summarize: some kind of threatening elements are present in 63% of the dreams; events potentially threatening future reproductive success, were they real, ("objective threats"), make up the majority of these, accounting for 56% of all dream themes in the dreams of Mehinaku men.

14. Mammals had to live for at least 100 million years in the shadow of ferocious reptiles. Long periods of sleep allowed them to remain in hiding and save their strength for the brief active periods of finding food. Threat simulation or simulation of survival skills during REM-sleep may have been a valuable adaptation during this era, when mammals had to compete with the much larger and more numerous reptiles for resources. Dreaming may be just one more addition to the biological arms race whereby different species prosper in their different ecological niches. It may also be that other than mammalian brains simply cannot support the sort of multimodality simulations that dreaming consists of.

15. Thus, the hypothesis as applied to all mammals in general is: "Dreaming rehearses species-specific survival skills" – the exact nature of these skills, of course, varies from species to species depending on the niches that the species occupy. The hypothesis as applied to humans specifically is that dreaming rehearses threat perception and threat avoidance, particularly significant types of human ancestral survival skills.

16. We can contrast these predictions with those derived from other theories. All the theories claiming that dream production is based on fundamentally random processes (e.g., Crick & Mitchinson 1983; Foulkes 1985; Holson & McCarley 1977) are of course inconsistent with predictions 1.1–1.3. All theories claiming that dreaming is specialized on some type of psychological content or effect (e.g., problem solving, emotional calming, mental health) other than threat simulation are in conflict with predictions 3.1 and 3.2. Such theories would need to show that the kinds of dreams they claim to be functional are generated by the dream-production mechanisms as reliably and effectively as threat simulations are and that having such dreams in the ancestral environment was likely to lead to increased reproductive success. Predictions 6.1 and 6.2 are inconsistent with Foulkes's theory of children's dreams (see N. 5). A central claim in Solms's (1997a) theory is that volitional motor activity is not possible during sleep and that the entire motor system is deactivated. These claims are inconsistent with Proposition 4 and the predictions derived from it. Furthermore Solms's theory is inconsistent with the data on high levels of activity in the corticospinal pyramidal tract neurons.
of the motor system during REM sleep (blocked downstream in the spinal cord to prevent dream enactment) and with the clinically well-documented phenomenon of REM sleep behavior disorder, a parasomnia disconfirming the claim that full motor activity and its execution would be impossible during REM sleep and dreaming (see also sect. 3.6.2 on the motor realism of dreams).

17. The starting point for the hypothesis was my view of dreaming as a natural virtual-reality simulation in the brain (first published in Revonsuo 1995). I subsequently asked: If dreaming is essentially a simulated perceptual world, what kind of simulations might be useful? I speculated that if flight simulators are used in order to train pilots to handle dangerous events that might arise during a real flight, perhaps the brain trains its own survival skills in a fight-or-flight simulator, specialized for extremely dangerous events that might be encountered in nature. The general prediction, that dream content should reflect this fact, was then made and, as the present paper documents, a surprising amount of evidence supporting the hypothesis has been found in the relevant literature. I was unaware of most of these empirical results when I began the project.

18. In his book Affective Neuroscience (which I happened to come across when the present paper was nearly finished) Jaak Panksepp makes an intriguing evolutionary suggestion on the origin of dreams: “Indeed, perhaps what is now the REM state was the original form of waking consciousness in early brain evolution, when emotionality was more important than reason in the competition for resources. This ancient form of waking consciousness may have come to be actively suppressed in order for higher brain evolution to proceed efficiently. This is essentially a new theory of dreaming” (Panksepp 1998a, p. 128). The threat simulation theory of dreaming is certainly consistent with Panksepp’s proposal. [See also Panksepp “Toward a General Psychological Theory of Emotions” BBS 5(3) 1982.]
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How does the dreaming brain explain the dreaming mind?

John S. Antrobus
City College of the City University of New York, New York, NY 10025.
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Abstract: Recent work on functional brain architecture during dreaming provides invaluable clues for an understanding of dreaming, but identifying active brain regions during dreaming, together with their waking cognitive and cognitive functions, informs a model that accounts for only the grossest characteristics of dreaming. Improved dreaming models require cross discipline apprehension of what is we want dreaming models to “explain.”

[HOBSON ET AL.; NEILSEN; REVONSOO; SOLMS]

The new brain imaging studies by Braun et al. (1997; 1998) and the new lesion-dreaming research by SOLMS, and the solutions to the exclusive REM sleep-dreaming model proposed by NIILSEN and HOBSON ET AL. afford a timely opportunity to evaluate our neurocognitive conceptions of dreaming sleep. Because it is impossible to use our most powerful experimental methods to study dreaming, models of cognitive processes (ψ) in sleep are more dependent on knowledge of neurobiological processes (Φ) models of waking cognition. But neuroscientists’ view of cognitive explanations of dreaming seem woefully simplistic, rather like a Manhattanite’s picture of San Francisco from Manhattan in Steinberg’s fantasies of dreaming seem woefully simplistic, rather like a Manhattanite’s picture of San Francisco from Manhattan in Steinberg’s famous cartoon, where California is merely a small undifferentiated smudge on the other side of the Hudson River.

For some neuroscientists, a cognitive explanation is no more than a metaphor located in brain space and time. “Synthesis,” “auto-activation,” and “back projection” imply an explanation of the neural-cognitive process of dream construction that they do not deliver. It is the assumption by neuroscientists such as HOBSON ET AL. that these metaphors constitute explanatory models of cognitive processes that is at the heart of the controversy that HOBSON ET AL. attempt to resolve. In inviting us to respond to their revised AIM model, we thank HOBSON ET AL. for the opportunity to comment on this larger conflict between and “explanations” of what is, after all, the same process.

Despite their limitations, cognitive data provide us by far the most detailed information about dreaming. But we need brain scans, not to tell us that dreaming takes place in brain space and time, and not to confirm that dreams have visual imagery, but help us find out about those cognitive and affective characteristics and processes of dreaming that we do not already know. And that is a lot. Here, HOBSON ET AL. have provided an excellent account of what the recent imaging studies by Braun et al. (1997; 1998), Maquet et al. (1996), and Nofzinger et al. (1997). But as we move from cerebral cortex down to the brain stem, the specificity of the contribution of Φ to ψ processes becomes increasingly diffuse, and correspondingly less informative to both ψ and neurocognitive, ψ(Φ), models of dreaming. The revised pontine cholinergic-adrenergic model of REM-NREM sleep provided by HOBSON ET AL. provides an account for the location in time of most dreaming, and it shows how widespread cortical activation coupled with functional differentiation provides a general Φ basis for dreaming.

But the original Activation-synthesis and AIM models also claimed that PGO information and a cognitive “synthesis” process somehow constitute a Φ → ψ explanation of dreaming. Although these proposals were, at the time, altogether plausible, they were found on careful study to be completely without empirical support. The detailed Φ account of the pontine mechanisms of the REM-NREM cycle has created, for neuroscientists and lay persons alike, the impression that the pontine-based Φ model of REM sleep constitutes also a model of dreaming – which it does not.

HOBSON ET AL., start with the thorny epistemological problem concerning what the mentation report can tell us about the actual dream. They review the familiar research literature that shows that the magnitude of every measure of sleep cognition is greater in REM than NREM, and acknowledge Pylyshyn’s (1989) argument about the hazards of interpreting anything about private experience from verbal reports. These arguments notwithstanding, HOBSON ET AL. note that inasmuch as we all know from our private experience that we do dream, the failure to measure the private experience must be a limitation in psychological methodology. Then they proceed to take verbal report data pretty much at face value.

Several of our studies have successfully separated the dream report from evidence about the private mentation experience. Rosenblatt et al. (1992) showed that both log Total Recall and log Total Visual Imagery word counts of film clips shown before going to sleep were higher following REM than NREM awakenings. This evidence indicates that a portion of the REM-NREM differences in sleep mentation reporting difference may be attributed to superior recall and report processes operating after awakening from the respective states. Although I had proposed that the entire dream recall state difference might be attributed to enhanced REM recall in my 1983 REM-NREM word count paper (Antrobus 1983), after further research in our 1992 paper we clearly revised this suggestion, when we measured the magnitude of the recall-memory effect and showed that it was much smaller that the REM-NREM Total Recall effect. We reported that “a substantial part of the dream recall effect is the result of pre-awakening processes” (Rosenblatt et al. 1992, p. 223). HOBSON ET AL. fail to realize that even though there are real REM-NREM differences in mentation, some part of all REM-NREM differences is owing to a REM-recall advantage.

I also proposed in 1983 that the amount of dream content generated within REM sleep was more likely than in NREM “to be influenced by goals or motives established in the waking state” (p. 567), citing as evidence our finding that the dreamlike quality of REM reports dropped over 20 nights in the lab until it was indistinguishable from NREM reports (Antrobus et al. 1991). NREM dream reports were constant over time. This within-REM sleep motive to attend to dreaming appears to extend to the magnitude of visual imagery, holding total dream content constant. In the 1986 word count study (Antrobus 1986), although visual imagery words were strongly associated with the REM-NREM state difference, the visual effect was a subset of the stronger association REM-NREM association with total content count. But in the Antrobus et al. (1995) study where subjects not only gave a verbal mentation report but also matched their reported visual images to one of 16 photographs that varied by brightness and clarity, the proportion of visual imagery to recalled information increased substantially, so that the association of visual imagery with REM-NREM became superior to total recalled content. I assume that the emphasis in the representational study on visual imagery motivated sleepers to attend more strongly to their visual imagery while asleep, and that this attention process operated more strongly during REM than NREM sleep – because as Braun et al. (1998) showed, both the limbic system and extrastriate visual cortex are activated in REM.

From this perspective, visual images and the dreamer’s reaction to them may not be simply a set of fully-realized images, produced whether or not the dreamer is moved to notice them – as HOBSON ET AL. imply. Rather, the REM dream may be created by the process of attending to poorly structured information automatically generated (Antrobus 1991) in activated extra-pontine brain modules. In REM sleep, the attention process appears to be strongly determined by goal states established in the waking state. The memory of the dream is simply the functional residue of this attentional – construction process. This process of cognitive pen-
etrality may not be, as Pylyshyn suggests, a post-awakening con-
found, or as Freud suggests, secondary revision of the original
dream, but rather the primary process by which the dream is pro-
duced. This attentional process is a metaphor for the processes by
which activated brain modules attempt to “interpret” or, (make
sense of) the noisy activity in neighboring modules. These meta-
phors are made explicit in my neural network attractor model,
DREAMT2 model (Antrobus 1991). Upon awakening, the interpret-
ive process accelerates as the dormant verbal and meaning
modules of the left temporal and prefrontal cortices become ac-
tive. Objects and persons become named and explained during
the sleep-to-waking transition. Some aspects of the dream become
more reasonable, while other relationships that were “acknow-
ledged as seen” in the sleep-dream, are now judged bizarre. Con-
versely, other features that were implicitly understood but not vi-
ually imaged in the dream, for example, “I was in my car,” are,
a upon awakening, reported as visual images. That is, reporters can-
not recall any visual features.

My original $\Phi \rightarrow \psi$ activation model rested on assumptions
about state differences in cortical activation and sensory thresh-
olds that were basically those of Hobson et al. (1978), namely
that pontine mechanisms produced widespread cortical activation in
REM sleep, but the characteristics of the mentation itself were the
best indication of localization of cortical activation. Twenty years
later, sharing with Hobson et al., the monist assumption that the
state differences in cognitive activation are largely confined to
those regions identified by the brain scans, a model of dreaming
stands to learn much from maps of regional brain activation in
sleep. Of course, locating a cognitive feature, such as image
brightness, in time and brain-space does not constitute a $\Phi$ expla-
nation of $\psi$, but as I shall show below, it can certainly help.

But the heart of the controversy lies elsewhere. With the original
Activation-synthesis model to the present updated AIM model,
Hobson and his colleagues have consistently presented the
detailed pontine generator model that accounts for the when of
REM and NREM sleep as an explanation of how the cognitive
characteristics of dreaming are produced. But their $\Phi \rightarrow \psi$ causal
claims are highly speculative, and indeed, often contradicted by
waking $\Phi \rightarrow \psi$ models upon which they are based. Aside from the
original and important contribution – that the pons determines,
or is at least one determinant of, the widespread activation of the
cortex during REM sleep, these assumptions about how the pons
determines the features of dreaming are completely without em-
pirical support. The most problematic of these models, which I
discuss below, concerns the assumption that the “chaotic nature
of the pontine auto-activation process” constitutes a basis for the
bizarre features of dreaming.

Given the powerful association of the when of the REM sleep
with the when of dreaming, many of us have come to equate the
how of REM sleep, $\Phi$, with the how of dreaming, $\psi$. SOLMS pro-
poses that the temporal REM sleep = dreaming, $\Phi_{REM \rightarrow NREM} \rightarrow \psi$, association is only indirectly related to the functional, or causal,
$\Phi_{FRONTAL-DOPAMINERGIC} \rightarrow \psi$ relationship. That is, $\Phi_{REM \rightarrow NREM} = \Phi_{FRONTAL-DOPAMINERGIC} \rightarrow \Psi_{DREAMING}$. If he is correct, and a sub-
stantial amount of data, including our 1995 diurnal rhythm paper,
does indeed show that the M → P model of the AIM model loses its causal position in a $\Phi \rightarrow \psi$ model of dreaming.

This leaves us, once again, with a regional cortical-cognitive-$\Phi \rightarrow \psi$, model, where the pontine contribution of AIM is useful
only for locating dreaming in time. As Hobson et al. show, the
accurate brain localization of activity in REM, NREM, and wake-
ing states (Braun et al. 1997; 1998), now allows us to attempt to
map different features of dreams onto cortical and subcortical re-
ions whose functions in the waking state have been identified –
to the extent that these functions are invariant across states. But
how far do, and can, these $\Phi \rightarrow \psi$ mappings take us toward an ex-
planation of dreaming? It is noteworthy that almost all $\Phi \rightarrow \psi$ as-
sumptions proposed from brain localization observations in sleep
consist of mapping already known characteristics of dreams onto
well-established functions of brain regions. For brain mapping to
tell us something about dreaming, however, it must identify new
$\Phi$ characteristics of dreaming or force us to change existing $\psi$ mod-
els of dreaming. The activation side of the Activation-Synthesis
model did just that when it showed that the brain of the motori-
cally-quiet REM sleeper was, in fact, quite active. The Braun et
al. papers tell us much more. In particular, they show that REM
sleep visual imagery cannot begin in the striate cortex, that many
regions that participate cooperatively in waking are dissociated in
REM sleep, and that the amygdala and limbic system that create
the cognitive and affective characteristics of waking thought ap-
ppear to contribute to the production of the REM dream.

The next question is, what can future $\Phi$ data contribute? Per-
haps the most significant questions have to do with the relative in-
fluence of one cortical region over its neighbors, the magnitude of
their interaction, and the ordinal character of these interactions.
Both folk and psychoanalytic “interpretations” of dreams implicit-
ly assume top-down, or what SOLMS calls “back projection” of
information from meaning to visual-spatial functions, that is frontal
to parietal and occipital locations. In 1991, I suggested that several
other ordinal activation sequences are possible, particularly, visual-
spatial $\rightarrow$ meaning $\rightarrow$ conation $\rightarrow$ motor (Antrobus 1991). That is,
occipital-parietal regional may produce images that are inter-
preted as frontotemporal structures, producing the surprise phenomena
(“... and suddenly ...”) of dreams. The subsequent imagined
motor responses to these images then follow the same sequence
they do in the waking state, except that, being imagined, they do not
produce the same feedback as in waking, thereby eliciting addi-
tional cognitive and motor responses. Because the construction of
the dream experience appears to continue even as the sleeper
awakens and constructs a verbal description of his/her sleep expe-
rience, one cannot take at face value the information in the
report. Although it is well beyond the state of current brain imaging
devices, such sequential brain scans could assist in the un-
derstanding of the ordinal causal effects in dream construction.

SOLMS takes this ordinal-spatial sequence for granted when he
assumes limbic system effects are back projected to the visual cor-
tex. But can, for example, a frontally-created goal – for example
to seek out one’s parent for protection – actually constrain the
visual and parietal cortices to construct an image of the
parent? The assumption that dream motifs can be “interpreted”
from the sequence of the visual images is implicit and absolutely
essential to the interpretation of dreams. Hasegawa et al. (1998)
have shown that the retrieval of visual memories – in the tempo-
ral cortex – is under prefrontal cortex control. Braun et al. (1997)
have shown that while the medial prefrontal cortex is more active
in REM than NREM and wakefulness, the lateral orbital, dorso-
lateral and opercular prefrontal regions are less active. The evi-
dence $\Phi$ is simply not clear enough at this time to determine
whether top-down $\psi$, or back-projection, assumption is tenable.
An equally plausible alternative to the top-down assumption is
that image production is initially independent of limbic influence
and that it precedes rather than follows the cognitive influence of
the limbic structures. The latter might begin with the evaluation of
the visual images (“Is that a friendly or unfamiliar face?”) and
be followed by imagined motor responses (“Shall I stay or run?”). More
evidence on the prefrontal location of visual-retrieval con-
trol, as well as the ordinal relation between these regions during
dreaming will help to determine the strength of this key assump-
tion about dream processes.

The next critical $\Phi \rightarrow \psi$ question is whether the pattern of dream
features in a given state, such as REM sleep, is rigidly determined
by the pattern of brain activation that is supported by subcortical
structures, or whether the state supports a general state-spe-
cific brain activation architecture that can be modified by the
demands of the narrative dream sequence – as it is in waking per-
ception – according to the demands of incoming information. For
example, we assume that the dreamer’s motor commands to run
from an imagined strange man is accomplished in an activated mo-
tor cortex. Is the activation level of that motor cortex constant
throughout the REM period, or is it also modified by the imagined
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demands of the dream? Support for the latter position comes from our finding of a decrement in REM dream reporting over 20 nights of lab awakenings, and the increment in visual imagery when photo scales were employed — as reported above.

**Hobson et al.** show how the $\Phi \leftrightarrow \psi$ relations of a large number of studies can be mapped onto the three dimensions of their AIM model. But as the high dimensionality of these findings, particularly in brain imaging, expands, they acknowledge that to map multidimensional relationships onto three non-orthogonal dimensions tends to weaken the precision of the representation of process. Each of the three AIM “dimensions” is, in fact, an array of multi-dimensional input, $\Phi$, variables linked to another multi-dimensional set of output, $\psi$, variables that tell us little when they are concatenated into a single dimension. It is like mapping cities by their latitude. Although you can represent each city on a latitude line, you cannot locate it unless you also know its longitude. The real value of a model is to account in a systematic way for all the known evidence, and then use it to suggest new tests of the model until it can no longer represent the evidence and must be replaced by a better model. Although Hobson et al. have indeed used AIM to attempt to account for a large amount of evidence and it has served them and us well, they have shown that it must now be superseded.

There are two problematic pontine-to-cortex issues that have persisted from the Activation-Synthesis to the AIM model. Brain imaging and lesion studies tell us what perceptual and cognitive processes are associated with particular cortical and subcortical regions. Nearly all of the evidence for these relationships comes from responses that are closely linked to antecedent external stimuli. Because our $\mathbf{F} \Phi \to \psi$ knowledge is derived from the power of our stimulus-response experimental procedures, we, as scientists, tend to think of the mind-brain as an organ whose every process, every thought and image, is initiated by an external stimulus. This poses a problem for a theory of dreaming, as well increment in visual imagery when photo scales were employed — as reported above as much of waking mentation, such as daydreaming, which is also independent of external stimuli (Antrobus 1991).

**Hobson et al.** have long maintained that the pontine-generated PGO spikes are the extra-cortical information source whose information constitutes the origin of the dream, and they have proposed far-reaching implications from the fact that this information is generated subcortically. Although, as Hobson et al. point out, I have long and most recently (Antrobus & Conroy 1999) argued that any active cortical region will create organized pattern out of chaotic neural activity so that no extra-cortical information is necessary to account for dream imagery (Antrobus 1991), they continue to claim a pontine origin for the dream.

Their PGO claim is also inconsistent with their claim to $\Phi \leftrightarrow \psi$ isomorphism. The assumption that PGO spikes carry eye movement information to the brain during REM sleep rests on the assumption that these spikes transmit this information in the waking state, so that having acquired this information in the waking state, the cortex makes the same interpretation in REM sleep. But no one claims to know the function of PGO spikes in waking visual perception, so there is no waking model to apply to sleep. Moreover, if there is a pontine model, then the division between PGO and REMs is quite different in waking and REM sleep. While PGO spikes are materialized in REM sleep they are not materialized in the waking state. Further, while PGOs mark the termination of REMs in the waking state (they may tell the occipital cortex that the foveal image has now stabilized and striate cortex may proceed to analyze it), in REM sleep PGOs are concurrent with REMs. Monaco et al. (1984, p. 220) concluded that the dramatic PGO activity of REM sleep PGO seems to be due to “disinhibition resulting from the arrest of firing of diffusely projecting aminergic inhibitory neurons of the dorsal raphe and locus coeruleus.” For a fuller statement of this argument, see Antrobus and Conroy (1999). In short, there is no obvious way in which the cortex could use such PGO misinformation. Left without this PGO input, the Activation-Synthesis model, and now the AIM model, leave the cortex with nothing to synthesize, so that according to the AIM model, there can be no dream.

In their conclusions, Hobson et al. continue to attribute bizarre cognition to chaotic pontine activation despite the fact that no experiments have supported this association, and furthermore, bizarre mentation is frequently observed in states where PGO activity is minimal (Antrobus et al. 1995; Reinsel et al. 1992). It is more likely that local chaotic neural activity represents neural attractors that cannot settle on a solution and so communicate nothing to neighboring neural locations, rather than, as Hobson et al. propose, that chaotic neural activity in the pons produces bizarre mentation in the cortical dream process. Although there may be many ways to produce bizarre dream in the brain, the Braun et al. (1998) conception of the REM brain as one of dissociated regions of activation suggests a new possibility. Regions that collaborate in waking perception depend on each other for error correction so that when they are forced to function independently, as in acquired deep dyslexia, they produce strange errors, such as naming an apricot, a peach (Hinton & Shallice 1991). It is well known that the individual cerebral hemispheres function differently when separated and fully linked. Caution must be taken in assuming that each of the dissociated regions of the dreaming brain carries out the same functions that it does in waking – especially as they operate without the considerable assistance of the language cortex (Braun et al. 1998).

The dream-no dream dichotomy problem illustrates the rule that a neurocognitive theory cannot be better than the validity of its worst measure. The concept of dream comes to us from the vernacular. It is multi-dimensional: visual features of color, movement; it is thematic, bizarre, conative, and, at times, affective, and, more, verbal with a sense of self reflectiveness and control. Questions about across-sleep-state differences in dreaming carry assumptions about whether the pattern of these features is sustained across states or whether, for example, dreams in some state are more visual and, in other states, more verbal. Even if the underlying pattern of features is intact across states, do some features appear at low levels of cortical activation while the rarer features occur only at high levels of cortical activation (Antrobus et al. 1995)?

The Solms and Nielsen analyses that are based only on the report of dreaming, not even scaled by magnitude, tell us far less about the questions they address than if they had used a multi-dimensional dependent variable scaled by magnitude. Forty years ago, Kamiya (1964) showed that the answer to whether dreaming occurs in both REM and NREM sleep or only in REM was a function of where, on the magnitude of dreamlike mentation scale, one draws the dividing line between dreaming and nondreaming. Because the point is absolutely arbitrary, it prejudices the answer to any question, including those of Solms and Nielsen, about the relation between cognitive and neural processes.

This measurement problem compounds the fallacy of assuming that discretely-defined biological states imply discrete neurocognitive processes. Since the original Aserinsky and Kleitman (1953) discovery that proposed a discrete distinction between REM and NREM sleep, investigators have implicitly assumed that whatever $\Phi$ processes produced $\psi$ effects must also operate in an all or none fashion. It is gratifying, therefore, that both Nielsen’s alternate model and Hobson et al., after years of prodding by Foulkes, have agreed that the sources of dreaming in REM and NREM sleep may be regarded as operating respectively in a high and low, rather than on-off mode. This position is consistent with Solms’s model, except that the underlying $\Phi$ source of dreaming, $\psi$, is only indirectly tied to REM sleep.

Now that Braun et al. (1998) have provided us with evidence about the modular activation of different cortical regions in REM sleep, and Solms has shown that some forms of dreaming are accomplished in other sleep and waking states, and Antrobus et al. (1995) have shown that dreaming is also associated, during sleep, with the rising phase of the diurnal wake-sleep rhythm, we know that different brain structures may support different features to the cognitive dream. But we cannot determine the role of any
given brain module unless it varies independently of the others. Conversely, if the activation of each brain region that participates in dreaming sleep covaries with the activation of the other regions, then even though brain activation is multidimensional, it is nevertheless, one dimensional. And if it is one dimensional, we should expect the features of the cognitive dream to also be one dimensional, that is, they should covary – even though they consist of qualitatively different feature classes. For this reason, the lengthy quantitative-qualitative discussion by Hobson et al. does not rise to the complexity of the questions they are trying to address. All qualitative differences are ultimately quantitative differences. The questions of interest are how the multidimensional quantitative \( \Phi \) patterns map onto the multidimensional quantitative \( \Psi \) patterns – as described by brain state-specific maps. 

Solms and Nielsen avoid these issues by implicitly assuming that \( \Phi \) state differences in \( \Psi \) all lie along a single dimension, namely dreaming or simply recall of any content (Nielsen). That is, what is called dreaming in one state is assumed to have the same pattern, or profile of features, as dreaming in another. All features rise or fall together so that variation in the magnitude of dreaming describes the joint variation in all features. By restricting their measure of \( \Phi \) to one dimension their models are insensitive to possible qualitative differences that many vary across states of \( \Phi \). For example, suppose that mentation is more verbal in NREM and more visual in REM sleep, but that when sleepers are asked, “Were you dreaming?” they answer in the affirmative in both cases. One would falsely conclude that the different \( \Phi \) states produce the same quality of mentation, that is, dreaming. This criticism is not evidence against their positions, but it renders less convincing Solms’s conclusion that mentation produced in different \( \Phi \) states is qualitatively the same.

At this point in time, however, we have little evidence to throw out the one dimensional \( \Phi \leftrightarrow \Psi \) model. Hobson et al. attempt to address the question but since none of their analyses consider the relationships among the cognitive variables, their review of the literature simply does not speak to the issue. Rather, they report whether there are quantitative differences in each variable taken separately. Except for a few studies in our labs, tests for across-\( \Phi \) state differences in \( \Psi \) patterns have not been carried out by any investigator, and oddly, our tests are not mentioned by Hobson et al. That all variables increase in REM sleep does not speak to the question of whether the rate of increase is constant across all. In the absence of that evidence, one can say nothing about the dimensionality of \( \Phi \leftrightarrow \Psi \) dreaming relationships.

The only paper I know of that explicitly tests whether the pattern among cognitive relationships differs across two different \( \Phi \) state changes, e.g., REM versus NREM, is our 1995 paper. It shows from the pattern of cognitive features that best discriminates between REM and NREM sleep reports is not different from the pattern that discriminates between two points in time along the rising phase of the diurnal activation cycle. That is, the pattern among the cognitive measures that describes the diurnal effect is unchanged in both REM and NREM sleep. It does not differentially magnify the REM or NREM sleep effect; rather it adds equally to both REM and NREM sleep mentation. It is impossible to state this is not, as Solms suggests, a NREM effect, but rather an independent pattern of \( \Phi \leftrightarrow \Psi \) activation associated with the diurnal sleep-wake cycle.

In closing, I would like to say that the evolutionary hypothesis of the function of dreaming proposed by Revonsuo appears compatible with existing knowledge about mammalian evolution. My own disposition is to assume that the evolutionary value of \( \Phi \) structures is determined by multiple interacting selection factors. We still have no hard evidence that dreaming has, or ever had, any behavioral function. If it did, it remains to be determined whether such value is incidental to some other more direct evolutionary function of REM sleep and others states (Solms). The study of dreaming has been driven by our curiosity about its dramatic strangeness rather than its function, and I think, many investigators feel that the attention they give to dreaming would be better justified if it had a well documented functional value. Revonsuo reminds us not to lose sight of this question.

### Dreaming as an active construction of meaning

Rita B. Ardito
Center of Cognitive Science, Department of Psychology, University of Turin, 10123 Turin, Italy, ardito@psych.unito.it

**Abstract:** Although the work of Revonsuo is commendable for its attempt to use an evolutionary approach to formulate a hypothesis about the adaptive function of dreaming, the conclusions arrived at by this author cannot be fully shared. Particularly questionable is the idea that the specific function of dreaming is to simulate threatening events. I propose here a hypothesis in which the dream can have a different function.

REVONSO

Revonsuo deserves credit for exploring the possibility that dreams may have a specific adaptive function. His attempt to understand that function, by unifying in an evolutionary approach much of knowledge of both the phenomenological and neurophysiological aspects of our dreams, is laudable. That said, it seems some critical observations must inevitably be voiced.

Beyond the more or less marked differences among the various authors, the scientific debate on the nature of dreams has historically consisted of two opposing positions, one holding that the dream is a mere random byproduct of REM sleep physiology, the other that the dream is an organized subjective experience that performs a specific function. Revonsuo reintroduces this opposition in an original way aligning himself with the second position. I will suggest that these two positions need not be opposed.

The dream, notwithstanding the fact that it is based on neurophysiological processes that randomly activate particular cerebral structures, can nevertheless be understood as a structured subjective experience with a specific function. Just as our waking perceptions are amply guided by our expectations and by our interpretative model of the world, so in dreams non-structured stimuli activated by random neurophysiological processes take on meaning for dreamers who superimpose their own interpretative schemes and ways of conferring meaning onto the experiential flux of this stimulation. It is in this sense that the dream is the product of an active construction of meaning.

The dream can be understood as the guardian of sleep, but not in the sense intended by Freud (1900/1950). According to the founder of psychoanalysis, the dream eliminates the emotional stimulus that originates from an unconscious desire of the dreamer, by satisfying it in a hallucinatory manner. In the hypothesis that I am advancing, the processes of dream-construction preserve the sleep from the random cerebral stimulation that accompanies it. If it were not possible to give meaning to this stimulation, thanks to the formation of dreams, it would not be possible to sleep. Without dreams, the experiential state associated with sleep would be similar to a psychotic state that lacks precisely the possibility of assigning meaning to consciously perceived events. The dream can be seen as the solution to an adaptive problem: How to prevent the random neurophysiological stimulation accompanying sleep from impeding the organism in restoring itself. I suggest that this was the adaptive function for which dreaming was selected in our evolutionary history.

Dream images are not random, even while the neurophysiological processes that lead to them are. This position is distinct from that of Hobson (1988b) and Solms (1997a), because unlike them it explains why the brain generates the images that constitute the dream content, and why dreams have particular contents and narrative plots. Dreaming is the way our cognitive and signifying schemes give sense to stimulation that is in itself nonsense. The dream is therefore the reflection of our cognitive organiza-
tion. Furthermore, this makes the dream a useful clinical and research tool with a specific psychological and cultural function that complements biological function.

From the above, it is apparent that I share with REVONSO both the idea that the contents of a dream are not random, and the hypothesis that the dream has a particular adaptive function. I particularly embrace the idea that dream content is consistent with the original evolutionary environment. My essential divergence is with his idea that the dream has the specific function of simulating threatening events, and of rehearsing threat perception and threat avoidance. In reality, the process of dream construction could have the more general function described above: it would not be surprising that in the exercise of this function, there should sometimes be threat simulations as well, and that reading, writing, and calculating should be absent. As highlighted also by REVONSO, this depends on the fact that our cognitive architecture, and hence the processes that are basic to the production of dreams as well, are the products of our evolutionary history.

Regarding the experimental studies and data cited by REVONSO in support of his hypothesis, in particular proposition 2: First, the fact that two-thirds or more of the emotions expressed in dreams have negative connotations does not necessarily signify that these emotions are linked to events perceived in the dream as threats. In the waking state, negative emotions (for example, anger, boredom, disgust, and spite) manifest themselves independently of whether or not the one who experiences them is involved in a threatening situation. These emotions may present themselves in contexts very different from those hypothesized by REVONSO. It is accordingly risky to cite these studies as indirect evidence that dream content is biased towards simulating threatening events, inasmuch as it leads to conclusions that are unjustified in the light of what we know from the psychology of emotions. Regarding “Misfortune” dreams, if it is true that some studies demonstrate the preponderance of these with respect to “Good Fortune” dreams, it is also true that Misfortune dreams often present situations in which events are uncontrollable or inevitable. In what way do dreams of this type help to avoid the real world threatening situations of the waking state?

Dreaming is not exclusively a specialized experience for the simulation of threatening events; it is the active construction of meaning in the state of sleep, for cerebral stimulation that has none. In this light, the simulation of a threat has its place as one aspect of our experiential lives, but not the only one. The alternative approach delineated here takes all dreams into account regardless of their content.
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Internally-generated activity, non-episodic memory, and emotional salience in sleep
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Abstract: (1) Substituting (as Solms does) forebrain for brainstem in the search for a dream “controller” is counterproductive, since a distributed system need have no single controller. (2) Evidence against episodic memory consolidation does not show that REM sleep has no role in other types of memory, contra Vertes & Eastman. (3) A generalization of Revonsuo’s “threat simulation” model in reverse is more plausible and is empirically testable.

[HOBSON ET AL.; SOLMS; REVONSO; VERTES & EASTMAN]

One dream controller is as bad as another [Solms]. The SOLMS target article argues persuasively that not all dreaming can be uniquely identified with activity in the REM generating areas of the brainstem (as was proposed in some earlier research). However, substituting the ventromedial forebrain as the single “controller” of dreams, as Solms proposes, seems like a step backward, even if lesion studies show that the area is important or even crucial for dreaming. As neuroimaging studies make clear, dreaming is a complex process occurring in a system of multiple interacting units distributed across the brain. In such a distributed system, lesion studies cannot provide any means for deciding on a single location as the controller; because in fact there need be no such clearly-defined module. (Thus in SOLMS’s terms, no single brain area need be able to “activate, generate sustain, and terminate” all dreams.)

A more productive approach might be to focus on the essential aspects of dreaming, and only then to consider how the various brain areas might contribute to this process. The most obvious feature that distinguishes dreaming from waking is that dreaming relies on internally-generated inputs (Bednar & Miikkulainen 1998), while waking mentation can be traced, at least in part, to data from the senses. There can be many possible sources of this endogenous activity during sleep, all of which could be considered to “cause” dreaming in some sense. Among these, brainstem REM generators do seem to be “a regular and persistent source of cerebral activation during sleep,” as SOLMS himself acknowledges. Thus there is no mistake at all in focusing on the REM state instead of searching for a single anatomical site to unlock the secret of dreaming.

A second minor point from the SOLMS article is worth mentioning in passing, because it involves a report most likely published after his article was written. SOLMS speculates that the cortical back-projections which appear to underlie mental imagery do not project as far back as primary visual cortex, which if true could explain why V1 shows decreased activity during REM sleep. However, back projections to V1 certainly seem to be present anatomically, and Kosslyn et al. (1999) have shown that mental imagery can in fact be measured in V1, albeit only of a certain kind involving specific locations on the retina. Thus a theory of dreaming would have to explain why the back projections to V1 do not typically take part in dreaming; it clearly is not because the connections do not exist.

Non-episodic memory does not require consciousness [Vertes & Eastman]. Strong and valid reasons for discarding the idea that explicit episodic memories from the hippocampus are somehow consolidated during REM sleep are presented by VERTES & EASTMAN. However, in several instances they go much further than their cited data would support by concluding that “REM sleep serves no role in the processing or consolidation of memory.” They appear to make this claim because of their unusually restrictive definition of memory, in which “sleep involves basic biological functions and memory requires consciousness.”

Certainly, some types of memory are intricately linked with consciousness, in particular the episodic memory usually proposed for consolidation. However, memory is a very broad term that is applied to an enormous variety of wonderful phenomena, ranging from the strength of the connection between two Aplysia neurons (or even the state of charge of a certain capacitor in a computer chip), to vastly more complex processes. Rather than being a specific byproduct of consciousness, memory seems to be quite distributed, localized, and ubiquitous in the nervous system (Gilbert 1998). Indeed, it is arguably as much of a “basic biological function” as sleep is.

From this larger view, there is currently no reason to conclude that REM sleep serves no role in non-episodic memory processing, despite the lack of clinical impairments from REM deprivation. Given widespread plasticity combined with the strong activity found in many brain areas during REM sleep, the burden of proof is actually in the other direction: unless one can show a plausible mechanism by which the process of learning has somehow been disabled at each local synapse without abolishing activity, one must assume that the activity has the potential to modify those synapses. Plasticity of this sort would presumably underlie non-
episodic memories, such as procedural/skill memory (Smith 1995) and limbic-system emotional associations (Maquet et al. 1996); such effects could be difficult to measure clinically. It is even possible that the episodic and working memory areas quiet during REM sleep might be suppressed precisely so that they would not undergo plasticity while the rest of the brain is processing other types of memory. Such processing could be very important to proposals such as Revonsuo’s.

**How solid is the evidence that dreaming is an organized simulation of the world? [Revonsuo]** Even though I share with Revonsuo a suspicion that dreams are not as random as Hobson and McCarley (1977) proposed, I do not agree that his particular line of argument “shows beyond any reasonable doubt that dreaming is an organized simulation of the perceptual world.” He correctly anticipates most of the argument’s weaknesses, but a few important ones have been overlooked. For instance, he cites differences in narrative richness between dream reports and subjective reports from isolated electric stimulation in temporal cortex. However, these conditions are not comparable, since we know that REM sleep activation is a large-scale phenomenon with at least some spatial and temporal structure. An appropriate experimental control would thus require widespread and ongoing artificial brain stimulation, coupled with temporary deactivation of the same frontal-lobe areas suppressed in REM sleep. If such an experiment were practical, it might demonstrate that dream-like mentation could be generated from random activation; meanwhile we must at least consider it possible.

Similarly, when Revonsuo quotes Foulkes as saying “the simulation of what life is like is so nearly perfect, the real question may be, why shouldn’t we believe this is real?” (Foulkes 1985), Dennett (1991) would probably point out that (1) there need be no “simulation” of life in dreams separate from the experiencing of the dream, and (2) any brain activity contributing to the experience need not be perfect or realistic at all, as long as the processing machinery treats it as realistic. Indeed, as Revonsuo acknowledges, there are many bizarre, non-realistic features of dreams that are obvious only in retrospect.

**What makes threat simulation so special? [Revonsuo]** Revonsuo’s general hypothesis for mammals, “Dreaming rehearses species-specific survival skills,” seems much more defensible than his narrow version for humans: “dream consciousness is essentially a mechanism for simulating threat perception and rehearsing threat avoidance responses and behaviors.” (Unfortunately, the version for humans is the one that is most clearly distinguishable from similar earlier theories, such as Winson 1990 and Jouvet 1978.) Threat simulation would seem primarily useful for species which are typically prey rather than predator, and humans clearly serve in both roles. Since Revonsuo acknowledges that “not all dreams are threat simulations,” it seems arbitrary to assume that other commonly-cited dreams (such as flying) are mere side-effects.

Given that threats are not the only situations biologically important to humans, ancestral or otherwise, a much more intuitive hypothesis would be that dreams simulate biologically-significant situations in general. In humans that would presumably be anesthetized as emotionally-salient situations, in the absence of some other internal criterion for what is biologically significant. Threats would just turn out to be a particularly well-represented example of such situations, rather than the primary purpose of the system.

In making the case for threat simulation, Revonsuo dismisses most previous proposals for dream function because they do not systematically analyze dream content. Dream content analysis may be very helpful for formulating hypotheses, but by itself it cannot offer any definitive criterion for preferring one hypothesis over another because of the enormous and largely unknown biases involved in subjective dream content reports. Even during waking life, we focus disproportionately on emotionally salient events when reporting narratives, as a quick glance at the evening news or the movie listings will attest. Given the particular emotional salience of threatening events (again, witness the bizarre popularity of horror films), finding threatening events over-represented in reports does not necessarily indicate that they are over-represented in dreams, and finding them over-represented in dreams does not necessarily mean that they are specifically generated. At a minimum, to use dream content analysis one must compare dream reports with waking reports as opposed to actual waking life.

**Revonsuo** also seems to go too far in emphasizing the lack of adaptive function for threat avoidance in modern life. Although daily life for many people may be quite dull, certainly those who have served in war, who have lived in the inner city, who have played competitive sports, who have been assaulted, who have encountered a vicious dog, and so on are quite familiar with threatening situations. Despite being relatively safe, people still die every day owing to jealous lovers, natural disasters, and many other causes which have been presumably unchanged for millennia. And thus being alert and ready for quick, decisive action in threatening situations is surely not “obsolete,” even if no longer as important as it once was.

**Revonsuo’s dream model: Why not have emotion precede situation? [Revonsuo]** From data showing only a correlation between emotions in dreams and the situations in which they are experienced, Revonsuo assumes a specific direction of causality, that is that unpleasant dream situations cause the negative emotions through “threat recognition.” However, common dream features such as emotional continuity in the face of narrative discontinuity (Seligman & Yellen 1987) would suggest precisely the opposite hypothesis: the brain may somehow activate a certain emotion, which prompts recall of events historically (or perhaps genetically) associated with that emotion.

Reversing the sequence in this way can simplify a key step in Revonsuo’s neural model of dream generation. As originally formulated, his model requires some unspecified mechanism for initially selecting memories by their emotional salience. Such a mechanism is difficult to imagine because it would supposedly operate independently of the current emotional state of the brain, since limbic system areas like the amygdala are activated only later in his process. The model also requires another unspecified (and difficult to imagine) mechanism for deciding “when potentially threatening content is present in visual awareness,” since no feedback for this judgment is available in the model.

Reversing the sequence leads to a simpler and more concrete approach similar to Hobson et al.’s AIM model. This model would start with activation of an emotional state in the limbic system along with sparse random activation of the visual system. The initial activation would automatically activate (more or less at random) one or more emotionally salient episodic memories of waking experience. Such memories would presumably include specific patterns of activity in the sensory association areas and in motor cortex. In the simplest case, the process of activation could simply strengthen the already-present emotional association between the activated units through a simple connection-specific mechanism like Hebbian learning. This model would merely enhance emotionally salient memories at the expense of others which could be desired.

My model, which is slightly more extravagant than Revonsuo’s, could instead generate specific (rather than random) coarsely-determined visual input and/or specific motor cortex activations (Bednar, unpublished research proposal, June 1999). Such a system would amount to supervised training of an association between particular inputs (e.g., threatening situations, as in Revonsuo’s model), particular outputs (e.g., fighting or fleeing), and a given emotional state (e.g., fear). The inputs, outputs, and emotional state would all need to be genetically specified somehow, which is what makes this hypothesis more extravagant than the simpler one above. However, the extravagance is no greater than Revonsuo’s, and this model does not require the presentation of hypothetical scenarios on the input while hoping for the correct response from a brain that has no proposed feedback signal to guide the “threat recognition” process.
Dreams have meaning but no function
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Abstract: Solms shows the cortical basis for why dreams reflect waking concerns and goals, but with deficient volition. I argue the latter relates to Hobson et al.'s process I as well as M. A memory function for REM sleep is possible, but may be irrelevant to dream characteristics, which, contrary to Revonsuo, mirror the range of waking emotions, positive and negative.

[HOBSON ET AL.; NIELSEN; SOLMS; REVONSUO; VERTES & EASTMAN]

SOLMS shows how dreams are dependent on cortical areas concerned with appetitive interactions with the world, which accords with previous work on dreams incorporating emotionally meaningful material (Hartmann 2000b), but it is interesting that dreams, which express our goals and concerns, seem also to have attenuated volition. HOBSON ET AL. also make the point that there is lowered volitional control in dreams, while referring to there being a current debate on its extent. More detail would be welcome on SOLMS's finding that lesions of the dorsolateral prefrontal cortex, involved with volitional control and self-monitoring in waking, do not have an effect on dreaming, because of the difficulty of measuring any such changes in volition and self-reflexiveness in dreams. Although there is evidence for deficient volition in dreams (e.g. Blagrove 1996; Kahan et al. 1997), Bargh and Chartrand (1999) show that there is a general lack of volition and self-reflection in waking life, and so goal seeking may be activated without conscious volition in both states. Furthermore, for waking life, Kirsch (1998) shows that behavior often follows the automatic activation of response sets, and that volition is often an erroneous attribution after an action. I suggest that in dreams the attenuated volition and self-reflection, and lack of surprise at bizarreess, may be a result of the lack of unexpected stimuli that are contrary to expectations, because, in an extension of their use in waking experience, response expectancies (Kirsch 1985) may be used to produce the successive contents of the dream.

For dreams the attenuated volition and self-reflection may thus be a result of the lack of feedback from an independent environment (which in waking life can cause surprises!). That is HOBSON ET AL.'s process I, the sensory gating, although with the possibility, as HOBSON ET AL. state, that deficiencies in memory during dreaming are also involved. I would ask whether process M is any more than a measure of memory consolidation (their "memory/ amnesia dimension"). For example, from Reinsel et al. (1986), mean total recall count for waking daydreams under minimal stimulation was 68 words, whereas REM recall was 34 words; such differences, although significant, raise the question of whether the low REM recall is a matter of low memory consolidation, memory retrieval in dreams, although usually outside conscious control, being quite resourceful and capable of some complexity.

NIELSEN makes the claim that NREM dreams may be dependent on the next REM sleep phase, as well as on the previous one, and of interest would be whether the window might have a different duration on either side of a REM sleep phase. I am concerned that some psychological REMS/NREMS differences may appear by chance. For example, in Foulkes and Rechtschaffen (1964) the MMPI L scale correlates with REM recall but not NREM, as NIELSEN reports, yet the 21 other MMPI scales had no relationship with REM or NREM recall. NIELSEN notes that after dream length is controlled for there are REM/NREM differences in visual imagery word count, number of characters, and self-involvement, and refers to these differences as "qualitative" although these differences are really quantitative, as HOBSON ET AL. state, and this would hold whether or not such differences could be eradicated by other methods of controlling for dream length. If the view that there are two systems of dream production arises because of the two physiological stages of sleep, should we be postulating a third system because mentation with dream-like characteristics can also be found briefly in waking daydreams (Foulkes & Fleisher 1975)? Parsimony suggests one system, with dream production turned on more frequently in REMS than NREMS. VERTES & EASTMAN reason that as dream material is chaotic, and poorly remembered, then "the transfer of information in REM is not orderly," but these two processes may well be entirely independent. They argue that attention is needed for learning, but is absent in REM sleep, but even if attention is required in the first stages of learning, at input, and even that is questionable (cf. Lewicki et al. 1988), it would not be required at later stages of the storage of information, which would occur automatically and outside consciousness, as it does when one is awake. That Wilson and McNaughton (1994) found increased firing in hippocampal place cells during SWS after learning may indicate some effects of sleep on learning, as do the findings of Ambrosini et al. (1995) that SWS and REM sleep both have a memory consolidation function.

In response to their data on the reduction of REM sleep with antidepressants, it may be that if REM sleep is abolished then its functions can be fulfilled when awake; I am not clear whether the position VERTES & EASTMAN are attacking is that REM sleep has a function that cannot be fulfilled when awake, or that consolidation of memories can occur in REM sleep as well as when awake. There is also the problem of the alerting effect of REM depriva- tion (Nykanp et al. 1998) which could hide memory deficits, and in studying the effects of antidepressants, there are also problems if the baseline is the depressed state, during which there may also be memory deficits.

In their theory of REM sleep preparing the sleeping animal for waking, VERTES & EASTMAN do not account for the large amount of REM sleep in the fetus, for REM rebound, or for the possibility that REM sleep is evolutionarily earlier than SWS (Siegel 1997). The muscle atonia of REM sleep indicates against this arousal function, as would any confusion of waking up from a REM dream, and any difference in alertness between waking from REM sleep and from deep sleep may be too small to support this hypothesis. The comparison with slow recovery after anesthesia is not helpful, as there are biochemical reasons for this.

REVONSUO's theory of the function of dreaming has similarities to Hartmann's (1996a) theory of the contextualizing of emotional concerns, with the addition of psychomotor practice to Hartmann's emphasis on forming connections in memory. Both authors use the extreme example of nightmares to argue about a function for dreams. REVONSUO asserts that in dreaming we "rehearse threat perception and threat avoidance," with the possibility, when threats are absent, of dreaming of emotionally charged memories, current concerns, or other mundane sources. The article is predicated on pain and fear being adaptive, and holds that dreams depict "ancient concerns" and have as "default values" the simulation of "violent encounters with animals, strangers, and natural forces, and how to escape from such situations." Which explains why REM behavior disorder frequently involves threatening actions, but on evolutionary terms would not positive reinforcement (e.g., dreaming of green fields, flowing water, success or friends) be as important as negative warnings? REVONSUO cites Hartmann (1996a, p. 312) finding that "when a happy event, they are more likely to dream about problems associated with it than the pure happiness of the event itself," but Blagrove and Price (2000) found that happy skilled individuals tend to have happy dreams, and Kallmeyer and Chang (1998) found that particular positive (e.g. joviality, self-assurance) and negative (e.g. fear, sadness) waking emotions were associated with individuals who have positive and negative dreams, respectively.

REVONSUO claims that dream content is biased towards negative elements, yet although Strauch and Meier (1996, pp. 92–93) did find that negative emotions appear twice as often as positive ones, joy was the most common specific dream emotion (followed by anger, fear, interest, and stress), and of 500 REM dreams, as REVONSUO cites, general mood was more likely to be positive than negative. Strauch and Meier conclude that dreams are not pre-
dominantly influenced by fears, dismay or stress, but frequently display well-being and pleasant experiences (p. 94). Furthermore, Schredl and Doll (1998) found that although dreams rated independently had a preponderance of negative tone, when rated by the dreamer the ratio of positive to negative moods was balanced. REVONSUO claims that reading, writing, and arithmetic do not appear in dreams because they are cultural latecomers, but they are usually unemotional activities, and I see no reason why writers would not dream of writer’s block, or some other non-reproductive aspect of their professional life. It may thus be too narrow to claim that “the biological standard is the only standard of functionality.” Also, SOLMS has dreams incorporating emotional and motivating stimuli, as with the traumatic events described by REVONSUO, but this does not show that the incorporation is functional, it may be a by-product of a system that incorporates positive and negative emotional stimuli and motivations into daydreams. However, HOBSON ET AL. remind us that dreams are highly penetrable cognitively, so the belief that dreams are concerned with threats may itself lead to such dreams occurring.

The test of this theory of an over-representation of threat simulation in dreams would surely be to find threat themes in people who are not hunter-gatherers or traumatized, because a theory of population in dreams would surely be to find threat themes in people concerned with threats may itself lead to such dreams occurring. However, Hobson et al. remind us that dreams are highly penetrable cognitively, so the belief that dreams are concerned with threats may itself lead to such dreams occurring.

REVONSUO reports changes in sleep due to PTSD but in the Williamson et al. (1995) paper cited dream variables were not measured, and in Ross et al. (1994) PTSD participants had more REM sleep and greater REM density, but of the 11 PTSD participants just one experienced an anxiety dream. Lavie et al. (1998) found that although PTSD patients had higher awakening thresholds than controls, and more aggressive and hostile dreams, the PTSD and control groups did not differ in dream recall frequency, and Dow et al. (1996) found no differences in dream recall or report length between Vietnam veterans with PTSD and major depression, veterans with depression alone, and veterans with neither PTSD nor depression, and for all groups dream anxiety was no more than mild. Anyway, although stress can increase nightmare frequency (Chivers & Blagrove 1999) and trauma can be represented in dreams and nightmares (Barrett 1996), the correlation of nightmare content with trauma, or even change in nightmare content with recovery from trauma, does not mean that dreaming has a causal role in that recovery (Blagrove 1992a).

REVONSUO states that on average one out of two animals in children’s dreams are untamed wild animals, and “the proportion of domestic animals increases and that of wild animals decreases with age.” And yet Foulkes (1985, p. 122) found that at ages 3–5 years old, they dreamt animals that included more “undomesticated farm animals or relatively familiar and unaggressive undomesticated animals” and Foulkes does not mention that children at ages 5–7 years dream of aggressive animals. Against the claim that children are likely to have infrequent actual experiences of animals, a source of there being so many animals in children’s as opposed to adults’ dreams may be present-day fairy tales and cartoons, rather than ancestral fears; why children are so interested in animals is then another matter: even if that interest has evolutionary origins dreaming about animals may not do so. Furthermore, Foulkes (1985) gives evidence to interpret strangers in children’s dreams as a failed attempt to represent someone who is known, rather than an actual stranger, which is problematic for REVONSUO’s claim that strangers in dreams may result from ancestral conditions in which encounters with strangers were potentially life-threatening. REVONSUO asks why are male strangers our enemies in dreams, given that “present-day encounters with unfamiliar males in the waking life are not predominantly aggressive,” yet surely such a view of male strangers is common in TV and newspapers, and hence is salient to us, even if exaggerated and unrepresentative of reality.

It is unclear why a dreamt simulation should help in the “perceiving and recognizing” of threatening situations. This surely requires real stimulation, and the analogy with flight simulators (n. 17) does not hold, because in using them the operator is highly conscious and attentive. REVONSUO argues that lack of consciousness is no problem to the function of dreams in the model, and if dreams have the role of providing practice for actions then this is true, but what of learning flexibility in actions? Furthermore, the complex movements found to occur in cats during REM sleep without atonia have also been found to occur during wakefulness (Morrison & Bowker 1975), so Jouvet’s widely cited result from sleeping casts without atonia may not be evidence for dreaming as motor practice.

REVONSUO is rightly not convinced by theories of “the psychologically adaptive function of dreaming,” but dreams could be psychologically expressive of positive and negative emotions, as in work on the measurement of insight due to dream interpretation (e.g. Hill et al. 1993), and on the incorporation by divorcees of their former spouses (Cartwright 1991). It may be that day dreaming and imagery were selected for in evolution, with dreaming being an epiphenomenon. REVONSUO’s argument against dreaming having resulted from the evolutionary selection of day dreaming is that dreaming has different features, such as in level of volition and type of moods, but these differences do not show that dreaming is not dependent, psychologically and evolutionarily, on day dreaming and on the ability to imagine and have imagery.

Sleep, not REM sleep, is the royal road to dreams
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Abstract: The advent of functional imaging has reinforced the attempts to define dreaming as a sleep state-dependent phenomenon. PET scans revealed major differences between nonREM sleep and REM sleep. However, because dreaming occurs throughout sleep, the common features of the two sleep states, rather than the differences, could help define the prerequisite for the occurrence of dreams.

[HOBSON ET AL.; NIELSEN; SOLMS; REVONSUO; VERTES & EASTMAN]

SOLMS provides an excellent summary of evidence that the REM sleep and dreaming are dissociable states. Although all authors in the present issue seem to agree that dreams occur throughout sleep, the temptation to associate them with REM sleep lingers on. Thus Hobson et al. attempt to account for dreaming in nonREM sleep by invoking an “admixture of REM-like phenomena within stage 2.” Nielsen proposes the existence of “covert REM sleep processes” during nonREM sleep and sleep onset, and Vertes & Eastman state that “the mental/cognitive content of REM sleep and sleep is dreams.” The conceptual dissociation of REM sleep and dreaming is still incomplete.

Dreaming occurs throughout sleep: it may be useful to focus on features that are common to both sleep states and different from waking. In PET scans they consist in the deactivation of hortomodal association areas in frontal and parietal cortex (Andersson et al. 1998; Braun et al. 1997). REVONSUO refers to SOLMS’s view that dreams are “bizarre hallucinations that weakened frontal reflective systems mistake for real perception.” Our recent study confirmed the deactivation of frontal areas in stage 2 and stage 4.
of nonREM sleep as well as in REM sleep (Finelli et al. 2000). Another common feature appears to be the relative activation of unimodal cortical areas. In our study, parts of the occipital neocortex were more activated in stage 4 than in stage 2, and unimodal areas in the visual and parietal cortex were activated in REM sleep relative to waking. Holle et al. (1997) showed for some of these areas a positive covariation with delta activity, an index of REM sleep intensity, and Braunn et al. (1997) reported an activation of unimodal visual cortex in REM sleep.

The selective “deactivation” of frontal cortex described in PET studies seems to have an electrophysiological correlate. Thus in the initial nonREM sleep episodes, EEG slow wave activity shows predominance in the fronto-central derivation relative to caudal derivations (Werth et al. 1996; 1997). Moreover, brain mapping during and after prolonged waking revealed that frontal areas exhibit the largest increase of slow-wave activity in nonREM sleep and of theta activity in the waking EEG (Finelli et al., unpublished results; see also Cajochen et al. 1999a; 1999b).

Deactivation of heteromodal association areas, a feature common to nonREM sleep and REM sleep, could be a prerequisite for dreaming. However, its direct association with dream experience would have to be documented by comparing PET scans obtained for sleep periods with and without dreaming. If similar differences would emerge in nonREM sleep and REM sleep, then the pattern would deserve serious consideration as a physiological correlate of the dreaming process. Early studies have attempted to specify dream-related patterns of cerebral glucose metabolism (Gottschalk et al. 1991a; Heiss et al. 1985). However, the poor temporal resolution renders interpretation difficult. PET studies of regional cerebral blood flow using labeled water appear to be more propitious. The comparison of sleep periods with and without dreams would also be a useful approach in quantitative EEG analysis. Such a study would also be useful for testing the activation hypothesis of SOLMS.

A final comment pertains to SOLMS’s interesting proposition that the mesocortical-nucleosomal dopamine system plays a causal role in the generation of dreams. Neuroleptics such as haloperidol are powerful blockers of dopamine-D2 receptors and would be expected to eliminate dreaming. Awakenings from sleep on nights with and without neuroleptics would be a direct way to test the dopamine-dream hypothesis.

---

**REM sleep deprivation: The wrong paradigm leading to wrong conclusions**

Jan Born and Steffen Gais

Clinical Neuroendocrinology, Medical University of Lübeck, 23538 Lübeck, Germany; born@kfg.mu.luebeck.de

**Abstract:** There are obvious flaws in REM sleep suppression paradigms that do not allow any conclusion to be drawn either pro or contra the REM sleep-memory hypothesis. However, less intrusive investigations of REM sleep suggest that this sleep stage or its adjunct neuroendocrine characteristics exert a facilitating influence on certain aspects of ongoing memory formation during sleep. [Nielsen; Vertes & Eastman]

REM sleep facilitates memory formation. Currently this is more a belief than a concept with convincing scientific support. Hence, Vertes & Eastman’s case against memory consolidation in REM sleep is a very timely contribution reflecting the true and persisting darkness in this area of sleep research. Unfortunately, Vertes & Eastman appear to be caught in similar misconceptions to those of researchers supporting a close link between REM sleep and memory consolidation. A great part of Vertes & Eastman’s review is devoted to studies evaluating recall of memories after a period of REM sleep suppression as compared to control situations, such as arousal from NonREM (NREM) sleep. Such studies did not provide evidence that REM sleep deprivation impairs recall of previously learned materials, under all circumstances, although changes, if they occurred after REM sleep deprivation, were always towards impairment rather than improvement of memory. It is very likely, however, that a stress response induced by REM sleep suppression is the principal factor responsible for recall deficits.

Recently, DeQuervain et al. (1998) demonstrated in rats that glucocorticoids, the release of which is a central marker of the stress response, have a distinctly impairing effect on the retrieval of long-term spatial memories. Hence the REM sleep suppression paradigm is not conclusively about what happens during REM sleep with ongoing consolidation. Moreover, a propensity for REM sleep must be assumed to persist during deprivation conditions, thereby contaminating the outcome of memory retrieval in an unpredictable manner. That is, by inducing nonspecific alterations of cognitive and emotional functions it may disturb or improve recall performance. Even more important, suppression of phenotypic REM sleep may miss those electrophysiological and neurochemical processes mediating memory consolidation.

Consonant with this view, Nielsen in his target article on mention in REM and NREM sleep proposes the concept of “covert REM sleep” as a kind of sleep that lacks some of the obvious signs of REM sleep, but shares underlying related processes. Traditional sleep scoring certainly does not focus on the phenomena determining memory during REM sleep which may persist (as reflections of propensity) even in the absence of the phenotypic signs of this sleep stage. This reasoning can be extended to all kinds of REM sleep suppression regardless of whether induced by behavioral techniques such as the pedestal method or by psychopharmacological intervention with antidepressant drugs. In addition, most of the latter work with antidepressant drugs, by focusing on changes during extended periods of treatment, is unable to distinguish drug effects on acquisition, consolidation, and retrieval. Also, the academic achievement of patients who have recovered from bilateral pontine lesions and do not reveal any common signs of REM sleep is clearly impressive. These data show that phenotypic REM sleep is not a prerequisite for memory consolidation, just as the occurrence of EEG desynchronization and theta activity is not restricted to REM sleep. Nevertheless, it cannot be concluded from these patients’ performance whether processes are initiated during normal REM sleep, which facilitate certain aspects of a consolidation process.

In light of the apparent shortcomings of experimental procedures relying on suppressed REM sleeps it is amazing how little effort Vertes & Eastman devote to reviewing experiments that rely on less intrusive manipulations and, indeed, point to a supportive function of REM sleep on memory. Vertes & Eastman briefly mention the intriguing work of Stickgold et al. (2000b). The task used there (requiring a preattentive discrimination of visual textures) is remarkable as subjects, performance did not improve unless they obtained some hours of sleep after initial training. This suggests the presence of a slow continuous process of memory formation particularly sensitive to the influence of sleep (Karni et al. 1994; Karni & Sagi 1993). Stickgold and coworkers found that the increment in texture discrimination was strongly correlated with the amount of slow wave sleep (SWS) in the first quarter of sleep time, and with the amount of REM sleep in the last quarter of sleep time. This pattern is of interest, because it rules out a one-to-one link between REM sleep and memory. Accordingly, Stickgold and coworkers proposed a two-step process of memory formation during sleep, with REM sleep becoming effective in a second step, strengthening associative connections at the neocortical level. However, correlations between the amount of REM sleep and recall performance do not necessarily reflect a relation between cause and effect, which limits respective conclusions.

Another interesting approach was developed by Ekstrand group in the 1970s (Barret & Ekstrand 1972; Ekstrand et al. 1977; Fowler et al. 1975; Yaroush et al. 1971), who compared retention rates across sleep periods of equal length but with different pro-

---
portions of sleep stages. Ekstrand's group found greater improvement in recall of declarative memories after sleep during the SWS-rich early half of the night than after REM sleep-rich sleep during the late half of the night.

Recent studies in our laboratory have confirmed this (Plihal & Born 1997; 1999a). However, in extending the work of Ekstrand's group to several tasks of procedural memory (mirror tracing, word stem priming), we found greater improvement across late as compared to early sleep. This led us to suggest that some kinds of non-declarative memory not relying on the integrity of the hippocampus and adjacent temporo-parietal lobe structures particularly benefit from late sleep with predominant REM sleep.

In another study (Gais et al. 2000), we examined performance on the visual texture discrimination task mentioned above (Stickgold et al. 2000b; Karni & Sagi 1993). The comparison of retention intervals containing either a 3-hour period of early sleep or a 3-hour period of late sleep indicated early but not late sleep to be primarily necessary for the improvement in texture discrimination skills. It is interesting to note the improvement in task performance after an entire period of undisturbed nocturnal sleep containing early SWS as well as late REM sleep was on average more than 3-fold higher than after a period of early SWS-rich sleep alone. This outcome fits nicely with the two-step model of memory facilitation during sleep proposed by Stickgold et al. (2000b) and others (Giuditta et al. 1995) suggesting that REM sleep plays a role at a later stage of memory processing during sleep.

These experiments together provide evidence that REM sleep and associated processes can enhance memory formation. However, their role probably depends on the type of memory system and prior processing of the materials within this system. There are numerous processes (hormonal concentrations, temperature, etc.) changing in parallel with REM sleep that are candidates for explaining a sleep related memory enhancement as well as REM sleep per se. These processes may interact with cognitive functions in any sleep stage. However, they are neglected in VERTES & EASTMAN's discussion of sleep associated memory formation and, notably, also in NIELSEN's more general discussion of mentation during sleep.

Of utmost importance in this context is the release of corticosteroids from the pituitary-adrenal system, which in humans is at a minimum during early nocturnal sleep and reaches a maximum during late sleep. Glucocorticoids, that is, corticosterone in rodents and cortisol in humans, are potent modulators of ongoing EEG activity and memory function (e.g., DeKloet et al. 1999; Friess et al. 1994; Gronfier et al. 1997; Kirschbaum et al. 1996). In humans, infusion of cortisol during a period of early sleep completely blocked the improvement in declarative memory typically observed over this period (Plihal et al. 1999; Plihal & Born 1999b). Note that in the latter study the blocking effect of cortisol infusion on declarative memory consolidation during early sleep occurred without any concurrent reduction in signs of SWS. Thus, rather than the phenotype of SWS activity, the concurrent suppression of cortisol release turned out to be a crucial prerequisite facilitating declarative memory function during this period of sleep.

Comparable conditions may determine the putative memory process during late sleep when REM sleep prevails and gluco- corticoid concentration is elevated. Studies in rodents indicated that memory of events that are emotionally highly arousing and aversive can be enhanced by glucocorticoid administration (Cahill & McGaugh 1996; DeKloet et al. 1999). Experimental improvement of memory ascribed to REM sleep might accordingly turn out to be a result of an accompanying elevation in glucocorticoid levels.

Another well-known example of neurohormonal processes modulating memory is sympathetic activity and the release of catecholamines. Through the activation of central-nervous adrenergic receptors, epinephrine can enhance storage of emotionally arousing events in humans (Cahill et al. 1994; van Stegeren et al. 1998). In humans, concentrations of epinephrine and norepinephrine in the blood are reduced during REM sleep as compared to SWS and wakefulness (Dodd et al. 1997). This could selectively disfacilitate formation of emotional memory. Thus, neurohormonal processes only loosely linked to specific sleep stages may be more relevant for memory consolidation than a specific sleep stage. As an alternative view VERTES & EASTMAN propose that REM sleep serves to prime the brain for a return to consciousness as waking approaches. It is noteworthy that exactly the same function has been claimed for the release of pituitary-adrenal stress hormones increasing towards the end of sleep (Born et al. 1999).

**Abstract:** Nielsens model presents a new isomorphic brain-mind viewpoint, according to which the sole dream generator is found in a REM-on (explicit or covert REM) mechanism. Such a model cannot explain the dreamlike activity during SWS (slow wave sleep), SO (sleep onset) and in the last period of sleep. Moreover the hypothesis contrasts with Solms's data, which show that dreaming is present also in case of destruction of the REM generator.

**M. Bosinelli and P.C. Cicogna**

Department of Psychology, University of Bologna, Bologna, Italy.

cicogna@psibo.unibo.it

In the fifties and sixties, a target article like the one by NIELSEN would not have been imaginable. The identification of REM sleep with dreaming had all the characteristics of an unshakable dogma. Today, NIELSEN documents the existence of rich production of NREM mental experiences; this has led to a divergence in researchers' theoretical views. On the one hand there are the supporters of a one-generator model, in which the REM and NREM dream production would be relatively autonomous from its physiological basis as related to sleep stage. On the other hand, there are the supporters of a two-generator model, according to which REM sleep would be responsible for an oneric cognitive activity qualitatively different from the one generated by NREM sleep, regardless of stage.

NIELSEN attempts to reconcile the two models, assuming the existence of covert REM sleep processes in NREM sleep responsible for the concomitant NREM mentation. This approach brings him back to the identification of dreaming and REM sleep, not dissimilar to the positions of Hobson and his group (1998b), in which an isomorphism between physiological background (REM or covert REM) and dream mentation is assumed. In this sense NIELSEN's hypothesis does not seem to be a reconciliation between the two models, but a unique REM-one model of oneric generation, either in its explicit or covert form. From a theoretical point of view, a unitary explanation is more parsimonious and therefore preferable to the two-generator model. However, NIELSEN's arguments show some weak points that call for further investigation.

REM-sleep related processes would be responsible for NREM mentation, even though activated “in a piecemeal fashion and against an atypical neurophysiological background.” (NIELSEN target article). Characteristic of this activation would be that it takes place near to the REM phase (10–15 min before or after), even though this is weakly supported by physiological data, making it very difficult to explain data on SWS mentation, as NIELSEN himself admits. SWS dream reports were collected in our lab (Cicogna et al. 1992; Occhionero et al. 1998) in cycle I, 40 min after SO (hence distant from a possible covert REM in SO and distant from REM I), as well as in cycle II 40 min after REM (unpublished data), yielding recall over 60% and differences in comparison with REM dreams with regard to length only. The same holds for spontaneous morning awakenings during NREM (about 70%) which are rich in oneric activity and not near to any REM
Moreover, if we were to accept Nielsen's view, in sleep periods far from REM (when one could not impute covert REM activity) no mental activity would be present: which looks like a very hasty assertion. Only in deep coma, without any cortical activity, is there total absence of thought.

Another datum difficult to explain is onieic activity in SO, which not only is very bright, but has high recall similar to REM. It seems difficult to maintain that this is covert REM, since physiological factors (transient EMG suppression, REMs, muscle twitches) that could provide evidence of a similarity to REM are almost non-existent in SO-St2, the moment of SO in which experimental awakenings usually take place. Without any further data on the presence of REM-on physiological factors in SO-St2, it is difficult to interpret the onieic richness of SO according to the model.

As to Nielsen's very broad review of the literature, two remarks: (1) The scheme indicated in Figure 1 (Nielsen) is not completely convincing with regard to the “apex-dream” typology that should be the most typical expression of a dream-like mental activity (REM-like) and it in fact refers to rare situations or even to situations that violate the dream's hallucinatory quality (for example lucid dreams); (2) In our opinion the qualitative differences between REM and NREM mentation are overemphasized in the cases in which controls equating report length showed slight residual differences, to the point of making the authors infer that they were epiphenomena owing to quantitative aspects, explicable in terms of mnemonic spreading activation (Antrobus 1983; Cicogna et al. 1987; 1998; Foulkes & Schmidt 1983). These authors do not deny the influence of an underlying physiological background that may be responsible for the modulation of memory activity (for example EEG differences, differences in sensory thresholds), however they deny that this could be directly involved in the dream production and in the cognitive work typology.

There is also a general problem in research on sleep and dreaming, which is that of handling NREM sleep as a unitary and psychologically similar homogeneous entity, without considering the differences between stages, which are quite remarkable. In terms of radical isomorphism, one can think of as many dreaming generators as sleep stages. The limit of Nielsen's model can be found in this “isomorphic” brain-mind view, in which the only onieic generator is found in a REM-on mechanism (but it is unclear why). Among other things, this position contrasts with Solms's evidence (see target article) that dreaming continues in case of destruction of the REM generator and is absent in cases of forebrain lesions.

In our view as cognitive psychologists, there are higher cognitive processes which, after having been initiated by REM or NREM sub cortical activation mechanisms, follow information processing rules that have no precise correspondence to neurophysiological areas or mechanisms. Even though one may want to find a correlation between cognitive and neuropsychological processes at all costs, the evidence adduced by Nielsen himself as well as by Solms (1997a) shows that the association areas involved in the information processing are equally activated in REM and SWS, whereas the differences in the cerebral blood flow are found precisely in limbic and hippocampal areas affecting memory systems and emotions. The levels of physiologic activation do certainly modulate cognitive processes in terms of “amount of work,” but they do not modify their operational modality.

Commentary/Special issue: Sleep and dreams

How and why the brain makes dreams: A report card on current research on dreaming

Rosalind Cartwright
Department of Psychology, Sleep Disorder Service and Research Center, Rush-Presbyterian St. Luke's Medical Center, Chicago IL 60612.
rcartwr1@rush.edu

Abstract: The target articles in this volume address the three major questions about dreaming that have been most responsible for the delay in progress in this field over the past 25 years. These are: (1) Where in the brain is dreaming produced, given that dream reports can be elicited from sleep stages other than REM? (2) Do dream plots have any intrinsic meaning? (3) Does dreaming serve some specialized function? The answers offered here when added together support a new model of dreaming that is testable, and should revitalize this area of study.

Introduction. The reader of these five BBS articles might come away with the impression that they have just witnessed another set of blind men describing an elephant. Although each does bring a different perspective to the problems associated with the phenomenon of dreaming, collectively, they make significant progress in clearing their way for further work. The first three papers (Hobson et al., Nielsen, and Solms) focus on activity within the sleeping brain to tackle the question of dream construction: How does the brain make dream experience happen? The last two papers (Revonsuo, Vertes & Eastman) address the function question: Why do we do it? They both look into interactions between waking and REM sleep – one challenges the proposal that this sleep stage has any specific role in memory storage and the other champions a different function, that dreams make a contribution to our waking survival from threats.

The articles differ not only in where they look but how. The first two by Hobson et al. and by Solms stay within the sleeping brain, tracing those pathways which are active and which blocked, in order to explain the variations in the cognition reported from sleep. Hobson et al. focuses on the REM sleep system and its activation starting in the pons, Solms on the dream system he locates in a dopaminergic system within the forebrain. Nielsen turns the problem the other way around, using the presence of a dream-like report, to predict the presence of REM sleep if only as fragments which previously have escaped traditional scoring. Vertes & Eastman look at REM sleep as both the independent and dependent variable in turn as they examine the evidence supporting one of its proposed functions: that REM sleep is involved in the storage of newly learned information. Is REM sleep enhanced by intensive pre-sleep learning and is performance post-sleep reduced following REM sleep deprivation? They find their data unconvincing. Revonsuo broadens the time frame for exploring a different function of dreaming by hypothesizing that the high proportion of negative affect characteristic of dream reports suggests these were developed from earliest times when waking life was more acutely dangerous. Perhaps they represent a genetically transmitted legacy of survival protocols retained and rehearsed during sleep for use in waking. This is the only paper in this collection that suggests some meaning for dream content.

Background. Following the discovery in the early 1950s of REM sleep, a flood of published reports confirmed that this stage of sleep was strongly associated with the presence of an ongoing dream. Using the reliable external indicators of REM sleep, awakenings were done to capture samples of the immediately preceding mentation. This allowed dreams to be studied systematically as never before possible. Thus the normative characteristics of REM-related dreams, their changes with age, and the effects on them of various manipulations and conditions were mapped out by the mid 1970s. Then came the drought when progress slowed to a trickle.

On reflection, three factors seem to be responsible for this turn of events. The first was the need to modify the initial brain/
behavior models to accommodate the finding that some of the awakenings made from NREM sleep stages also had dream-like characteristics. Before new schemes could be constructed to accommodate these data, the Activation-Synthesis hypothesis of dream construction was published. This effectively dismissed the importance of the dream as an object of study by accounting for its construction as a degraded effort by the sleepy cortex to interpret what were essentially random stimuli initiated from the pons. The third damper on the enthusiasm for the hunt to locate and explain dreaming came from the failure of REM deprivation studies to demonstrate any consistent effect of its loss on waking behavior.

Once dreaming lost its anchor to the REM state, and the questions of its meaning and function went unanswered, it is no wonder most serious investigators turned away. Now the problems raised by these challenges are addressed with new data and more elegant models, which are outlined in these five BBS target articles.

1. The dream construction problem. It was the reports of dream experience outside of REM sleep, especially those collected from awakenings made shortly after sleep onset, before the criteria for the presence of REM sleep are met, that shook the assumption that REM sleep physiology was necessary for the production of dreams. If dreams can occur in descending Stage 1 when no rapid eye movements are visible, in Stage 2 following periods when REM sleep has been selectively suppressed, and if subjects can identify when they are experiencing dream imagery throughout all sleep stages by use of a signal and do so with more accuracy than experimenters were able to by using the REM markers (Brown & Cartwright 1978), then the activated brain state of REM may represent the best, but not the only, set of conditions under which dreams occupy awareness. The papers by Hobson et al., Nielsen, and Solms share the view that the relation of the sleeping mind to brain is more complicated than was originally described. No longer can we state with conviction: Every 24 hours we regularly cycle through three distinctively organized states of being: waking, NREM, and REM, each with its own physiological and psychological characteristics. Now we have to qualify this as more or less. Clearly there are differences in how firmly these states are separated from one another both within and between individuals. This permeability of the gates between states helps account for many anomalies in the sleep of some psychiatric and sleep disorder patients and the reports they give of their sleeping mental life.

All three of the papers that address dream production agree on three of the building blocks: (1) There must be a raised threshold for external sensory input. (2) This blockage from the periphery must occur in the presence of an activated brain which stimulates internal sources of stored sensory images, and (3) this source is biased toward the expression of basic motivational drives and negative affect. The three target article authors also call on the evidence from recent brain imaging studies showing the localized activity during REM sleep to differ from the activity level in those areas during NREM and in waking. The evidence of activation in the forebrain of the limbic and paralimbic system including the amygdala and hypothalamus supports that dream construction is emotion-driven. Hobson et al. have worked out the conditions under which REM sleep is turned on starting in the pons. Solms has traced the dopaminergic mesencephalic tract and demonstrated the necessity of this being intact to sustain the experience of dreaming. Nielsen offered one way to link the two, the pontine activation of REM sleep and that of the emotional-motivational dreaming system in the forebrain, with his concept of “covert REM” for dreams being experienced during periods of NREM sleep.

2. The dream meaning problem. The Hobson et al. article is a heroic review of where we are in understanding dreams and how we got here. Having initially denied that these have intrinsic meaning these authors now propose a revision of the activation-synthesis model to account for cognition under many conditions. This new model leaves room for the study of the dream as more than an unplanned epiphenomenon of the “unthinking pons.” Solms suggests that dreams may be experienced independently of REM sleep altogether as when the brain is activated by a seizure. After reviewing the difficulties in studying dreaming in the laboratory setting, Hobson et al. build the case for home studies using the Nightcap system. This is a simplified two variable recording device based on the combination of rapid eye movements or no eye movements, in the presence of head movements or no head movements, without the EEG to distinguish sleep from wake and without the EMG of the submental muscle to distinguish quiet wakefulness from REM sleep. Thus, it would be difficult to test Nielsen’s concept of “covert REM” to account for NREM dreaming using this equipment. It would be daunting to distinguish sleep onset dreams in Stage 1 with REM intrusions from Stage 1 dreams with wake intrusions when there are eye movements present in the absence of head movement. Testing predictions based on the AIM model and Nielsen’s proposal will need further development of sensitive equipment to use in the home if experimenter and laboratory effects are to be avoided.

Solms’s work gives more specificity to the areas of the brain and the connections responsible for the various aspects of the dream and the circuitry necessary to this activity. This suggests the possibility of developing a map of the circuits involved in contributing the various elements required to build a dream, perhaps equivalent to the five outlined to account for waking cognition by Mesulam (1998). This conversion of efforts to understand emotion-driven thought in waking and in sleep is to be applauded, and hopefully rapidly replicated. The next step would be to extend this brain mapping effort to the study of the sleep/wake transition phenomena such as the highly emotional states that are observed during night terrors and episodes of sleep walking with violence.

These disorders highlight the difficulty posed by our reliance on the subject’s report of the prior sleep mentation; these episodes are followed by nearly complete amnesia. Typically these subjects are unable to give an account of the perceptions responsible for their heightened drive-related emotional behavior. We need both a breakthrough in technology of more objective probes to illuminate what is happening centrally as well as more sensitive inquiry of the observers and patients to describe this experience. This will help to develop the maps of the brain areas that are functioning and not functioning during such episodes of dissociation.

For example, in two of three sleepwalking murder cases (Broughton et al. 1994; and Cartwright 2000) neither attacker recognized their victim. The face recognition pathway was not functioning while other visual pathways were operating that guided the perpetrators’ spatial orientation. One man drove 15 kilometers to his mother-in-law’s house, the other walked outside and assembled tools to begin work to repair a pool motor filter. Complex motor behaviors were intact. Neither responded to their victims’ screams as did others who were more distant. Both were agitated for a period following the attack; the first to pain inflicted in the struggle for the knife, the other to the cold water in the pool as he held his wife’s head under water. Both had the genetic and personal history of a propensity to arouse abruptly from the delta sleep in the first cycle and fall into a confused state that short of REM. They had clearly had a NREM to REM transition problem. When challenged during this state, both behaved as if under threat by initiating a fatal attack. Could this be explained as covert REM triggering a basic survival program? More likely it is the stress response of the neuroendocrine system that needs investigation.

Nielsen’s position that there are conditions under which the tight coupling of REM and dreaming is subject to dissociation is confirmed by the NREM dream reports of light sleepers who are in high arousals throughout all sleep and in others when there is a low threshold for arousal following sleep deprivation, and/or during acute stress. Both sleepwalking violence episodes reported above occurred followed periods of extended sleep loss and stress. Dissociation is also seen in REM sleep without atonia of those demonstrating the REM behavior disorder. This also represents a
mixed state when the gates controlling movement during REM are lowered. It is interesting to note that this sleep disorder is sometimes the first symptom of a movement disorder, Parkinson’s disease, in which dopamine production is low.

3. The problem of REM function. Vertes & Eastman deliver a devastating blow to the proposal that one of the functions of REM sleep may be to aid in the transfer of new learning from short term to long term storage. Certainly the evidence supporting this has been meager, and hard to replicate. Because the case is much stronger for an emotional-motivational function for REM/dreams, this is the next place to look.

This point is made when the REM suppression studies of the depressed are examined for their effect on mood rather than on memory consolidation. In the Vogel study (Vogel et al. 1975) REM suppression was carried out not by medication but by voice or hand awakenings at the first signs of REM sleep for six nights, followed by a night of uninterrupted sleep each seventh night for three or more weeks. On re-examination of the sleep in those who responded positively to this manipulation with a remission of depression, Vogel reported that it was not the REM deprivation that was responsible for the difference. The improvement in mood and increased drive behaviors was only seen in those who showed evidence of a build up of “REM pressure” on the intermittent nights without deprivation. Was this due to the appearance of covert REM? Vogel defines “REM pressure” as an increase in REM time and number of REM attempts that occur after the deprivation condition was lifted. This study suggests that depression, a state of low drive behaviors and mood, can be improved if there is rebound following a limitation of REM sleep. The fact that withdrawal from REM suppressing anti-depressants after long-term use can be followed by nightmares suggests an intensified rebound of REM/dreams, a heightening of experienced effect.

If waking mood and drive behaviors improve following the release from a period of REM deprivation, this suggests that there may also be a functional change in the nature of the dreams as well. Those who are severely depressed have little recall following REM awakenings or, at best, dreams with neutral affect. Cartwright et al. (1996b) reported a distinctive dream affect pattern within a night in those depressed volunteers who will later remit without treatment. Waking subjects to collect these dreams creates a night of reduced REM time and so constitutes a minor degree of deprivation. Remission could be successfully predicted when negative affect dreams dominated the first half of the night and more positive dreams were proportionally higher in the second half. This within-night dream affect pattern is also associated with an overnight improvement in depressed mood in normal subjects (Cartwright et al. 1996a).

Revonsuo’s hypothesis that dreams involve rehearsal of flight and flight behaviors needed for survival from real life dangers reminds us that these are the behaviors that become dissociated from REM sleep in the sleep walking with violence cases and those with REM behavior disorder. Both these exhibit heightened aggression, the acting out of primitive drives including fighting, fleeing, and even inappropriate sexual behavior. These are expressed overtly in some adult sleep walkers in confusional states following REM from the first cycle of NREM sleep before the muscle atonia of REM can confine this behavior to the safe expression of dreaming. In the RBD the aggressive behaviors occur when the loss of muscle atonia during REM allows these behaviors to be acted out in response to dreams they recall as having threatening content or which require their aggressive action. This argues that threat-avoidance programs of dreaming, if useful, may become malfunctioning in several ways: either too active or not active enough. In the depressed, this stress response may be attenuated until restimulated by some perturbing treatment. This new conception of dreaming calls for testing the relation of the survival dream scenarios and their adaptive function to the degree and length of prior waking stress and their effectiveness in terms of waking affect and coping behavior.

Conclusion. This group of papers set up a framework for research to fill out the picture of the mind asleep and its relation to pre-sleep and post-sleep waking behavior. After a long delay, we are moving toward a twenty-four hour picture of the brain/behavior relations as they vary around the clock, both in the normal mind and in the various disorders of the mind.

REM sleep = dreaming:
The never-ending story

Corrado Cavallero
Dipartimento di Psicologia, Università degli studi di Trieste, 34134 Trieste, Italy: cavaller@univ.trieste.it

Abstract: It has been widely demonstrated that dreaming occurs throughout human sleep. However, we once again are facing new variants of the equation “REM sleep = Dreaming.” Nielsen proposes a model that assumes covert REM processes in NREM sleep. I argue against this possibility, because dream research has shown that REM sleep is not a necessary condition for dreaming to occur.

[Nielsen]

Dream researchers face a paradoxical situation: Although a fairly large amount of evidence supports the idea that dreaming occurs during the whole night, irrespective of sleep stages, mental activity in nonrapid eye movement (NREM) sleep is still considered a second rate product in comparison with REM dreaming. And indeed, among scientists and the general public the old-fashioned – and wrong – equation “Dreaming = REM dreaming” is still widely accepted. (Cavallero et al. 1992, p. 562)

This was the start of the 1992 paper comparing REM and SWS (stage 3 and 4) reports and dream memory sources that I had thought might be substantial beyond the REM/NREM dichotomy. But I was wrong. Eight years later, notwithstanding new evidence strengthening the idea that equating REM sleep with dreaming is no longer viable, we are once again facing variants of the old REM = dream isomorphism.

Yet it has been amply demonstrated that dreaming occurs not only in REM but also during ordinary NREM sleep (including delta sleep) during sleep onset, and even during relaxed wakefulness (Foulkes 1985). It has also been shown (Anrobus 1983) that when length of dream report is partialled out, there are few if any qualitative differences between dreams collected in REM and NREM states. Moreover, a number of studies (Cavallero et al. 1990; 1992; Foulkes & Schmidt 1983) have found that when length of dream report is controlled, apparent qualitative differences between REM and NREM reports tend to disappear, suggesting that the same dream production mechanisms are involved across states. When time of night effect is controlled, narrative length is not proportional to time spent in REM prior to awakening; instead, prior sleep duration is a much more potent determinant of narrative length than time in REM (Rosenlicht et al. 1994). A number of studies on the mnemonic sources of dream content suggest that stage differences in dream recall appear more closely related to the level of mnemonic activation and to access to memory traces than to any special dream production mechanism unique to one stage of sleep (Cavallaro 1985; Cavallero et al. 1990; Cipoll 1988; Cicogna et al. 1986: 1991).

In general, these results suggest that the same cognitive systems produce mental activity irrespective of EEG sleep stage, as Foulkes proposed in 1985. Moreover, by comparing memory traces from daytime dreaming and sleep onset dreaming, Cicogna et al. (1986) found a similarity suggesting that “cognitive processes involved in the creation of original narrative sequences may be similar in sleep and waking.” Further evidence comes from human neuropsychology, which has established that dreaming is coextensive with competence in mental imaging, a relatively late cognitive acquisition (Kerr 1985); and sleep-laboratory studies of children’s dreaming, which indicate that dreaming is absent until ages 3 to 5, and does not assume the form of adult dreaming until ages 7 or 8 (Foulkes 1993c).
Given the above mentioned evidence, one might expect scientists will come to reject the idea, as appealing as it may be, that REM sleep is the brain correlate of the dream. On the contrary, we see a continuous quest for explanations of dreaming in physical events occurring just in REM sleep or just in REM sleep and its immediate temporal surroundings. Nielsen's new model of covert REM processes in NREM sleep is a good example of these kinds of enterprise. He admits that NREM dreams exist and need to be taken into serious consideration (a good step forward in comparison with old-fashioned theorists who simply dismissed dreaming outside REM sleep as a kind of artifact). But then, instead of trying to develop a model that can account for dreaming as unitary phenomenon in terms of cognitive processes involved in its production, he goes back to the old idea that "real dreams" can be found only in REM sleep and hence one must find hidden REM features in NREM sleep to justify the existence of NREM dreaming. The idea in itself may be fascinating but it is the attempt to reduce dreaming to mechanisms found only in (or around) one state that is doomed to failure because, as I hope the evidence I have reported demonstrates, dreams can occur throughout human sleep and are not confined to a temporal window corresponding to REM sleep and its immediate surroundings. I must confess that I am rather skeptical about the possibility of discovering some covert REM processing underlying SWS dreaming.

Mental states during dreaming and daydreaming: Some methodological loopholes
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Abstract: Relatively poor memory for dreams is important evidence for Hobson et al.'s model of conscious states. We describe the time-gap experience as evidence that everyday memory for waking states may not be as good as they assume. As well as being surprisingly sparse, everyday memories may themselves be systematically distorted in the same manner that Revonsuo attributes uniquely to dreams.

Hobson et al.; Revonsuo

HOBSON ET AL. and REVONSO use the difficulty people have remembering their dreams as key evidence in their model of conscious states. We would like to question their assumption that recall of mentation in waking states is so superior to that experienced during sleep. A critical difference in recall between waking and sleeping states may be the existence of an external narrative to which memories for internal events can be tied. Most recall of waking experiences is referenced by external events. When a subject performs any laboratory task, successful performance is predicated on the subject accepting and using the external temporal structure of the experiment. Recall of items which are internally generated, or of items presented from other learning episodes is regarded as an error (e.g., Roediger & McDermott 1995). If it is accepted that the perception of time during sleep is itself substantially distorted (Stickgold et al. 1997a) then this too may present a rather poor cue for recall. The very predictability of experiences in everyday life may provide both an illusion of memory for mundane events, and a structure with which to enhance memory for exceptions (cf. Reiser et al. 1985).

One of the most dramatic examples of memory failure for routine events is the time-gap experience (Chapman et al. 1999b; Reed 1972). The commonest example of a time-gap experience is when a driver suddenly realises that he or she has no recall of some considerable part of the journey that is currently underway. The time-gap experience itself is characterised by a surprising failure to recall mentation. The very essence of the experience is this surprisingness. As Reed (1972) observes, a failure to recall significant mentation while spending half an hour sitting in the garden evokes little concern, while a similar failure to recall events during the drive from Bologna to Florence is perceived as a startling anomaly of attention. Two issues arise when considering such experiences—first, the question of whether the failure to recall specific episodic memories from routine, automatized tasks should in fact be surprising, and second, the question of the degree to which the "missing" mentations are internal or external in origin.

The first of these issues is the idea that the predictability of everyday experiences provides an illusion of episodic memory. Because it is clear that the only way to have progressed from Bologna to Florence in half an hour is to have driven along the road, we can confidently say that this has occurred without actually accessing new memory traces laid down by the experience. Moreover, the certainty that any interesting exceptions would have been stored allows us the knowledge that the journey passed in a routine manner in accordance with a general schema for such journeys. In fact, time-gaps may be absolutely routine aspects of most such journeys, the surprise that accompanies the occasional experience is simply brought about by some unanticipated event disrupting the normal flow of experience (Chapman et al. 1999a).

The second issue is the degree to which time-gaps may in fact be populated by internal events, task-related thoughts or daydreams. Our research, and the broader literature on daydreaming (e.g., Giambra 1995; Singer 1993) suggests that if subjects are interrupted during the performance of routine tasks they can often report task-unrelated images and thoughts (TUITs) which may be inaccessible after a delay. The reason that such TUITs or daydreams become inaccessible may simply be that they are unrelated to the task, there is no retrieval cue available based on the normal structure of the remembered task. Without such an external narrative to impose on a sequence of events, the bizarreness of everyday cognition may itself be increased. Readers may well have had the experience of being engaged in a long and fascinating conversation when one participant suddenly exclaimed "How did we ever get onto that topic?" A similar but stronger effect can be observed in one's own thoughts and daydreams — "How did I ever come to be thinking about that?" Without external events to cue previous thoughts to, the only way to answer this question may be a search for random associations between current thoughts and previous ones. We don't have direct access to what we were thinking ten minutes ago.

A common problem here for the investigation of both dreams and daydreams is the provision of any evidence (other than self-report) of their existence. Scientific evidence of any mental state can only come from systemic variation of response as the stimulus is varied. The dreams and daydreams that are hardest to recall may be the very mentations that are stimulus-free. Do they then exist? With time-gaps all we can report experimentally is the balance between internally and externally induced mentations summoned from memory. Although externally induced mentations may be subject to experimental manipulation, the opportunities for control over internally induced mentation are considerably reduced. As we argue below, even when we do know that the to-be-remembered event happened, recall can be notoriously distorted.

REVONSO suggests that the over-representation of negative emotions, misfortunes, and aggression in dreams supports his hypothesis that dreams are specialised in simulating threatening events. An important issue here is that REVONSO compares dream content with everyday life. Following our argument that time-gaps or daydreams — "How did I ever come to be thinking about that?" Without external events to cue previous thoughts to, the only way to answer this question may be a search for random associations between current thoughts and previous ones. We don't have direct access to what we were thinking ten minutes ago.

A common problem here for the investigation of both dreams and daydreams is the provision of any evidence (other than self-report) of their existence. Scientific evidence of any mental state can only come from systemic variation of response as the stimulus is varied. The dreams and daydreams that are hardest to recall may be the very mentations that are stimulus-free. Do they then exist? With time-gaps all we can report experimentally is the balance between internally and externally induced mentations summoned from memory. Although externally induced mentations may be subject to experimental manipulation, the opportunities for control over internally induced mentation are considerably reduced. As we argue below, even when we do know that the to-be-remembered event happened, recall can be notoriously distorted.

REVONSO suggests that the over-representation of negative emotions, misfortunes, and aggression in dreams supports his hypothesis that dreams are specialised in simulating threatening events. An important issue here is that REVONSO compares dream content with everyday life. Following our argument that memory for everyday life may not be as good as often is assumed, it is perhaps worth reflecting on the degree to which memory for everyday life is itself representative. A growing body of research suggests that autobiographical memory very substantially fails to represent everyday life. A recent study of ours looking at the poor recall of accidents and near-accidents (Chapman & Underwood 2000) not only demonstrates huge levels of forgetting for min-
Play, dreams, and simulation
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Abstract: Threat themes are clearly over-represented in dreams. Threat is, however, not the only theme with potential evolutionary significance. Even for hypnagogic and hypnopompic hallucinations during sleep paralysis, for which threat themes are far commoner than for ordinary dreaming, consistent non-threat themes have been reported. Revonsuo's simulation hypothesis represents an encouraging initiative to develop an evolutionary functional approach to dream-related experiences but it could be broadened to include evolutionarily relevant themes beyond threat. It is also suggested that Revonsuo's evolutionary re-interpretation of dreams might profitably be compared to arguments for, and models of, evolutionary functions of play.

[REVONSOU]

The first part of Revonsuo's thesis, that dreams contain a disproportionate number of threat and predation themes, seems quite uncontroversial. As he points out, many studies have reported that a third or more of dreams contain negative emotions (see also, Merritt et al. 1994). Also reasonable is the claim that such figures seem substantially greater than would be likely in the waking lives of the subject populations of these studies, especially given the typical positivity bias (e.g., Cacioppo et al. 1999). Nonetheless, further studies such as those being carried out by Revonsuo and his colleagues are needed to further assess the degree of discrepancy. In particular, Revonsuo may wish to consider not only the relative incidence of threat and fear but also their intensity. Moreover, if simulated threat is what Revonsuo is truly interested in he might consider another common and often intensely frightening sleep-related REM phenomenon: sleep paralysis with hypnagogic and hypnopompic hallucinations (Cheyne et al. 1999a; 1999b).

As many as 65% of people with such experiences give the maximum rating to their experienced fear. Although people who suffer from these sorts of nightmares may sometimes be experiencing stress in their waking lives, many volunteer that the level of fear experienced during the episodes exceeds anything they have ever experienced in their waking lives. Fear is often regarded as much too mild a word for the abject terror they experience. Also encouraging for Revonsuo's thesis is our finding of a substantial association between fear and the sense of a malevolent, unseen, threatening presence.

How do we now deal with the substantial remainder of non-threatening dream experiences? Do one-third, or half, or two-thirds of dreams have evolutionary significance and the remainder reflect random error? If the remainder of dreams were an undifferentiated morass, perhaps the narrowness of the threat simulation hypothesis would be less problematic. Dreams, however, are characterized by other themes of, for example, sex and/or flying. Floating and flying are also rather common hypnagogic and hypnopompic sleep-paralysis related experiences and these are more strongly associated with blissful feelings than with fear. We have argued that some of these phenomenal experiences are consistent with attempts to integrate conflicting vestibular and motor program activation during REM (Cheyne et al. 1999b). For example, as in ordinary dreams, activation of pontine vestibular nuclei, in the absence of feedback from compensatory head movements because of inhibition of motoneurons during sleep paralysis, may give rise to experiences of flying during sleep paralysis. Similarly, activation of motor programs, which are inhibited at the base of the spinal cord, continue to generate associated corollary discharges, which produces illusory and somewhat ethereal (because of the absence of feedback from the periphery) movements such as locomotion (Hobson & McCarley 1977; Hobson et al. 1998c).

Revonsuo's raising of the evolutionary thesis does suggest the interesting possibility that these temporary dissociations may also serve important integrative functions relating different aspects of the neural representation of bodily senses – and perhaps even the assembling of neural patterns underlying what Damasio (1999) refers to as the core self. Assembling and integrating neural maps of self representations seem at least as fundamental evolutionary functions as coping with external threats.

Revonsuo makes for dreaming are very similar to claims that have been made for play since the work of Carl Groos (1896). In one of the more rigorous versions of this sort of account, Fagan (1976) borrowed an interesting notion from engineering, arguing that the difference between practice play and "normal" functional activity was the difference between control and information functions. This analysis might equally be applied to dreaming in light of Revonsuo's suggestions. The information function operates in a manner similar to that suggested for the simulation mode in dreams.

Fagan draws upon aviation for illustrations in which the dynamic properties of aircraft and of their control may be optimized by putting aircraft through "unusual" and "exaggerated" maneuvers that would never be executed in the interest of efficient flight. In the biological example of the cat playing with a captured mouse, variations in amplitude of pouncing, for example, test the limits of the prey's reactions. Indeed, one might even understand that these limits might entail going so far as to permit the prey to escape. Such information may be important for efficient development of strategies that trade off speed, force, and accuracy.

It is intriguing that this way of thinking about dreams suggests that dreaming, as a practice mode, may have some advantages over play. One possible constraint on play (and practice modes more generally) is that it generally requires a "tension free field" or a "secure base." That is, because the informational requirements of practice test the limits of the organism's capacities (i.e., practice play is inherently dangerous), it is best to do this under relatively safe environmental conditions. Even here there are always inherent risks undertaken when one pushes any system to its limits – deliberately or not. Hence, a potentially strong point in favor of
Iterative processing of information during sleep may improve consolidation
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Abstract: The relationship between sleep and memory has been controversial since the 1950s. Studies on delayed dream recall and long-term retention of pre-sleep stimuli indicate that sleep may have a positive role in the consolidation of information. This positive indication counterbalances the negative one from the studies on the effects of REM deprivation. [VERTES & EASTMAN]

Periodically, a number of data are reinterpreted against, rather than in favor of, one or more of the three main hypotheses (interference, decay, consolidation) put forward for the relationship between sleep and memory. Such periodic reexamination is nevertheless useful to establish the value of the arguments brought by the various research strategies. The target article by VERTES & EASTMAN states that the evidence so far collected does not support any positive role of REM sleep in the consolidation of recently stored materials. This clear-cut conclusion is supported by two groups of complementary arguments, provided respectively by: (a) a thorough review of the data available on the effects of REM sleep deprivation induced using stressful laboratory techniques in animals and humans or by means of antidepressant drugs in humans; and (b) the interpretation of dream recall failure within the theoretical framework that information cannot be processed and consolidated during sleep as non-conscious state. However, the position of VERTES & EASTMAN cannot be considered conclusive, because the findings taken into account are not representative of the entire bulk of evidence available.

Concerning their first set of arguments, post-sleep retention of pre-sleep stimuli has been investigated by adopting two main strategies comparing respectively: (a) the retention rates after intervals of the same length, but characterized respectively by uninterrupted sleep and by selective sleep deprivation; and (b) the retention rates following sleep periods of similar length, but with different proportions of sleep stages (in particular, of REM and NREM sleep). By using the second strategy it has been shown that the capacity of enhancing retention is not exclusive to REM sleep; in particular, NREM sleep has a more positive effect than REM sleep on retention of simple stimuli such as paired words and sentences. These findings weaken the hypothesis of a superiority of REM sleep in determining long-term retention and also indicate that the sleep effect is influenced also by the characteristics of the materials to be retained.

As far as the second VERTES & EASTMAN’s argument is concerned, several items of evidence support the possibility that (a) dream contents obtain a certain level of consolidation during sleep (Cipolli et al. 1992), and (b) stimuli externally delivered during sleep are retained in short-term memory in both REM and NREM sleep (Shimizu et al. 1977). The fate of oblivion of many dream experiences (which are quite ubiquitous during all sleep stages) is only apparent: after failure in spontaneous recall dream: subjects are capable of providing an accurate report if appropriately prompted by means of some content or sort of title they provided after night awakening. This means that dream contents are not decayed from long-term memory, but are not accessible because of interferences between the contents of dreams elaborated over the night.

The retention of stimuli delivered during (both REM and NREM) sleep in short-term memory makes them available for operations which may enhance the degree of consolidation. This possibility is crucial to understand whether consolidation also occurs during sleep for materials stored before sleep. Some data on cued recall (Smith & Weeden 1990) and dream organization (Cipolli 1995) indicate that pre-sleep stimuli can be repeatedly activated and processed in subsequent sleep stages and cycles (as it usually occurs in waking). Repeated auditory stimulation during REM sleep has proved to be capable of enhancing memory of a task previously learned in the presence of the same stimulation. This suggests that external stimulation initiates “recall” of the recently learned material and makes it available for further processing. Moreover, pre-sleep stimuli (such as sentences) are repeatedly incorporated into the contents of dreams elaborated during different stages and cycles of sleep. The similar incorporation rates in REM and NREM sleep and the iterative accessing to pre-sleep stimuli suggest that some processes of implicit memory are at work during all stages of sleep.

Finally, the retention rate of those contents of different dreams which share the same semantic features (the so-called interrelated contents) and, thus, derive from the same materials in memory, is higher than the retention rate of other contents. This suggests that iterative processing during sleep improves consolidation for materials internally accessed for insertion into dreams as well as for materials activated by external stimuli to which they have been associated before sleep. The evidence available, even if not conclusive, makes it plausible that the interactive access and processing during sleep has some consolidative effect for recently stored materials.

Conceptual coordination bridges information processing and neurophysiology
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Abstract: Information processing theories of memory and skills can be reformulated in terms of how categories are physically and temporally related, a process called conceptual coordination. Dreaming can then be understood as a story-understanding process in which two mechanisms found in everyday comprehension are missing: conceiving sequences (chunking categories in time as a higher-order categorization) and coordinating across modalities (e.g., relating the sound of a word and the image of its meaning). On this basis, we can readily identify isomorphisms between dream phenomenology and neurophysiology, and explain the function of dreaming as facilitating future coordination of sequential, cross-modal categorization (i.e., REM sleep lowers activation thresholds, “unlearning”). [HOBSON ET AL.; NIELSEN; SOLMS; REVONSUO; VERTES & EASTMAN]

Now is a good time to bridge the different disciplines of the cognitive and neurosciences on the issue of dreams, with far-reaching implications for future theorizing across disciplines. But relating information processing theories to dream phenomenology and neurophysiology requires understanding the inherent, temporal basis of memory. In turn, a theory of consciousness can be developed that foregrounds how categories are constructed sequentially, cross-modally, and hierarchically in time (Clancey 1999), supported by HOBSON ET AL.’s analysis of REM neurophysiology.
From a connectionist perspective, the disinhibition of cross-modal activations suggests "reverse learning" (Crick & Mitchison 1983), by which the neural network is settling down to allow new associations to form or to lower the threshold required to coordinate experience sequentially. Thus procedural memory cannot be coordinated in REM sleep (ruling out any complex rehearsal of survival skills, contra Revonsuo). Instead, the function is to facilitate future learning in the awake state (contra Vertes & Eastman). Attempts to relate dreams to REM and NREM neurophysiology (Solms and Nielson) can be improved by characterizing how categories are related in sleep experiences.

What aspects of memory are missing? Dream phenomenology provides striking clues about the neurophysiology of REM sleep as well as aspects of memory and categorization that are essential for everyday consciousness. Perhaps of most importance are scene shifts and multi-modal discoordinations, which are taken for granted by the dreamer (Hobson et al.). Freud (1900) characterized this phenomenology in terms of a rebus puzzle. For example in a dream I see a stick in the ground and say to myself "I have a lot at stake" and next am eating a steak. The meaning of the dream to me is revealed by my description, not the literal images or incidents (thus dream structure – the mix of images, sounds, and ideas – is organized by a verbal conceptualization of important concerns in my life, what I have "at stake").

From a connectionist perspective, the disinhibition of cross-modal activations suggests "reverse learning" (Crick & Mitchison 1983), from which associations in different modalities are correlated and made consistent (sounds, images, and meanings correspond), by which categories are deliberately related, and by which episodes are held active (so that they may be objectified, named, and related) are not operating during REM sleep because of failures in amnestic neuromodulation.

In short, by viewing cognitive processes (information processing) in terms of how categories are formed and related (sequentially, hierarchically), the phenomenological structure of dreams can be explained. And by viewing these cognitive processes in terms of neurophysiology, their absence in REM sleep can be explained. This tripartite approach is essential because otherwise the phenomenology of dreams can only be loosely characterized in terms of "thought" or "episodes," and the role of the neurophysiological processes in everyday cognition will not be sufficiently articulated. As Hobson et al. imply, psychology has heretofore failed to document the differences between waking and dreaming, just as it failed to document different kinds of consciousness among species, let alone between people and machines. This failure is rooted in a storage view of memory (with properties like copying and simultaneous multiple use of categories) and a verbally dominated view of thought (e.g., the assumption that visual thought and analogical reasoning only occurs by representing images as named objects and relationships, cf. Larkin & Simon 1987).

Relying on the information processing perspective of cognitive theory (such as a storage and retrieval view of memory), Hobson et al.'s analysis is necessarily limited to talk about information instead of coordinated categorization in time. We can now reframe AIM in conceptual coordination terms:

1. Activation (Information Processing Capacity) → perceptual categorization, scenes (coupled or synchronous categorizations), sequencing categorizations (episodes), holding a category active, holding a sequence of recent categorizations active (working memory), substitution within a sequence (e.g., saying "chocoholic" by analogy to "alcoholic"), categorizing a sequence (chunking, proceduralization), hierarchical activation of categories (bottom-up and/or top-down).

2. Input Source → perceptual categorization driven by: (external) sensory system, emotional correlation (e.g., dramatic theme such as "End of the World fear"), and/or conceptual (higher-order) categorization (e.g., verbal meanings influence imagery).

3. Modulation (Mode of IF) → how categories are conceptually coordinated, that is, how activation is modulated by other (higher-order) categorizations that are already active: correlating categories across modalities (especially sound, image, and meaning), counting, seeing-as, narrative, logical categorizing (e.g., implication, contradiction, identity), hierarchical goal-directed problem solving.

The changes in AIM during REM sleep involve an inability to hold a category or sequence of categorizations active (Activation), a mostly internally driven perceptual categorization (Input Source), and inabilities to conceptually coordinate across sensory systems and to categorize sequences (Modulation).

In summary, without the persistence enabled by sequential (and hence) temporal categorizing of the amnestic neurons, there is neither primary coordination sequencing required to follow and formulate procedural relations nor, consequently, secondary categorization (and awareness) of coordination that is occurring. Amnestic neurons are not categorizing sensorimotor activity over time (maturing with cortical neurons is missing). With the shutdown of REM-off neurons, the reticular system is disinfected, contributing to the fantastic cross-modal activations of dreams, in which language, sounds, and images are freely associated. Attentional coordination is lost across systems, facilitated by the lack of feedback from sensorimotor interactions in the world. At the same time, the inability to hold non-sequential or non-synchronous categories active and relate them in time (which occurs in the conceptual coordination of higher-order consciousness) enables wild scene shifts.

How is activation of specific brain areas relevant? As we explicate how dreams are generated (what brain areas and paths are engaged), the conceptual coordination analysis can be mapped in more detail onto specific mechanisms involved in different aspects of categorization.

Insofar as dreaming occurs outside of REM sleep, as Solms ar-
gues, its story structure may differ from REM dreams. For instance, lucid dreams may combine disorientation and a capability to observe and comment on experience; whether these experiences are simultaneous or sequential is unclear. Building on SOLMS’s (sect. 8) analysis, considering the kind of categorizing occurring in the person’s experience may provide a clue about which areas are engaged and how they are relating to each other. For example, how are inabilities to hold a category active and to categorize sequences related to the deactivation of dorsolateral prefrontal cortex?

How does conceptual coordination differ during REM and NREM sleep? NIELSEN’s effort to characterize the mentation in different forms of sleep may be improved by characterizing the organization of cognitive activity in terms of how categories are related. I suggest the order: perceptual categorization, scenes (simultaneous relation of multiple perceptual categories as in seeing a pen and a knee), sequencing (one scene/event follows another), correlation within a sequence (e.g., a sound is followed by a causally corresponding image), holding a categorization active (e.g., comparing ideas), and categorization of a sequence (consciousness of “what I’m doing now”).

Thus, NIELSEN’s Figure 1 might be improved by distinguishing the “cognitive processes” (item 4) that are higher-order categorizations missing in dreams (e.g., consolidation, rehearsal, plus forms of discrimination and selective attention) from the simpler relations found in dreams (e.g., perceptual memory activation, orienting/surprise). Aspects of conceptual coordination in sleep mentation can then be reordered (ny Fig. 1) according to basic categorization (including NIELSEN’s “preconscious precursors”), dreaming (scenes and narrative conceptualization), apex dreaming (abstract conceptualization of dramatic themes), and higher-order consciousness (sequentially coordinated ideas with causal and inferential relations, i.e., thinking). Because different kinds of conceptual coordination are occurring, it is too coarse to characterize NREM sleep as “more conceptual and thoughtlike.” The question remains how thinking in NREM sleep and awake cognition differ.

What survival skills can be rehearsed without conceptual coordination? On a different level, REVONSOU has provided a broad-ranging provocative account of the evolutionary function of dreaming. However, we must tighten up the notion of what is learned or reinforced and how what is learned relates to awake performance in the everyday environment. REVONSOU’s analysis does not adequately distinguish between stimulus/response association and human inference. How could dreaming experiences, lacking basic aspects of goal-oriented attention, yet alone reasoning by analogy and reinterpreting plans, constitute “training episodes” for skilled human performance in threat situations? The structure of dream experience, such as our inability to read text, reveals that conceptual coordination is impaired relative to awake cognitive activity, and hence we can rule out certain evolutionary benefits that require forms of logic, symbolic reference, and analogical reasoning. Although dream content reflects our everyday concerns, the primary function of dreaming, for humans at least, must be neurophysiological.

However, we must proceed carefully. Conceptualization of meaning occurs in dreams without the associated summarizing and encapsulating statements of meaning by which reasoning occurs when awake. The restricted consciousness of dreaming allows formation of new “dream thoughts,” but without the elaborated structure of causally coherent narrative and planning that higher-order consciousness allows. The effect of such experience on the awake planning of humans is unclear. A both-and theory is required: Dream phenomenology is both “the consequence of an active and organized process” and “a passive byproduct of disorganized activation” (sect. 3.3). The coherence of dream drama is most definitely not like the sequence coherence of a narrative story or extended episode of experience. Although a dream may have an overarching theme or setting, the co-presence of dream elements (people, objects, and events) are not sequentially coordinated and the shifting storyline is fundamentally unlike the coherence a person experiences (indeed insists upon) when awake. Reading, writing, and calculating are absent because a dreaming person is unable to coordinate imagery and verbalization with a calculus. Such skills require procedural coordination (goal-directed, sequential behavior that is hierarchically organized with categorization “bindings” that may be substituted or generalized as behavior occurs; see Clancey 1999).

Dream experiences are indeed multi-modal, but they are not sequentially coordinated and therefore cannot be simulations of real experience. Dream experience lacks higher-order consciousness (“insight into our true condition,” sect. 3.6.1) – precisely what we rely upon to respond flexibly to threats in real life. Human cognition is not just a stimulus-response system. Response to threats is not merely a matter of fight or flight. People anticipate (imagine what will happen next), plan (imagine what they might do next), make weapons (organize tools and get ready for some action). The complex behaviors involved in hunting and defending a habitat, especially in a social manner, are indeed skills. But they involve a kind of coordinated representation, reification, organization of materials, and behavior sequencing that are not possible during REM consciousness. What kind of simulations might be useful? Logical thinking!

Contrast the dream experience “stung by bees” with the skills of recognizing bee nests or areas where they might gather, methods of killing bees, getting honey from a bee hive, and interpreting how bee behaviors relate to climate and seasons. Aside from merely reinforcing a flight response, a dream about bees could at best reinforce a person’s interest to learn more about bees or to attend to associated bee phenomena when awake.

One implication of REVONSOU’s theory is that dreaming reinforces an unthinking way of responding to threat situations, merely based on reactive, perceptually, and emotionally driven behavior. If this was indeed an evolutionary advantage, it was originally conferred on other mammals, not Pleistocene man. Such learned associations, if any, are not like skilled human knowledge, because they are not procedurally integrated and flexibly controlled.

The presence of realistic imagery is not sufficient, there must be deliberate behavior, namely sustained attention that holds a goal in mind and orient behavior and action in a coordinated way to accomplish the goal. In a daydream we can imagine a sequence of events and actions, with controlled behavior. But we lack this capability when dreaming.

Examples of “implicit learning” when awake merely show that
correlations and sequential relations may be learned without reifying them into named objects and relations that are reasoned about (Clancey 1999). Nevertheless, the person is paying attention and performing with higher-order control. Indeed, dream experience lacks the correlation of incidents that is meaningful when awake, so how could a dream sequence produce a useful expectation of how events will unfold in awake life? REVONSUO cites evidence that REMD impairs memory for procedural or implicit tasks, which again supports the hypothesis that REM involves a relaxation/unlearning effect that facilitates later learning. So the benefit of REM would be to facilitate future learning in real-life situations, not to rehearse those situations during the dream itself.

At another level, if the average ancestral human were constantly confronted with threatening events (sect. 3.8.1), why would they need to be rehearsed? Everyday experience would surely provide enough practice to develop well-honed, adapted skills. Similarly, REVONSUO views survival skills too narrowly in terms of immediate physical dangers. Aren’t “underrepresented peaceful activities,” such as working in a forest, as important for survival as appropriate response to threats?

Does REM sleep facilitate future procedural learning? VERTES & EASTMAN’s thesis is strongly supported by a conceptual coordination perspective that processing and consolidation of experience requires aspects of consciousness that are missing during REM sleep. But the conclusion that REM sleep could only serve to maintain CNS activity during sleep is not warranted.

VERTES & EASTMAN cite effects of post-REM deprivation on performance of an already practiced task (sect. 2.5) that appear consistent with the hypothesis that REM sleep “settles” the activation level of cross-modal coordination, thus lowering the threshold required for stimulation and hence improving performance. This in itself does not show that consolidation is operating. Instead, performance when awake could be enhanced by the clarity of mind that results from a lowered threshold required to coordinate behavior, and hence an ease in reconstructing practiced skills. For example, sitting down to play the piano in the morning you may find that the passages you labored over the night before are now effortlessly recollected. The practiced behaviors reactivate on an uncluttered path, as irrelevant relations, such as the conceptual context in which the practice sessions occurred, are not salient.

VERTES & EASTMAN cite other REMD studies supporting the hypothesis that REM prepares the brain for future multi-modal coordination learning (sect. 2.2.2). Further experiments might accordingly focus on learning involving multi-modal coordination such as sight-reading music, text comprehension involving visualization and calculation, or navigation involving multisensory cues and spatial orientation. (See also studies of REM sleep integrity and duration cited by NIELSEN, sect. 2.2, which provide related support.)

What does dreaming reveal about consciousness? Perhaps the most exciting result of this analysis is what it reveals about consciousness. First, we are conscious when we dream – a major shift from the idea that sleep is an “unconscious” state. Second, story comprehension – making sense of experience through narrative conceptualization – is more fundamental than logical thought (Sperber, 1991). Third, the essential coordination abilities of awake human consciousness are to hold a category active as a kind of anchor (e.g., to find a correlate and thus to have a basis of a higher-order relational categorization, such as “x is bigger than y”) and to hold a sequence active and categorize it (e.g., to conceive of an episode, a procedure or method). These neuropsychological processes enable formulating goals and means for accomplishing them.

Now we may more fruitfully inquire about cognition in other animals. Do all primates have the conceptual coordination capabilities described here? Is counting possible without being able to hold a category active (e.g., scanning objects and incrementing the total)? Do other animals experience in their awake state the rapid scene shifts of human dreams? Does language confer a more stable way of holding a category active, so that cats may be goal-directed, but be easily distracted and fooled because they do not name their intentions and reason about shifts in their attention? Can some personality dysfunctions (Rosenfield 1992) be reformulated in terms of inability to coordinate a protracted sequence of “what I’m doing now” (evidenced by Mr. T’s rapid categorical shifts of “who I am” [Sacks 1987]?)

Such questions are possible only because we no longer take for granted the conceptual coordination capabilities (binding, matching, storing, iterating) that procedural programming languages have given cognitive modelers for free. Reformulating memory, attention, and thought in terms of the neuropsychological mechanisms of consciousness is a dramatic breakthrough – perhaps the most important advance since the information processing revolution in psychology fifty years ago.

The divorce of REM sleep and dreaming
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Abstract: The validity of dream recall is discussed. What is the relation between the actual dream and its later reflection? Nielsen proposes differential sleep mentation, which is probably determined by dream accessibility. Solms argues that REM sleep and dreaming are double dissociable states. Dreaming occurs outside REM sleep when cerebral activation is high enough. That various active sleep states correlate with vivid dream reports implies that REM sleep and dreaming are single dissociable states. Vertes & Eastman reject that REM sleep is involved in memory consolidation. Considerable evidence for this was obtained by REM deprivation studies with the dubious water tank technique. [NIELSEN; SOLMS; VERTES & EASTMAN]

Introduction. Few discoveries have provoked so much discussion as that of Asersons and Kleitman in 1953. An immediate association was established between REM sleep and dreaming: REM sleep was supposed to be the physiological sub-layer of the psychological phenomenon of the dream. A sensation was caused when it was discovered that when people were aroused from REM sleep, they always could recall a vivid dream (Dement & Kleitman 1957a). It was too good to be true! On the physiological side a high brain activity, without actual movements, and on the psychological side, the dream, a clear visual event accompanied by related emotions that simulate reality. After this firm association was established, a method appeared enabling the collection of a large number of dream reports. Researchers needed only to awaken REM sleeping subjects and inquire about their dreams. This dream recall research has been carried out countless times globally with similar results. It thus seemed that everyone undergoes several dream periods per night, and that most dreams concern normal everyday occurrences (Hall & Van de Castle 1966). It is quite striking, however, that during dreaming there is no form of critical awareness. We are not surprised about uncommon or impossible events, at the easy integration of external stimuli into the ongoing dream, such as, for example, the call of an alarm clock, and even less so about the combination of daily events that have no apparent relationship to each other.

The marriage of REM sleep with dreaming was so favored by researchers that facts not confirming this view were ignored as being insignificant. But gradually this intimate relationship was clouded. The papers of NIELSEN, SOLMS, and VERTES & EASTMAN are taken to discuss three main issues in REM sleep and dreaming research. First, the validity of the dream recall technique. Hypotheses and viewpoints on dreaming are mainly based on the results of this technique of which the validity is unknown. Second, theories on REM sleep are based on the outcomes of REM sleep deprivation, for which, in animals, the controversial water tank technique is often used. The supposed relationship of REM sleep and dreaming caused viewpoints on REM sleep and
dreaming to become completely entangled. Third, and last but not least, the finding that dream mentation also occurred during slow wave sleep was ultimately decisive for the divorce of the two phenomena.

The validity of the dream recall paradigm. There is one point that deserves more attention and is much underexposed, although discussions about this point are not new (Cohen 1977b; Goedendorp 1978). Nielsen’s paper only touches upon the validity of the dream recall paradigm. The critical point here is that dreaming occurs during sleep and is not directly observable by researchers. The actual dream cannot be studied, but only its reflection in the real world as told by the subject. No one can directly verify the accuracy of dream reporting. A dream is what someone describes upon awakening and researchers infer a one-to-one relationship between the dream and the way it is reported. But a dream report is once removed from an event or memory. It is therefore impossible to exclude such confounding factors as poor memory, overestimation, suppression or the effects of psychoemotional factors on recall. Another problem can be that distractions at awakening impair dream recall. A further complicating matter is that there is only a short memory period after awakening in which the dream can be immediately recalled, while memory of a dream easily fades away in time. The depth of sleep from which one is aroused can also play a role in this process. Assume that awakening takes place from deep sleep, it takes time before recall can be made. Dreams seem to be recalled with ease only if the sleeper is awakened within seconds after the dream experience occurs. This short memory span for dreams is evidenced by the fact that so few people recall their dreams in the morning.

Thus, a main factor for recall is the accessibility of the actual dream, and among others is determined from the speed of awakening. This is smaller when one is aroused from light sleep compared to deep sleep with its high arousal threshold. In this way one can imagine a gradual course from Nielsen’s four levels of specificity in dream mentation, running from apex dreaming, to dreaming, to cognitive activity, and finally to cognitive processes; a gradual dream scale ranging from most vivid intense dreams towards vague impressions. Sometimes awakening is facilitated by a frightening or bizarre dream, which then is vividly remembered. And why are dreams so illusory? Could it be that dream recall stories tell us the truth about what actually happened during the dream? So the actual question is what is the relation between the “primary” process (the actual dream) and the “secondary” process (the report or the memory of this experience). How large can the bias be? Is a dream report a reliable enough reflection of the actual dream so that we can base hypotheses on dreaming?

The “marker”-technique, introduced by Dement and Wolpert (1958), is a paradigm that may touch on this problem. These authors tried to mark a point in the dream by inserting an external stimulus into a REM period. The marker was a fine spray of cold water ejected from a syringe on the head of the sleeping subject. If this stimulus did not awaken the person, the subject was then allowed to sleep for a few minutes before being awakened by the experimenter and asked to report his dream recall. In most cases the spray of water was vividly incorporated into the dream story; for the subject it was as if they had been a part of a dream. It is possible to get an idea of the relation of what actually happened and the reflection of it afterwards. However, despite the attractiveness of this marker technique, as far as I know, this experiment has not been frequently replicated in the literature. I only found one other experiment in which “marking” or “tagging” took place. Rechtschaffen et al. (1963a) applied this technique in slow wave sleep, generally with the same results as Dement and Wolpert (1958). Perhaps this paradigm, when systematically applied may be a useful one to gain more insight in the relation of actual dream happenings and the manner in which it is reflected.

Nielsen postulates an alternative model to explain the finding of dream mentation outside REM sleep. Covert REM sleep processes occur during slow wave sleep and these episodes are closely related to REM sleep in the sense that just before and just following a REM sleep episode such covert process occurs. In the view that I favour and that I explained before, this extra assumption is superfluous. I have to admit, however, that both views are not proven. Nevertheless, by systematically investigating the amount and nature of recall in relation to the nature of sleep, expressed in preceding EEG characteristics, the aforementioned views can perhaps be distinguished. It is now possible to begin the complexity of the EEG of a given time period with methods derived from non linear dynamics which give a much better index for complexity than the classic visual analysis and fast Fourier transformation (Pradhan et al. 1995). A positive correlation is then expected between the degree of recall and the dimensional complexity of the foregoing EEG.

The dubious role of the water tank technique of REM sleep deprivation. Vertes & Eastman dispute the hypothesis that memory is consolidated during REM sleep and that REM sleep has an exclusive function in memory consolidation. In this view REM sleep deprivation should lead to a poor memory consolidation. A main factor in the considerations of Vertes & Eastman is the effects on cognition obtained when REM sleep deprivation was induced by the water tank technique. This technique is usually applied in animals, and particularly in rats. I agree with Vertes & Eastman that a thorough review of the literature regarding the cognitive function of REM sleep yields ambiguous results: some supportive, some ambivalent, and some negative. Together with my colleague van Luijtenaar, I have carried out REM sleep deprivation studies for many years and personally experienced the debatable, controversial results of this type of research. Evidence accumulates that the effects of REM sleep deprivation produced by the pedestal technique are merely dependent on the technique of inducing REM sleep deprivation itself, instead of on the genuine effects of the lack of REM sleep. The most disturbing effects on cognitive functions are indeed obtained by using the water tank technique, fewer with the multiple platform technique, and the least with the pendulum and the selective awakening techniques. Furthermore, we determined that the effects on cognition and behavior ran more or less in parallel with the stress accompanying the applied technique (Coenen & van Luijtenaar 1985).

This strongly points in the direction of side effects of the stressful water tank technique as being responsible for the induced effects. Differential effects on behavioral indices were also found by Oniani (1984) using the platform technique together with the selective arousal method. He found behavioral changes only when animals remained on the platforms for the whole period, but not when the last part of the deprivation period was completed with hand-awakenings. Kovalzon and Tsibulsky (1984) replicated the enhanced locomotor activity and the increased intracranial self stimulation found after platform REM sleep deprivation, but could not replicate such changes when deprivation was induced by midbrain reticular formation stimulation, a variant of the selective arousal technique. Van Hulzen and Coenen (1979) demonstrated that consolidation of active avoidance is not reduced after selective deprivation of REM sleep, in contrast to the platform technique. Thus, storage of information acquired during avoidance learning is dependent on the presence of REM sleep immediately following the learning. It is concluded that the beneficial effects obtained after platform deprivation were not owing to REM sleep deprivation per se, but to adverse platform effects. Such a position is now strongly shared by Fishbein (1995).

Unfortunately, despite much research the platform factor responsible for the cognitive and behavioral changes is not yet identified, though the stress factor seems to play a pivotal role (Coenen & van Luijtenaar 1985). After publication of all these results, a drop in the number of animal REM sleep deprivation studies could be observed. Nowadays, the number of studies, however, is again firmly increasing. While the published studies seem to be a tip of the iceberg of unpublished studies, I can easily find more than 50 published studies over the last 5 years. It is likely that the simplicity and cheapness of the technique are the reason for this increase, as well as ignoring the older debates in the literature. A
short survey of these studies shows a lot of diverging facts that are difficult to interpret. Moreover, studies are also directed toward a creation of a version of the classical water tank technique which induces even less stress than the multiple platform by placing more rats in the tank to overcome social isolation (Suchecki & Tufik 2000). Apart from such methodological studies, I would like to raise the question, in fact implicitly raised by VERTEES & EASTMAN, of the acceptability of the water tank technique in sleep research. Thus, I challenge the international sleep society to thoroughly evaluate whether this technique is still acceptable according to international ethical guidelines, weighing the controversial effects that are difficult to interpret against exposing numerous animals to this technique. The scientific function of the flowerpot seems less adequate than the function for which it was originally designed!

Instead of a cognitive function for REM sleep, VERTEES & EASTMAN propose a homeostatic function, reminiscent of the classic neural excitability hypothesis of REM sleep (Cohen & Dement 1965). A periodic endogenous stimulation maintains a requisite level of brain activation throughout sleep, and so promotes REM sleep, a faster recovery from sleep to wakefulness. Although I like this theory, the underlying evidence is still far from convincing. Based on this proposal it is now necessary that hypotheses on this proposal are formulated and adequately tested. Nevertheless in some situations more behavioral activity was noticed (van Luijtelaar & Coenen 1985), a decrement in the amplitude of the evoked potential was found (van Huizen & Coenen 1984), together with an increase in the number of beta-adrenoceptor sites in the cortex of the rat (Mogilnicka et al. 1986). All these effects, which were relatively small but significant, can be interpreted as belonging to a group of changes, all of which point to a small increase in the tonic arousal level as a result of deprivation (Coenen et al. 1986). It is inferred that REM sleep may be involved in regulating the arousal level in the waking state. However, I have to admit that all deprivation effects could also be ascribed to the drive of the brain to trigger REM sleep. To distinguish between these possibilities is a challenge for future research.

REM sleep and dreaming: Double or single dissociable states?

In his review SOLMS comes to convincing evidence for a relative independency of both phenomena. Before I comment on the paper of SOLMS, I will first make my own position in this matter clear. To this end I will first quote a passage of my paper (Coenen 1998):

An important disappointment in dream research was that, now and then, but indeed consistently, non-REM sleeping subjects report dreams upon sudden awakening. This is a fundamental discrepancy that confounds the fixed relationship between REM sleep and dreaming. Although this finding has been abnegated as being insignificant, it cannot be refuted or overlooked. An opinion about dreaming could be that, if there is, for whatever reason, a sufficiently high brain activity during sleep, this may produce a dream. From this perspective, dreams are not the exclusive property of REM sleep; they are only the expression of a high brain activity during sleep. Accepting this explains the fact that an occasional dream recall during non-REM sleep can take place. One can be convinced that high brain activity that always accompanies REM sleep is at the core of dreaming, and causes the observer to mistake dreams rather than brain activity as the essential cause of REM sleep. The various dream-like phenomena that occur when one is falling into sleep, known as hypnagogic hallucinations, can also be declared as a mental expression of high brain activity. This type of dream event that occurs before one does off is unexplainable because the person’s physiological state is not comparable to the REM sleep condition.

Based on supplementary evidence, SOLMS, to a large degree, agrees with the previous hypothesis. Dreaming may be the consequence of various forms of cerebral activation during sleep. He draws the conclusion that this implies a two-stage process. The first is cerebral activation during sleep and the second, the process of construction of a dream. In this respect Hobson and McCarley (1977) suggest that the cortex attempts to create a story from the bombardment from the brainstem and a dream story is the best fit the cortex could provide of this intense activity. They call this the activation-synthesis hypothesis of REM sleep. This viewpoint implies a two-generator model. Firstly, cortical activation, which is for unexplained reasons of great importance; and secondly, a generator mechanism that creates a story based on this activation. Nevertheless, another view could also be that the dream is a mere by-product of this cortical activation. Perhaps, cerebral activation is the physiological basis underlying mental activity. Dreams could be merely the mental expression of intense activity in the brain that may be important for other reasons. In the same sense the noise of an automobile engine is merely a by-product of its running.

It is not completely clear what SOLMS’s viewpoint is on the previous models. He starts by accepting the statement that REM sleep and dreaming are double dissociable states: REM sleep can occur without dreaming and dreaming can occur without REM sleep. However, in the last part of his paper, in the reconsideration of the relationship between REM sleep and dreaming, SOLMS suggests an alternative explanation for the high correlation between REM sleep and dreaming. He mentions several examples of cerebral activation processes, such as induced by pathological processes and by stimulant drugs and also by REM sleep, and all are associated with dreaming. This thus implies that various brain states, which involve cerebral activation during sleep, are associated with dream reports. He thus shares my view on this, although his explanation of the one generator model (cerebral activation = dreaming) or the two generator model (where the brain itself creates a best fitting story for its own cerebral activity) is still unclear. Thus dreaming is not an intrinsic phenomenon of REM sleep, although dreaming always occurs during REM sleep. But I cannot see his often-mentioned point of the double dissociable states; the complete independency of REM sleep and dreaming. That dreaming can occur without REM sleep is now accepted, but the reverse is hard to accept. I also cannot find proof for this viewpoint. Given the unstable nature of memory for dreams, one can imagine that not every awakening from REM sleep results in a dream recall. In conclusion, rather than proposing, as SOLMS does, that REM sleep and dreaming are double dissociable states, it is perhaps better to regard them now as single dissociable states.
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Abstract: Most current theoretical models of dreaming are built around an assumption that dream reports collected on awakening provide unbiased sampling of previous cognitive activity during sleep. However, such data are retrospective, requiring the recall of previous mental events from sleep on awakening. Thus, it is possible that dreaming occurs throughout sleep and differences in subsequent dream reports are owing to systematic differences in our ability to recall mentation on awakening. For this reason, it cannot be concluded with certainty that sleep cognition is more predominant or in any way different during REM compared to NREM sleep. It is our contention that REM sleep and ponto-geniculo-occipital (POG) waves do not necessarily represent “pseudosensory” stimulation of the cortex in the generation of dreams, but might rather represent en-
Background. In 1953, Aserinsky and Kleitman’s discovery of a relationship between REM sleep and dream reporting reinforced growing biological reductionist concepts of brain-mind isomorphism. Such concepts also provided researchers with the impetus to study the biological mechanisms underlying REM sleep, with the hope that more general principles of hallucination could be established. This approach is now under threat, as evidence has mounted showing that REM sleep is not the exclusive domain of dreaming (e.g., SOLMS). In order to preserve underlying concepts of biological parallelism, researchers have hypothesized that processes underlying REM sleep could exist within NREM sleep (e.g., Pivik 1991; NIELSEN). However, a consistent relationship between underlying REM processes and dream reporting has not been found (see Pivik 1991). Regardless, animal-based PGO models have continued to dominate dream theory, despite the fact that a direct test of the relationship between PGO activity and dreaming has not been possible, as PGO activity cannot be directly measured in humans. Recent advances in PET neuroimaging techniques (e.g., Braun et al. 1997; 1998; Maquet et al. 1996), combined with brain lesion studies (Solms 1997a) have forced major modifications to the AIM model (HOBSON ET AL.). This model now suggests more modular PGO activation of association areas of the sensory cortex and limbic system in generating “pseudosensory” stimulation, rather than universal cortical activation or the activation of primary sensory areas suggested previously (e.g., Hobson & McCarley 1977; Stickgold et al. 1994a).

HOBSON ET AL. target article: Despite latest revisions to the AIM model, we believe some key aspects of its theoretical framework are still highly controversial for the following reasons:

1. Evidence against the notion that REM sleep is where dream mentation occurs and NREM sleep is predominantly a cognitive void: One central aspect of dream research often neglected is that psychological data regarding dreaming is collected retrospectively, requiring the recall of previous mental events on awakening. Therefore, in terms of strict scientific scrutiny, current evidence does not conclusively show that dreaming is more predominant or in any way different during REM compared to NREM sleep. It is possible that dreaming occurs throughout sleep and differences in subsequent mentation reports are due to differences in recall on awakening (e.g., Koukkou & Lehmann 1993). Most dream researchers assume that awake recall provides equal representation of previous REM and NREM sleep mentation. This may not be correct, as considerable data from sleep inertia research suggests cognitive performance parallels dream report frequency (best performance from REM to poorest performance from SWS; Dinges 1990). It is also interesting that poor dream report frequencies from NREM sleep are often treated as evidence for the absence of NREM dreams (e.g., HOBSON ET AL., sect. 2), yet the absence of dream reports from REM sleep are often considered to be the poor recall of dreams (e.g., HOBSON ET AL. target article’s sects. 2.2.1, 2.2.2). However, even if HOBSON ET AL.’s assumptions are accepted, there is considerable evidence against the proposal that REM sleep is a state of intense cognitive activity and NREM sleep is a relatively inactive brain state of low cognitive activity.

The results of recent PET studies are not always consistent with the AIM model of HOBSON ET AL. For example, EEG delta activity has been found to correlate positively with PET activation of the primary visual and secondary auditory cortex (Holle et al. 1997). This led Holle et al. (1997) to interpret this finding as reflecting “the occurrence of visual, auditory and perhaps verbal imagery during SWS” (p. 4806). Braun et al. (1997; 1998) have also demonstrated that the primary visual cortex consistently shows higher levels of activation during NREM sleep than during REM sleep. This led Braun et al. (1997) to observe that “SWS may not, as previously thought, represent a generalized decrease in neuronal activity” (p. 1173).

HOBSON ET AL.’s suggestion that the slow oscillatory rhythms of NREM sleep reflect decreases in brain activation are at odds with recent reports of Steriade and Amzica (1998), finding “frenzied” activity of cortical neurons during the depolarization phase of slow oscillations. “The frenzied activity of cortical neurons during the slow oscillation, occurring in natural sleep or deep anesthesia . . . during which consciousness is conventionally thought to be annihilated, prompts us to consider different roles played by the rhythmic bombardment of thalamic and cortical neurons upon their target” (Steriade & Amzica 1998, pp. 8–9).

HOBSON ET AL. also cite the observation of fast gamma frequency (30–70Hz) EEG and MEG oscillations during REM sleep (Linus & Ribary 1993) as evidence for intense cognitive processing during REM sleep. However, gamma waves are also observable during NREM sleep (Linus & Ribary 1993), SWS and deep anesthesia (Steriade & Amzica 1996). Such observations are inconsistent with the lack of PGO activity during these states. In acknowledging these inconsistencies, Kahn et al. (1997) state “the implications of finding the high frequency oscillations in NREM sleep should be further investigated and the findings extended to human psychophysiology” (p. 23).

2. Evidence against the notion that PGO activity provides “pseudo-sensory” stimulation to the visual cortex: The original formulation of the Activation-Synthesis hypothesis was based on findings that pontine activation of eye-movement preceded activation of the cortex (Hobson & McCarley 1977). This hypothesis proposed that eye-movement and visual information was passed to the cortex from the pontine brainstem. This claim was also reinforced by the finding that patterns of PGO wave activity correlated with the direction of REMs during sleep (Nelson et al. 1983). However, this led to the claim that phasic PGO signals “led directly to the visual and motor hallucinations, emotion and distinctively bizarre cognition that characterize dream mentation.” (HOBSON ET AL., p. 41).

Recently, evidence inconsistent with this “pseudosensory” nature of PGO waves has been derived from human neuroimaging and lesion studies. In fact, there is no consistent evidence supporting the notion that the primary sensory areas show enhanced metabolism during REM compared to NREM sleep (Braun et al. 1998). Nor is there any evidence that lesions to primary sensory areas eliminate dreaming (Solms 1997a). Possibly due to such findings, HOBSON ET AL. have revised their previous “pseudosensory” function of PGO activity. They have proposed that cortical and limbic regions may synthesize their own information when stimulated by PGO waves, claiming a similar induction of imagery to that of Solms’s (1997a) concept of limbic back-projection to the visual association cortex. However, such hypotheses are still inconsistent with current imagery models of back projection to the striate cortex, which are based on PET data derived from subjects asked to view and imagine objects (Kosslyn & Thompson 2000). Imagery models based on awake subjects, are more scientifically sound, simply because we know with certainty that the PET data are derived from subjects engaged in visual imagery.

In support of their new version of PGO imagery generation, HOBSON ET AL. have cited findings that patterns of lateral geniculate nucleus (LGN) activity in waking cats are sufficient to represent the basic elements of natural scenes (Stanley et al. 1999). However, earlier work showed that the occipital aspect of PGO waves was still present after LGN lesions (Hobson et al. 1969). It was then proposed that the thalamic aspect of PGO waves is sufficient to represent the basic elements of natural scenes (Stanley et al. 1999). However, LGN lesions eliminated dreaming (Hobson et al. 1969). It was then proposed that the thalamic aspect of PGO waves might not be entirely localized in the area of the LGN. In rats, PGO waves cannot be recorded in the LGN (Datta et al. 1998). Also, recent work by Marks et al. (1999) found that PGO innervation of the LGN in cats did not demonstrate the laminar specificity shown by retinal innervation of the LGN in visual processing. Marks et al. (1999) then conclude that the brainstem activation underlying PGO generation in the LGN controls neuronal activity in a different way to that of eye-specific, segregated retinal input to the LGN. In other words, the PGO influence on neuronal activity in the visual system is essentially different from that derived from visual experience.
However, despite Hobson et al.’s new version of PGO imagery generation, the current model still reverts to the original activation synthesis concepts. For example: “Internally generated pseudosensory data can be produced by brainstem mechanisms (e.g., via PGO stimulation of visual cortex in REM sleep)” and “eye movement density in REM sleep provides an estimate of the amount of internally generated pseudosensory data because eye movement density reflects brain stem PGO and motor pattern generator activity” (Hobson et al. pp. 55–56). We believe that to be accepted as a viable hypothesis, the “pseudosensory” role of PGO activity during REM sleep requires further clarification and investigation.

**PGO activity represents the arousal of attentional awareness during sleep.** Based on the initial proposal that dreaming might represent a state of attentional awareness without volitional attentional control (Posner & Rothbart 1998), Conduit (1999) has put forth an attention-based model of dreaming. In the attention-based model, PGO activity is related to the arousal of attention mechanisms during sleep. This arousal produces heightened attentional awareness during sleep, allowing potential recall of attended sleep mentation on awakening. Several lines of evidence support this proposal of arousal of attention mechanisms during sleep.

**Orienting, attention, and PGO activity.** Bowker and Morrison (1976) first raised the argument that the PGO wave was intimately linked to the startle response. They interpreted behaviors coincident with PGO activity as “alerting or orienting movements in response to some internal discharge, or as we suggest, ‘startling’ stimuli, that occur with each PGO spike appearance” (p. 188). However, years later, after extensive investigation of PGO and muscular variations in such things as timing, intensity and habituation, these researchers have come to a different conclusion: “neurons (we predict in the reticular formation) identify a signal that requires attention and that this requirement is passed via peribrachial neurons in the dorsal pons that respond to auditory stimuli and also generate PGO waves . . . thus, PGOs in the LGB could reflect a hoisting of neural mechanisms in the visual system to receive information” (Sanford et al. 1993, p. 443). Consistent with these findings, the pulvinar nucleus of the thalamus receives PGO outputs from the pons (Steriade et al. 1988). Furthermore, there are several lines of evidence showing the pulvinar has a central role in attention processes (Robinson & Peterson 1992). Thus, it is not unreasonable to suggest that phasic PGO activity of various regions of the thalamus could act to enhance the sensitivity and information gathering processes of a variety of sensory relay circuits (Sanford et al. 1994a), hence, heightening attention processes during sleep.

**Eye movements and attention.** In an approach that we believe is more consistent with an attention-based model than AIM, Hobson et al. suggest that the observation of bottom-up control of attentional eye movement (EM) mechanisms during sleep provides evidence in favor of pontine generation of dream imagery, and the observation of top-down control of EM attention mechanisms provides evidence for a scanning hypothesis. Using such an approach, these authors have literally used the activation of attention as an operational definition of dreaming. So, what do we really know? We know that EMs occur during REM. We know that either brainstem or cortical mechanisms can generate and modulate EMs. However, we also know that EMs are usually preceded by a shift in attention (Chelazzi & Corbetta 2000). Therefore, we are fairly certain that attention mechanisms are activated during sleep. We have no conclusive evidence that bottom-up EM control represents the activation of “pseudosensory” imagery.

**PET studies of REM sleep and attention.** When one considers the possibility that REM may be a state of heightened attentional awareness during sleep, the amount of overlap in PET activation of brain areas during attention tasks in awake individuals and during REM sleep seems more than coincidental. PET studies of subjects during attention tasks have found activation of brain areas common to those activated during REM sleep. These include: the brainstem (particularly the reticular formation), thalamus (particularly the pulvinar nucleus), anterior cingulate, hippocampus, parahippocampal gyri, anterior cingulate, and scattered association areas of the posterior occipital/parieto/temporal neocortex (particularly the parietal and extrastriate areas; Chelazzi & Corbetta 2000; Lockwood et al. 1997; Posner 1994b). Also, shifts in attention have little observable effect in the primary visual cortex (except maybe when the visual field is highly cluttered; Posner & Digirolamo 2000). This result fits well with the specific activation of extrastriate association areas rather than the striate cortex during REM sleep (Braun et al. 1998). The dorsolateral prefrontal cortex is heavily implicated in executive attentional control (Posner & Digirolamo 2000) and in conjunction with attentional awareness is proposed to be necessary for consciousness (Posner & Rothbart 1998). This is compatible with findings that the dorsolateral prefrontal cortex shows little activation during REM sleep (e.g. Braun et al. 1997; 1998).

**Electrophysiology during REM and attention.** Electrophysiological studies support the proposal that REM is a sleep state of enhanced attentional awareness. A particular component of event related potentials (ERPs), the P300, is elicited in the waking state during the external orientation of attention in response to deviant stimuli or unexpected presentations. Sleep investigations have consistently produced the P300 during REM but not during other sleep stages (e.g., Cote & Campbell 1999). Occipital EEG alpha attenuation is also considered a physiological sign of the activation of visual attention. Recent research has found decreased occipital alpha spectral power during phasic REM periods compared to tonic REM (Cantero et al. 1999a).

Both electrophysiological and metabolic measures of neural activity during sleep can be interpreted as inconsistent with the AIM model. However, we believe such issues can only be resolved once the current temporal resolution of our investigative tools (PET and MRI) and the sleep scoring system we have adopted (Rechtschaffen & Kales 1968) are refined to adequately deal with sleep events lasting less than one second.

**SOLMS target article: Some of the most challenging findings for the AIM model recently have been those derived from human lesion studies. Solms (1997a) essentially found that patients with brainstem lesions that eliminated REM sleep could still recall dreams, while patients with cortical lesions to areas such as the parieto-temporo-occipital (PTO) junction reported loss of dream recall with REM sleep intact. Hobson et al. (2000) dismissed the human brainstem lesion findings by stating that any lesion capable of eliminating the pontine REM sleep generator mechanism would eliminate consciousness altogether. After acknowledging this criticism, SOLMS has focused his latest review on the investigation of whether dreaming can be eliminated by forebrain lesions. From this, a large majority of cortical lesions resulting in the cessation of dreaming were located in or near the PTO junction (94/110). The small number of remaining lesions that eliminated dreaming were located near the ventro-mesial quadrant of the frontal lobes. SOLMS then argued that dreaming is driven by cortical back-projection, initiated from frontal DA circuits.**

The brain lesion studies reviewed by SOLMS are also interpreted in terms of an attention-based model of dreaming. For example, frontal DA circuits have been implicated to play a key role in the regulation of attention processes (Granon et al. 2000), dysfunction of attention in schizophrenia (Swerdlow & Geyer 1998), and attention deficit disorder (Papa et al. 2000). Also, the underlying cognitive disorder of PTO lesions could be a deficit of visuo-spatial attention (see Posner 1994b). Solms’s (1997a) findings that damage to extrastriate areas results in similar deficits in dreaming and waking perception is also consistent with an attention model. For example, when attending to the colour, form or motion of visual input, relative increases in neural activity occur within the same extrastriate areas that are believed to process such information (Posner 1994b). Solms (1997a) himself acknowledged his interpretations of the inhibitory function of the anterior cingulate and thalamus during dreaming were compatible with the
proposed functional role of these structures during attention. Generally it is accepted that attention processes act to suppress unattended areas, resulting in a relative enhancement in activity of the cells coding for the attended stimulus (Posner 1994b). PET studies suggest that thalamic and anterior cingulate inhibitory projections enable the selective modulation of posterior parietal and extrastriate areas of the brain during attention (Posner 1994b). SOLMS highlights the finding that lesions to the dorsolateral prefrontal cortex have no effect on dreaming, but are implicated in significant deficiencies of executive control, and hence might explain the executive deficiencies of dream cognition. These findings are consistent with PET findings of dorsolateral prefrontal deactivation during REM (e.g., Braun et al. 1997), and support the proposal that dreaming is an example of heightened attentional awareness with deficient executive attentional control (Posner & Rothbart 1998).

SOLMS’s evidence that dreams are cortically initiated is not necessarily conclusive. It could be argued that the functioning of a lesioned brain does not necessarily reflect the full neural circuitry utilized by an intact brain. For example, SOLMS argues that dreaming can only occur if the DA circuits of the ventromedial forebrain are aroused, and thus REM sleep is simply a state that reflects the effects of cerebral activation of this region during sleep. However, in a sleeping, intact brain, cortical arousal is essentially derived from the ascending reticular activating system and/or the PGO generator of the brainstem (Steriade 1986). If normal spontaneous arousal during sleep does not arise from the brainstem, where is its origin? REVONSUO’s target article has put forth a convincing argument that any biological theory regarding the function of dreaming should be accountable through concepts of evolutionary biology. However, the notion that dream consciousness is a unique state providing a mechanism for simulating threat perception and threat avoidance responses currently has inadequate empirical support.

The main evidence cited supporting this proposal has come from the interpretation that dream content shows a significant bias toward representing threatening events. However, most of this evidence comes from dream reports collected from home using dream diaries (e.g., Hall & Van de Castle 1966). Foulkes & Cavallero (1993a) have argued against the assumption that spontaneous dream reports collected from home provide a true representation of the nature of dreams. Human memory research suggests that events attracting attention by being more emotional or unusual are more easily recalled (Brown & Kulik 1977). Thus, vivid, emotional and/or bizarre dreams may be the majority that are reported simply because these are cognitive events we more reliably remember (Cohen & MacNeilage 1974; Van den Hout et al. 1989). If this is indeed the case, such recall biases might persist even in controlled laboratory awakenings. Foulkes & Cavallero (1993a) describe the results of research using systematic REM (and NREM) awakenings as "surprisingly mundane, built around relatively realistic situations" (p. 11). Considering such arguments, it is possible that the "over-representation" of threat in dreams may be due to the way we selectively attend and remember information, especially from spontaneous awakenings at home. This point is worth noting, particularly since REVONSUO is continuing to collect home-based dream reports in support of his theoretical claims (sect. 3.3).

Even if we concede that "threatening" events are over-represented in dreams, rather than more easily remembered, REVONSUO’s "threat simulation" proposal is not convincing. For example, if subjects were asked to recall events from their life history, emotionally significant or "threatening" events would probably be most prominent (Brown & Kulik 1977). In other words, all of the events we dream about must have an origin in memory. Therefore, it is the selective nature of attention and memory consolidation during waking that can provide an explanation for the proposed over-representation of "threatening" dream content, rather than a biased dream generation mechanism. This explanation can also be put forth for why adults dream of "current concerns," like for example, divorce. People dreaming of current concerns are also thinking and attending to these problems in their waking life. Hence, their dreams reflect their current psychological state, and do not necessarily provide an overrepresentation of "threat."

Our attention-based model of dreaming is more compatible with Snyder's (1966) "Sentinel" hypothesis of dreaming than REVONSUO's model. Just as PGO mechanisms in an awake animal can heighten sensory awareness to deal with a possible approaching predator (Sanford et al. 1993), PGO activity during sleep might serve a similar function. Thus, it might be that phasic PGO waves act to periodically arouse the attention circuits of the brain enabling potentially threatening stimuli (such as novel or emotionally significant stimuli) to be perceived. If an external stimulus cannot be recognized as a "safe" stimulus (expected or of no emotional significance), the "novelty" or "emotional significance" of the stimulus should induce further attention and arousal to a point where a decision can be made as to whether there is a threat to survival.

VERTES & EASTMAN provide a strong case against the notion that memory consolidation occurs during REM sleep. However, a convincing alternative to the opposing consolidation model is not provided. We believe that if the activation model of VERTES & EASTMAN was developed to support the existence of heightened attentional awareness during sleep, a more consistent account of the existing data could be proposed in opposition to the consolidation model.

VERTES & EASTMAN offer an alternative to the memory consolidation function of REM sleep, arguing that REM provides "periodic endogenous stimulation to the brain" which maintains the "minimum requisite levels of CNS activity throughout sleep without awakening the subject or disturbing the continuity of sleep." If this is the case, what purpose does such stimulation serve? VERTES & EASTMAN begin to address this issue by stating that REM serves to "prime the brain for a return to consciousness as waking approaches" (sect. 6.5). Such interpretations are compatible with an attention-based model of REM sleep and dreaming, as the phasic arousal of attention mechanisms can be interpreted as a form of environmental monitoring in case of attack from predators, equivalent to Snyder's (1966) "sentinel" of sleep.

VERTES & EASTMAN provide a convincing critique of studies involving performance measures taken after REM deprivation, arguing that these studies are confounded by factors such as the stress and physically debilitating effects of deprivation procedures. However, VERTES & EASTMAN do not offer a strong explanation for observed increases in REM sleep after exposure to novel, enriched or enhanced "learning" environments. An attention-based model would predict that any altered environmental conditions will increase perceptions of possible danger or predation during sleep and thus result in REM enhancement and poorer sleep quality.

VERTES & EASTMAN refer to work relating hippocampal theta to long term potentiation and the observation that such activity is highly prominent during REM sleep (Winson 1993). They argue that the theta rhythm is generated as a by-product of the activation of brainstem mechanisms during REM and does not necessarily bear any functional relationship to its role in waking. However, such brainstem activation of the hippocampus is also present in waking during the engagement of attention (Buhsusi & Schmajuk 1996). Curiously, VERTES & EASTMAN's proposal that theta "serves to gate and/or encode information reaching the hippocampus" (sect. 2.6) is analogous to other researchers interpretations that theta is involved in attentional processing (Buhsusi & Schmajuk 1996). Under an attention-based model, hippocampal theta can be interpreted as a role in attention rather than memory consolidation, thus the unconvincing argument that theta indicates a different function depending on sleep state is not necessary.

An attention-based model of REM sleep and dreaming would maintain that cognition regarding salient memories previously...
consolidation during waking is attended to during REM/phasic sleep and thus may be recalled if the subject is awakened. On awakening, if there is any disruption, for example, a delay or distraction, recall will be impaired (Goodenough 1991), as in attentional blanking (Lawson et al. 1999). If consolidation of dream mentation occurs, it must occur following awakening; otherwise, dream mentation would be no more elusive to memory than any other waking event. Thus, from one source of insight into sleep cognition (dreaming), it seems that memory consolidation does not necessarily occur during sleep. Apart from the conditioning of reflexive physiological responses during sleep (e.g., Conduit & Coleman 1998), higher forms of learning requiring memory consolidation do not seem to be possible during sleep (Eich 1990).

NIELSEN’s proposal of “covert” REM sleep processes is an important and interesting one. It highlights the problems that modern sleep researchers have when attempting to investigate the possible existence of sleep phenomna which last for seconds (e.g., alpha blocking; Cantero et al. 1999a) or even milliseconds (e.g., PGO waves; HOBSON ET AL.), within a definition of sleep which has as its smallest unit, an epoch of 30 seconds (Rechtschaffen & Kales 1968). As new electrophysiology techniques approach sub-millisecond temporal resolution and PET/MRI scanning resolution is a matter of seconds, the current system of defining sleep must accommodate these advances if our understanding of sleep is to progress.

In many ways, NIELSEN’s model parallels previous tonic/phasic models of sleep mentation. Such models proposed the existence of phasic sleep processes (primarily PGO waves) underlying the recall of mentation from sleep (see Pivik 1991). Several lines of evidence presented as supporting NIELSEN’s model were originally cited as evidence for tonic/phasic models. These include: the proximity of NREM sleep awakenings to REM sleep (e.g., Stickgold et al. 1994a), REM deprivation effects on NREM recall (Foulkes et al. 1968), drug effects on NREM recall (e.g., Delorme et al. 1965) and sensory stimulation effects (e.g., Conduit et al. 1997).

However, since NIELSEN’s covert REM model is not necessarily dependent on the existence of PGO activity, this has allowed the incorporation of previous results relating sleep arousal to imagery reporting, where PGO activity is often absent. Findings such as sleep onset imagery (Vogel 1991), time of night effects (Rosenlicht et al. 1994) and sleep terrors (Broughton 1995) were previously considered inconsistent or incompatible with tonic/phasic PGO models (Pivik 1991).

NIELSEN states that the covert REM model is “similar to the one-generator model in that it assumes commonality of processes for all mentation reports, but it differs in that it extends this commonality to physiological processes” (sect. 3.2). The question that remains is what is this common underlying physiological process?

Conclusions. Previously, we have proposed that PGO activity might be indirectly related to dream reporting through the phasic activation of arousal, which then provides optimum conditions for the recall of ongoing mentation from sleep on awakening (Conduit et al. 1997). However, recent neuroimaging findings from REM sleep (Braun et al. 1997; 1998; Maquet et al. 1996), have shown PET activation of brain regions involved in attention. We now believe that heightened attentional awareness provides the conditions for subsequent recall of dreams on awakening and the unique characteristics of this recalled mentation. Thus, it might be the arousal of attention mechanisms that is the underlying physiological process of NIELSEN’s covert REM model, and might also better describe the “A” aspect of the AIM model of HOBSON ET AL. It might be damage to the brain mechanisms of attention that underlie the lack of dream reporting in patients suffering lesions to the parieto-temporo-occipital junction or the ventromesial quadrant of the frontal lobe, or the excessive dreaming of patients with damage to the anterior cingulate or thalamus (SOLMS). Arousal of attention mechanisms during sleep can be interpreted as supporting the case against memory consolidation during REM sleep, as memory is already consolidated and it is heightened attentional awareness that is present during REM sleep. Finally, there is a sound evolutionary rationale for heightened attentional awareness during REM sleep, as it can be viewed as a mechanism of periodic environmental monitoring. However, if we are to even attempt to begin the testing of such new proposals, we must review our outdated sleep classification methods, so that at least our definition of sleep has the same temporal resolution of our current investigative tools.

Needed: A new theory

G. William Domhoff
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Abstract: Dream content is more coherent, consistent over time, and continuous with waking emotional concerns than most brainstem-driven theories of dreaming allow, but dreaming probably has no adaptive function. A new neurocognitive perspective focusing on the forebrain system of dream generation should begin with the findings on dream content in adults and the developmental nature of dreaming in children.

INTRODUCTION. A large body of findings with the Hall and Van de Castle (1966) coding system shows that dreams are more coherent, consistent over time for both individuals and groups, and continuous with past and present waking emotional concerns than HOBSON ET AL.’s emphasis on brainstem-driven bizarreness can accommodate (Domhoff 1996). In addition, Foulkes’ (1982b; 1999) laboratory discovery of low levels of dreaming until ages 9–11 joins SOLMS’s (sect. 6) findings with brain-lesioned patients in demonstrating that REM sleep is insufficient for dreaming. A new neurocognitive theory of dreaming therefore should begin with the hypothesis that Foulkes’s developmental findings may correlate with the maturation of the forebrain system of dream generation first uncovered through creative neuropsychological detective work by SOLMS (sect. 8). In addition, the findings with the Hall/Van de Castle system on the lifelong persistence of various kinds of negative dream content suggest there is a “repetition dimension” in people’s dream life (Domhoff 1993; 1996) that may relate to the temporal-limbic and frontal-limbic origins of dreaming in SOLMS’s (sect. 7) model.

Contrary to REVONSOU (sect. 3.2), however, it is doubtful that dreams have any adaptive function. There are too many people, including children and brain-lesioned patients, who sleep adequately without them, and no evidence that either recalled or unremembered dreams have any functions (Antrobus 1993a; Foulkes 1985; 1993a). At best, people in some societies have invented uses for dreams, and in that sense dreams have an “emergent function that develops through culture” (Domhoff 1993, p. 315). Moreover, there is no evidence from systematic psychological studies that supports any psychotherapy-based dream theory claiming one or another function for dreams (Domhoff 1999a; Fisher & Greenberg 1977; 1997; Foulkes 1985).

The brainstem/bizarreness commitment. Both HOBSON ET AL. (sect. 4) and NIELSEN (sect. 3) present interesting ideas that may explain away much of the “dreaming” in NREM sleep. However, they do concede there is enough dreamlike mental activity in NREM sleep to challenge the strict equation of dreaming and the REM stage of sleep, especially late in the sleep period. The empirical dream psychologists who abandoned the REM sleep/dreaming equation decades ago in the face of contradictory evidence summarized by Berger (1967; 1969), Foulkes (1966; 1967), and Hall (1967) did not ask for much more than what is now granted in these articles. HOBSON ET AL. are wrong to chastise psychologists (sect. 2.3.3) for focusing on the cognitive level when the constant changes in their own model show that their comprehensive mind-brain isomorphism is extremely premature (sect. 3).
NIELSEN (sects. 3.1–3.11) nicely demonstrates the arbitrariness of the “stages” of sleep agreed upon by Rechtschaffen and Kales (1968) in the face of great inconsistencies from laboratory to laboratory in analyzing sleep records. Considering the large number of situations that can lead to “missed” REM periods, “intermediate” sleep, stimulation-induced REM sleep, and transitions to Stage II during REM sleep, it would be interesting to know what percentage of a night’s sleep is consistent with the scoring manual in a representative sample of uninterrupted nights of sleep from normal participants. A low percentage would strengthen NIELSEN’s (sect. 3.14) call for a view of sleep stages as “fluid” and “interactive,” which finds echoes in HOBSON ET AL.’s (sect. 4) emphasis on “dissociation” and “psychophysiological continua.”

It is regrettable that HOBSON ET AL. took so long to broaden their theory in the face of contradictory evidence available long ago (Vogel 1978a), but it is possible that the “state” transition at sleep onset (sect. 4.2.2) and the greater activation late in a sleep period (sect. 3.3.4.3) explain much dreamlike NREM mentation. The disappointment is their continuing brainstem commitment, which is also preserved by NIELSEN (sect. 3) through his concept of “covert REM sleep.” In the face of the new and old findings synthesized by SOLMS (sect. 6) to show that brainstem activation is not sufficient for dreaming, and in some unknown percentage of cases may not even be necessary, it would seem that research relating the forebrain system to many different aspects of dream content should now be the primary focus of mind-brain isomorphists.

HOBSON ET AL. (sect. 2.3.3) justify their desire to keep the brainstem at the forefront of their theory on the basis of a commitment to a mind-brain isomorphism. However, this insistence may also be due to their strong belief that dreams are bizarre and discontinuous, although one of their own studies reported “discontinuities” in only 34% of 200 dreams (Rittenhouse et al. 1994). Most others who have studied large samples of dream reports from groups and individuals see dreams as even more realistic (Dorus et al. 1971; Foulkes 1985; Snyder 1970; Strauch & Meier 1996). For example, Hall (1966) concluded that only 10% of 815 home and laboratory reports from 14 adult males had at least one “unusual element,” using a scale that can be found in Domhoff (1996). In studies comparing REM reports to samples of waking thought collected from participants reclining in a darkened room, the waking samples were rated as more dreamlike (Beinsel et al. 1986; 1992).

To support their focus on brainstem activation and the bizarre nature of dream content, HOBSON ET AL. have to challenge several different sets of impressive findings. First, they reject (sect. 2.3.1) Foulkes’s (1982b; 1999) conclusions on the low levels of REM dreaming in young children with the claim that these children are not able to communicate in words about their dreams. But Foulkes’s data show that the rate of recall correlates with visuospatial skills, and that there are older children with good communication skills and poor visuospatial skills who do not recall very many dreams in the laboratory. It is more likely that young children do not dream often or well by adult standards, a conclusion favoring a cognitive theory of dreams.

HOBSON ET AL. (sect. 2.3.3) reject Foulkes’s findings on the basis that his young participants did report by saying the laboratory situation is not conducive to typical dreaming, but Foulkes (1979; 1996b; 1999) already has answered that claim very effectively. More generally, they overstate the differences between home and laboratory dreams. This is shown most recently in a reanalysis using effect sizes (Domhoff & Schneider 1999) with the original codings from the most comprehensive study of this issue, which was carried out by Hall (1966) with 11 young adult male participants who each spent three to four consecutive weeks sleeping in a laboratory bedroom in a house in a residential neighborhood.

HOBSON ET AL. (sect. 2.3.3) denigrate the findings on the everyday nature of most dream content by saying that psychological measurement has not been adequate, but they have not demonstrated that their evolving rating scales for the slippery concept of bizarreness can be used reliably across laboratories. Furthermore, they ignore most of the findings with the Hall/Van de Castle system, which has shown high reliability when used by researchers in many different countries and produced results that have been replicated several times (Domhoff 1996; 1999b). However, HOBSON ET AL. (sect. 2.1) do note the Hall/Van de Castle findings on emotion in dreams, which anticipate their own findings of more negative than positive emotions, more reports of emotions in women’s dreams, and no gender differences in the distribution of emotions (Merritt et al. 1994).

In their effort to emphasize differences between REM and NREM reports, HOBSON ET AL. (sect. 2.2.2) argue against any control for length of report. In so doing they do not seem to realize this problem is handled without loss of data by the indicators based on percentages and ratios that are now standard in the Hall/Van de Castle system (Domhoff 1999b; Schneider & Domhoff 1995).

NIELSEN (sect. 2.9.2) also discusses this issue, but does not come to any conclusion, perhaps because he did not make enough of a study in his laboratory using Hall/Van de Castle indicators with 20 REM and 18 Stage 2 NREM reports (Faucher et al. 1999). It showed the REM reports had higher rates of aggressive social interaction even with this small sample size, which is an impressive result because aggression is more sensitive to age, gender, culture, and home/laboratory comparisons than any other variable (Domhoff & Schneider 1999).

Strong support for the use of the Hall/Van de Castle content indicators in resolving disputes about the nature of REM and NREM reports is provided by a study Hall carried out three decades ago, but that was only recently reported by Domhoff and Schneider (1999). When NREM reports from early and late in the sleep period were compared with REM reports, several of the usual differences appeared. For example, the “cognitive activities percent” (the number of cognitive activities divided by the total number of all activities) was 20% in NREM reports, but only 11% in REM reports. Conversely, the “verbal activity percent” was 37% in REM reports, but only 22% in NREM reports. However, the NREM reports from after the third REM period of the night were more similar to REM reports than early NREM reports on a summary measure for a wide range of Hall/Van de Castle categories. These results are consistent with the recent theorizing by HOBSON ET AL. (sect. 3.3.4.3). HOBSON ET AL. (sect. 2.3.2) call for studies of dreams at home to obtain a more realistic sample of dream content, but they overlook the replicated longitudinal results with the Hall/Van de Castle system, which show that dream content can be constant for individual adults over years and decades, something that might not be expected if dreaming is as chaotic and bizarre as they claim (Domhoff 1996). One of these longitudinal studies showed that the dreams of “the Engine Man,” used by Hobson (1988b) to show the bizarreness of dream structure, are highly consistent in content over just a three-month period. His dreams are also below the male norms on key social interactions, and continuous with his waking life in terms of the people and activities in his dreams (Domhoff 1996).

Dream function dream negativism. REVONIUS (sect. 2.2.2) does a convincing job of critiquing rival functional theories, and his “threat simulation” hypothesis draws on an impressive array of ideas from many different kinds of studies (sect. 3.4). Unfortunately, several pieces of his complex argument are highly speculative, including his most crucial sleep/dream claim, the attribution of mental training and implicit learning (sect. 3.7) to REM sleep (VERTES & EASTMAN). It also seems unlikely that trauma could stimulate the development of dreaming (sect. 3.5.2), since Foulkes (1982b) found that children with tense home environments or personal problems did not report more dreams, or more negative content, than did other children. Nor is it possible to agree with the idea that the stereotypic movements of decorticated cats could be the acting out of dreams (sect. 4.2) because it is highly doubtful that animals dream (Foulkes 1983). Finally, it is hard to imag-
ine that chase and attack dreams, which rarely contain successful defensive actions in any event, could make human beings any more primed for reacting to threat than they are due to the one-trial fear-conditioning system that is already found in reptiles (Le Doux 1996).

However, REVONSO (sect. 3.5) is on to something when he links negative dreams and the “repetition dimension” (Domhoff 1993: 1996) to the vigilance/fear system centered in the amygdala. If this idea is placed within the context of ontogenetic development and SOLMS’s (sect. 7) ideas on the forebrain mechanisms that activate dreaming, then REVONSO has made a good case that the repetition dimension expresses a person’s history of emotional concerns. Just as emotional memories can last a lifetime, so too can posttraumatic stress disorder dreams, recurrent dreams, recurrent themes in dreams, and heightened scores on Hall/Van de Castle indicators. Most generally, then, the available evidence suggests that dreams are both non-adaptive and psychologically revealing (Foulkes 1993a; 1999).

Conclusion. If the methodologically most sound descriptive findings were to be used as the starting point for future dream theorizing, the picture would look like this: (1) dreaming is a cognitive achievement that develops throughout childhood (Foulkes 1999); (2) there is a forebrain network for dream generation that is most often triggered by brainstem activation (Hobson et al. 1985b; Solms 1997a); and (3) much of dream content is coherent, consistent over time, and continuous with past or present waking emotional concerns (Domhoff 1996). None of the papers reviewed in this commentary puts forth a theory that encompasses all three of these well-grounded conclusions. This suggests the need for a new neurocognitive theory of dreaming (Domhoff 2000).

Mesolimbic dopamine and the neuropsychology of dreaming: Some caution and reconsiderations
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Abstract: New findings point to a role for mesolimbic DA circuits in the generation of dreaming. We disagree with Solms about these structures having an exclusive role in generating dreams. We review data suggesting that dreaming can be interrupted at different levels of processing and that anterior-subcortical lesions associated with dream cessation are unlikely to produce selective hypodopaminergic dynamic impairments.

HOBSON ET AL.; NIELSEN; SOLMS

The cessation of dreaming after bilateral lesions of the deep white matter surrounding the tip of lateral ventricles is the relevant and original contribution of Solms (1997a) to the neuropsychology of dreaming. Starting from this evidence, which seems corroborated by brain imaging findings showing activation of several limbic structures in the medial basal forebrain, SOLMS now ascribes a fundamental and virtually exclusive role to the dopaminergic mesolimbic structures of the “reward-motivational system” in the generation of the dreaming state both within or outside REM sleep (provided a sufficient level of vigilance). But dreaming consists of a variety of concomitant neurocognitive operations; several hindbrain and forebrain mechanisms and several neurochemical systems maybe involved in a active construction and recall of dream experiences. We will critically review some of the arguments raised by SOLMS in favor of his hypothesis.

Clinical and neurochemical evidence. The clinical correlates of global dream cessation documented by Solms (1997a) are not in themselves evidence that disruption of the reward-motivational system is playing a central role. Adynia scarcely differentiated dreamers and non dreamers (p < .1), whereas measures of frontal function (preservation, p < .001) did. This points to the minimal specificity in the cognitive disorder induced by bilateral lesions of the deep white matter anterior to the tip of the lateral ventricular horns. In addition to their adynia, these patients seem to suffer from a very severe deficit of attentional self-monitoring. Solms (1997a) did not provide adequate measures of vigilance for these patients. (i.e., level of arousal was only clinically defined). Dream recall in frontal patients with lack of interest in initiating and sustaining actions should be re-investigated with more adequate specific tests to determine whether they suffer a general and diffuse deficit of intensive and/or selective attentional processing or whether their oneic impairment arises from emotional-motivational deficit. In the latter case it should be further investigated whether the motivational impairment is a low level one (general hypoaivation) or whether it affects higher level processing (motivational learning and discrimination; Gaffan & Murray 1990). From a neuroanatomical point of view, bilateral lesions of the deep white matter anterior and inferior to the lateral ventricles are unlikely to interfere selectively with dopaminergic transmission because, for example, both noradrenergic fibers (Morrison et al. 1981) and cholinergic ones (Selden et al. 1998) traverse the same area to innervate very large sections of the cortical mantle. Hence damage to the deep frontalbasal white matter probably has complex clinical and neurochemical effects that cannot be reduced to hypodopaminergic adynia.

The idea that dopamine agonists and antagonists have opposite effects in increasing and decreasing hallucinatory activity is not completely convincing for at least two reasons: (1) It arbitrarily equates different hallucinatory phenomena endowed with different physiological and phenomenological qualities. Dopaminergic activation certainly plays a role in all these phenomena but the same phenomena cannot be exclusively defined by the level of DA activity. (2) It de-emphasizes the fact that cholinergic agonists can also induce dream-like activity (Sitaram et al. 1978a).

Brain imaging evidence. In all the published activation studies, subjects underwent prior total sleep deprivation (36–48 hours). In their thorough discussion Braun et al. (1997) acknowledged the potential confounding effects produced by sleep deprivation. Here, we also recall that (1) Sleep deprivation first affects vegetative activities and the emotional section of the anterior cingulate (area 24 in the inferior genual area) is implicated in the regulation of vegetative responses (Devinsky et al. 1995) (2) Sleep deprivation (in particular REM sleep deprivation) enhances DA activity (Brock et al. 1995). Without denying the contribution of motivational-emotional activation to the shaping of dreams (although not all dreams are necessarily endowed with relevant emotional content; see target article by NIELSEN), one might suggest caution about the role attributed to dopaminergic activation of mesolimbic structures in the generation of dreams.

Notes and conclusions. The assertion that published cases of loss of dream recall following stroke can be grouped as frontal ones (deep white matter) and parietal ones is incorrect and incomplete. In our (balanced) review of the literature (Doricchi & Violani 1999) (3) we documented a consistent and homogenous body of cases in which total dream cessation accompanied infero-nasal lesions producing visual-verbal disconnection. In the same review, which included 104 cases published in the neurological literature starting from 1883, we reported the nosology of preserved dream recall after frontal lesions with relevant involvement of the underlying white matter, the predominance of dream cessation after posterior lesions, and the loss of the visual component of dreaming. Solms (1997a) confirmed all these findings and provided further informative data on the locus of the lesion that suppresses the visual component of dreaming.

In the same paper, we formulated many specific and testable hypotheses on the relationship between left-hemisphere linguistic-semantic processing impairments and lack of dream recall as well as on the role of posterior parietal – temporal areas in the spatial
shaping of dreams and the modulation of oculomotor activity in REM sleep (see also Dorichii et al. 1993; 1996). Unfortunately Solms (1997a) did not specifically test these hypotheses and his present target article rejects the role of posterior dorsal areas as supporting various processes involved in visual imagery. Citing our 1993 review (since all other relevant literature is reported) would have preserved the originality of SOLMS’s contribution and made his review more balanced.

Current neuropsychological evidence clearly indicates that dreaming can be disturbed or interrupted at different levels of cognitive processing. The important developments in neuroimaging techniques and future clinical and experimental research will certainly provide a deeper picture of the various cognitive components leading to the construction of complex oneiric experience and the flow of information in the dreaming brain. At present, no model gives a satisfactory account of the pattern of neural activation and deactivation during dreaming. Some authors (see HOBSON ET AL.) simply and cautiously summarize available evidence from many other authors in a list of different neural structures and functions contributing to specific features of the dreaming experience. SOLMS (1997a) views mentalistic-psychoanalytic concepts as “censorship” or “hallucinatory backward projection;” in our view, this has little heuristic value and is incompatible with modern neurocognitive and biological approaches to the study of mental processes. Considerably more evidence and reanalysis is needed before we can assign to dopaminergic mesolimbic structures a selective and exclusive role in the generation of dreams.

**REM sleep: Desperately seeking isomorphism**

Irwin Feinberg
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**Abstract:** If reports given on experimental awakenings validly represent mental activity that was underway before the awakening, REM sleep is not necessarily nor sufficient for dreaming. Another intuitively attractive hypothesis for its function – that REM consolidates or otherwise modifies memory traces acquired while awake – is not supported by the preponderant evidence. There is growing acceptance of the possibility that REM functions to support sleep rather than waking brain processes. [HOBSON ET AL.; NIELSEN; SOLMS; VERTEES & EASTMAN]

**REM sleep and dreaming: Rosetta stone or red herring.** As good a case as possible for the REM-dream isomorphism is made by HOBSON ET AL., but one that ultimately fails to convince. It is not possible to review all the contrary evidence but I will cite some significant examples. HOBSON ET AL. note that Hong et al. (1997) found an “impressive” correlation of .8 between visual imagery and REM density and consider this “evidence for a dependence of dream imagery on a qualitative feature of REM sleep” (p. 138). However, this correlation was found in a single subjects (S); further experiments failed to demonstrate this relation in two additional Ss (Antrobus et al. 1995). Moreover, the early hypothesis that the rapid eye movements of REM sleep (REMs) indicate scanning of dream images has not been supported by subsequent, more careful studies (Moskowitz & Berger 1969). REMs are so dramatic a feature of REM physiology that it seemed obvious they must be functionally important. However, my colleagues and I proposed they are adventitious phenomena with no special relation to dream imagery (Feinberg et al. 1987). We suggested that REMs are overt but incidental manifestations of the intense, disinhibited neuronal firing sleep in many motor (and sensory) systems throughout the brain that occurs during REM. Whereas neuronal firing in motor centers that control the limbs must be blocked to prevent movements that would awaken the sleeper, the eyes can move without causing awakening. Nature did not establish an inhibitory pathway from the atonia centers of the brainstem to the oculomotor nuclei simply because none was needed. The physiologically important question then becomes why some brain structures are intensely active in REM sleep. A potential clue is that the structures showing this response tend to be “hard-wired” (Feinberg & March 1995).

HOBSON ET AL. recognize that Antrobus and his colleagues interpreted the eye movement density-visual imagery correlation reported by Hong et al. (1997) not as evidence of brain-behavior isomorphism but as “another example of the simple dependence of dream content on levels of brain activation.” I agree with Antrobus’s view and think it important to emphasize further the strong albeit circumstantial evidence that REMs density is proportional to within-sleep arousal level (or “activation”) (Feinberg et al. 1987). This evidence includes: the reduction of REMs by total sleep deprivation the progressive increase in REMs density across successive REMPs; the further spectacular increase in REMs density when sleep is abnormally extended, becoming extremely “light”; and the strong suppression of REMs density by GABAergic hypnagogic dreams, that specifically depress brain arousal.

To further support an isomorphism between REM sleep and dreaming, HOBSON ET AL. point to a “positive relationship” between length of preceding REM sleep and word count, citing Stickgold et al. (1994a). A positive relationship is not fully supported by the cited paper because word counts after 45–60 min of REM were about half as long as those in reports after 30–45 min of REM. Moreover, the results of a simple experiment in our laboratory, better controlled for time of night than that of Stickgold et al., challenge their findings (Rosenlicht et al. 1994). We awoke subjects (Ss) after 5 and 10 min from the second and fourth REM of the night. Mentation was elicited with a standard protocol. The reports were tape-recorded, transcribed, and scored “blind” for word count by two raters. Word counts did not differ significantly in reports elicited after 5 versus 10 min of REM sleep (325 vs. 413; p = 0.114) but there was a highly significant difference between reports from the second fourth REMPs (264 vs. 474; p < .001). We cannot fully explain the discrepancy between the results of the two studies. However, our experiment can easily be repeated and one hopes that it soon will be because its implications are substantial. If our findings are independently confirmed, they would demonstrate that the effects of REM sleep duration on word count are trivial compared to those of time of night. This point gains importance for HOBSON ET AL. because they now accept word count as a measure of “dreaming.” So far as the underlying biology is concerned, we and many others have interpreted longer dream narratives later in the night as caused by higher within-sleep arousal (“activation”) level. As discussed below, it is still not clear whether higher arousal level produces longer dreams, a wider span of recall for ongoing sleep mentation, or both.

Whether NREM and REM mentation differ qualitatively is the essence of the isomorphism issue. All of the experts in this BBS Special Issue on REM sleep and dreaming agree that dreamlike reports, qualitatively indistinguishable from those elicited from REM, can be obtained by awakenings from any stage of NREM sleep. Since the brain physiology of REM is massively different from that of NREM, one would expect REM-dream isomorphism. At several points in their target article HOBSON ET AL. imply that failure to accept the REM-dream isomorphism is tantamount to rejecting the dependence of mental phenomena on the brain. This is hardly the case. One is rather rejecting the claim that a relationship exists between a particular psychological state (dreaming) and a particular physiological state (REM sleep). This rejection is not based on “mentalism” but on the strong contrary evidence. It is past time to accept the failure of this particular isomorphism and look elsewhere for the brain states that underlie dreaming. SOLMS does this in his interesting article.

**Solms on the neural substrate of dreaming.** The isomorphism issue is tackled head on by SOLMS. Noting that disagreement remains on the precise frequency NREM dreaming, he emphasizes the general acceptance of “the principle that REM can occur in
the absence of dreaming and dreaming in the absence of REM" (sect. 4). While even a rare instance of NREM dreams indistinguishable from those of REM would severely challenge isomorphism, NREM dreams are far from rare. SOLMS cites Hobson’s (1988b) comment that “5–10% of NREM dream reports are indistinguishable by any criterion from those obtained from post-REM awakenings” (p. 143) and he points out that, since NREM sleep makes up 75% of total sleep time, “this implies that roughly one-quarter of all REM-like dreams occur outside of REM sleep” (SOLMS sect. 5, his emphasis).

SOLMS goes on to use clinicopathologic correlations to seek the neural substrate required for dreaming. His review finds that patients who have lost the ability to dream have suffered lesions in two forebrain areas: the “parieto-temporo-occipital junction” and the “ventro-mesial quadrant” of the frontal lobe. These observations are especially intriguing because several of these cases showed REM sleep when tested in the laboratory. However, without specific control for the memory impairment likely to accompany such brain lesions, one cannot know whether a patient has lost the ability to dream or the ability (and motivation) to recall and report dreams.

I strongly endorse SOLMS’s conclusion that the REM sleep-dreaming relation is in need of so fundamental a revision as to constitute a paradigm shift. This shift is at least 10 years overdue. The REM-dream relation has not been a Rosetta stone but rather a red herring that has led us seriously astray. The failure of REM-dream isomorphism contains an ironic element. The irony lies in the fact that this failure, taken with our knowledge of the brain physiology of REM sleep, tells us a great deal about what the neuronal substrate for dream consciousness is not. SOLMS explicitly recognizes this. J. D. March and I arrived at a logically similar conclusion (Feinberg & March 1995). We reasoned that, since brain physiology is qualitatively different in NREM and REM, but the conscious experience of dreaming in the two states is not qualitatively different, “the striking NREM/REM differences in neuronal firing must not involve the neural systems that can affect the quality of conscious experience” (p. 106). Because it is almost certain that marked alterations of the firing patterns in these structures would affect waking consciousness, this conclusion implies that sleep involves disconnections within the brain, as well as a relative disconnection from the environment.

Sleep and memory. Before commenting on VERTE & EASTMAN, whose paper deals mainly with this issue, I think it important to emphasize a fact that is too often overlooked: Virtually all modern sleep-dream research is based on the unproved assumption that narratives given by Ss when awakened from sleep represent mental activity that was going on prior to the awakening. Certainly this assumption is consistent with our subjective experiences of dreaming. Nevertheless, there are no data that rigorously exclude the possibility that dream reports are entirely constructed during the process of waking-up. A century ago Goblot (cited by Hall 1981) pointed to this possibility. Some of us who have been present (more recently) as Ss struggled to report their sleep mentation had the impression that a considerable process of reconstruction (construction?) was underway. On some of the infrequent occasions when Ss produced complex and elaborate dream narratives, I thought that the stories were being created de novo while the S was in a fugue state intermediate between sleep and waking. A related point is that any quantitative or qualitative differences in the mentation elicited from the different stages of sleep might be caused by differences in the functional state of memory systems rather than in the mental activity produced during these stages (Feinberg & Evarts 1969).

VERTE & EASTMAN review the experimental literature on whether REM sleep promotes memory consolidation and show it to be unpersuasive. Many of these studies performed REM deprivation with the “flower pot” method that VERTE & EASTMAN rightly emphasize is contaminated by stress. Even in the presence of this stress, there are as many failures to show an impairment of learning and memory by REM deprivation as there are positive studies. Carlyle Smith’s evidence that memory “windows” exist during which REM sleep acts to consolidate memories has not been independently confirmed; moreover, the variability in the timing of these windows that Vertes and Eastman extensively document is disconcerting. Using another line of evidence, VERTE & EASTMAN cite data showing that monoamine oxidase inhibitors can virtually eliminate REM sleep without detriment to waking behavior. I agree with this point and, in fact, used it to support my arguments that REM serves a brain function intrinsic to sleep rather than (as does NREM) to waking (Feinberg 1974). Benington and Heller (1994) now also endorse a similar view.

In discussing the stress induced in rats by REM deprivation with the flower pot method, VERTE & EASTMAN note in passing that this criticism may not apply to deprivation with Rechtschaffen’s yoked control-platform paradigm. This point is not essential to any of their main arguments. Nevertheless, because of the great theoretical importance currently placed on the physiological changes provided by the Rechtschaffen deprivation paradigm, it may be useful to draw the reader’s attention to the fact that some investigators believe that these changes are due to stress rather than sleep loss. Thus, I noted (Feinberg 1999) that the pathophysiological changes produced in rats by prolonged total or selective sleep deprivation with the Rechtschaffen technique resemble the non-specific stress responses in Selvye’s General Adaptation Syndrome (Selvye 1937). Rechtschaffen has strongly contested these arguments (Rechtschaffen & Bergmann 1999) and this issue remains controversial.

I would have emphasized more strongly than VERTE & EASTMAN the functional implications of the shut-down of memory consolidation systems during sleep. The degree of shut-down is roughly proportional to the level of high amplitude delta EEG, that is, it is maximal in stage 4 and least in stage REM. I have already emphasized that variations in arousal level might explain much of the variance in sleep mentation through its effects on memory function, a view previously proposed by several investigators (Antrobus 1991; Koulack & Goodenough 1976; Zimmer- man 1970). Variations in memory function could also explain why Ss can produce non-random estimates of REM but not stage 4 durations (Carlson et al. 1978). If, as many of us assume, one function of sleep is to reverse certain effects of plastic neuronal activity during waking, it seems likely that memory systems would be involved. It makes intuitive sense that the systems being restored would be taken “off-line.” The fact that memory consolidation systems are substantially disabled during sleep is therefore consistent with the possibility that one function of sleep is to permit recovery of these systems.

It is in their proposals for the function of REM sleep that I found VERTE & EASTMAN disappointing. Hypotheses similar to theirs have been advanced in the past and VERTE & EASTMAN offer no new evidence. As already mentioned, the hypothesis that REM serves a function intrinsic to sleep rather than to waking was advanced a quarter century ago (Feinberg 1974). A proposal similar to VERTE & EASTMAN suggestion that “the primary function of REM sleep is to provide periodic endogenous stimulation to maintain minimum requisite levels of CNS activity throughout sleep” (p. 143) was put forward by Eichhorn and Carlson (1966). Although VERTE & EASTMAN decry theories that propose “magical” processes for REM sleep, their own proposals seem vulnerable to similar criticism. Notions like “minimum requisite levels of CNS activity” or a brain “incapable of tolerating long continuous periods of relative suppression” could be viewed as vague and metaphorical. High levels of REM sleep in the neonate. Both HOBSON ET AL. and VERTE & EASTMAN cite the high neonatal levels of REM sleep to support their differing interpretations of REM’s functional significance. But there are reasons to believe that the physiology of neonatal sleep differs fundamentally from that a few months later (Feinberg 1989). Brain wave patterns in the neonate are so rudimentary that one cannot distinguish the NREM from the REM EEG, making it necessary to distinguish sleep states
behaviorally as “quiet” or “active” sleep (cf. Kahn et al. 1996)). Anatomical data can be added to earlier arguments against accepting REM in the neonate as physiologically equivalent to that occurring later in infancy. Conel’s atlases (Conel 1939) show cortical connectivity in the newborn human brain to be vastly limited compared to that present just a few months later, at which time REM levels are not greatly different from those in the adult. Frank et al. recently reported that “REM” sleep in the newborn rat differs pharmacologically from that in the more mature animal (Frank et al. 1997) and argued that this indicates a different physiological state. For these reasons, it seems hazardous to accept active sleep in the newborn as homologous with the REM of later infancy and adult life and to infer either functional or psychological significance from its high levels.

**Nielsen and the hypothesis of covert REM.** A masterful and objective review of the experimental literature on dreaming is provided by Nielsen that should be useful for years to come. He accepts the “strong proof that cognitive activity—some of it dreaming—can occur in all sleep stages,” and that the physiology of NREM and REM are qualitatively different. Nevertheless, he attempts to preserve an isomorphic REM-dream relation. Of course, he hypothesizes that “sleep mentation is tightly linked to REM sleep processes” and that these processes may dissociate from the REM state and “stimulate mentation in NREM sleep in a covert fashion.” Although I interpret differently much of the evidence Nielsen cites in support of his hypothesis, I strongly agree that one encounters intermediate sleep states that have both NREM and REM features. Such states provoke considerable gnashing of teeth among the unfortunates whose task is to score sleep stages. However, it is a considerable leap from the sporadic occurrence of intermediate states to the notion that these states are invariably but covertly present whenever dreamlike narratives are elicited from NREM awakenings. This hypothesis seems particularly implausible in the case of stage 4 awakenings that give rise to vivid dreams since stage 4 physiology is the polar opposite of that in stage REM. But unless intermediate states with REM characteristics are always present when dreamlike narratives are elicited from sleep, covert REM cannot rescue the REM-dream isomorphism. Nielsen suggests that his hypothesis can be tested by simple and straightforward experiments. I do not agree that the tests he proposes would give unambiguous answers. Nielsen proposes that dreamlike mentation reports will occur more frequently when elicited from NREM episodes in close proximity to REMPs, especially those that are lengthy. However, this result need not indicate the presence of covert REM. The one-stimulus model (see below) could parsimoniously interpret such findings as indicating that within-sleep arousal levels are higher at these points. Twenty years of research have shown that NREM sleep is not constant across a sleep cycle but shows the waxing and waning of delta intensity (cf. Fig. 1). Differences in the mentation elicited at the beginning and end of the cycle could reflect differences in the physiology of NREM at these points, independent of proximity to REM. A similar interpretation applies to Nielsen’s prediction that NREM mentation will be increased by sensory stimulation during sleep; such stimulation, already known to increase REM sleep (Drucker-Colin et al. 1983), could alter sleep mentation by raising arousal level. Experiments of the sort Nielsen proposes would nevertheless be interesting. They could be strengthened if awakenings were performed in relation to points in the computer-quantified delta cycles rather than visually scored sleep stages. For example, it would be interesting if sleep mentation on the ascending limb of these curves differed from that elicited on the corresponding point of the descending limb (which would receive the same sleep stage scores and have similar proximity to REM).

In his discussion of “missing” REM episodes, Nielsen seems unaware of some relevant literature. As Nielsen notes, the “skipped” first NREMP leads to exceptionally long first NREMPs. This phenomenon is best understood on the level of basic sleep physiology. It has long been known that if one plots total EEG amplitude or spectral power or delta integrated amplitude across sleep, one observes an irregular series of peaks and troughs (Church et al. 1975; Koga 1965; Lubin et al. 1973). The peaks correspond to visually scored stage 3–4, and the troughs are usually scored as stage REM, with stage 2 occupying the intermediate parts of the curve. However, in extremely deep sleep (e.g., in young normal children or young adults after total sleep deprivation—TSD), REM is frequently not scored in the first trough (Fig. 1). In these cases, application of curve smoothing methods...
that objectively define successive peaks and troughs reveals that the duration of the first peak (NREM 1) is not abnormally protracted in either the sleep sleep of children (Feinberg et al. 1990) or in young adults after TSD (Feinberg & March 1988).

It will simplify the discussion if we now introduce the one-stimulus model of NREM and REM sleep that March and I proposed in 1985 and expanded in 1995. Briefly, this model holds that NREM and REM sleep occur at different points in the brain’s response to a single inhibitory neuroendocrine pulse that occurs recurrently during sleep. This pulse is presumed to originate in the hypothalamus. This stimulus inhibits neuronal activity, reduces cerebral metabolic rate, induces EEG synchrony and depresses arousal level, that is, induces NREM sleep. Functional changes that occur in the inhibitory (NREM) state include relative sensory deafferentation and a shutting down of memory consolidation systems (see above). The intensity of the brain response to the stimulus parallels the waxing and waning of the EEG amplitude curves described above. When the strength of the inhibitory pulse falls below a critical threshold, escape from inhibition occurs. This neuronal escape is REM sleep which, as noted above, is characterized by intense, disinhibited firing in many neuronal systems. After a variable duration of REM, another pulse is released and the process repeats. The failures of REM to appear in the first trough of deeply sleeping Ss indicate that the critical arousal threshold for inhibitory escape has not quite been reached. March and I have shown how the one-stimulus model, along with the homeostatic model of delta (Feinberg 1974) parsimoniously accounts for much of the known phenomenology of human sleep, including sleep architecture patterns and the effects of daytime naps on post-nap sleep (Feinberg et al. 1985; 1992). The model also explains the increased REM produced by (partially arousing) sensory stimulation during sleep, and Datta and Siwek’s (1997) findings that low intensity stimulation of brainstem arousal centers converts NREM to REM and more intense stimulation converts REM to waking. Our model would also interpret the increased neuronal firing in cholinergic brainstem centers during REM as components of widespread disinhibition-release phenomena, rather than as specific stimuli for either the REM state or the cognitive events of dreaming.

The brain, they argue, is incapable of sustaining long periods of suppression produced by the delta activity of SWS and as such, requires endogenous stimulation to maintain neuronal homeostasis. However, as it has been for so many other theories ranging from that of Freud in 1900 to the present ones of the post-REM era, VERITES & EASTMAN’s theory is unfalsifiable. This is largely the reason the function of sleep (and dreaming) remains unknown. In any case, VERITES & EASTMAN’s theory is not under examination in this review; it is the REM-sleep/memory consolidation theory that is. This theory has received considerable attention because there are potential methods for evaluating the evidence relevant to the theory. That is, the theory includes the possibility data can be generated that will falsify it. Therefore some researchers have challenged its basic tenets.

1. Two important caveats. (1) The principle of falsifiability (Popper 1959) has important implications for the way the theory of REM sleep and memory consolidation is evaluated. Many researchers think that a good scientific theory is one that has been repeatedly confirmed, and a bad theory is one that has not received consistent confirmation. They assume that the amount of confirming evidence is the critical factor. However, falsifiability implies that the number of times a theory has been confirmed (or not confirmed) is not the critical element; not all confirmations are equal. Confirmations are more or less important depending on the extent to which a hypothesis exposes itself to potential disconfirmation. One confirmation of a highly specific, potentially falsifiable experiment can have a far greater impact than the disconfirmation of twenty different experiments that are all virtually unfalsifiable. Therefore, it is necessary to look not only at the quantity of the confirming evidence, but also its quality. (2) Even with an earnest attempt at evaluation of the literature, the writer of a review organizes the material and emphasizes certain parts of it so as to persuade the reader to his view. For researchers who do not have a primary interest in the area of the review, and who do not peruse individual experiments reported, the reputation of the reviewer and his steadfast argument might convince the “outsider” the review represents the final word.

The purpose of the present commentary is to counteract the persuasive effects of honest, but nevertheless – what this writer believes – are misleading biases. Unfortunately, space limitations preclude a full critique, and therefore this commentary is limited to a few selected items of VERITES & EASTMAN’s target article.

2. REM augmentation studies. One of the most consistent findings in the animal sleep literature (as overwhelmingly consistent as the evidence for cholinergic REM sleep generation) is the augmentation of REM sleep following heightened experiences. Yet, while human studies have not shown the same degree of consistency, the reader is led to think REM sleep augmentation is a bogus finding. Unfortunately, VERITES & EASTMAN provide no discussion of the differences between human and animal sleep cycle rhythmicity, nor is there any attempt to reconcile the differences in an effort to point out why REM augmentation may not be easily seen in human sleep. Given the imperfections of the disconfirming experiments in contrast to the consistency of the augmentation phenomenon, it is necessary to evaluate the extent and nature of the flaws in the disconfirming experiments. More specifically, there is no evidence presented falsifying the confirming evidence that might lead to the theory being modified, or perhaps abandoned for an entirely new theory.

More dismaying is misinterpretation of research report findings. In the effort to build a case against the REM-sleep memory consolidation theory, VERITES & EASTMAN make reference to review articles and conclusions drawn by others, in particular the review paper of Horne & McGrath (1984). That paper refers to two publications from my laboratory (Guitevin & Fishbein 1980a; 1980b) in which we examined the effects of enriched and impoverished rearing on REM sleep. The original reports describe findings that are the opposite of what VERITES & EASTMAN state. VERITES & EASTMAN conclude that (1) REM sleep augmentation is an “artifact” of an overall increase in total sleep time (TST), and
(2) the differences between the experimental and control animals comes from a decrease in REM as a result of the controls being reared in impoverished conditions. A reader of the review is led to conclude that the research results were owing to a confounding variable, and therefore should be discarded. In fact, the reported findings in both research reports unambiguously show that REM sleep is significantly augmented as a result of enriched rearing compared to social control (not impoverished) animals and furthermore, the selective REM sleep augmentation in the enriched animals compared to the social control animals is not an artifact of SWS augmentation. Both papers, in considerable detail, report the statistical analyses with significance probability levels of p < .001 or greater.

3. REM deprivation studies. Vertes & Eastman then turn to the REM deprivation research that was so ubiquitously reported during the 1970s and 1980s and again the target article presents misrepresentations and omissions of significant experimental findings. This section begins with a quotation from my 1995 review paper (Fishbein 1995), I abandoned the REM deprivation work because I could not, it says: “adequately respond to criticisms leveled at the (REM deprivation) technique.” This is gross distortion. To set the record straight, at the time the REM deprivation experiments were performed, I had reached the point whereby I had come to believe all the crucial experiments to demonstrate the relation between REM sleep and memory consolidation processes using the pedestal technique had been exhausted. To further pursue that line of research would produce experimental results that could only be seen as variations on a theme that, for the most part, had already been established. I believed it was time to move on and employ a new strategy.

3.1. The pedestal technique. The REM deprivation experiments from my laboratory were all designed with extraordinary care, primarily to handle the possible interpretation that the results would be seen as confounded by the “stress” of the pedestal technique. The view had emerged, at the time, that the pedestal technique produces results indistinguishable from experiments employing stress to produce impairments of learning or memory; interestingly, the REM deprivation/memory experiments reporting the effects of stress had all used rats (for a review, see Fishbein & Gutwein 1977). Our experiments, on the other hand, employed mice.

Certainly we knew that confirming evidence, based on reports from many laboratories examining the physiological effects of stress, and particularly those laboratories showing the pedestal technique not to be stressful, would not pacify skeptics wedded to the belief the pedestal technique is stressful. We also did not believe our descriptions of mice freely climbing about the underside of water filled cages, would pacify the skeptics either. Neither did we believe our open field activity experiments, showing no differences between REM deprived and normal animals, would placate the skeptics. However, we did think that if we could perform an experiment that would refute (falsify) the hypothesis that the pedestal technique is stressful by replicating the rat studies (i.e., restricting the activity of the mice while living on a pedestal in the midst of a pool of water), showing that restriction impairs (impairs) the mice, while nonrestriction (non-stress) does not, we would have direct confirmation of our hypothesis that the pedestal technique was not stressful (so long as the mice could climb about – and exercise – in the pedestal cages).

We performed that experiment; it is described in our 1977 paper (Fishbein & Gutwein 1977). The results indicated that the unrestricted mice (living on the pedestals for either 2 or 4 days) had identical activity scores (open field and passive avoidance step-through latencies) compared to controls (animals maintained in standard shoebox cages with wood shavings); whereas restricted animals (also on the pedestals for either 2 or 4 days) were considerably more active than controls and the unrestricted mice. With this experiment we clearly demonstrated why the rat studies had to be discounted as a result of the deprivation procedure, whereas the robustness of the mice demonstrated just the opposite. In short, stress was not a factor we needed to concern ourselves with in our REM deprivation studies. The journal referees of our many manuscripts were convinced we had satisfactorily handled the stress criticism; they would not have allowed our reports to go to press if there was such a gross confound in our research. Yet despite all our efforts, there was always a small number of researchers (perhaps biased by their own theories of the function of REM sleep) who refused to be swayed by the data.

3.2. Prior REMD studies. In the fourth line of their brief discussion of prior REM deprivation studies, Vertes & Eastman dismiss this research out of hand. “These studies,” they say, “do not seem to test the REM consolidation hypothesis since the deprivation period precedes training/acquisition and there is no potential carry over of information pre to post REMD.” Period. That’s it; and with that said, they select one study (van Hulzen & Coenen 1982) to drive home their point; prior REM deprivation produces only acquisition impairments. Of course, the stress factor is then resurrected and the whole matter is discharged without further ado.

However, this area of research is important and several experiments designed to examine the effects of prior REM deprivation on the conversion phase of memory consolidation have demonstrated that acquisition is unaffected by the prior deprivation. In fact, it is imperative to demonstrate in such experiments that subjects learn and remember normally for at least a brief period before amnesia sets in, otherwise – Vertes & Eastman would be correct – the experiments would be difficult to interpret because there would be no way to distinguish acquisition from retention impairments. The prior REM deprivation studies are centrally concerned with the role of REM sleep in the formation of newly acquired information.

In two experiments from my laboratory (cited in Vertes & Eastman’s review, Fishbein 1970; Linden et al. 1975), we unequivocally demonstrate that mice deprived of REM sleep for 3 days prior to learning show perfectly normal retention up to 1 hour after learning compared to non-deprived controls. However, 3, 5, and 7 days after the animals had demonstrated normal retention, they are amnesiac. That is, a memory that had been established was now gone.

In the follow-up to this experiment we reasoned and predicted that if the prior REM deprivation impairs the permanent fixation of a long-term memory trace, the treatment induced its effect by altering the consolidation gradient of the memory fixation process. In this experiment the same experimental design was employed as in the previous one. Animals were deprived of REM sleep for three days and then trained. Electroconvulsive shock (ECS) was then administered at intervals varying from immediately after learning up to 6 hours afterwards. The animals were then tested for retention three days later, long after recovery from the deprivation and ECS. In this experiment we showed that 3 days after training the memory trace remains susceptible to disruption and furthermore a gradient of susceptibility was apparent as the animals recovered from the REM deprivation. The experimental results confirmed our hypothesis. Moreover, the experiment is without any stress confound. All animals were deprived for the same length of time; all animals received training at the same time after the prior deprivation; the only variable manipulated was the time between training and the administration of ECS. The experiment provided indisputable evidence that REM deprivation had sustained the memory trace in a labile form, thereby prolonging permanent consolidation of the memory trace. In short, REM sleep has an important role to play in the fixation phase of the memory consolidation process.

3.3. Post learning REMD studies. Vertes & Eastman similarly dispose of the REM deprivation studies in which the deprivation is inserted between learning and retention testing; in their view, these are all “performance” deficits. Considering the enormous number of publications that have examined the REM sleep-memory consolidation hypothesis from this perspective, it is hard to believe that so many experiments can be so easily dismissed. There are many confound-free experiments to choose from that
underscore the important role of REM sleep in the mechanisms underlying the storage of long-term memory. One experiment, in particular, from my laboratory can serve as a model example. The experiment was one of our earliest (Fishbein et al. 1971) and is totally free of the “stress” factor. Mice were trained and immediately deprived of REM sleep by the pedestal method for 2 days and then separate groups were administered ECS varying from 5 minutes to 12 hours afterwards. Two days later, after recovery from deprivation and ECS the animals were tested for retention. As in the prior REM deprivation studies, ECS produced retrograde amnesia, with the amnesia gradient occurring two days after training.

Important to note, the animals were not under any stress at the time of learning or retention testing, yet REM deprivation induced a brain change that led to a profound amnesia.

Moreover, contrary to VERTES & EASTMAN’s suggestion in all the experiments performed in my laboratory, the treatment effects were extremely large. Therefore, these experiments and many more that have followed, have provided exceptionally strong evidence that REM sleep has a major role to play in the processing and consolidation of long-term memories. The task of researchers is not to dismiss these powerful findings because other experiments have not systematically supported them, but to search for a pattern of flaws running through the research literature because the nature of the pattern may then provide reason to modify or possibly abandon the theory. However, that a confounding “stress” factor obscures the interpretation of an experimental result does not mean the theory need be abandoned.

Space constraints preclude further discussion despite other objections to be raised, yet it bears repeating that failure to reject Hebb (the null hypothesis) is not in itself evidence that the theory of REM sleep-memory consolidation should be abandoned. Nevertheless there is one abiding issue central to the REM sleep-memory consolidation hypothesis raised by VERTES & EASTMAN that must be addressed. The topic revolves around the role of theta activity involved in memory processing.

4. Making dreams out of chaos. Central to VERTES & EASTMAN’s objections to the REM-sleep-memory consolidation hypothesis is their view that theta waves—which, indisputably, involve memory processing during waking—merely reflect a highly activated brainstem during REM sleep, producing random (chaotic) activation of the cerebral cortex and limbic system (rather than reflecting memory processing activities.

Vertes and I have previously exchanged commentaries about these very points (Fishbein 1996; Vertes 1996). I suggested that the chaos may be the underlying basis of the dream itself. Information comes into the hippocampal system from the cerebral cortex, including the visual, auditory, sensory cortices and the motor cortex. It also receives information from the amygdala concerning odors, unsafe stimuli, and information about the person’s emotional state: whether sexually excited, hungry, frightened, and so forth. Recent accumulated evidence suggests that the function of the hippocampus may be to tie together or relate all the things happening at the time the memory is stored. Many experiments suggest that the role of the hippocampus is to construct representational relationships between these various forms of experience, including the order in which events take place. The representations can be likened to a library card-catalogue filing system with essential information stored in neural networks distant from the hippocampus. The filing system performs the necessary work of filing and/or retrieving information. Disruption of the system will of course impair storage (as in Alzheimer’s disease) or retrieval processes (as in schizophrenic hallucinations).

4.1. The relation of random excitability to memory. VERTES & EASTMAN question whether random, unrelated events can have any functional value in the long-term memory encoding process occurring during REM sleep. They believe that since there is no mechanism in REM to select and orderly transfer the ponto-geniculo-occipital (PGO) spike information to the hippocampus from the brainstem, or for that matter from various cortical regions, the information that does flow will be inherently random and therefore “there would be no functional value in consolidating or ‘remembering’ this information.”

However, chaos may be just the elixir needed to facilitate information storage. Information that is systematic, orderly, and time-locked to the behavioral experience, as VERTES & EASTMAN would have it, may not lead to strengthening of memory traces, but to its decline. D.O. Hebb (1949) was the first to point this out in his famous text, Organization of behavior. For example, there is no surprise about the fact that hearing a joke for the second time makes for poor entertainment—the better the details are remembered of the first telling, the less interest there is in the second. Similarly, in a prolonged training schedule, there are often periods when practice seems to have a negative effect. The more you try, the worse things get. Such mundane events—yet truisms—might suggest that connections involved in learning might actually be weakened by orderly repetition of the same sequence of events. This behavior is referred to as “habituation.” And sometimes it is necessary to have a period of rest before functioning well can occur again (“spontaneous recovery”). In a similar vein, we know that distributed practice is superior to massed practice in learning a skill. Thus, the deteriorative effect of repetition (say, losing interest in repeating the same solution to a problem) leads to habituation.

Hebb’s illustrations infer that a memory continually needs to be updated to maintain its organization and persistency. In the same way, perhaps a neuronal memory trace needs to be re aroused to be sustained, but the maintenance of the trace requires new combinations of excitation (Nick & Ribera 2000), which in turn might mean new cognitions or new ideas.

To quote Hebb, the “mere occurrence of a particular ‘phase sequence’ once, induces changes at the synapse (memory) that make it impossible for exactly the same sequence to occur again, unless the synaptic changes have disappeared with time” (1949, p. 225), or possibly the information needs to be introduced in a different form. In short, the chaos occurring during the REM sleep period that VERTES & EASTMAN believes serves no functional value in consolidating information may be the kind of excitation that neural networks require to consolidate and sustain information for prolonged periods.

5. The new findings of Braun and Solms. Finally, VERTES & EASTMAN’s objections to the REM sleep-memory consolidation hypothesis must be abandoned in light of the recent brain imaging studies of Braun and colleagues (1997; 1998) and the new lesion-dreaming research of SOLMS, that presages renunciation of the brainstem activation-synthesis model of dreaming (and HIBBS) & EASTMAN’s AIM update of the model), replacing it with a shared model in which forebrain cerebral activation during sleep and dreaming is either self-activated within the forebrain itself, or activated by either the random orchestration of the ascending brainstem cholinergic system (originating in the pons) primarily during REM sleep, or a non-REM activating system ascending through dopaminergic circuits originating in the midbrain ventral segmental area of Tsai, the origin of the mesolimbic and mesocortical dopamine systems. Therefore it is no longer necessary to look to the pontine brainstem as the sole source of endogenous cerebral activation in short (chaotic) activation of forebrain structures throughout the sleep cycle has the potential to reactivate neuronal circuits facilitating the consolidation of memory.

Dreaming is not an adaptation

Owen Flanagan
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Abstract: The five papers in this issue all deal with the proper evolutionary function of sleep and dreams, these being different. To establish that some trait of character is an adaptation in the strict biological sense re-
quires a story about the fitness enhancing function it served when it evolved and possibly a story of how the maintenance of this function is fitness enhancing now. My aim is to evaluate the proposals put forward in these papers. My conclusion is that although sleep is almost certainly an adaptation, dreaming is not.

[HOBSON ET AL.; NIELSEN; REVONSSUO; SOMLS; VERTES & EASTMAN]

Evolution and the dissolution of the hard problem. Despite being orthodox naturalists and recommending whole-heartedly the view that mental processes are brain processes, the HOBSON ET AL. "dream team" (Flanagan 2000) buys into a bad philosophical idea. This is the idea that there is a "hard problem" of consciousness (Chalmers 1995a), one that they claim they do not treat or resolve with the AIM model, and one that they, like many others, seem to think is beyond current cognitive neuroscience, possibly beyond science, period. I want to convince the dream team that they do treat the hard problem.

What Chalmers (1995a) calls the "hard problem" of consciousness is the problem of explaining how subjectivity can arise from complexity organized material stuff. The hard problem truly exists in one sense, for we have at present nothing remotely approaching a complete theory of how the brain does everything it does, including how it produces consciousness. But Chalmers, as well other "new mystics" (Flanagan 1991; 1992) like Colm McGinn (1989), have pressed the line that even if we are provided with a complete neurological theory of how the brain works, nothing will have been done to erase the intuition that there is an unbridgeable gap between the way the organized objective brain works and the first-person grasp I have of myself as a thinking-feeling creature. Knowing all the facts about how the brain works will fail to explain how the brain gives rise to subjective mental life.

My recommendation for HOBSON ET AL. is not to fall into the trap fostered by such intuitions as "It is amazing that my consciousness could emerge from brain processes" and "Thoughts don't feel as if they have neural texture." One falls for the trap when one allows the "gee-whiz" bug to get a grip and thinks that there is any harder, deeper, or further problem than explaining how the mind-brain works for each of the heterogeneous kinds of conscious mental state types. Explaining the mechanisms that give rise to the different types of waking consciousness, NREM, and REM-mentation, is all there is to solving the hard problem. There is no further hard problem that will remain once this labor is completed. It may still seem amazing that by explaining how the brain works we will have explained how the mind works. But so what? It may seem amazing, even incredible, that my solid maple dining table is actually a field in Hilbert space comprised mostly of empty space. But that is what it really is. How things seem, including the powerful intuition that there seems to be an unbridgeable gap between conscious experience and brain processes, has no evidentiary status whatsoever when it comes to how things are.

In fact, we have an evolutionary explanation for why the mind-brain relation seems so mysterious. Philosophers call such explanations "error theories," because they are designed to explain why otherwise intelligent people make grand reasoning errors, such as believing that there is evidence for God or that there are objective moral facts. In the case under consideration, Mother Nature designed us to be the first-personally with our brain states at a level of granularity that reveals nothing about their neural texture. But it is an inference to the best explanation that mental events just are brain events. The fact that they don't seem that way is irrelevant. Indeed, it was a wise evolutionary strategy to design us not to have first-personal touch with the deep structure of our mental states and processes, a case where more information would have been too much information. Awake consciousness in the five sensory modalities is an adaptation precisely because it allows us to detect reliably what is going on outside us and to use this information in fitness enhancing ways. There was nothing to gain and everything to lose had Mother Nature designed us to be in touch with our mental states at the level of granularity that neuroscience treats. So the alleged hard problem dissolves when we understand it in evolutionary terms.

What happens to dream consciousness when we think about it in evolutionary terms? HOBSON ET AL. once thought that dream consciousness functioned for the sake of memory fixation and consolidation. This hypothesis was motivated by the discovery that acetylcholine is implicated in fixing memories and in the discovery that acetylcholine levels are high during REM sleep. The more recent view that dreaming is probably an evolutionary epiphenomenon is motivated by a clearer appreciation of a point that SOMLS (1995a) and I (Flanagan 2000) have pressed independently, that sleeping and dreaming are different phenomena, a claim also argued for (or implicit in) NIELSEN'S, VERTES & EASTMAN's papers. High levels of acetylcholine may well support the idea that one function of REM-sleep is memory fixation and consolidation, but since we rarely dream about what we need to remember, the hypothesis that dreams themselves serve any memory enhancing function appears unwarranted. Furthermore, VERTES & EASTMAN present reason to worry about the memory consolidation hypothesis, favoring instead the view that REM sleep serves to maintain a level of CNS activity during sleep that assists the brain in recovering from sleep. I quite agree that the data on people with line memories who do not REM is a problem. But one doesn't need to abandon the view (yet) that one normal function accomplished by REM is memory consolidation -- perhaps the brain being plastic has other ways to accomplish the task if REM is interfered with, and it is entirely possible, indeed likely that REM sleep, like NREM sleep, serves multiple functions, perhaps including keeping CNS activity at a certain level.

In any case, it seems best, pending resolution of this debate, to think of awake consciousness as an adaptation and sleep as an adaptation (for a reason or reasons in need of further exploration), and to think of dreaming as a nonadaptive side-effect of what sleep produces in a brain designed to be conscious by the light of day. In saying this, however, the proposals of REVONSSUO, SOMLS, and to some degree, NIELSEN, need to be addressed, because they explicitly or implicitly allow a proper evolutionary function for dreaming itself.

A parsimonious account of threat simulation dreams. It is true that in my argument for the thesis that "dreams are the sandpiles of sleep" (Flanagan 1995; 1997; 2000), I did not consider any thing like REVONSSUO'S idea that dreams were selected for the purpose of simulating threatening situations and rehearsing appropriate responses. Three candidates for assigning an adaptive function to dreams that I did consider were Freud's (1900), HOBSON ET AL.'s (1998) and Crick and Michison's (1983; 1995). The idea is, respectively, that dreaming was selected to express socially unacceptable wishes and thereby to preserve sleep, that dreaming functions to consolidate memories, and that dreaming functions to dispose of things not worth remembering.

In each case, my argument against the adaptationist proposal turned on the lack of support for the relevant hypothesis, given the actual content of what we dream about. Most dreams don't express wishes, most dreams don't involve entertaining things worth remembering, nor do they involve entertaining things worth forgetting. Freud aside, I do think that Hobson (1988a) and Crick and Michison (1983; 1995) are probably right that memory consolidation, whether first-personal or not, is one of the things that sleeping, especially REM-sleep, was selected to do (pace VERTES & EASTMAN). It is just that the phenomenology of dreams gives no support to the idea that dreaming contributes to this process. Despite their not having an evolutionary proper function, I claim that some dreams express things that our minds activate: emotions, worries, concerns, and memories that we have, and are in this way self-expressive, possibly and in some cases, even worth the effort of interpretation as sources of self-knowledge.

REVONSSUO'S proposal is that if we think carefully about the original evolutionary situation and at the same time examine the content of dreams, we will see that a plausible case exists for assigning dreams an adaptive evolutionary function. Dreaming was selected to simulate and rehearse threatening situations of the sort
that we probably faced when we evolved tens of thousands of years ago. The argument turns on much interesting data: more dreams are unpleasant than pleasant, nightmares are common, fierce animals and threatening male strangers turn up much more frequently in dreams than they do in current environments, and much more frequently than the run-of-the-mill things we spend our time actually doing or worrying about doing.

These data then form the basis of REVONSO's proposal that dreaming is not a spandrel after all but an adaptation. Here are some grounds for skepticism. First, we know thanks to work by Darwin (1873/1965) and Paul Ekman (1992) that humans did evolve with certain basic emotions. Ekman's list of basic and universal emotions now extends to seven emotions: fear, anger, sadness, disgust, contempt, surprise, and happiness. It seems utterly plausible to think that these emotions and the affect programs that govern them are adaptations, specifically adaptations that served awake humans who were up and about struggling to survive in harsh and threatening circumstances. It should be said, however, that it is entirely possible that the basic emotions and the affect programs they abide did not evolve among Homo sapiens but rather were handed over to us from earlier hominid ancestors.

This point is relevant because REVONSO has us imagine a selection among Homo sapiens favoring those with heritable skills of simulating and rehearsing threatening events in dreams from those lacking the trait. Once the basic emotions are recognized as adaptations, a more parsimonious explanation for the threat simulation and rehearsal in dreams than the one REVONSO offers is available. It is well known that the mechanisms activating sleep differentially activate the emotional centers of the brain. One widely accepted explanation is that this has to do with the proximity of the emotional centers to the brainstem from where the ins and outs of sleep are largely, but probably not exclusively, orchestrated. It would not be surprising, therefore, if the basic emotions and the associated affect programs were not thereby differentially activated. Since most of the basic emotions are negative, the associated dreams are also likely to be negative. Since the affect programs are attuned to be activated by stimuli or situations that operated in the original evolutionary context, it would not be at all surprising if minimal experiences with existing animals (carnivores, especially) and unrelated humans were sewn into the narratives that we know the brain tries hard to construct with the materials it is offered during sleep (probably by the forebrain as SOLMS points out).

It is even possible (although I remain agnostic on the matter) that the affect programs governing the basic emotions contain scenarios pre-loaded with content of threatening creatures and situations, so that we are primed to conjure up such scenarios once the relevant affect program is activated. This hypothesis, unlike REVONSO's, is parsimonious because it requires no special selection pressures to have ever operated on dreaming, while nonetheless explaining why some of the data REVONSO uses in making his argument might exist as he claims they do. However, one reason for preferring my proposal for explaining threatening dreams in addition to parsimony comes from a problem with thinking that dreams could be useful for practicing for threats that might occur in the future.

REVONSO makes little mention of the fact that most researchers find REM dreams bizarre and disjointed, unlikely sites for realistic rehearsals of threatening scenarios to take place. Also we are not told whether the simulations he claims are the function of dreams occur mostly in NREM dreams, or in REM dreams. If in the former, there is no surprise, since no one, to the best of my knowledge, has denied that in NREM dreams we are often worried and anxious. The trouble is that in realistic NREM dreams we frequently do not think in particularly productive ways about what we are anxious or worried about, instead, we are caught in perseverative ruts. If, on the other hand, the threat simulation and rehearsal are REM dreams then the worry about the bizarre and disjointed nature of REM dreams arises again with the attendant worry that close content analysis of these dreams will not uncover neat simulations and rehearsals conducive to preparation for real world threats.

Fred ex machina. I am extremely grateful to SOLMS for his wonderful, pathbreaking book (1997a), and especially for the empirical evidence he provides there and in his target article for distinguishing sleeping from dreaming. My argument (Flanagan 1995; 1997; 2000) was that sleeping is an adaptation, or better, a set of adaptations, whereas dreaming is a free rider on a system designed to be conscious while we are awake, and which is designed to sleep – during which time conscious mental states are serendipitously activated. This argument has been met surprisingly often by the objection that if sleep is an adaptation then so too is dreaming. The basic intuition behind this objection is that sleeping and dreaming are a unity, part of one and the same neurobiological process and thus not suited for separate analyses.

There are two common arguments for not trying to untangle sleeping from dreaming. One is that they universally co-occur. SOLMS, thankfully, has provided ample ammunition to quiet those who press this objection. There is a double dissociation. There are people who REM but do not dream and there are people who dream but do not REM. The second argument for not distinguishing sleep from dreams is that they are caused by one mechanism or two, one setting us into NREM sleep and its associated type of mentation, the other doing the same for REM sleep and its associated mentation. The exciting new evidence presented by SOLMS and NIELSEN for multiple mechanisms responsible for different stages of sleep and possibly still different, independent ones, for dreaming helps thwart the second argument in favor of identifying sleeping and dreaming. The brainstem may get us REM-ing but it is forebrain activation (probably of the dopaminergic system) that gets us dreaming.

Now the multiple generator models defended by SOLMS and NIELSEN do cause problems for one who like myself maintains that dreaming is likely not an adaptation, but an evolutionary epiphenomena. The reason is this: in deciding whether some mental process is an adaptation or a free rider on an adaptation (or set of adaptations) much turns on how it is caused. If dreaming is reliably initiated by the forebrain turning on dopaminergic circuits then the process is much more well specified and we can ask why evolution might have selected for a mechanism that reliably sets us to REM dreaming. Often, possibly usually, a reliable mechanism has an adaptationist explanation.

SOLMS, however, is careful to point out that “the biological function of dreaming [I would add, ‘if any’] remains unknown.” But in his book he tentatively endorses an adaptationist proposal that is mentioned in three of the other target articles (HOBSON ET AL.; REVONSO; and NIELSEN). This is the Freudian view that dreams function as the protectors of sleep. One reason for thinking this is the fact that people who don’t dream don’t sleep well. It is also worth noting that people who dream but don’t REM or suffer some form of REM suppression don’t sleep well either. But all these people have other problems – they have suffered strokes, or take drugs that mess with their sleep and/or dreams. So people who sleep abnormally or who have abnormal dreams (excessively vivid dreams, REM-less dreams) don’t sleep as well as normals. But one cannot see why the abnormal cases SOLMS discusses leads to any view whatsoever on what the function of dreaming is. Especially, how it provides any evidence about what, if any, proper evolutionary function dreaming has.

Another idea that SOLMS toys with is that REM dreams actually serve the functions of wish-fulfillment, hallucinatory satisfaction, and involve censorship – essentially the orthodox Freudian view of the way in which dreams protect sleep and thereby preserve mental health (Solms 1997a, p. 174). SOLMS is careful to present this stronger view as a tentative but testable hypothesis. And I agree that it is. But I am happy to bet against it. The reason is this: We need an account of why the forebrain and dopaminergic systems are activated and in being activated produce REM dreams. We already know that there is differential activation of the amnergic and cholinergic systems during different parts of the sleep.
Sleep, dreaming, and brain activation
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Abstract: Both Solms and Nielsen acknowledge the difficulty of accounting for the similarities between REM and NREM sleep mentation with a two-generator model, and each links dreams, either explicitly (Solms) or implicitly (Nielsen), to brain activation. At present, however, no data indicate that brain activation can be demonstrated whenever vivid dream reports are obtained.

[NIELSEN; SOLMS]

In reading and commenting on this series of articles on sleep and dreaming research, one is first and foremost impressed by the theoretical complexity of the field, a crossroads where different disciplines (epistemology, psychology, neurosciences) intersect, witnessing both the vitality of the research and the difficulty in attempting a unified theory. In fact all the proposed models involve tacit assumptions in each of these fields, which may outweigh the experimental evidence. The only antidote is the effort of spelling out the philosophic options underpinning the rules of the game agreed upon by author and reader; “a priori” implicit paradigms may hinder the theoretical debate. As the authors are neuroscientists, a preponderance of a radical reductionism identifying mind and brain is to be expected. However, the respectable old dualistic approach is still present. This makes for a mix of ideological (metaphysical) and scientific arguments in most theories of sleep and dream research.

SOLMS’s target article boldly fits into the thorny framework of the “mind-body problem” (sect. 5). The epistemological problems surface from the Introduction: “REM [sleep] is controlled by cholinergic brainstem mechanism, whereas dreaming seems to be controlled by dopaminergic forebrain mechanisms” where the author claims that different neural circuits (even neurochemically identified) underlie both a physiological state (REM sleep) and complex psychological activities (dreaming). That we inhabit the realm of extreme reductionism is confirmed by the comment on the activation-synthesis model: “the burden of evidence has shifted to the anatomical link between the pontine brainstem and dreaming” (sect. 4, para. 5). Psychology is at last reducible to anatomy. The “localizers” (neo-phrenologists) are alive and well.

SOLMS has the merit of tackling the relevant issues of sleep/dream research with a straightforward logical approach, making it easier for the commentator to explicate points of agreement and disagreement. Despite the suggestive title, the evidence that “Dreaming is preserved with pontine brainstem lesions” (sect. 5) is scanty. On the contrary, the data reported in section 6 are convincing. Common sense strongly supports the notion that mental activity during sleep is affected by forebrain lesions; the focal nature of these lesions is striking however. The disagreement here is confined to the author’s open and honest reductionism. Any curious neuroscientist, used to browsing through the various chapters of a neuroscience textbook, must be impressed by the ubiquitous involvement of the dopaminergic system in accounting for diverse and behavioral disturbances. Hence the assertion that “dreaming is generated by this dopamine circuit” (sect. 7, para. 4) may well be correct in a reductionist paradigm, but then in the following statement (sect. 8, para. 1) “dreaming involves concerted activity in a highly specific group of forebrain structures” the term “specific” remains puzzling.

The final paragraph (sect. 9) of the SOLMS target article addresses the problem of the relationship between dreaming and brain activation. A wary adherent to some form of psychophysical parallelism or correlationism like myself should be content with the proposed correlation between dreaming and brain activation. However, experimental data do not support the conclusion that “dreaming appears to be a consequence of various forms of cerebral activation” (sect. 9, para. 3). Brain activation is an ill-defined term, generally implying cortical desynchronization and high levels of cerebral blood flow (CBF) and metabolism. However, Cavallerlo et al. convincingly demonstrated the existence of slow wave sleep (SWS) dreams indistinguishable from REM sleep dreams (Cavallerlo et al. 1992). Recent PET studies have shown the reduced metabolic cost of synchronizing modes of operation in the thalamocortical circuits (Marquet et al. 1997), and a negative correlation between delta activity and regional cerebral blood flows was found (Hofle et al. 1997).

On the other hand, continuous Doppler recordings of CBF changes during the night (Hajak et al. 1994) revealed a tonic, continuous drop of CBF, upon which phasic state-dependent changes are inscribed. As a result, late REM sleep episodes occur at lower CBF absolute values than SWS episodes occurring early in the night. Therefore indistinguishable mental activity during sleep can accordingly coexist with different degrees of cortical synchronizaton and different levels of energy consumption in the cerebral circulatory-metabolic machinery. No combination of the two indexes of brain activation (electroencephalographic or biochemical) can account for differences in mentation during sleep.

Can we draw some preliminary, operational conclusions from these data? The brain seems to be endowed with more degrees of freedom that we had thought possible. Redundancy is a general property of the central nervous system, which makes it extremely flexible in generating similar outputs through different internal operations (as a result, a correlational model is theoretically possible but extremely complex in practice). In the case of dreaming, neither cortical desynchronization nor metabolic level can be taken as obligate indexes for a specific type of mental activity during sleep. The search for the correlation goes on. Finally, I entirely agree with SOLMS’s conclusion that “the function of dreaming and
The prevalence of typical dream themes challenges the specificity of the threat simulation theory
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Abstract: The evolutionary theory of threat simulation during dreaming indicates that themes appropriate to ancestral survival concerns (threats) should be disproportionately represented in dreams. Our studies of typical dream themes in students and sleep-disordered patients indicate that threatening dreams involving chase and pursuit are indeed among the three most prevalent themes, thus supporting Revonsuo's theory. However, many of the most prevalent themes are of positive, not negative, events (e.g., sex, flying) and of current, not ancestral, threat scenarios (e.g., schoolwork). Moreover, many clearly ancestral themes (e.g., snakes, earthquakes) are not prevalent at all in dreams. Thus, these findings challenge the specificity of the threat simulation theory.

Revonsuo's theory depends largely upon the observation that much dreaming is threatening in nature. But do the scenarios typically dreamed about today reflect the ancestral themes so central to the logic of this theory? Observations by our research group of the typical dream themes remembered by students and sleep-disordered patients are pertinent to evaluating the theory because they afford a global view of the scenarios most readily dreamed about over a lifetime within a given population. Our Typical Dreams Questionnaire (TDQ) includes 55 typical dream themes (cf. Griffith et al. 1958) that subjects check off if they have ever experienced them. We have administered the TDQ to over a thousand undergraduate students at different sites in Canada, the United States, and Japan and to close to a thousand sleep-disordered patients seen at the Sleep Disorders Center in Montreal. Consistencies between the lifetime prevalences of the most common TDQ items and those of Griffith et al. (1958) have been quite remarkable (Zadra & Nielsen 1997). Similarly, consistencies across our various samples have been very high (Nielsen et al. 1998; 1999c; Zadra & Nielsen 1999). In the case of three separate undergraduate student samples from McGill University (M age 20.3 ± 4.5 yrs; 113M; 225F), the most prevalent typical theme, endorsed by 78%, 86%, and 81% of the student samples respectively (M = 82%) was the threat of dream being chased or pursued, but not physically injured (Zadra & Nielsen 1999). This theme was the second most prevalent typical dream of 233 Japanese undergraduates (M age 18.8 ± 2.3; 112F; 121M), 67% (Nielsen et al. 1999c), as well as the second and third most prevalent typical dream theme of two sleep-disordered patient samples much older in age (M age 44.9 ± 14.3 years; 249M; 235F), that is, 54% and 55% (M = 54%) (Nielsen et al. 1999b).

Such high lifetime prevalences of a threat theme are to some extent consistent with Revonsuo's theory of threat simulation during dreaming. However, the high prevalence of many other typical themes poses problems for the specificity of the theory. Two themes that fall consistently among the “top 4” in both our populations are of sexual experiences (undergraduates M = 76% and patients M = 55%) and falling (M = 72% and 47%). These are not obviously related to the ancestral threats described by Revonsuo. It might be argued that sexual dreams address issues of genetic transmission through sexual reproduction. However, threat is not the principal dynamic of such dreams. Falling dreams may echo long distant threats to the successful evolution of the upright stance in humans, but this is clearly not the type of evolutionary adaptation Revonsuo's model is attempting to explain.

Other highly prevalent themes pose similar problems. Dreams of flying or soaring through the air ranked 9th among both undergraduates (50%) and patients (38%) and typically reflect positive affect, not threat. Other prevalent themes deal less with ancestral sources of threat than with contemporary concerns, in the case of students, schools, teachers, studying (ranked 3rd; 73%), arriving too late, for example, missing a train (5th; 59%), trying again and again to do something (6th; 58%), and failing an examination 10th; 47%). It is not clear why dreaming should so often represent similar positive themes and/or contemporary concerns if its function is still geared toward dealing only with ancestral sources of threat.

Several of our least prevalent themes also do not support the theory because they are ancestral threat themes that occur in very few young or old subjects. Among the undergraduates, tornadoes or strong winds (ranked 45th; scored by 15% of sample) and earthquakes (48th; 12%) are rarely dreamed about. Indeed, the likeli-
hood of dreaming of these natural disasters is about the same as dreaming of being a member of the opposite sex (46th; 15%). Other natural disasters, such as fire (33rd; 23%) and threatening animals such as snakes (35th; 21%), wild, violent beasts (40th; 16%), or insects or spiders (23rd; 31%), also have low lifetime prevalences in our samples.

REVONSUO does offer some explanations for why such ancestral themes might be infrequent in dreams. First, some dream contents appear to change over time. For animals and aggressions at least, dreams appear to be more ancestral among children: “The brain has not yet had the chance to adjust the biases in order to better fit the actual environment” (sect. 3.4.2.2). The findings for children’s dreams may well fit the threat simulation model, but it is not clear why the same pattern (i.e., high prevalence in the young, decreasing prevalence with age) should not hold true for other categories of threat, such as natural disasters. Nor is it clear why, in the case of children raised in environments relatively free from threat, the brain does not then adjust its simulations so as to be free of threat altogether. The notion of “change over time” in dream content (from ancestral themes to current themes) is problematic because such change would serve no obvious function. As described, it is only ancestral content that serves the (evolutionary) function stipulated by the theory. In sum, consistencies in the prevalences of typical dream themes in multiple study samples offer only limited support for the idea that dreaming is threat simulation. These findings would be more consistent with a less specific version of the theory that postulates simulations of positive, as well as negative, and of current, as well as ancestral, dream themes.
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Abstract: Reflective waking mentation is supported by cortical activating and inhibitory processes. The thought-like mental content of slow wave sleep appears with lower levels of both kinds of influence. During REM sleep, the equation: activation + disinhibition + dopamine may explain the often psychotic-like mode of psychological functioning. [HOBSON ET AL.; NIELSEN; REVONSUO; SOLMS; VERTEES & EASTMAN]

1. Brain support of mentation during sleep-waking cycle [HOBSON ET AL.] From a general point of view, it is difficult for a neurophysiologist to admit distinct modes of psychological functioning during waking and sleep unless they have different underlyin g brain states. Each 1/100 second of change, mentation probably involves thousands of variations in neuron activity in numerous complex circuits. This suggests that each mental state has to be sustained by some kind of specific brain state. We must be grateful to HOBSON ET AL. for carefully analyzing the psychological data in the literature to show that there are indeed general differences between slow-wave sleep and REM sleep mentation.

It is important to provide a model, as this generates hypotheses for future research. It is certainly bold to propose a unique functional schema to explain mentation during states as different as waking and the various stages of sleep. HOBSON ET AL.’s proposal is of high interest; they bring many convincing arguments forward to support different kinds of mental functioning. Nevertheless, two points are questionable. First, it is asserted that there seems to be an opposition between high noradrenergic and serotonergic levels and a low acetylcholine levels and vice versa. This is indeed true for REM sleep at the cortical level. However, it is not the case for waking mentation where there is simultaneously a high release of noradrenaline (Aston-Jones & Bloom 1981; HOBSON ET AL. 1975), serotonin (McGinty & Harper 1976; RASMUSSEN ET AL. 1984) and acetylcholine (Jasper & Tessier 1971; MARROSU ET AL. 1995). Second, it seems difficult to rule out an involvement of dopamine at least in REM sleep mentation. This transmitter is not taken into account in the “AIM” model.

Our view is that, as is generally accepted, consciousness is mainly generated in the cerebral cortex. Traditional EEG studies, gamma activity, neuron firing, blood flow, glucose uptake, and acetylcholine release all show that the cortex is in a different state during waking, slow wave sleep, and REM sleep, this last stage being defined by criteria very similar to those of attentive waking (for details, see GOTTESMANN 1999). All these data also demonstrate greater cortical activation in REM sleep than in slow wave sleep. However, inhibitory processes are also involved in cortex functioning. Dopamine, noradrenaline, serotonin (READER ET AL. 1979), and histamine (SASTRY & PHILLIS 1976) principally inhibit cortical neurons. The function of dopamine alone cannot explain differences in mentation in normal subjects, because studies in rats (MILLER ET AL. 1983) and cats (TRULSON & PREUSSLER 1984) have shown that their neuronal firing rates do not change significantly during the slow-wave cycle. Histamine neurons become silent as light sleep appears (VANNI-MERCIER ET AL. 1984), and hence could potentially explain differences in cortical functioning during waking and sleep but not between slow wave sleep and REM sleep. In contrast, noradrenergic and serotonergic neurons fire maximally during waking, decrease their activity during slow wave sleep, and become silent during REM sleep. Thus, they might control cortical functioning during the slow-waking cycle. The importance of serotonin, at least, is established because decreased release induces the mental distortions associated with depression.

Our hypothesis accordingly is that during waking the cerebral structures involved in mentation are activated and thus able to generate mental activity, but that inhibitory processes in some way control or “normalize” this activation, thereby explaining reflective mentation. During slow wave sleep there is a decrease of both kinds of influence, explaining thought-like mental contents, because some controlled activation does persist. During REM sleep, the strong cortical activation occurs in a context of massive disinhibition, when all monoamines except dopamine are absent. This strong disinhibition alone could explain the original properties of mentation, which partly resemble psychotic symptoms, as described by HOBSON ET AL. (1999b). We suggest that in this original activated and disinhibited state, the release of dopamine, strongly involved in psychosis, would reinforce this often schizophrenic-like mode of functioning. Indeed, an increased release of dopamine induces nightmares (THOMPSON & PIERCE 1999) and psychotic disorders (BUFFENSTEIN ET AL. 1999). Moreover, it is well known that the reduction in the influence of dopamine by induced neuroleptics (KINON & LIEBERMANN 1996) alleviates schizophrenia.

2. Experimental data to confirm the covert REM sleep hypothesis are still lacking [NIELSEN]. The hypothesis of NIELSEN is highly important and confirms that dreaming only occurs in the physiological setting of REM sleep (TAKUCHI ET AL. 1999). This could explain why dreams have been described during slow wave sleep, in addition to thought-like activity. The problem is to determine the crucial physiological criterion to support REM sleep mentation. Dement wrote about thirty years ago (I do not remember where, nor does he) that REM sleep is like an orchestra playing a symphony: Several instruments (criteria of REM sleep) can be absent without suppressing playing (this sleep stage). The arguments brought forward for sleep-onset dreaming are convincing. I have regularly such vivid life-like dreams currently and have wanted for months to record myself, being neither depressed nor narcotic. NIELSEN states that in addition to a possibly similar EEG, the same slow eye movements are seen at sleep onset as during REM sleep. To determine whether other criteria of REM sleep are found at sleep onset, particularly those linked
to eye movements, it would be interesting to record phasic integrated potentials (PIPS) (Rechtschaffen et al. 1970), cortical waves (McCarley et al. 1983; Miyachi et al. 1987), and the ear muscle activity (Pessah & Roffwarg 1972). During slow wave sleep, activation of the visual and, more lightly, of the secondary auditory cortex (Hosel et al. 1997) could be an index of REM sleep and explain dreams recorded during this stage (Foulkes 1962).

Prior to, and sometimes just after REM sleep, mice, rats, and cats show an intermediate stage with hippocampal criterion of REM sleep (for a review see Gottesmann 1996). Several other pieces of experimental evidence show REM sleep premises at this hinge-period, (McCarley & Hobson 1970 for cortical neuron firing; Morrison & Bowker 1975 for PGO waves; Morales & Chase 1978 for medulla neuron activity; Kanamori et al. 1980 for medulla oblongata neuron firing; Steriade & McCarley 1990a for mesopontine neuron activity; Sei et al. 1994 for blood pressure variations, etc.). In humans, as related by Nielsen, Lairy et al. (1968) described an intermediate phase prior to and after REM sleep. It is characterized by interspersed criteria of slow wave sleep and REM sleep. However, the mental content does not correspond to the description of dreams.

First, it is difficult to establish a psychological contact with the subject behaviorally wakened from this stage. This is in contradiction to the good contact with the outside world observed on awakening from REM sleep, and with the sensory theory of Snyder (1968). Second, the verbal reports do not reveal visual contents but instead “a feeling of indefinable discomfort, anxious perplexity and harrowing worry” (p. 279). Although for Foulkes (personal communication, 1998) this result is debatable, Larson and Foulkes (1969) show that mental contents at this sleep time “are inconsistent with the hypothesis of an intensification of mental activity or cerebral vigilance at pre-REM EMG suppression. They seem, rather, to point to a reduction in reportable mentation and in efficient cognitive reactivity at this point of transition from NREM to REM sleep” (p. 552). These results are not in accordance with vivid visual dreaming activity. Despite its major interest, the hypothesis of Nielsen needs to be confirmed by new psychophysiological studies performed particularly in the period preceding REM sleep.

3. Is Revonsuo so far from Freud? Revonsuo’s is a rich hypothesis as it does not imply a systematic phenomenon. Its aim “is not to claim that every single dream of every single individual should realize this (threat simulation) function.” This idea is original and supported by many dream contents reported in the literature. It is also true that the historical period of human life represents a ridiculously small part of the lifetime of the human species. Consequently, it is understandable that such ancestral fantasies should persist today above all because “dreaming has no maladaptive consequences, so it has survived.” This is generally but not always the case (e.g., Huntington’s chorea, which persists probably because reproduction occurs prior to the appearance of the disorder). Revonsuo comes close to Freud’s (1900) position when he states “the content of dreams shows far too much organization to be produced by chance.” Although he mentions “The Interpretation of Dreams,” he overlooks subsequent work in which vehicle transduction “primordial fantasies” transform work genetically. More precisely, Freud (1918) described a famous dream “The man and the wolves,” which fits with Revonsuo’s thinking, for the patient was threatened by wolves. Revonsuo would deduce that “dreaming does have a well-defined and clearly manifested biological function (that is) to simulate threatening events,” while Freud’s psychological interpretation appeals to a hypothetical observation of parents’ sexual “primeval scene” and the ancestral danger of castration by the father, which is a threat to the subject’s reproduction abilities; a concept also taken up in Revonsuo’s theory. In fact, the two interpretations are in some ways complementary.

I am slightly more cautious about Revonsuo’s use of physiological arguments. Vertes and I (see below) are doubtful about theta rhythm function during REM sleep. Perhaps in opposition to currently accepted ideas (Hobson & McCarley 1977), I am also not totally convinced about the obligatory relation between PGO waves and dreaming. These spikes have to do with short-lasting activating influences (maximum 100 milliseconds, Miyachi et al. 1987) that transiently reinforce cortical tonic activating processes of REM sleep. Although related eye movements appear in the pontine cat (Jouvet 1962), they are modulated by the cortex (Mouret 1964), which shows an activation of the saccadic eye movement system (Hong et al. 1995). Moreover, the cortical visual projection area is deactivated during REM sleep (Braun et al. 1998; Madsen et al. 1991a). Finally, rats seem to dream, as shown by behavioral characteristics (eye, vibrissae, ear, paws and tail movements) and pontine lesions (Mirmiran 1983). However, they display pontine spikes during REM sleep (Farber et al. 1980; Gottesmann 1967; 1969; Kaufman & Morrison 1981), but no REM-sleep-related spikes in lateral geniculate nucleus and cortex (Gottesmann 1967; 1969; Stern et al. 1974), despite a direct neuronal relationship between pons and visual cortex (Datta et al. 1998). It seems that dreams have a different time scale from that of short-lasting PGO waves, unless we accept that the successive spikes are responsible for the rapid changes of dream content, which currently seems doubtful.

4. Sleep-waking stages are induced and mentation is supported by brain stem structures [Solms]. In his interesting contribution, Solms is right that dreaming is not initiated in the brain stem, contrary to the old, somewhat naive theory of Hobson and McCarley (1977), rapidly discarded (Vogel 1978a). All his arguments in favor of the forebrain as generator of dreaming processes, and of mentation more generally, are convincing; today they seem self-evident. Nevertheless, his clinical arguments in support of the assertion that “dreaming is preserved with pontine brainstem lesions,” thus that dreaming is able to occur without the brain stem inducing properties of REM sleep, are less convincing. Moreover, in the examples of forebrain-induced dreams it is not always easy to distinguish dreams from hallucinations; and in physiopathological conditions, hallucinations are often mistaken for dreams (Fischer-Perridon et al. 1974). Through its midbrain and pontine structures the brain stem induces the different sleep-waking states and does not induce but supports correlative mentation.

It is somewhat difficult to agree entirely with Solms’s hypothesis concerning dopamine’s almost exclusive influence on dreaming-generating processes. He is of course right when he emphasizes the role of dopamine. Indeed, as the species evolves this transmitter probably has an increasingly important influence on cortical functioning. Where dopaminergic projections end only at pons (Höfkel et al. 1974) in the rat, in primates all cortical areas are concerned (Berger et al. 1991), and this is probably also the case in humans (Smiley & Goldman-Rakic 1993). However, in the normal subject, the absence of noradrenaline and serotonin cortical input seems to be the precondition for the participation of dopamine in the dream mentation of REM sleep. If it were not, we would always be in a dream state, for dopaminergic neurons fire similarly during all stages of the sleep-waking cycle. Moreover, several properties of dreaming seem to be explicable by the dopamine in the brain stem (Gottesmann 1999).

5. Is it possible to speculate about theta rhythm function during REM sleep? [Vertes & Eastman]. The numerous arguments against the theory of memory consolidation during REM sleep by Vertes & Eastman are convincing, particularly those obtained in humans by pharmacology. Nevertheless, our own experience shows that it is possible to induce emitted potentials during REM sleep but not during slow wave sleep; this means that during REM sleep there is access to memory processes established during waking (Gauthier et al. 1986), although this result does not demonstrate memory consolidation.

An electrophysiological datum used by Vertes & Eastman, based on animal studies, appears debatable. They argue that although hippocampal theta rhythm occurs during waking and REM sleep, its properties are different in the two states: only dur-
The loss here is as great as that which might occur if we studied Shakespeare by counting and tabulating words and sentences rather than considering the meaning of the units when assembled into story, plot, and poetry. An important reason for raising this issue is that we cannot have a really isomorphic or consistent picture (the forest) without a major part of the picture. These papers present an excellent view of the physiological and the cognitive aspects of sleep and dreaming but leave out what I think is the third leg of a three-legged stool, namely the dynamic and emotional meaning of dreams, which only two of the authors really touch on. Let me give an example of how helpful this can be.

In the 60s, as a psychoanalyst who was also involved in sleep laboratory research, I was troubled by the lack of fit between the total emphasis on thepons for the understanding of REM sleep and the richness and meaningfulness of the dreams that I worked with in the clinical situation. It seemed to me that the cortex must play a significant role in the process. Because of this I chose to study the REM sleep patterns in a group of patients with right parietal lesions and attention deficit visual disorders. The findings were clear and showed that the eye movements during REM sleep were missing in the direction of the affected visual fields (Greenberg 1966; HOBSON et al. cite this study but fail to note this basic finding. Dorrich's study 25 years later is a replication of this study). This led to a review of Jouvet's oft cited study showing the persistence of REM sleep in dementic patients. The REM sleep in these patients was not normal; the eye movements were isolated and lacked the bursts seen in normal sleep. This is certainly consistent with the idea that the pons might be firing away but without a cortex no visual imagery and dreams were being generated.

SOLOM's contention that REM sleep can occur without dreaming and dreaming is separate from REM sleep seeks, on the other hand, to omit the role of the pons in the process. SOLOMs can then maintain that it is the cortex alone that is responsible for dreams and that what we know about REM sleep has no relevance to understanding dreams. With Hobson's now partially abandoned but still frequently responded to idea that the pons alone is responsible for REM sleep with dreaming as an epiphenomenon, we have two starkly contrasting views which both fragment the process. In this commentary I wish to underline the fact that, as several of the authors suggest, we are dealing with a process which involves, in nonpathologic cases, the activity of a network of parts of the brain which must be working together to have a fully functional output. This includes the pons as a trigger plus various parts of the cortex which provide affective, imagistic, and motivational components to dreams.

An essential feature of this commentary depends on the idea that dreaming and the physiology of REM sleep are two aspects of the same process and the concept of isomorphism suggests that conclusions in each realm must be consistent with those from the other. Clearly the authors of these target articles disagree amongst themselves about the connection of dreams and REM sleep and the conclusions to be drawn from REM deprivation studies or from the exploration of dreams. I do think, however, that HOBSON et al. and NIELSEN present a very convincing case (the best I've yet seen) for the differences between REM and NREM mentation. I would like to add a few other bits of evidence. First, the pons is a major proponent of the difficulty in distinguishing REM from NREM mentation, a sample of 30 dreams he collected from a student from both REM and NREM awakenings revealed only one dream from NREM (Foulkes 1967). All the rest were from REM. Cartwright (Cartwright et al. 1967 in NIELSEN; and Cartwright 1972) has shown that the subgroup of normal subjects who do seem to generate dream-like material from NREM sleep awakenings are distinguished by various psychologic measures such as a high schizophrenia score on the MMPI. Also, it is mainly with gradual and not abrupt awakenings that mental activity is elicited from NREM awakenings (Goodenough et al. 1965a; Shapiro et al. 1963 and 1965 in NIELSEN), thus raising the question of whether the mentation is truly from NREM sleep. NIELSEN discusses this issue in more detail. Finally, as REVONSO notes, the Penfield

Where is the forest? Where is the dream?

Ramon Greenberg
Harvard University, Brookline, MA 02445. rgreenberg@hms.harvard.edu

Abstract: In this commentary I discuss the importance of considering the isomorphism between the full richness of dreams and the great body of information about REM sleep that is amply documented in the five target articles. With this inclusive mode I point out the importance of looking at REM sleep as involving both pontine and cortical activity in an integrated network. We cannot have a full appreciation of sleep and dreaming (view of the forest) without taking both physiology and mental activity seriously.

[HOBSON ET AL., NIELSEN, REVONSO, SOLOM, VERTES & EASTMAN]

In discussing these five extremely detailed, scholarly, and thought-tul target articles, I will use two organizing principles: isomorphism and the forest and the trees. My commentary will consider some issues that involve all the articles and will also point out some problems that are specific to individual articles.

We are privileged, in this issue, to have extensive and quite complete reviews and summaries of much of the research that has emerged from the sleep research laboratories of the world during the last 50 years. Thus the reader is presented with many of the facts. However, the reader will also notice that different authors give different weight to certain facts in order to bolster their individual theories. I would liken these presentations to a wonderful descriptive set of trees in a forest, but I am afraid, as I try to demonstrate, the forest has been lost. One reason for this is that a major group of trees has been almost totally ignored. That has to do with a discussion of dreams. By this I mean dreams as seen in all their fullness and richness, rather than as collections of single units.

As REVONSO quotes Farthing, “we may define a dream as a subjective experience during sleep, consisting of complex and organized images that show temporal progression” (Farthing 1992).
stimulation studies elicit visual flashbacks but these are “dissimilar from dreams” in various respects. Therefore, I will contend that REM sleep and dreaming co-occur and any theory must consider the isomorphism of theories derived from the too different manifestations of a single process.

Thus we have a process that includes well-studied physiologic activities that are associated with a very special type of mental activity. Can this association illuminate our understanding of these two seemingly different phenomena? That is, can what we have learned about REM sleep tell us something about what happens in dreams and can what happen in dreams orient us in our understanding of the physiologic findings? I have noted earlier how clinical experience with dreams led to a study of corticidal activity during REM sleep. The role of the cortex is now, some years later, much more clearly elaborated in the imaging studies noted by several of the authors and by the rich picture generated by SOLMS’s studies of patients with lesions.

Before considering how the physiologic findings have influenced our understanding of dreams, I must consider and respond to some of the observations the various target articles make about the function of REM sleep and especially the role of information processing. VERTES & EASTMAN raise a number of objections to the notion of the role of memory processing in REM sleep. They, in effect, suggest ignoring all the positive studies by proposing that sleep is the major “villain.” We should note here the very creative studies on cueing during REM sleep by Hars and Henneman (1987; in NIELSEN) which REVONSUO fails to include. That nonarousing meaningful cues during REM but not NREM sleep can lead to improved learning indicates clearly that an effective consolidation process is occurring during REM sleep; one cannot invoke stress as an issue.

VERTES & EASTMAN readily dismiss the fact that windows for sensitivity to REM deprivation occur, because in relation to different learning tasks or in different species the timing varies. This does not account for the fact that stress occurs equally in the animals deprived of REM during both the window and nonwindow periods, and yet there is the clearly demonstrable effect on memory consolidation only when REMD occurs during the critical period. Furthermore, they do not deal with the fact that these time periods correspond to the periods of increase in REM seen after training trials during which there is an increased retention.

Finally, VERTES & EASTMAN seem unaware, in their claim that only Smith has shown windows (i.e., not replicated), that Pearlman (1973) had shown this phenomenon many years before. Another set of findings not considered is that different types of learning are or are not sensitive to REMD. We have formulated this as the difference between prepared and unprepared learning (Greenberg & Pearlman 1974). It is unprepared learning or complicated learning that seems sensitive to the REMD impairment of learning or that is followed by an increase in REM pressure after training. This holds for animals and for humans. (See Greenberg & Pearlman 1993 for full discussion.)

This idea is especially important in VERTES & EASTMAN’s description of the lack of effect on function of MAOI REM suppression in humans. A brief anecdote may speak most clearly to this. It is the story of a patient that is affected. Again, it is not cognitive. A code colleague was treating one of the subjects in Wyatt’s study (personal communication). He did not know any of the sleep data or what drug the patient was taking. For months the patient seemed to be feeling better but also seemed to have no access to past emotionally meaningful experiences. Also no dreams. Then suddenly the patient began to bring in intense dreams and to be much more in touch with her past. The therapist then found out that an MAOI had been administered with complete suppression of REM and that the drug had been discontinued at the time things began to open up. We also have found a disconnection from past meaningful memories in subjects who have been REM deprived (Greenberg et al. 1983). Because of the lack of apparent cognitive deficits, VERTES & EASTMAN dismiss the use of REM suppressant drugs in animals to examine the effects of REM suppression, with-out stress, on learning. Yet the common denominator for the flower pot method and the drugs is REMD.

If we keep in mind, at this point, the idea of isomorphism, we might see that the observed effect of REMD on the integration of new experiences is consistent with some interesting “new” perspectives about dreams. I use the word “new” because in these target articles references to psychoanalytic ideas about dreams are exclusively references to Freud. Readers should be aware that much has been learned since “The Interpretation of Dreams” was published 100 years ago (see Greenberg & Pearlman 1989). Readers should become familiar with the work of Bonime (1962), French and Fromm (1964), and Reiser (1997) to see how these authors present a picture of dreams that is much more consistent (isomorphic) with much of the sleep lab research presented in these papers.

The picture of dreams that emerges is one in which one can see the current problems in adapting with which the dreamer is struggling and how solutions for problems are searched for. The manifest dream and affects become more important than Freud’s theories have suggested. The dreams show the process that can only be inferred from the role seen for REM sleep in the processing of information. The dream can now be understood if one looks for problems rather than just for the categories of or numbers of individual items or events in the dream (see Greenberg et al. 1992).

This approach allows a somewhat different perspective from REVONSUO’s evolutionary theory. Yes, REM sleep and dreaming are important in man’s and also other mammals’ mastery of a threatening environment. By insisting on the separation of REM sleep and dreaming, REVONSUO can allow himself to look only at dreams. He goes even further in reducing his focus to dreams dealing with external dangers, that is, traumatic dreams. This allows him to miss the real import of the Hartmann (1984; 1998) work he cites. This has to do with the evolution of the traumatic dream from a replay of the trauma to one in which there is evidence of integration of the traumatic event into the dreamer’s series of life experiences. As this evolution occurs, the clinical manifestations of trauma in both waking and dreaming life abate. The work of the dream is not just to deal with practicing for dealing with external dangers, but rather to enable the dreamer to deal with the complicated and unresolved feelings evoked by external events, be they wild animals, enemies, or other events that feel dangerous, such as abandonment, induced helplessness, humiliation, and so forth.

REVONSUO cites the appearance of threatening animals to support his idea that dreaming evolved to deal with external danger and continues to serve only that purpose. He fails to consider that the appearance of elements like wild animals may be the metaphoric or symbolic language with which the dreamer expresses more internal fears. He claims that dream content is independent of external psychological and physical stimuli. HOBSON ET AL. make the same claim. Here there is a failure to consider that dream content shows a great deal of what is emotionally significant. Breger et al. in “The Effect of Stress on Dreams” (1971) presented very clear evidence of the relationship of dream content to the stresses with which the subjects were dealing. In our study (Greenberg & Pearlman 1975) we also showed clear evidence of how the content of the dream was related to emotionally significant waking mental experience and Cartwright (1996; in REVONSUO) also illustrates this point. These studies demonstrate how the dreamer is struggling with life events.

REVONSUO’s theory is a special case for the role of dreaming. His idea that it is related to survival is discussed in a much more complete fashion by Rotenberg (1993a). Rotenberg’s theory of search activity brings the role of REM sleep and dreaming into a very central position in our consideration of the question of survival. Of interest here is that Rotenberg’s studies showed a role for search activity in the maintenance of the immune system. REVONSUO uses the analogy of the immune system to suggest that it is not always called into action. One must consider, however, the importance of it always being ready. One must also consider that ex-
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ternal threats are not the only kind of problems that appear in
dreams. Our study (Greenberg & Pearlman 1993) demonstrates
that almost all dreams show evidence of problems and emotionally meaningful ones at that. What does vary is the appearance of
solutions to the problems, varying from successful to unsuccessful. Just as the immune system is not always successful in fighting
infection, so too the dream is not always successful, and in the
traumatic dream, the system is clearly overwhelmed. What Rotenberg adds to our understanding is the idea of searching for solutions and this is what is of importance for survival. Thus I would
suggest that while revonsuo takes the dream very seriously, his
focus is narrowed to a special kind of dream and in part this is the
result of his failure to take seriously the idea of an isomorphism
between the dream and what occurs in REM sleep in all species
that have this process available.
Let us now turn to comments about the individual target articles. hobson et al. present a comprehensive picture in which
they give reasons to believe that REM sleep and dreaming indeed
go together. They reason that we are dealing, in this process, with
a network that includes both the pons and cortical areas interacting. Where they fall short is the failure to include the richness of
dreams and the implication that cortical lesions affect both the
appearance and the quality of dreams. Thus, dreams provide an
opportunity to learn more about the nature of the information
that is processed during REM sleep. By taking the position that
dreams do not show evidence of the inclusion of stimulating and
emotionally important material from waking, they lose the meaningfulness of studies like Breger et al.’s (1971), Cartwright’s (1996;
in revonsuo), or ours (Greenberg et al. 1992) to name a few.
They also approach the forgetting of dreams from a purely physiologic perspective, rather than considering that the language of a
dream is different from awake language and therefore harder to
remember. Dreams do not just disappear. Note the frequent experience of the sudden remembering of a dream when a reminder
during the day will bring a dream fully to mind. This is a frequent
observation in the clinical situation but I suspect most readers
have also had this experience. The dream experience is indeed a
part of the memory system. How else could one explain the fact
that the occurrence of REM sleep plays a role in learning? Something more permanent must be recorded. By continuing to view
the forebrain as responding to brainstem input (I in AIM) rather
than as a partner in the process, the Hobson group loses the opportunity for a truly isomorphic consideration where the richness
of dreams is given a full hearing.
nielsen is one author who takes the phenomenology of dreaming into full account and his idea of covert REM mentation deserves consideration. I would raise one question for what is on the
whole a plausible and well-documented presentation. Could it be
that shifting from one to another kind of mentation could be analogous to the way the mind can wander during wakefulness? Thus,
is the appearance of covert REM activity (dreams) during the
NREM periods evidence of its constant activity or is there some
shifting back and forth (mind wandering) which some subjects are
more susceptible to (see Cartwright et al. 1967 and Cartwright
1972)?
solms takes the role of the cortex very seriously and informs us
of the special attributes of the cortical areas that are involved in
dreaming and also in REM sleep. However, he would like to divorce the pons from any role in dreaming. I think he goes too far
in arguing that the pons is not the cause of dreaming and ignores
the possibility that it is the trigger for a process that involves networks in the cortex that are involved in dreaming. He then is able
to totally ignore the connection between REM sleep and dreams
and all the implications for our understanding of dreams which
have emerged from studies of the function of REM sleep. For example, he refers to Panksepp’s ideas about the “seeking” or “wanting” part of the brain but does not connect this with Rotenberg’s
ideas about the Search activity function of REM sleep. solms also
seems unaware that the “REM” sleep generated in the decorticate
subject is not normal REM sleep (see above) and finally, as he
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notes, the evidence is not in that subjects with pontine lesions
abolishing REM sleep can actually still dream.
In conclusion, I have tried to provide a picture of the forest by
adding a few trees, or groves, to the excellent descriptions provided by the authors of these articles. I would argue that only by
integrating the information we have about dreams with what we
know about REM sleep, considering that a network is activated
through the whole brain, can we realize the parallels between
what we have learned about dreaming and what we have learned
about REM sleep. I do not know if this discussion will change any
of the authors’ minds but I hope that as they write their responses
they will read some of the papers and books referred to in this discussion but not included in the target articles. I would also like to
note that in a commentary in this journal entitled “The cortex finds
its place in REM sleep” (Greenberg 1978), I was premature and
only in the last few years has there been growing evidence of the
role of the cortex. I hope that the place of the dream will not have
to wait so long.

State-dependent modulation
of cognitive function
R. W. Greene
Department of Psychiatry, HMS & VAMC, Brocton, MA.

Abstract: The three introductory questions posed by Hobson et al. point
toward further investigations of cellular, circuit, and systems mechanisms
involved in cognitive function that include the effect of CNS-state related
modulatory systems on these mechanisms.
[hobson et al.]

Two of three introductory questions posed by hobson et al.
concern (1) the major differences between the phenomenological
experience of these three physiological states (waking, REM, and
NREM); and (2) measures that might establish clear cut differences between these states at the level of brain regions, as well as
the cellular and molecular levels. These broad ranging questions
might involve measures existing as the average levels of activity of
the cholinergic and monoaminergic modulatory systems (Steriade
& McCarley 1990a; Siegel 1990) referred to as “M” by the authors,
but this has not been established with respect to cognitive function. The traditional view, based on studies reviewed by the authors, is of waking as a CNS state of high cholinergic and monoaminergic tone, of NREM sleep as a CNS state of low cholinergic
and monoaminergic tone, and of REM sleep as a CNS state of high
cholinergic and absent monoaminergic tone. Whether or not
these simple measures are adequate may depend on questions
like, “how do these simple changes affect the function of cortical
and thalamic circuits and what might result in cognitive function?”
The answers are just beginning to surface, as for example, effects
of modulatory tone on EEG activity (Buzsaki 1998; HerculanoHouzel et al. 1999; Steriade et al. 1993) and cholinergic modulation of visual systems interneurons (Xiang et al. 1998). However,
the changes in circuit function that can derive from cholinergic
and monoaminergic modulation depend on our understanding of
the circuit function and its relationship to cognitive function (as
for example: Eichenbaum 1999; Goldman-Rakic 1999; Hesselmo
1999; Lisman 1999; Wang 1999). Further, the magnitude of the
complexity of this issue is emphasized by a recent study showing
25 different response combinations in CIA interneurons to noradrenaline, serotonin, muscarine, and mGluR agonists (Parra et al.
1998).
It would seem surprising yet it is conceivable that changes in
circuit function in CA1 that results from a state specific in modulatory tone (restricted to just the cholinergic and monoaminergic
systems) are sufficient to account for the state specific alterations
in CA1 information processing. This provided that one also takes
into account the effects of the change in cholinergic and mono-


The dramaturgy of dreams in Pleistocene minds and our own
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Abstract: The notion of simulation in dreaming of threat recognition and avoidance faces difficulties deriving from (1) some typical characteristics of dream artifacts (some “surreal,” some not) and (2) metaphysical issues involving the need for some representation in the theory of a perspective subject making use of the artifact. [hobson et al.; revonsuo]

Underlying the conceptual shape and contents of threat recognition and avoidance simulation in REVONSO’s fascinating functional theory of dreams are, I believe, some metaphysical anomalies which make the view somewhat inchoate as it stands. I shall develop this diagnosis via heuristic analogies while drawing on observations contained within the theory of HOBSON ET AL.

REVONSO proceeds on the bold metaphysical assumption that consciousness just is the organization of the brain at the phenomenal level. It includes the subjective experience of dreaming (described, quite interestingly as it turns out, as a mechanism) which in slumbering Pleistocene minds (PMs) contained simulations of threat perception and rehearsals of threat avoidance responses and behaviors. By “prepping” the PM for coping with real life counterparts of these simulations, the reproductive success of our ancestors was supposedly enhanced.

But how in general do we picture the contents of another’s dreaming mind wherein REVONSO’s simulations and rehearsals are said to have operated, when we reconstruct it using known or plausibly surmised historical facts coupled with seemingly parallel contemporary anthropological data involving dream reports? It will in significant ways depend on how we picture the contents of our own dreams when we recollect them.

Here are two very abbreviated and somewhat “cinematic” examples of how I think dreams often seem to us, and with slight permutations in content can be imagined as having occurred to PMs as well: (1) in our mind’s eye, in memory, we imagine an image of our self (the dreamt self) spotting a dangerous animal bearing down on it, the dreamt self picking up a big stick and/or running away; (2) in our mind’s eye, in memory, there is no image of oneself any more than there is in waking life when I run from a neighborhood’s nasty tempered mastiff and don’t observe myself doing so.

How, then, might REVONSO’s simulations utilize representations like those pictured, in either (1) or (2) so that we obtain a sense of how dream-production systems churning out thousands of realistic threats during a PM’s lifetime is thereby “bound to result in improved threat-avoidance skills”? It is said to turn on “what the dream can do itself” (its “natural functions”) where the notion of “the dream itself” (phenomenal or p-dreaming) explicitly excludes reference to any self-conscious recollections or “invented functions,” that is, cultural and personal uses of dreams and dream reports (Flanagan 1995).

So how does the dream imaging prove to be functionally efficacious for REVONSO (as it is not for Flanagan, nor “aimless” as in the Activation-Synthesis theory)? How can its utility as simulation rehearsal be depicted at that first person level? My concern is that if it cannot, then the dramatic color and detail of simulation rehearsals as posited by REVONSO washes off into the purely neurobiological domain, and signals not just a stylistic diminishment but a substantive one.

An analog suggests itself which might prove useful in that its outline parallels in interesting ways with REVONSO, yet contains ingredients which his theory lacks, but may in some form need. This is Aristotle’s influential theory that art involves imitation, is instinctual, instructive, and pleasurable. Aristotle, if we focus on the first three attributions and ignore the last, conjures up general, albeit inadvertent, likenesses to REVONSO’s claims that ancestral dream consciousness was biologically functional with adaptive value. (Think of imitation and simulation, as going proxy for each other in numerous contexts, simulations and rehearsals as being instructive, and the species-specific non-conventional nature of the [Aristotelian] instinctual and REVONSO’s biologically functional and adaptive.)

Consider, then, Aristotle and REVONSO with respect to the following examples, any one of which to us looking in at them, as it were, might be called a transparently instructive simulation (TIS) of a real world thing or situation: (1) a detailed drawing of the anatomy of a cow for use in a course in veterinary medicine; (2) a video of a black belt karate instructor teaching a student a given kick; (3) a dress rehearsal of a play to iron out the kinks in it before actual production; (4) a cockpit of an airplane (sans the plane) wherein pilots can learn to master switches and buttons in preparation for flying a real plane.

In our “looking in” we assume a first person point of view of what it would be like for ourself to see such things or imagine ourself participating in such contexts, and we sense that if we had done so, we would have been edified. (We think of having looked at the cow picture and how that might have helped direct our vision of a real cow; we think of having memorized the moves in the karate video and using them in self-defense, or if we had been an actor in the play (the dreamer as other to itself in the dream) we might have noticed mistakes we had made and resolved to correct.)

Any of these examples might prove friendly to Aristotle’s claim that art as imitation (simulation) is instructive. Pursuing the parallel, we ask whether what Aristotle seems to have at hand – a range of TISes – has any kind of counterpart within the medium of dreams? If not, why? And does it matter?

Something like TISes seem to me demanded by REVONSO but exactly what or how is so unclear as to make the alleged demand seem gratuitous. Consider some of the “remarkably consistent set of features” listed by HOBSON ET AL., as characterizing dreaming: “dream imagery can change rapidly and is often bizarre in nature;” “self-reflection, often absent in dreams, “when present, often involves weak, post hoc, and logically flawed explanations of improbable or impossible events and plots”; dreams “lack orientational stability; times and places are fused, plastic, incongruous and discontinuous.” Let me call these characteristics serializing aspects of the dream as artefact of sleep (or SER).

Dream dramas where it is as if a homuncular Salvador Dali reigned as dramaturge, strike me as unlikely material for TISes in somewhat the same way as a drawing of a cow’s anatomy where its organs are distorted and melted into each other would seem less than useful in directing a dissection of a real one. Furthermore, there are other aspects of artefacts that contribute to their potential instructiveness: duration, intersubjective availability, potential for preservation, copying or replication, and so on. That seems conspicuously absent from the phenomenal level of dreaming. Such “no shows,” the density of SUR, and the exclusion, anyway, of all non-natural, “invented” or “cultural” features from consideration, make the budget of materials available for anything like counterparts to TISes in REVONSO’s theory very skimpy indeed.

The problems I suggest might pose for REVONSO primarily pertain to oddities attending the stuff of dreams and whether certain types of nocturnal “artifacts” could be constructed from it. (Compare: Could a rigid sculpture be made out of feathers and...
The waking-to-dreaming continuum and the effects of emotion
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Abstract: The three-dimensional “AIM model” proposed by Hobson et al. is imaginative. However, many kinds of data suggest that the “dimensions” are not orthogonal, but closely correlated. An alternative view is presented in which mental functioning is considered as a continuum, or a group of closely linked continua, running from focused waking activity at one end, to dreaming at the other. The effect of emotional state is increasingly evident towards the dreaming end of the continuum.

[HOBSON ET AL.; NIELSEN; SOLMS]

First of all, SOLMS’s target article is about the control of dreaming — in other words, what portions of the brain are necessary for reports of dreaming (or visual dreaming) to occur. In these terms, SOLMS is certainly convincing in his demonstration that portions of the forebrain are involved — specifically the parieto-temporal-occipital junction, probably controlled or activated by a dopaminergic pathway in the ventral-nestial portions of the frontal lobes. SOLMS is right in pointing out that his data disprove the original Hobson and McCarley “Activation-Synthesis” view that dreaming is entirely dependent on REM-sleep activation of the forebrain by brainstem centers. HOBSON ET AL. do not exactly acknowledge this, but they do shift their emphasis from dreaming toward a broader attempt to explain the biology of the states of consciousness.

The target article by HOBSON ET AL. on the recent AIM model is impressively detailed, up-to-date in its references, and also creative and imaginative. It is a valiant effort to make sense of almost all current information on states of consciousness, organizing it according to three simple-sounding dimensions. The reach of the model, however, exceeds its grasp.

The AIM model makes most sense in terms of its ability to organize or “locate” three basic states — waking, NREM sleep, and REM sleep. I believe that the model is much less useful in its attempts to explain the psychological features of the states — including dreaming — even though it assumes that the subjective self can be objectified in terms of a person sleeping and, by dreaming about what was hair-raising that day, keeping in tune with the neurobiological mechanisms needed to survive the morrow.

For instance, one problem is that the waking state, which appears to be an array of cognitive activity, including overlap with the other states — even though including dreaming — even though SOLMS does not exactly acknowledge this, but they do shift their emphasis from dreaming toward a broader attempt to explain the biology of the states of consciousness. SOLMS and SOLMS do not exactly acknowledge this, but they do shift their emphasis from dreaming toward a broader attempt to explain the biology of the states of consciousness.

The chief problems I have with the three-dimensional AIM model are the following: First of all, an obvious question when looking at such a dimensional diagram is why three dimensions rather than more or less, and why these particular dimensions. The familiar spatial metaphor of a cube or box can delude us into thinking that three dimensions constitute an obvious number and that these three exhaust the possibilities. I do not question that activation (A), direction of information flow (I), and “modulation” (M) are of importance — though “modulation” is a very complex notion, defined at one point as “how information is handled,” which is not convincingly a single dimension. I could think of some other relevant dimensions. For instance, do we simply want one dimension of “amount of activation?” What about a dimension of “focus,” or “spread of activation,” or perhaps a dimension involving velocity of activation, introducing time and measuring the speed with which different portions of the system are activated. I mention these dimensions because, like the others, they can easily be thought of in cognitive as well as purely biological terms. (In fact, although I was not thinking in terms of “dimensions,” I made use of such variables years ago in what could be called an early “two-dimensional model.”) In formulating the principal characteristics of the three biological states we were beginning to recognize — waking, REM sleep, and NREM sleep — I summarized REM sleep overall as a state of “high-activity level,” (similar to waking) but with “rough adjustment — poor feedback” (very different from waking) (Hartmann 1987, p. 149). (This formulation in fact may still be helpful in characterizing the physiological and psychological characteristics of REM sleep.)

Thus, three dimensions may not be the right number. However, my main concern is that the three dimensions of AIM may not truly be dimensions at all. It makes little sense to discuss in detail what happens in different regions of a three-dimensional cube unless one has reason to believe that the three axes are actually more or less orthogonal (independent). On the contrary, I believe there is considerable evidence suggesting that two of the important dimensions (I and M) and perhaps all three dimensions are intimately correlated.
For instance, suppose we turn off the lights, close our eyes, and pull a blanket over our heads, but remain awake. Obviously we are moving from chiefly external input to internal input along dimension I, and as we do, we inevitably also move along the dimension M, and begin to process material, produce images, and so on, in a more “dreamlike” manner. A whole literature on “sensory isolation” supports this close association. Antrobus and others have shown that the longer a period of uninterrupted isolation (or internal processing) lasts, the more dreamlike cognitive activity becomes (see Antrobus 1990 for a review). All this occurs even if we are not tired. If we are tired and are “winding down” at the end of a day, our brains are presumably less activated. As “A” is reduced we concomitantly find ourselves paying less attention to the external world and more to the internal world (changes in “I”), and we also begin to think in a more imagistic and dreamlike way (changes in “M”). In fact, a huge body of work on relaxation states, meditation states, and hypnosis demonstrates such changes. This suggests that the “dimensions” are by no means independent, and that perhaps we need another way to conceptualize these changes in mental functioning.

My colleagues and I have in fact found it useful to think in terms of a continuum or a series of related continua, running from focused waking at one end through reverie and daydreaming, to dreaming at the other (Hartmann 1996a; 1998; 2000a; Kunzendorf et al. 1997) (see Table 1).

This continuum, which we can call the “focused waking-to-dreaming continuum,” obviously refers to states of the system capable of supporting conscious mental processing. It is clear that a certain level of activation is required to support consciousness, and thus all the points on the continuum in Figure 1 can be considered states of relatively high activation. Under these conditions we consider it useful to think of one continuum with many strands, rather than orthogonal dimensions.

This view emphasizes the continuity in mental functioning between the conscious states of waking and dreaming rather than the discontinuities. The work of Antrobus (1991), Foulkes (1990), Klinger (1990), Singer (1975), and others supports this continuum viewpoint. Material indistinguishable from dreams can be obtained from quiet waking, from sleep onset, and from NREM sleep. We have demonstrated that under certain conditions, daydreams and dreams are very similar and that depending on personality characteristics, the daydreams of some students are scored just as dreamlike and “bizarre” as the dreams of other students (Kunzendorf et al. 1997). Dreaming is mental activity (based on cortical activity) at the right end of the continuum that contains very little focused rapid-processing activity. For instance, we have shown that reading, writing, and arithmetic (“the three Rs”) are extremely rare in dreams (Hartmann 1996b; 2000b). Activation or spread of activation is less focused and more diffuse, which I have related for many years (Hartmann 1973, p. 138, 155n) to low levels of norepinephrine in the cortex (among other factors).

Furthermore, the “qualitative” differences between dreaming

---

**Table 1 (Hartmann). A continuum**

<table>
<thead>
<tr>
<th>What dealt with?</th>
<th>Focused Waking thought</th>
<th>Looser, Less-structured thought</th>
<th>Reverie Free Association Daydreaming</th>
<th>Dreaming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percepts</td>
<td>few words, signs,</td>
<td>less words, signs,</td>
<td>almost pure imagery</td>
<td></td>
</tr>
<tr>
<td>Math symbols</td>
<td>more visual-spatial</td>
<td>better noting or picturing of</td>
<td>more metaphor</td>
<td></td>
</tr>
<tr>
<td>signs, words</td>
<td>imagery</td>
<td>similarities, more metaphor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How?</td>
<td>logical relationship</td>
<td>less logic, more noting or</td>
<td>more metaphor</td>
<td></td>
</tr>
<tr>
<td>If A then B</td>
<td>picturing of</td>
<td>less self-reflective,</td>
<td>in “typical” (non-lucid) dreams</td>
<td></td>
</tr>
<tr>
<td></td>
<td>similarities,</td>
<td>more “caught up” in the</td>
<td>total thereness, no self-reflection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>more metaphor</td>
<td>process, the imagery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-</td>
<td>highly self-reflective</td>
<td>less self-reflective,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>reflection:</td>
<td>“I know I am sitting</td>
<td>in “typical” (non-lucid) dreams</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>here reading.</td>
<td>total thereness, no self-</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>reflection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boundaries:</td>
<td>solid divisions,</td>
<td>less rigid categorization,</td>
<td>merging</td>
<td></td>
</tr>
<tr>
<td></td>
<td>categorizations,</td>
<td>thinner boundaries,</td>
<td>condensation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>thick boundaries</td>
<td></td>
<td>loosening of categories,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>thin boundaries</td>
<td></td>
</tr>
<tr>
<td>Sequence of</td>
<td>A → B → C → D</td>
<td>A → B C</td>
<td>A → B C</td>
<td></td>
</tr>
<tr>
<td>ideas or images</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Processing:</td>
<td>relatively serial;</td>
<td>net functions more as an auto-</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>net functions chiefly</td>
<td>associative net</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>as a feed-forward net</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsystems:</td>
<td>activity chiefly within structured subsystems</td>
<td>activity less within, more across or outside of structured subsystems</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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and waking mental activity are not as clear-cut as sometimes thought. For instance, if we consider the difficulty of recall, which HOBSON ET AL. frequently cite as a clear difference, I think it is useful to consider whether it is appreciably more difficult to recall last night’s dreams than to recall the waking daydreaming or reverie we experienced this morning while washing or shaving.

In brief, our view is that at the dreaming end of the continuum there is more overlap of cortical activation patterns, or more bringing into conjunction elements often kept separate. Thus, we can say that presumably at the cortical level there is greater connectivity; connections are made more readily at the dreaming end of the continuum. As is well known, this can sometimes be useful artistically or creatively, but it is an everyday phenomenon as well.

Five different women have told me a dream very close to the following: “I dreamt of Joe, my boyfriend, but in the dream he looked very much like my father” or “he turned into my father.” I am not attempting any deep or Freudian analysis; my point is a simple one. In all five cases the women awakened and said something like: ‘Isn’t that interesting. Of course Joe is like my father in three or four different ways; odd that I had never noticed that before.’

In other words the similarities were evident if one stopped to consider them but it took a dream — activity at the right hand end of the continuum — to bring the two networks together.

Thus, we consider connections to be made more broadly in dreaming — at the right end of the continuum — than in focused waking, but the process is not at all random; we have shown that it is guided by emotion. (Emotion is hardly mentioned in the models discussed in the target papers, although recent imaging studies — reviewed by HOBSON ET AL. and by SOLMS — have lent strong support to activation of the limbic system, especially the amygdala, during REM sleep.)

For my group, the paradigmatic dream is what we have come to call the “tidal wave dream.” We have studied people — apparently normal adults — who have recently experienced an acute trauma: an escape from a fire in which others were killed, a rape, an attack, a sudden death of someone close. We believe this is an important starting point in the study of dreams, because here — unlike most of the time — we know clearly what is emotionally important in the dreamer’s life. The dreamer, after an acute trauma, may or may not have a few dreams that repeat the actual trauma or aspects of it. Then, very frequently, one or more dreams such as the following occur:

“I was walking along the beach when suddenly a huge tidal wave came and engulfed me. I was tossed around, I tried hard to get to the surface. I woke up terrified.”

What is going on here? Obviously the person is not dreaming of his or her actual experience. Rather the dream is contextualizing (producing a picture-context for) the dominant emotion of terror/helplessness/vulnerability. We believe this is a paradigm, that the same process probably occurs in all dreams but is less easy to detect when we do not know of a clear dominant concern (for details, see HARTMANN ET AL. 1998a). We have shown quantitatively that powerful images of the tidal wave type occur more frequently after trauma (Hartmann 1988). Hartmann et al. 1998b.

The view then is that the dream pictures or “contextualizes” the emotional state of the dreamer. Again, the continuum view suggests that emotion always influences our mental activity and imagery, but this is least evident at the left end of the continuum, when we are doing arithmetic or involved in focused thought. It becomes more evident as we move towards the right. There is evidence suggesting that emotion has a greater influence on our cognition and perception when we are relaxed or in a relaxed hypnotic state than in our ordinary waking state (for instance, see Kunzendorf & Maurer 1989; Klinger 1996).

It is of interest that Hobson’s group continues its curiously negative view of the process of dreaming. They have previously spoken of dreaming as “delirium,” (Hobson 1997b) and as “your brain on drugs” (Kahn & Hobson 1994). In the present target article making an analogy with epilepsy where “activation signals of limbic origin commander the cortex and force it to process,” they argue that “the cortex of the dreaming brain is compelled to process internal signal rising from the poles.” All this is a very “focused-waking-centric” viewpoint. We consider dreaming in a more neutral manner as simply one end of a continuum of mental functioning. Dreaming, after all, is a widespread natural phenomenon, consuming a considerable amount of our time. It stands to natural selection-based reason that dreaming probably has some function for the organism, and in fact several related functions have been proposed (Moffit et al. 1993; Hartmann 1998). Far from being “compelled,” dreaming can be considered the least constrained type of mental activity. I find it natural to think of great portions of the cortex as an image generator. The system can be “constrained” to perform arithmetic or logic problems during focused waking, but it tends to “relax” into daydreaming or dreaming when there are no such constraints.

Viewing mental functioning along a continuum, as in Table 1, may also be useful in resolving the “one-generator versus two-generator” issues raised in the target article by NIELSEN. Our model certainly favors the idea of a single generator producing mental activity (thoughts and images) but a single generator whose products can vary along a continuum or a series of related continua as in Table 1. NIELSEN does not mention the varieties of waking mentation at all, but if one accepts the evidence that dreaming mental activity is not completely and qualitatively separate from daydreaming activity which in turn is not completely separate from other waking thought, one would hardly want to postulate a separate “generator” producing each of these related states. Nor is evidence presented by NIELSEN or others that would lead me to believe that NREM mentation is so qualitatively different from the entire continuum above that it would require a “generator” of its own.

Furthermore, from the point of view of brain anatomy, including the neuropsychological and brain imaging data reviewed, it makes a great deal of sense to consider a single image generating process, which, however, can be activated in a number of different ways, presumably using the cortical and subcortical pathways delineated in the target article by SOLMS.

The close relationship between dreaming and other forms of mental activity such as daydreaming or other waking imagery is also supported by ontogenetic studies by Foulkes, demonstrating that the ability to experience and report fully formed visuo-spatial dreams develops gradually, at around age 5—8, at about the same time as the development of full visuo-spatial abilities in the waking state (Foulkes et al. 1991).

The lesion studies by SOLMS may also be relevant to these questions, in the sense that it would be of great interest to know the precise status of daydream or reverie activities in the neurological patients who had lost the ability to dream, or to dream visually. SOLMS’s study procedures include an extremely detailed dream interview covering 13 different areas (Solms 1997a, pp. 83–86). However, he does not specifically mention interview questions dealing with daydreams or reverie. If indeed SOLMS found a well-delineated group of patients who had stopped dreaming (or stopped dreaming visuo-spatially), I would have continued to have clear visual dreams and reverie exactly as before. I would take this as evidence against the continuum view I am discussing here. However, I do not believe this to be the case. No data are presented specifically on loss of daydreaming or reverie; however, SOLMS does mention in the present paper that in the large PTO (parietal-temporal-occipital) patient group other deficits were found. For instance, right-sided lesions in PTO were associated with not only cessation of dreaming but “disorders of spatial cognition.” Left-hemisphere lesions were associated with disorders of “quasi-spatial (symbolic) operations.” He also notes that lesions in visual association areas caused defects in visual dream imagery, “in association with identical deficits of waking imagery.” SOLMS in fact suggests that “the visual imagery of dreams is produced by activation during sleep of the same structures that generate complex visual imagery in wak-
ing perception.” Therefore I believe that SOLMs’s results are consistent with a view of a single widespread cortical system or image generator (with several subsystems) generating what we usually call dreams, and that this system similarly generates a whole continuum of waking imagery.

Reflexive and orienting properties of REM sleep dreaming and eye movements
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Abstract: In this manuscript Hobson et al. propose a model exploring qualitative differences between the three states of consciousness, waking, NREM sleep, and REM sleep, in terms of state-related brain activity. The model consists of three factors, each of which varies along a continuum, creating a three-dimensional space: activation (A), information flow (I), and mode of information processing (M). Hobson has described these factors previously (1990; 1992a). Two of the dimensions, activation and mod-ulation, deal directly with subcortical influences upon cortical structures—the reticular activation system, with regard to the activation dimension and the locus coeruleus and the pontine raphe nuclei, with regard to the modulation dimension. The focus of this review is a further exploration of the interaction between dreaming and the cortical and subcortical structures relevant to REM sleep eye movements.

The question of cortical versus subcortical control of saccadic eye movements during REM sleep is addressed by the target article and previous Hobson publications. Hobson et al. review the controversy between brainstem-only models (bottom-up model) of control of REM sleep and combined brainstem-cortical models (top-down model). If REM sleep eye movements are exclusively regulated by brainstem mechanisms, then either they are totally independent of dream images, or both the eye movements and dream images of REM sleep are significantly governed by brainstem mechanisms. If they are under combined brainstem-cortical control, then dreaming could be of cortical origin and still linked to eye movements.

Lesion studies demonstrate that some form of REM-like eye movements occur during REM sleep in the decerebrate preparation: these and other studies demonstrate clearly that noncortical structures are necessary and sufficient for the generation of the eye movements of the REM sleep. The dilemma presented by such findings regards the commonly held assumption that visual dreaming during REM sleep is cortical phenomenon.

In 1975, McCarley and Hobson asserted that the occurrence of REM sleep and its timing are controlled by reciprocal interaction between cells in the pons (FTG cells) and cells in the nucleus locus coeruleus (LC cells). This assertion was instrumental in the neurophysiological and conceptual basis of the current modulatory (M) portion of HOBSON ET AL.’s three-dimensional AIM model. In 1977 McCarley and Hobson’s activation-synthesis model (the A of the AIM model) literally turned the universally accepted model of dreaming on its head. They contend that brainstem neuronal mechanisms more significantly influence the timing, formal properties, imagery, and content of REM sleep dreaming and that the role of the cortex was secondary, synthesizing incoming volleys of corticofugal excitation (Hobson & McCarley 1977).

HOBSON ET AL. note that it is highly implausible that all REM sleep saccades are concordant with dream imagery, given the presence of eye movements in the congenitally blind. Also, animal studies in cats and monkeys, in which accurate measurements of the direction of both eyes and their positions are possible, indicate that the eyes are moving asymmetrically during REM sleep. HOBSON ET AL. conclude that even brainstem initiated REM sleep eye movements are most likely under the control of a final common pathway which integrates brainstem generation and forebrain modification, a substantive modification of his earlier assertions of brainstem control (Nelson et al. 1983).

Such integration or cortical and non-cortical control of REM sleep eye movements is consistent with Doricchi et al. (1993; 1996), who observed that patients with left visual hemi-inattention, or visual neglect, showed dissociation between the direction of waking saccades and that of REM sleep. In contrast, during waking, exploratory saccades were present in both lateral directions, but confined to the right hemispace. Hence, the neglect patient is capable of executing saccades in both horizontal directions, but does not do so in REM sleep. Following two months of training, neglect patients increase leftward waking saccades, but none appear during REM sleep.

Therefore these authors (Doricchi et al. 1993) propose that two mechanisms control waking saccadic eye movements: one of a more voluntary, cognitive classification, typically employed in visual exploration, and the other more automatic and involuntary, related to reflexive-orienting. The total absence of leftward saccades during REM sleep indicates that all saccadic eye movements during REM sleep are reflexive-orienting eye movements.

Morrison and colleagues (Ball et al. 1991a; Bowker & Morrison 1976; Morrison et al. 1993; Sanford et al. 1992b; 1993), propose that REM sleep pontine geniculate occipital (PGO) waves constitute a response of central mechanisms to afferent information which, in the waking state, would be capable of eliciting an orienting response. Spontaneous PGO waves, similar to those accompanying the waking orienting response, are present throughout REM sleep, indicating that PGO waves are the REM sleep equivalent of an orienting response. They propose that during REM sleep, higher cortical structures are in a state of virtually continuous orientation (Ball et al. 1991b). This is similar to Doricchi’s conclusion that REM sleep eye movements are functionally equivalent to waking reflexive-orienting saccades.

Pompeiano and Morrison (1965; 1966; Morrison & Pompeiano 1966; 1970; Pompeiano & Valentinuzzi 1976) along with co-investigators, based upon a series of studies in the decerebrate preparation, have demonstrated a complete cessation of REM eye movements, following bilateral vestibular enucleation. They have identified the anatomical structures responsible for REM bursts as the vestibular nuclei, the oculomotor nuclei, and the oculo-orbital system.

Herman et al. (1983) have shown that the characteristic of eye movements during REM sleep in humans is more consistent with those observed with accompanying head movements than with those observed when the head is stationary. These observations, elicited by careful questioning, are not inconsistent with the concept that REM sleep eye movements are related to vestibular activity and reflexive-orienting responses (Herman 1992).

It is proposed that a constant property of vivid REM dreaming is the sensation of orientation in the dreaming space, or the hallucinated impression that the dreamer is physically present in the dream scene, in three-dimensional space. The dreamer is directionally oriented and aware of a spatial relationship to the persons or objects present in the dream. The sensation of orientation is made possible by cortical-subcortical mechanisms, including the vestibular system. The associated eye movements are related to reflexive and orienting responses to the dreamt scene or, via feedback, to the context of the dream. The sensation of orientation is the phenomenological equivalent in dreaming to the continuous vestibular activation during REM sleep. This ubiquitous presence of self in the dream parallels Pompeiano and Morrison’s finding that intact vestibular structures are required for the typical occurrence of REM sleep. In the same manner that the vestibular nuclei are necessary for the eye movements of REM sleep, so is the sense of self oriented in space an essential component of human dreaming.
The ghost of Sigmund Freud haunts Mark Solms’s dream theory
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Abstract: Recent neuropsychological data indicating that an absence of dreaming follows lesions of frontal subcortical white matter have been interpreted by Solms as supportive of Freud’s wish-fulfillment, disguise-censorship dream theory. The purpose of this commentary is to call attention to Solms’s commitment to Freud and to challenge and contrast his specific arguments with the simpler and more complete tenets of the activation-synthesis hypothesis.

[HOBSON ET AL.; NIELSEN; SOLMS]

We have recently commented at length on SOLMS’s neuropsychological data and dream theory (for scientific details and references see Hobson & Pace-Schott 1999). The following précis is drawn from a paper presented at the American Academy of Arts and Sciences in Boston on January 12, 2000, at which Mark Solms was the invited discussant. This commentary focuses sharply upon SOLMS’s interpretation of his data, which clearly reveals his commitment to psychoanalytic dream theory. Only those data (and they are few) which can be retrospectively interpreted on Freud’s dream theory are deemed worthy of SOLMS’s theoretical attention. The rest (and they are many) are either discredited or dismissed. While SOLMS does not mention Freud in his target article, it is clear from his book (Solms 1997a) and from his subsequent writings that his major theoretical orientation is psychoanalytic. The following commentary is thus designed to clarify our interpretative position and to contrast it with the Freud-Solms theory.

Solms’s attempt to resuscitate Freud’s dream theory. Until recently, I would have said that Freud’s theory had no scientific status whatsoever and that activation-synthesis was its natural replacement (Hobson 1988b; Hobson & McCarley 1977). But recently SOLMS has interpreted his very interesting findings on the effects of brain lesions and brain disease upon dreaming as favoring Freud’s dream-as-wish-fulfillment hypothesis (Solms 1997a). In essence, SOLMS has found that strokes or surgical interventions that damage two distinctive areas of the brain in the inferior parietal lobes and in the white matter tracts connecting subcortical structures to the medial prefrontal cortex are often followed by a loss of dreaming. The parietal region subserves spatial cognition and the white matter tracts connect important components of the limbic system that are thought to mediate emotion, motivation, and reward. This finding, interesting enough in itself, is complemented by a raft of brain imaging studies showing selective activation of these same structures and their directly associated cortical and subcortical regions during REM, the phase of sleep most capable of supporting dreaming consciousness. SOLMS also points out, quite correctly, that temporal lobe seizures produce dreamlike states in waking and intensify dreaming in sleep.

Surely the new evidence indicates, as SOLMS claims, that Freud was on the right track in postulating wishes as dream instigators especially insofar as wishes are related to emotional arousal in humans. And so it might at first glance seem. But emotions, motivations, and rewards are not wishes in any unconscious, Freudian sense. Furthermore, positive dream emotions, like elation, joy, and erotic excitement do not qualify as unconscious Freudian wishes, and they certainly do not need disguise. More importantly, as we have shown in our formal analysis of dream emotion, they are not disguised in dreams. Why, after all, would we want to be unconscious of these emotions? Because they might wake us up? When I have dreams of flying or sex I hope they won’t be censored and that I won’t wake up!

What about negative emotions, like anxiety, fear, and anger which constitute a goodly portion of dream emotion? Are they wishes? I think not! I can see why I might want to disguise or censor them, but negative emotions are not disguised in my dreams. The fact that I do wake up from these dreams is both a relief and proof that both the wish fulfillment and the guardian of sleep ideas that Freud concocted are just plain wrong!

What does activation-synthesis make of all this? Simply that in response to automatic and selective activation in sleep of the brain structures mediating the emotions, we consciously experience them undisguised and uncensored in our dreams. This is exactly what we said in our 1977 activation-synthesis paper.

The new theory cannot yet account for the emotional aspects of the dream experience, but we assume that they are produced by activation of brain regions subserving affect in parallel with the better known sensorimotor pathways.” (Hobson & McCarley 1977, p. 1336)

Recent PET imaging studies have confirmed this prediction and we have further elaborated this notion by suggesting that emotions may have a primary shaping force in determining dream plots.

If you want to interpret your anxiety dreams, or your elation dreams, or your anger dreams, go right ahead. You will find, as I do, that these emotions are associated with the same kind of plot content that they are in daily life (even if the dream plots are more humorously bizarre). For example, anxiety in my dreams is often associated with being lost (fear), with not having appropriate attire or credentials (anxiety), with being chased, or threatened (fear). Can this be read as the product of either wish fulfillment or disguise-censorship?

What I mean is that if you want to understand your dreams, the last person you would want to consult is Sigmund Freud or one of his psychoanalytic proteges! That is because unconscious wishes play little or no part in dream instigation, dream emotion is uncensored and undisguised, sleep is not protected by dreaming, and dream interpretation, via free association, still has no scientific status whatsoever. SOLMS’s data-based and eloquent defense of Freud is nonetheless welcome. Why? Because SOLMS is so committed to the original text that he allows us to reframe the activation-synthesis theory in the light of the new neuropsychological findings and to show even more clearly the weakness of Freudian theory.

Support for activation-synthesis by the new neuropsychological data. If it is not unconscious wishes, then what does cause dreaming? Why are dreams bizarre? Why are dreams hyperemotional? And most interesting of all, why are dreams so quickly and thoroughly forgotten?

Here are activation-synthesis answers to these questions. Dreaming is caused by brain activation in sleep. Dreams are bizarre because the activation process differs in important ways from that of waking. Dreams are hyperemotional because the emotional brain is selectively activated in sleep. Dreams are forgotten because recent memory systems are disabled during sleep. Let us look at each of these issues in turn to see how well neurophysiology can explain them.

As soon as we fall asleep, the brain begins a dramatic transition from one activation state (waking) to another (REM sleep). The main features of this transition are the blockade of sensory inputs and motor outputs (which puts the activated brain in a closed-loop mode) and the chemical demodulation of the activated brain (which puts it in a distinctive processing mode). Associated with these changes, all of which are controlled by the brain stem, is the selective activation of internal information sources including sensory-sensory data, which generate the dream perceptions and emotional data, which generate the dream affects.

Just after sleep onset, the brain is still activated enough to produce micro-dreams and it starts to do so as soon as external data can no longer have easy access to the still appreciably activated brain. Not only are the sensory and motor gates of the brain rapidly closing, but three of the specific chemical systems of the brain stem that support waking consciousness are also beginning to shut down. For these reasons the self-reflective awareness, directed thought, attention, and memory control of waking are rapidly slipping away. This concatenation of events is responsible for sleep onset dreaming.
Sleep onset dreaming is short-lived and evanescent because the activation status of the brain rapidly plummets and it ultimately falls to such low levels (in Stages III and IV of non-REM sleep) that mental activity of any kind is difficult to sustain. As sensory and motor gates continue to close and we become dead to the world, three of the brain stem chemical systems that help support waking consciousness decline even further. PET scans reveal that the lights have gone out in command central. Under these conditions, full-fledged dreaming is practically impossible. However, simple recall of at least some mental content from these stages is around 50 percent (Nielsen 1999).

But after about a 90 minute interval, the cerebral tables are turned and the brain is converted by REM sleep into an all but obligatory dream machine. This is because while two of the brain stem chemical systems regulating consciousness (those producing norepinephrine and serotonin) are completely shut off, the acetylcholine system is released from inhibition. The acetylcholine system not only reactivates the brain, but provides it with powerful, internally generated signals. These signals project to the sensory systems of the thalamus and cortex, triggering vivid dream perceptions, and to the limbic system of the forebrain triggering dream emotions. And, of course, these two forebrain systems communicate with each other. Under these conditions, dreaming is more vivid, more bizarre, and more sustained than in any other state.

Human PET scan studies of REM (see HOBSON ET AL. 1998a; 1998b; 2000; and target article, for reviews) confirm the main features of this picture and add an important, unexpected observation: the dorsolateral prefrontal cortex is selectively deactivated in REM sleep. The hallucinating, emotion-drenched brain is thus deprived not only of the chemicals it uses to tame such processes in waking but also loses the direction provided by its key top-down guidance system. The prefrontal cortex is generally considered to be the seat of executive cognitive functions like working memory, volition, self-reflective awareness, critical insight, and judgment, none of which work well in dreaming (see again HOBSON ET AL.).

No wonder that we are so hopelessly unable to get a grip on things in dreams, to know where we are or what exactly we are doing, or even to recognize that we are dreaming! On the contrary, we normally ignore all of the obvious internal evidence and conclude that we are awake! And no wonder we can’t remember dream events either as they occur or after we wake up. Dream forgetting is not owing to repression as the Freudians would have us believe. It is simple, organically determined amnesia. No wonder, too, that dreams are bizarre. Improbable or downright impossible incongruities and discontinuities are synthesized by the hyperassociative brain only to pass unnoticed because the censor – far from being hyperactive – is sound asleep! It is in the accounting for dream bizarreness, that Freud’s theory is not only incorrect, it is absolutely backwards!

Even SOLMS has admitted that disguise-censorship is the weakest part of Freud’s theory. But I submit that this characterization of disguise-censorship is a euphemism, at best. Without disguise-censorship, Freud’s dream theory is entirely negated because it cannot do what it was intended to do: that is, explain dream bizarreness. Even if one were to admit that dreaming is, in part, motivated by forces that include something like instinctual drives, it is clear on its face that these forces are undisguised and that dream bizarreness is entirely inadequate to the task Freud assigned to it.

Critiques of activation-synthesis, including SOLMS’s, have pointed to the tendency of late night NREM sleep to support dream mentation almost as well as REM. The obvious reason for this change is that as the night progresses, the general level of brain activation rises toward waking levels and NREM sleep becomes more and more REM-like. The EEG fluctuates between stages I and II (rather than III and IV). The input-output gates are still closed, and aminergic modulation is still weak enough to allow sleep to continue. Under the circumstances, dreaming is quite likely and, in essence, late night NREM dreaming is the other side of the sleep onset dreaming coin. But REM sleep is still the optimal substrate for dreaming and that is why its neurophysiology is so informative. In addition, many REM-related physiological events probably occur in NREM sleep without producing the full complement of signs necessary to score REM sleep in traditional methods (Nielsen 1999).

Can dreaming and REM sleep brain process be dissociated?

Hoping to sidestep the devastating impact of modern sleep neurobiology upon Freud’s dream theory, SOLMS and other critics of activation-synthesis have argued that since the forebrain is the acknowledged seat of dream consciousness and since dream consciousness can occur outside of REM sleep, then REM sleep physiology and its brain stem control systems are of no relevance to dream theory. In this view, the forebrain is free to act alone and can produce dreams independent of the activating, input-output gating and modulatory influences of the brain stem.

This argument is fatally flawed in three important respects:

1. The first fatal flaw is that there is now half a century of solid extensive evidence from laboratories around the world that the major determinant of the forebrain’s neurophysiological state and of its propensity to dream is the set of brain stem core systems that run from the medulla up through the pons and midbrain to the basal forebrain, hypothalamus, and thalamus. Indeed SOLMS’s own speculative neurophysiological model of dream-instigating wishes invokes the dopamine system, which projects from the ventral tegmental area of the brain stem to the mesolimbic reward circuit in the ventral striatum, thalamus, and medial prefrontal cortex.

2. The second fatal flaw is that the brain is instantiating the neurophysiological conditions of REM sleep from the very moment of sleep onset and varying them in intensity continuously throughout the night until the moment of awakening. As their strength flows and ebbs, dreaming becomes more or less probable, more or less intense, and more or less emotional. In other words, REM physiology is relevant to dream generation even in so-called NREM sleep. I say “so-called” because we have shown that REMs occur in NREM sleep at an average level about one-third that of REM. So NREM sleep is a misnomer. It doesn’t really exist! All of sleep is REM sleep (more or less). See NIELSEN’s target article.

3. The third fatal flaw is that REM sleep, by everyone’s account, provides the optimal neurophysiological conditions for dreaming. The specific conditions of REM include cholinergic forebrain activation and stimulation, aminergic forebrain demodulation, and active input-output gating. These account for all the formal aspects of dreaming in a more economical manner than Freud’s implausible theory.

As far as the notion that it is dopamine alone and not the mix of noradrenergic, serotonergic, and cholinergic neuromodulators that are critical to the propensity to dream, SOLMS is grasping at straws and the wrong straws at that. The medial forebrain lesions that lead to cessation of dreaming interrupt all of the neuromodulatory systems (and many other pathways) linking the brain stem and basal forebrain to the cortex. So why single out dopamine? Presumably because it is known to mediate motivation and reward. But how we get from motivation and reward to Freud’s unconscious were is not at all clear. SOLMS’s choice of dopamine is all the more surprising because it is the one neuromodulatory substance that shows no tendency to change its output over the sleep-wake cycle being as active in NREM sleep as it is in REM as it is in waking (See Hobson & Pace-Schott 1999)! So, at best, dopamine could be as necessary to dreaming as it is to any other activated mental state but it could not possibly be either sufficient or specific enough to account for the distinctive aspects of dream consciousness.
**commentary/special issue: Sleep and dreams**

**Dreaming as play**

Nicholas Humphrey  
Centre for Philosophy of Natural and Social Sciences, London School of Economics, London WC2A 2AE, United Kingdom. n.humphrey@lse.ac.uk

**Abstract:** Dreaming can provide a marvelous opportunity for the "playful" exploration of dramatic events. But the chance to learn to deal with danger is only a small part of it. More important is the chance to discover what it is like to be the subject of strange but humanly significant mental states.

[Revonsuo]

At a time when theories of dreaming are tending to lose touch with psychological and biological reality, REVONSOUO's target article comes as a welcome call for a return to common sense. Dreaming, REVONSOUO reminds us, is about having dreams. Dreams tell stories in which the dreamer is an active protagonist. These stories can and often do leave lasting traces on the dreamer's mind. Hence, surely, the way to understand the evolutionary function of dreaming must be to consider the relevance of such stories to the kinds of survival problems that ancient humans had to face.

I have no doubt that this is the right way to go. And, as it happens, in the early 1980s I proposed a theory that is quite similar in spirit to the one described here (Humphrey 1980; 1983; 1986). I began by noting, as REVONSOUO does implicitly, that there is an obvious analogy between dreaming and childhood play. Dreaming, like play, allows the subject to simulate his or her own participation in dramatic or dangerous events, without suffering the consequences these events would have in the real world. One of the chief functions of play is to provide an opportunity for the player to gain practice in exercising the relevant physical, intellectual and social skills. So, there is every reason to suppose this is a major function of dreaming too.

Now, REVONSOUO picks up on just one aspect of this: he suggests that the main purpose of dreaming is the simulation of environmental threats, so that the dreamer is able to practice making his or her escape. I've no quarrel with this suggestion so far as it goes (and REVONSOUO does make a good case for it). But, as a theory of dreams in general, it strikes me as being far too narrow — with regard to what it says both about the kinds of situation that are simulated and about the kinds of learning that take place.

To continue the analogy with play, even though childhood play does of course often centre around imaginary dangers, it is clearly not the case that learning to escape these dangers is play's main, let alone its only, function. Rather, play contributes in a major way to social and psychological development, especially through providing practice in role-playing and empathy.

Play is a way of experimenting with possible feelings, possible identities without risking the real biological or social consequences. Cut off time for tea, time to go home — and nothing in the real world has changed, except perhaps that the child is not quite the person that he was before, he has extended just a little further his inner knowledge of what it can feel like to be human. (Humphrey 1986, p. 106)

But if this broad-band "sentimental education," as I have called it, is the functional rationale for play, surely we should expect something like it to be the rationale for dreams as well. In my own writings I've stressed in particular the key role that dreams can have in the education of a "natural psychologist" — through introducing him to introspectively observable mental states that are as yet unfamiliar in real life (and possibly beyond the scope of waking play).

"Dreaming" represents the most audacious and ingenious of nature's tricks for educating her psychologists. In the freedom of sleep the dreamer can invent extraordinary stories about what is happening to his own person, and so, responding to these happenings as if to the real thing, he can discover new realms of inner experience. If I may speak from my own case, I have in my dreams placed myself in situations that have induced feelings of terror and grief, passion and pleasure, of a kind and intensity I have not known in real life. If I did now experience these feelings in real life, I should recognise them as familiar; more important, if I were to come across someone else undergoing what I went through in the dream, I should have a conceptual basis for modeling his behavior. (Humphrey 1983, p. 85)

Neither is this mere arm-chair theorising. My interviews with people in psychologically-taxing situations have shown again and again that dreaming is indeed a recognised and valued resource for gaining insight into what it is like to be in another person's place. A young midwife, for example, revealed: "I think most midwives dream about giving birth when they start working in maternity units, and it was a fairly common experience among the students that I trained with... I've never myself been pregnant. But my dreams have certainly made me more understanding, more relaxed and more confident in talking to mothers" (quoted in Humphrey 1986).

REVONSOUO may object that this is all too rosy. It is all very well for me to point to the ways in which dreams can help with empathy-building and interpersonal understanding, in the relatively secure and sociable world that we now live in. But, for him, the true evolutionary context for dreaming was the harsh world of the Pleistocene, where human life was nasty, brutish, and short — and everyone lived in a constant state of post-traumatic stress.

I would answer that this Hobbesian vision of the EEA is simply much too bleak. Studies of contemporary hunter-gatherers such as the Kalahari Bushmen — those whom Sahlin (1977) has with good reason called "affluent savages" — have shown that, on the whole, their life is (and presumably has long been) remarkably easy, unstressful, and free of danger. In fact the main — if not the only — serious challenges these people face are precisely in the area of their human relationships (family politics, love affairs, status battles, jealousies).

Then why, to end with one of the stronger bits of evidence for REVONSOUO's narrow view of what dreams are about, are there so many animal characters in children's dreams? And why, for that matter, so many animals in story books, in the play-room, in Walt Disney cartoons, and so on? What can these animals be doing, if it is not that they represent archaic threats? I believe the truth is that these play-animals are usually just what they seem to the child to be: simple, and indeed highly simplified, proxies for human beings — which, as it happens, are peculiarly well suited to the child's first tentative experiments in empathic projection and in applying a theory of mind. As Levi-Strauss (1962) once put it, animals are "good to think with." But this discussion is for another time.

**New multiplicities of dreaming and REMing**

Harry T. Hunt  
Department of Psychology, Brock University, St. Catharines, Ontario L2S 3A1, Canada. hhunt@spartan.ac.brocku.ca

**Abstract:** The five authors vary in the degree to which the recent neuroscience of the REM state leads them towards multiple dimensions and forms of dreaming consciousness (Hobson et al.; Nielsen; Solms) or toward all-explanatory single factor models (Vertes & Eastman, Revonsuo). The view of the REM state as a prolongation of the orientation response to novelty fits best with the former pluralisms but not the latter monisms. [HOBSON ET AL.; NIELSEN; REVONSOUO; SOLMS; VERTES & EASTMAN]

1. **Intimations of pluralism.** Hobson et al.'s overview of REM dreaming as a state specific organization of consciousness represents an important and exciting expansion of Hobson's previous attempts to synthesize the neuroscience and phenomenology of dreaming, with the potential for a still greater inclusiveness. Their addition of recent brain imaging and lesion studies showing hypothalamic, limbic, right parietal, and secondary visual activation, to his earlier model of pontine generation allows an expanded view of both a bottom-up and top-down REM state. The result is broadly consistent with Freud's suggestion of a "topographical regression" in dreaming, as well as with views of the
dreaming process that emphasize its basis in emotional activation (Lowy, Kuiken) and in cross-modal visual-spatial elaborations intrinsic to imaginative forms of dream bizarreness (Hillman, Hunt). It is also consistent with a specific phenomenology of a prototypical or background dream bizarreness related to delirium syndromes, with their shifting mix of cognitive confusion or clouding, emotionality, and intrusive, predominantly visual, hallucinosis (see also Hunt 1982; 1989), as well as separating that state specificity of REM dreaming from the more cognitive ruminations with the NREM mentation.

HOBSON ET AL. make just the use of Hunt et al. (1993) for which I had originally hoped, showing that controlling dream bizarreness measures for report length, when novel events actually require more words for adequate description, will falsely dilute the defining feature of dream experience. Their organization of states of consciousness in terms of a three-dimensional space based on activation, source of input, and neuropeulation pathway is a significant contribution in its own right, and usefully differentiates prototypical REM and NREM mentation, as well as atypical variations in dreaming and sleep onset, although the number and level of specificity of the dimensions ultimately needed to classify discrete states of consciousness and forms of dreaming remains open (see Hunt 1982; 1989; Pekala 1991 for more phenomenologically-based attempts).

HOBSON ET AL.'s expanded approach might be further enriched by including the flavor implications of Morrison's (1983) demonstration that the positive activation of the REM state, with its cholinergic basis, motoric paralysis, and vestibular activation, is a prolonged form of the orientation or postural still response to novelty in wakefulness – Pavlov's "curiosity reflex." First of all, it suggests that pontine activation need not be considered as "random," but potentially already primed and/or self-organized in terms of recent unassimilated novelty from wakefulness (Hunt 1989). The orientation response model is also consistent with less executive and volitional (higher forebrain) control, since a primary alerting and pregeneric response is required in novel circumstances – which in our symbolic species will include not only intense emotivity (limbic) but also the recombinatory basis of creative symbolic operations (Geschwind's parietal zone of neocortical convergence). From this perspective the proper comparison is not REM state with generalized wakefulness but REM state with the cholinergic based orientation response to waking novelty, which might contradict the degree of REM state specificity posited by HOBSON ET AL.

Finally, the orientation response, as the fuller physiological context of the REM state, allows a more ready inclusion of nonnormative but widely studied alternative forms of dreaming, not as "dissociations," but as augmentations and intensifications of REM dream cognition. In terms of psycho-physiology this seems clearest in lucid dreaming, which can involve an intensification of phasic REM features and parietal activation, consistent with its fully developed phenomenology of heightened bizarreness, enhanced kinesthetic and vestibular effects, and meditation-like self awareness and visual-spatial phenomena (see Hunt 1989; 1995). A prolonged orientation response to novelty is fully consistent not only with a fluctuating delirium as normative dream bizarreness, but also with its potential for reorganization into the more specific forms of novelty "metabolism" found in lucid dreams, the imaginal dreams of such interest to Jung, nightmares, and the creative problem solving dreams documented by numerous scientists, writers, and artists. NIELSEN's term "apex dreaming" captures the way those forms of dreaming actually intensify REM dream features rather than dissociate them and reflect the limbic, vestibular, and parietal-spatial activations that HOBSON ET AL. now include within their activation-synthesis model.

NIELSEN makes a plausible case that NREM mentation, especially in its more overtly dream-like aspect, involves brief phasic manifestations of the REM state. The question becomes whether this explanation works as well for more thought-like NREM mentation.

There may be a danger here of over-generalizing the specific form of cortical activation associated with the REM state, an acetylcholine mediated, pontine based orientation response (Morrison 1983), with other state specific forms of cortical activation. I have argued (Hunt 1989) that thought-like NREM mentation may reflect a dysfunctional cognitive activation in sleep, based on a defensive vigilant response to the artificialities and stress of the sleep laboratory setting (consistent with NIELSEN's recent finding of EEG power differences with versus without mentation) and as a subjectively disruptive response to depressive or obsessional issues. Certainly when we awaken in home settings having been "thinking all night" about ongoing waking concerns, it is associated with a sense of having slept poorly.

Such dysfunctional sleep rumination reflects a milder version of W. R. Bion's (1962) comment on some schizoid patients, that they suffer from a sense of not being able to dream, fully sleep, or fully awaken. Lairy's research on intermittent sleep, Lairy et al. 1967 cited by NIELSEN, may constitute a physiological reflection of this transitional state, but the presence of an EEG like that of the REM state, without other phasic REM indicators, need not indicate the actual REM state, since there is more than one pathway of physiological and biochemical activation of the cortex (HOBSON ET AL.). Correlations between thought-like NREM mentation, higher EEG activation, and waking conflict and psychopathology (see Hunt 1989) seem most consistent with a defensive hypervigilant response, potentially distinct from the phasic bursts and after-effects of the pontine orientation response associated with more vivid, dream-like experience. NIELSEN, consistent with HOBSON ET AL., rejects a one generator model for all sleep mentation, which would be based on an overly generalized model of cortical activation, but then seems to put forward a one generator model for the physiological basis of NREM mentation. State-specific differences in phenomenology, coupled with the existence of different pathways of physiological activation, might be more consistent with a two generator model for the more thought-like and the more bizarre, dream-like patterns of NREM mentation.

SOLMS's evidence of the loss of dreaming with prefrontal damage, also linked to the loss of interest and affect after lekotomy, and with parietal lesions, also the region posited by Geschwind (1965) as the convergence zone for a cross modal translation capacity central to the symbolic capacity, is invaluable, and indirectly supportive of empirical phenomenologies of dreaming that center on affect and creative recombinatory imagery (bizarreness). However, while consistent with those cognitivists who have long sought to decouple a psychology of dreaming (seen as cortical) from the brain-stem physiology of the REM state, his own separation of the two may be premature.

On the one hand, there is the large literature linking dream bizarreness to pontine and related phasic features of the REM state, with both phenomenology and physiology correlated with levels of creative imagination in wakefulness (see Hunt 1989, for review). Similarly, while prefrontal and parietal mediators of REM dreaming can be artificially separated from brain stem features by lesions, it is important to note that they are normally conjoined in what amounts to a state specific patterning of consciousness in the sense posited by HOBSON ET AL.

Certainly, with SOLMS, dreaming, in the sense of a form of consciousness based on an attenuation of reflective thought and volition and a heightening of narratively organized imagery, can appear in conditions outside the REM state – as in sleep onset dreaming, NREM mentation, suggested dreams in hypnosis, waking daydreaming, and guided imagery. Although all these forms of "dream" will entail higher cortical processes, there would seem to be important differences in their form, consistent with very different pathways of subcortical and cortical activation. While, in one sense, SOLMS can say that the REM state is but one "arousal trigger" for a single dreaming process, the acetylcholine (and possibly dopamine) based pontine orientation response seems to produce a form of dream experience specific to the REM state (vivid and apex dreaming) and to similarly triggered and patterned altered
states of consciousness in wakefulness (certain hallucinogenic drugs, visionary states). These seem, with Hobson et al., quite differently organized than most daydreaming or thoughtlike NREM mentation.

**SOLMS** is surely well supported in separating the REM state from a more general cognitive dreaming process, but a further equally supported step would be to distinguish within different forms of dream experience, so that prototypical REM dreaming would be a specific organization of cognitive-affective processes, normally entailing the entire circuit of cortical and subcortical activation that SOLMS has so carefully deconstructed through his neurological cases.

2. **Assertions of monism**

**Vertes & Eastman.** Why must the REM state, this exceedingly complex phenomenon of nature, have but one function? Vertes & Eastman seem to outline all possible skepticisms about memory consolidation research in order to advance their new version of the endogenous stimulation model also held by some of the pioneers of REM state research (Roffwarg) and more specifically developed by Ephron and Carrington (1966). However, Morrison's (1983) research, showing the REM state to be a specifically sustained form of the orientation/still response to novelty, affords a view more consistent with multiple overlapping functions for the REM state (and REM dreaming). These include not only the endogenous stimulation model, but the equally plausible evidence for a separate role in fetal and neonatal maturation, as well as memory consolidation – especially for neural stimulation of high emotional significance.

More specifically, Vertes & Eastman's demolition efforts with memory consolidation research seem narrowly conceived. The cortical activation of the pontine based orientation response operates from acetylcholine mediated pathways, distinct from the norepinephrine based activation of volitional executive control (Vandervel & Robinson 1981). Accordingly, the appropriate comparison for the mnemonic consequences of the REM state would be to the more recognizable encoding functions associated with emotional novelty and stress in wakefulness, which seems more consistent with the actual thrust of much of the mnemonic REM research reviewed, along with the lack of encoding for less vivid dreaming (coupled with life long recall for especially intense dreams; Knudson & Minier 1999), and a diffusely primed background for assimilating recent waking novelty that need not enter dreams; Knudson & Minier 1999), and a diffusely primed background for assimilating recent waking novelty that need not enter dreaming as such, yet is also consistent with empirical research on some unresolved "day residues" appearing in ordinary dreaming (see Hunt 1989).

Finally, to suggest that the high levels of REM sleep in neonates, still higher in the premature, is an endogenous compensation for slow wave sleep is not consistent with the near universality of the REM state late in gestation, the absence of true slow wave sleep until about three months, and the way that facial expressions in the neonatal REM state can be developmentally ahead of those shown in wakefulness – most consistent with a specific cortical maturation function distinct from the ontogenetically later one of endogenous compensation for NREM sleep (see Hunt 1989).

The REM state would seem to be one of the best illustrations for the economy and complex elegance of the natural order in which multiply nested functions can re-use a more basic organizational capacity.

**Revonsuo.** If the basic rule in scientific theory is still maximum parsimony given an unbiased consideration of the full range of evidence, along with at least potential testability, then Revonsuo's model of threat simulation as the core of the REM state, based on an adaptation to the allegedly overwhelming threat situations of early Homoind evolution, ignores equally strong evidence for other forms and functions of dreaming and is as ad hoc, “extra,” and inherently untestable as Freud's analogous hypothesis of the phylogenetic "primal horde."

Closer to home of what is directly researchable, threat simulation or nightmare dreaming does also follow as one major form of dreaming, especially prominent under major organismic stress, from Morrison's (1983) demonstration that the physiology of the REM state is identical to that of the orientation/still response to waking novelty. The orientation response as substrate is certainly consistent with nightmares as the predominant form of dreaming under systemic overload and with anxiety as the predominant dream affect, but it is equally consistent with other forms of dreaming such as lucidity, creative-imaginative dreaming, and the problem solving dreams attested by scientists, inventors, artists, musicians, and writers (see Hunt 1989). Not all novelty is stressful.

To consider only the most skeptical views on the existence of other dream forms, without a similarly close look at one's own all-explanatory model, bypasses the recent tendency of research in both the physiology and psychology of dreaming towards a new pluralism. Empirically then, Revonsuo's use of anthropological evidence from contemporary hunter-gatherers is especially questionable, since in addition to "threat simulation," the literature here attests to the diverse forms of dreaming described in these complexly "dream centered" societies, including lucid, mythological-archetypal, social and personal problem solving, artistic creativity, and diagnosis and healing of illness (Hunt 1989; Tedlock 1987b).

On more theoretical grounds, if the most direct indication we have today of evolutionary threat simulation dreams are post-traumatic and stress based anxiety dreams, then it is difficult to see how they apply to widely described paralyzed fears, slow motion running, and escape tactics based on absurd reasoning could be a rehearsal or simulation of anything adaptive. Pushing the origins of the model back into mammalian evolution seems even more questionable in terms of testability. However, on analogy to his use of hunter-gatherer evidence, my own domestic dogs have not only shown the expected growling and barking in their REM states, but also movements of drinking, sexuality, and tail wagging. Rapid paw movements (RPMs) can of course be as consistent with chase and play as with flight.

The view that nightmares and stress dreams show the essence of all dreaming is like saying that the underlying purpose of the vestibular system, with its compensatory eye movements restoring postural balance, is nausea and vomiting, because that is what happens when the system is overloaded in extreme dizziness. While vomiting is the extreme response, the predominant functioning of the vestibular system is to restore equilibrium as rapidly as possible. Helpless vomiting is no more "adaptive" to a vertigo sufferer climbing a tree than is the confused, panicked running we can do in our nightmares. Vestibular response, like REM sleep, is a complex multi-layered organismic process that can a find common pathway for potentially very different functions.

Empirically, it seems more and more that there is no single essence or core function to either dreaming or the REM state. They are complex and multiple, though with every possibility of our tracing the interrelations and interactions of their several dimensions once that complementarity is accepted.

---

**The interpretation of physiology**

Barbara E. Jones
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**Abstract:** Not at all self-evident, the so-called isomorphisms between the phenomenology and physiology of dreams have been interpreted by Hobson et al. in an arbitrary manner to state that dreams are stimulated by chaotic brainstem stimulation (an assumption also adopted by Vertes & Eastman). I argue that this stimulation is not chaotic at all; nor does it occur in the absence of control from the cerebral cortex, which contributes complexity to brainstem activity as well as meaningful information worth consolidating in the brain during sleep.

[Hobson et al.; Vertes & Eastman]
HOBSON ET AL.’s presentation of the isomorphism between REM sleep physiology and dreaming, has over interpreted the physiology. The physiology does not disprove any more than it proves, either Freud’s theories (as put forward in The interpretation of dreams, 1900) or other more recent interpretations, to the effect that dreams originate in the cortex and contain highly meaningful information. I take issue with two fundamental points.

1. Chaos reigns in the brainstem and determines the dream. I do not know of any physiological evidence that the brainstem activation and stimulation of the forebrain is chaotic and would thus impose a chaotic influence on the cortex in dreams. On the contrary, circuits within the brainstem, as in the spinal cord, are highly ordered, so that specific motor patterns such as locomotion, chewing and vestibulo-ocular nystagmus, are generated there in a repetitive, rhythmic, and highly predictable manner. Complex organized behaviors are also generated in the brainstem, including sexual and rage behaviors that persist in decerebrate animals. Indeed, these are the very behaviors that are often unmasked in REM sleep without atonia and dreams. In addition to being highly organized behaviors, they are also instinctual and highly motivational, perhaps stimulating the wishes that emerge in dreams (see Jones 1991).

2. The cortex has no control over the brainstem and the dream. I do not know of any physiological evidence that the cortex has no control over the brainstem or over the central activities of dreams. On the contrary, corticofugal outputs reach the entire brainstem as well as the spinal cord, influencing the very neurons shown to be critical for the initiation and maintenance of REM sleep in the pontine reticular formation. Moreover, elimination of the corticofugal impulses by lesions of the cortex in cats were shown in Jouvet’s laboratory to result in a complete impoverishment of both rapid eye movements and PGO spikes, reducing them to the very stereotypic, highly ordered and hence low-information-content pattern of purely brainstem driven activity (Jouvet 1975). The cortex thus appears both to control and introduce complexity to the brainstem activity and undoubtedly to dreams, which can accordingly also contain highly meaningful information.

Indeed, I might posit that the physiology of REM sleep provides considerable support for Freud’s basic assumptions, according to which instinctual and highly motivational impulses arise from the brainstem and are in turn worked upon by the cortex where condensation, displacement, and symbol formation may control the continued activity of the brainstem and provide the complex and seemingly bizarre, though meaningful, content of dreams (Freud 1900).

VERTES & EASTMAN provide overwhelming evidence against memory consolidation in REM sleep. They also go on to provide convincing evidence for a critical role of theta in memory consolidation during waking. Theta occurs during active and attentive waking but also (and in the most robust, continuous way) during REM sleep. Yet these authors interpret this physiology differently during REM and waking, presenting theta as a mere epiphenomenon in REM sleep, because it would have no functional value occurring in association with the chaotic state stimulated by the brainstem in REM sleep. Either theta plays no role in memory consolidation or it does so in REM, as it does in waking.

I would agree with Winson (1990) that theta and REM are associated with species-specific highly motivational and orderly instinctive behaviors and underlying processes that are important for survival (see Jones 1998). In this framework, theta during REM, as during waking, is associated with maximizing, reinforcing, and potentiating the neural links underlying these behaviors as well as with reforming them in relation to the organism’s changing world over a lifetime. Evidence to date has indicated that REM sleep is involved in consolidating procedural learning, a process that does not require or usually involve conscious awareness, (e.g., in walking, running or skiing). Such procedural learning can be highly practiced, with more and more efficiency, hence rapid responses and behaviors.

REM sleep in the fetus may provide procedural learning and preparation prior to birth for performing important behaviors, including locomotion and flight, by exercising the specific circuits. Such may be the case in the wildebeest, who begins to walk and then to run minutes after emerging from the womb in the dry season in order to escape predation and to begin a long migration of several hundred miles with its mother in search of a water supply. REM sleep during that migration may then facilitate the learning of speedy adjustments to changing terrain and rapid escape from real predators. Theta would be present during the waking experience and the dreamed replay to consolidate and potentiate the new sensory-motor associations and reactions with the old.

Such a process might also help in the learning and honing of nonessential skills by humans, such as more smoothly and rapidly negotiating the mogulled terrain on the second day down the ski slope following practice during dreaming through the intervening night. The importance of REM sleep for such highly practiced and unconscious processes and skills might be very difficult to document in the laboratory. Yet, as discussed by VERTES & EASTMAN, a few studies have recently shown effects of REM sleep on consolidation of procedural tasks. As in these experiments, the challenge has been to devise experiments and measures that are sensitive enough to reveal and confirm the full role of REM sleep in these processes. This role, though it may seem inessential, may provide a considerable advantage to the organism in strengthening associations and perfecting behaviors that have been important for the survival of each species in its evolutionary past.

The “problem” of dreaming in NREM sleep continues to challenge reductionist (two generator) models of dream generation

Tracey L. Kahan
Department of Psychology, Santa Clara University, Santa Clara, CA 95053. tkahan@scu.edu

Abstract: The “problem” of dreaming in NREM sleep continues to challenge models that propose a causal relationship between REM mechanisms and the psychological features of dreaming. I suggest that, ultimately, efforts to identify correspondences among multiple levels of analysis will be more productive for dream theory than attempts to reduce dreaming to any one level of analysis.

[HOBSON ET AL.; NIELSEN]

NIELSEN’s “position,” and a core issue in the debate between 1-gen and 2-gen theorists, turns on whether the differences in REM and NREM dreams are essentially quantitative (i.e., “relative”), or qualitative (i.e., “absolute”). The basic logic is that if REM and NREM dreams differ quantitatively, then the same qualities should describe both REM and NREM dreams, but to different degrees; this situation is consistent with 1-gen models (also see Foulkes & Cavallerio 1993, p. 10). However, if REM and NREM dreams differ qualitatively, in that the defining qualities which characterize REM dreams (e.g., emotionality, vividness, bizarreness) do not characterize NREM dreams, then a 2-gen model is needed to explain these “absolute” differences (e.g., Hobson 1988b; Koulkon & Lehmann 1983).

It is notable that the debate between 2-gen and 1-gen theorists about the proposed differences between REM and NREM dreaming, as well as the extent to which the psychological experience of dreaming can be explained by neurophysiological mechanisms, is mirrored in the debate about whether sleep cognition is “discontinuous” or “continuous” with waking cognition (i.e., 1-gen model); (for recent discussions of this essentially parallel debate, see Purcell et al. 1993). For example, recent efforts to compare the incidence of high-order cognitive skills, such as self-reflection, decision making, and meta-attention, across REM dreaming and waking suggest that although these skills may be more character-
istic of waking than dreaming, these metacognitive skills are, nevertheless, frequently associated with the recall of dream experiences (see, especially, Kahan & LaBerge 1996; Kahan et al. 1997). If one assumes a priori that dreaming involves, for example, a suspension of self-reflection (e.g., Hobson 1988b; Koukkou & Lehmann 1983), then one is not inclined to actively test this hypothesis by comparing the incidence of such skills across sleep and waking (also see Kahan 1994; Kahan & LaBerge 1994; Purell et al. 1993 for discussion of this issue). In fact, many of the “discontinuity” theorists would claim that differences in cognition across waking and sleep are the result of the same physiological/psychological isomorphism that explains the differences in cognition across REM and NREM sleep (see Hobson et al.).

In his balanced review of the evidence for 2-gen versus 1-gen models of dream generation, Nielsen discusses the long and controversial research lineage which, ultimately, shows that REM is not required for vivid dreaming to occur, although vivid (and “apex”) dreaming may occur more often in REM sleep. Nielsen discusses a number of studies, some of them his own, which demonstrate that Stage 1 sleep at sleep onset, late-night Stage 2, and occasionally Stage 3/4 sleep, are associated with vivid dreaming that cannot be distinguished from vivid REM dreaming. Even Hobson et al., the consummate “2-gen” theorists, explicitly noted this fact when describing the early dream research: “Reports qualitatively indistinguishable from dreams were obtained from Stage 1 sleep at sleep onset, a phase of sleep without sustained eye movements . . . and some of the reports from non-REM sleep were indistinguishable by any criterion from those obtained from post-REM awakenings” (1988b, pp. 142–43, emphasis added). Nielsen also acknowledges the recent and persuasive neuropsychological evidence that shows an absence of dreaming even though REM sleep is intact (Solms 1997a). In other words, REM is neither necessary nor sufficient for vivid dreaming to occur (Cavallerio & Cicogna 1993; Foulkes 1985; 1993c; Solms 1997a; this volume). This body of evidence is clearly contrary to the reductionist, 2-gen models (e.g., Hobson et al., target article).

In light of his discussion of the dissociability of REM and dreaming, it is rather curious that Nielsen ultimately concludes that the evidence supports a 2-gen model because of “residual qualitative differences across REM and NREM dreams (sect. 2.8.4, emphasis added). Unquestionably, vivid dreaming occurs more often during REM than NREM sleep. Also, the reported incidence and qualities of dreaming sampled from NREM sleep is more unstable, in that the similarity between NREM and REM dreaming is influenced by the sleep stage and time of night when mentation is sampled (Kondo et al. 1989), by whether the participants are light/heavy sleepers (Zimmerman 1970) or high/low dream-recallers (Moffitt et al. 1972), and even by the theoretical predisposition of the investigators (Hermann et al. 1978). Critically, however, and as Nielsen aptly points out, the reported frequency of NREM dreaming is intimately tied to how dreams are defined. As yet, there is no consensus among dream theorists on the formal features that define dreaming, and this seriously complicates the task of comparing across studies of purported sleep-stage differences in dreaming. It is not unusual for investigators to provide their own preferred list of defining features and then proceed to compare REM and NREM mentation on these dimensions (e.g., Hobson 1988b; Koukkou & Lehmann 1983). Clearly, which qualities are considered the defining (or “formal”) characteristics are often theoretically motivated and drive the comparison between REM and NREM dreaming, as well as, for that matter, comparisons between dreaming and waking cognition.

This question of what features are necessary to judge sleep mentation as a “dream” is central not only to comparisons of dreaming across different sleep stages, but also to theories claiming a formal isomorphism between sleep neurophysiology and the “formal” features of dreaming (e.g., Hobson et al., this volume; Koukkou & Lehmann 1983). If particular features of dreaming (e.g., bizarreness, emotionality, self-representation) are assumed to be determined by particular REM mechanisms, then agreement is
sis is sufficient to solve the entire puzzle and all levels are inter-re- 
related. To attempt to reduce the multiplicity of dreaming to one “ultimate” level of analysis, whether neurobiological or phenomeno-

logical or psychological is to miss crucial puzzle pieces pro-
vided by the other levels of analysis and, hence, never to solve the puzzle and understand its intricacies.

A new approach for explaining dreaming 
and REM sleep mechanisms

Amina Khambalia and Colin M. Shapiro
Department of Psychiatry, University Health Network, Toronto Western 
Hospital, Toronto, M5T 2S8, Canada. amina.khambalia@hotmail.com

Abstract: The following review summarizes and examines Mark Solms's article Dreaming and REM Sleep are controlled by different brain mech-

anisms, which argues why the understanding of REM sleep as the physi-

ological equivalent of dreaming needs to be re-analyzed. An analysis of 
Solms's article demonstrates that he makes a convincing argument against 
the paradigmatic activation-synthesis model proposed by Hobson and Mc-
Carley and provides provocative evidence to support his claim that REM 
and dreaming are dissociable states. In addition, to situate Solms's findings 
in concurrent research, other studies are mentioned that are further elu-
cidated by his argument.

[SOLMS]

SOLMS argues against the activation-synthesis model proposed by Hobson and McCarley. Refuting their theory that dream imag-
ey is stimulated from the pontine brainstem, SOLMS claims that 
REM and dreaming are dissociable states controlled by different brain mechanisms. According to SOLMS, there is a separate fore-

brain mechanism responsible for turning on dreaming aside from 
that of the “REM-on” mechanism. Throughout the paper SOLMS 
cites many studies, including his own, as counter evidence to the 
argument by reviewing past models and theories, and then suggest-

ing new evidence, which challenges previous understandings and 
theoretical conclusions. For the past two decades Hobson and 
McCarley's reciprocal interaction model that states “cholinergic 
brainstem mechanisms cause REM sleep and dreaming” has been 
accepted by the neurobiology community at large. However, the 
hypothesis relies on the presupposition that REM sleep is not con-
trolled by forebrain mechanisms, a point which proves essential to 
SOLMS’s main argument, especially in section 6 where he discusses 
how forebrain lesions cause dreaming cessation and yet “spare the 
brainstem.” Discussion in section 4 is dedicated towards present-

ing contradictory evidence that “dreaming is generated by the 
unique physiology of the REM state.” SOLMS’s suspicion of the ac-

tivation-synthesis model is evident in section 3 when he states that 
Hobson's latest developments of the model are “admittedly spec-

ulative.” Furthermore, SOLMS’s confusion stems from the virtually 
unrecognized discovery that not all dreams are produced by the 
same brainstem mechanisms as REM sleep, SOLMS believes that 
the lack of acknowledgment of the latter is due to Hobson modi-

fying his model. Although Hobson disclaims the previous physio-

logical link between REM sleep and dreaming, he maintains an 
anatomical link between the brainstem and dreaming, a postulate, 
which, SOLMS feels, confirms the false conception of REM sleep 
and dreaming as associative states.

Further evidence suggesting that REM sleep and dreaming are 
controlled by different mechanisms is provided in section 4 which 
gives examples of when dreaming occurs in NREM sleep, and in 
section 5, which discusses research that demonstrates dreaming is 
unaffected by brainstem lesions. Section 5 however, as SOLMS 
points out, has unconvincing data because brainstem lesions large 
enough to “obliterate REM usually render the patient uncon-
scious,” a fact also mentioned by Hobson et al. (1998b). Conse-
quently, it is unlikely that information refuting a correlation be-
tween dreaming and REM brainstem mechanism can be obtained 
using lesion data, a problem that SOLMS solves in section 6 by pre-
senting evidence of forebrain lesions that eliminate dreaming 
without affecting the pontine brainstem. Citing a long list of re-

ferences supporting his claim, SOLMS mentions that 108 cases have 
demonstrated a correlation between dreaming cessation and fore-
brain lesions confirmed by research using the REM awakening 
method and morning recall questions. In addition, the lesion site 
is precisely the same region as targeted in modified (orbitomesial) 
prefrontal leukotomy, a surgical process that results in complete 
and/or complete loss of dreaming in 70–90% of recorded cases.

In section 7, SOLMS continues to argue that dreaming is actively 
generated by a forebrain mechanism. He states that the target 
zone of prefrontal leukotomy is the white matter of a ventral 
mesial quadrant of the frontal lobe. Transection of this area causes 
lack of initiative, or adynamia, reduced imagination or ability to 
plan ahead, and reduces positive symptoms of schizophrenia. 
In answer to the question of how any of this relates to dreaming, 
SOLMS cites three observations: features of schizophrenia have 
long been equated with dreaming, adynamia is a typical correlate 
of loss of dreaming, and the chemical activation of this circuit 
stimulates excessive, vivid, and unusually frequent dreaming. The 
chemical activation does not affect the intensity, duration or fre-

quency of REM sleep, whereas drugs blocking the circuit elimi-
nate excessive, vivid, and particularly unusual dreams. Further evi-
dence is also mentioned relating nocturnal seizures to dreaming, 
events associated with the forebrain independently of REM sleep. 
SOLMS presents interesting findings that definitely support a fresh 
hypothesis that is still relatively speculative and in need of more 
evidence. In section 5, SOLMS returns to the activation-synthesis 
model and its explanation of dream imagery as a product of pas-

sive forebrain synthesis of brainstem impulses. SOLMS argues against 
the postulate by citing clinicanoanatomical studies performed by 
Hobson and Braun et al. (1997). These findings suggest dreaming 
is caused by specific forebrain mechanisms, therefore the activa-

tion-synthesis model is incorrect because dreaming is not “isomorphi-

cally correlated with non-specific brainstem activation of percep-
tual and motor cortex during REM sleep.” However, SOLMS does 
point out a disparity in the results between Braun et al.’s new func-
tional imagery and his own clinicanoanatomical data. In some func-
tional imaging studies there is an involvement of the pontine brain-

stem during dreaming (Braun et al. 1997; 1998). SOLMS attributes 
the fact that “REM sleep was equated with dreaming in the imag-
ing studies,” owing to the focus on a comparison between dream-

ing and non-dreaming in NREM only. Hence, SOLMS feels the 
inclusion in some of the functional imagery studies of the pontine 
brainstem in dreaming accounts for the disparity between the im-

agery studies and the clinicanoanatomical data.
Although solms presents interesting findings that definitely support his relatively fresh hypothesis, his argument is still fairly speculative and in need of more subsidiary evidence. In his favor, solms does suggest a further study to increase understanding: examining the dreaming brain during sleep onset, or during awakening. Most importantly, solms’s article represents an alternative argument to the long accepted activation-synthesis model. Thus, solms reminds his readers that we must constantly question and re-evaluate our knowledge and challenge our theories. Models by definition are simply representations and are liable to change and constant improvement. In effect, solms’s article not only presents provocative information but it also encourages the reader to invite new ideas and consider changing what we presently accept as the truth. In considering solms’s cogent argument, other findings related to dreaming, REM, and brain mechanisms are further elucidated. There are three studies concerned with sleep, which can be related to dreaming and REM as dissociate states. First, the review by razmy and Shapiro (2000) discusses how dreams appear to occur outside of sleep in Parkinson’s disease patients. The paper states that although less time was spent in sleep, “48% of PD patients presented altered dream phenomenon, while 26% displayed hallucinations” (Razmy and Shapiro 2000, p. 5). The distinction between dreaming and sleep in PD patients supports solms’s claim that dreaming and REM can function independently. Second, a paper by McCarley and Sinton (2000) suggests there are different types of sleepiness in REM versus NREM. Moreover, efforts are being made to develop clearer neuropsychiatric elements of fatigue, “the possibility of multiple forms of fatigue being identified and defined seems likely” (Shapiro 1998). The plausible inference that different neurological circuits account for the distinctions between REM and NREM sleepiness, and different types of fatigue, makes it easier to conceptualize REM and dreaming as separate states.

A third clinical study was carried out on the airway resistance in adult asthmatics and controls in REM and non-REM sleep demonstrated that the “REM (dreaming) stage of sleep may be associated with bronchoconstriction” (Shapiro et al. 1986). In view of these findings, which suggest REM sleep “has a direct effect” on airway tone, and the observation that the content of the dream was significant in this regard, the existence of independent pathways and brain mechanisms performing various functions is conceivable.

Reference to these studies in relation to the differentiation between REM and dreaming as separate functioning states is both informative and enlightening. We anticipate that future investigations may further substantiate solms’s argument and provide greater impetus to clarifying the neurology of dreaming.

Dreaming has content and meaning not just form

Milton Kramer
Clinical Professor of Psychiatry, School of Medicine, New York University, New York, NY 10024. milton.kramer@worldnet.att.net

Abstract: The biological theories of dreaming provide no explanation for the transduction from neuronal discharge to dreaming or waking consciousness. They cannot account for the variability in dream content between individuals or within individuals. Mind-brain isomorphism is poorly supported, as is dreaming’s link to REM sleep. Biological theories of dreaming do not provide a function for dreaming nor a meaning for dreams. Evaluatory views of dreaming do not relate dream content to the current concerns of the dreamer and using the nightmare as the paradigm dream minimizes the impact of poor sleep on adaptations.

[Hobson et al.; nielsen; revonsuo; solms]

The current debates in the study of dreaming are reviewed from one perspective in this interesting series of articles. The focus is on the form and not the content of the dream with only one exception. The explanations for the form of the dream are biological rather than psychological. The explanations are essentially of a physiologically reductive nature and, in one case, in the form of an extreme brain-mind isomorphism. If a function for the dream experience is entertained, it is a biological or evolutionary one rather than a current concern or immediate psychological one. The possibility that the dream has meaning is either not addressed or rejected.

There is much to applaud and even more with which to agree in these highly informative essays, but the best use, I believe, that I can make of the space available to me is to focus, so to speak, on the other side of the debate and to raise question about various points raised in these reports.

Hobson et al. present a magisterial integration of evidence attempting to explain the neuroscience basis for conscious states; based on demonstrating that waking, REM, and non-REM are physiologically different and that dreaming is REM based. As they appropriately point out, they do not address the “hard problem” of how consciousness could arise from a neuronal system. It is in this transduction that the explanation for consciousness lies. It is this crucial step that Mcguinn (1999) believes is unlikely to be solved. A correlation, even if it could be shown between brain state and mental state, would not be an explanation. How does one go from neurons firing to the dream experience of being attacked, and what are the mechanisms to achieve this transformation? This crucial step is missing and seriously undermines the attempt to explain the mind in terms of the brain and even further raises questions about mind-brain isomorphism, even if it could be demonstrated.

There certainly are problems with trying to capture an experience such as dreaming in a verbal report, particularly as the experience occurs during one state and is reported in another (Winget & Kramer 1979). At this point in time, is there a meaningful substitute? That a picture maybe worth a thousand words does not necessarily negate the value of even a 7-word dream report. Certainly, picture drawing has its own limitations. The demand characteristics of probing for additional dream content adds another layer of problems to establishing what a dream experience was “really like.” Arguing by analogy that if the physiology is the same in the adult and the infant, the experience must be the same is questionable. Because the authors can imagine the infant experiencing hallucinated emotions and fictive kinesthetic sensations does not demonstrate the relationship, it postulates the answer instead.

Does changing the setting by collecting dreams at home somehow move us closer to the “natural” dream experience? Granted we (Piccione et al. 1976) found little evidence of adaptation to the laboratory over 20 nights of dream collection from each REM period, the study, however, illustrates that extended laboratory studies are indeed feasible, have been done, and provide a wide ranging sample of the reported dream experience. The question remains whether evidence of the experimental situation appears in the dream collection experience at home? And if it does initially, does it adapt out over time? Hobson et al. are of the opinion that state specific changes in brain function REM to non-REM virtually guarantee concomitant changes in mental functioning, making it difficult to demonstrate such changes is because of the inadequacy of our psychological measurements to identify the changes. The conclusion that the mind and brain have nothing to do with each other they find unacceptable. In searching for an explanation for aspects of the dream experience in a psychological framework, it does not follow that one has to deny a relationship between mind and brain, only that it may not be useful for a particular task.

The so-called inadequate psychological methodologies are more predictive night to night than are the more adequate, by implication, physiological ones (Kramer & Roth 1979). And the dream reports of a given night are related one to another so that one night’s dreams are distinguishable from another (Kramer et al. 1976) which has not been shown for the physiological processes REM and non-REM). Conclusions are not a priori acceptable or unac-
ceptable, but might better be based on the evidence available. It is not that mind and brain have nothing to do with each other but rather that the one to one correspondence may not be present and to assume it without evidence begs the question.

That the differences between REM and non-REM are not absolute raises serious question about the centrality of the state differences and the hypothetical mind-brain isomorphism. If the answer is that the significant aspects of the REM non-REM difference are not contained within the boundaries of their current definitions for example, PGO (onto-geniculate occipital) waves in non-REM precede REM and continue after REM into non-REM and this then accounts for dream content in non-REM sleep. Then the shortcoming in demonstrating isomorphism is limited to the physiologic measurements. Foulkes may have early on attempted to show mind-brain isomorphism (Molinari & Foulkes 1969) but he was unable to replicate the work (Foulkes & Pope 1973). His efforts offer little or no support to the isomorphic position.

**HOBSON ET AL.** are surprised that direct representations of pre-sleep experiences are not incorporated into the dream. The expectation is that such representation should occur. They see the same being true even for emotionally salient events not being incorporated. We found, as noted above (Piccione et al. 1976), that references to the laboratory continue to appear in the dream reports over 20 nights without much of an overall decrease. We found a significant relationship between the content of verbal samples before and after sleep and the content of the intervening night’s dreams (Kramer et al. 1981). We found that the interperson situation in which the dream was experienced and reported influenced the content of the dream report (Whitman et al. 1963a; 1963b; Fox et al. 1968). Pre-sleep themes are connected to the dreams that follow and the night’s dreams are connected to the themes obtained after waking in the morning (Kramer et al. 1982). Traumatic experiences are reflected in nightmares but not as simple reproductions (Kramer et al. 1984). As memory is constructive rather than a reproductive enterprise, the expectation that waking events will be simply reproduced in dreams may be unrealistic.

It is unfortunate that a work that Freud never published and never wished to have published (a project for a scientific psychology. Freud 1895) is used as a source for his scientific thinking. Freud never declared brain science off limits as is reflected in The interpretation of dreams (Freud 1900/1935) in his discussing the stimuli and sources of dreams:

> Even when investigation shows that the primary exciting cause of a phenomenon is psychical, deeper research will one day trace the path further and discover an organic basis for the mental event. But if at the moment we cannot see beyond the mental, that is no reason for denying its existence” (pp. 41–42).

The position that the biology sets limits on the psychology needs to be expanded so the psychology sets limits on the biology as the physiological reductionist is trying to explain a psychological experience. They need to account not just for the formal aspects of dreaming but the content as well. Whether the subject of the hallucination is an animal or my father needs to be explained.

The critique that **HOBSON ET AL.** provide of lesion and functional neuroimaging studies is most helpful. It serves to demonstrate the isomorphism they postulate and provide the transduction mechanisms that translate neural activity into dream consciousness. An advance in techniques and in conceptualizations of a high order will have to take place first. Whether the suggestion that REM sleep as currently defined needs to be redone in order to account for dreaming outside of REM as **NIELSEN** suggests remains to be tested. Without a marker for PGO waves in the intact human this may not yet be possible. The scanning hypothesis, as they note, remains an open question.

The AIM model calls attention to the three interacting aspects of the theory, activation, input, and modulation. These are the three aspects of the biology of dreaming that they feel are necessary to understand the dreaming process. The explanation of AIM is interesting but I have trouble using it in a predictively testable manner, particularly as it does not deal with the content of the dream or the meaning of the dream. The model is used post-dictively and the multiplication of concepts that occurs when aspects of the model need to be split to fit the data weakens its possible explanatory power.

**SOLMS**’s elegant clinicoanatomical analysis of the relationship between REM sleep and dreaming, the hypothesis central to the activation synthesis theory of dreaming, points out that REM can occur without dreaming, and dreaming can occur without REM. He rejects the idea that dream imagery is isomorphically the consequence of activation of the perceptual and motor cortex. Dreaming is a response to activation, but not specifically from the brain stem; patients with forebrain lesions that spare the brain choline have not been linked to the experience of dreaming and their role in dream formation is not universally accepted (see target article by **SOLMS** who focuses on the role of dopamine in dreaming). The excessive emphasis on activation from the brain stem in earlier versions of the activation-synthesis hypothesis neglected the role of the higher centers for example, the cortex, in dream formation. The recognition that dreaming is not just a bottom-up process but has a top-down component was, I believe, a necessary corrective. The recall of dreaming is impaired by brain damage and aging in which the index of the damage is a gross measure of impairment (Kramer et al. 1975). Recall of night-reported dreams the next day follows the rules of classical memory theory; primacy, recency, and dramatic intensity are predictive of recallability (Trinder & Kramer 1975).

In their current version of the activation-synthesis hypothesis the brain fits the image to the affect. We have suggested that in the activated state the brain-mind responds to the pre-sleep affective state with an emotionally determined image (Kramer 1993). It is this view that is closest to this version of the activation-synthesis hypothesis. As dream emotion is not an inevitable accompaniment of dream reports (Strauch & Meier 1996), it is unlikely that dream emotion is the shaper of dream plots however the pre-sleep subjective state may be the shaper. The emotional numbing in dreaming fits well with the Freudian idea of the dream as an emotional damper in its sleep protecting function. Patients who have had an insult to the brain and report no longer dreaming also report poorer sleep (Solsms 1997a) and to my view of the dream as a selective affective regulator (Kramer 1993). The consequence of the dream experience is emotional numbing and not the cause of the experience or the dream plot.

In accounting for the formal features of the dream experience, **HOBSON ET AL.** neither address nor do they provide a way of understanding the gender, age, race, social status and marital status, differences in dream content (Kramer et al. 1971; Winget et al. 1972; Winget & Kramer 1979) or the dream content differences in various psychopathologic conditions (Kramer 2000). These differences are granted content but not form differences, and biologic approaches have not been invoked to account for these differences. The recognition of the need for a top-down aspect for the activation-synthesis hypothesis and recognizing the role of emotion in dreaming provides an overlap that may serve as a link between biological and psychological approaches to dreaming.

The burden remains on investigators, like **HOBSON ET AL.** to demonstrate the isomorphism they postulate and provide the transduction mechanisms that translate neural activity into dream consciousness. An advance in techniques and in conceptualizations of a high order will have to take place first. Whether the suggestion that REM sleep as currently defined needs to be redone in order to account for dreaming outside of REM as **NIELSEN** suggests remains to be tested. Without a marker for PGO waves in the intact human this may not yet be possible. The scanning hypothesis, as they note, remains an open question.

The AIM model calls attention to the three interacting aspects of the theory, activation, input, and modulation. These are the three aspects of the biology of dreaming that they feel are necessary to understand the dreaming process. The explanation of AIM is interesting but I have trouble using it in a predictively testable manner, particularly as it does not deal with the content of the dream or the meaning of the dream. The model is used post-dictively and the multiplication of concepts that occurs when aspects of the model need to be split to fit the data weakens its possible explanatory power.
stem report the cessation of dreaming but continue to have REM sleep.

In addition to delineating the brain areas needed to generate dreaming, SOLMS is trying to explain the formal characteristics of dreaming from a biologic framework, but he does not deal with the specific content of dreams. Dreaming is the consequence of various forms of cerebral activation and occurs only if the activation engages the dopaminergic circuits of the ventromedial forebrain. He makes no statement as to the content of dreams or the function of dreaming either psychological or biological, although he does note that those who no longer report dreaming do not sleep as well as those who do. His contribution is a central critique of the REM = Dream equation and an elaboration of a dream formation mechanism that is not brain stem based but is cortical in nature, completely top down. Nevertheless, it is one in which the biology drives or determines the psychology and is therefore reductionistic in nature. As with all biological theorists SOLMS is unable to explain the transduction from neural activity to mental activity, nor can he account for the content of dreams, nor does he provide a basis to establish either a function or the meaning of the dream experience. He does note that the loss of dreaming supports the Freudian position that dreaming protects sleep, however, he does not pursue this as a function of dreaming.

NIELSEN attempts to resolve the difference between those who see dreaming as independent of REM sleep and those who see it as the inevitable accompaniment of REM sleep. As the definition of the dream experience expanded to include so called cognitive mentation, the report of the experience is labeled sleep mentation rather than dreaming. There is no widely accepted standardized definition of dreaming because we are still doing the phenomenology of dreaming (Kramer 2000). There is no necessary reason why there should be. The standards applied to what will be counted as a dream, of course, alter the results. As we have no external criteria by which to judge what is and what is not a dream, all reports need to considered. Freud chose not to make a distinction reporting one word dreams such as the “Autoridasker” dream and a dream that took several hundred words in the telling “The Dream of Irma’s Injection.” Is there yet any necessary reason to choose one over the other? We found (Kramer et al. 1984), as did Fisher (Fisher et al. 1970a) that stage 2 nightmares were not different from REM nightmares in patients with post-traumatic stress disorder.

NIELSEN sees the evidence for neurobiological isomorphism as slim. He argues that the mental content in non-REM sleep is the result of the phasic aspects of sleep occurring in non-REM just prior to and immediately after REM sleep. These suggestions have not been tested and raise questions about the REM non-REM separation as it would attribute the mental phenomena to some sub-aspect of events occurring in REM sleep but not limited to REM sleep. The techniques are not available to test this hypothesis at the present time because we have no index in humans for the PGO waves. If this suggestion indeed is the case, NIELSEN would be confirming a biological explanation for the mental events in sleep and providing support for isomorphism. This position cannot account for the specific contents of the dream experience, nor is it this its intent. It also does not deal with the transduction problem.

REVONSUO describes the biological function of dreaming as simulating threatening events and rehearsing threat perception and threat avoidance, which contributes to survival while awake and thereby increases the likelihood of reproductive success. The system operates in and out of awareness and is an alarm response so that all dreams at all times need not show evidence of threat perception and avoidance activity.

The nightmare is the paradigm for dreaming as it represents a threat perception and usually an avoidance. REVONSUO dismisses the poor sleep that accompanies this survival response. Nevertheless the 1991 National Sleep Foundation survey points out the negative consequences of insomnia (Roth & Ancoli-Israel 1999), an insomnia that would certainly accompany any traumatic night-

Papez dreams: Mechanism and phenomenology of dreaming

E. E. Krieckhaus
Department of Psychology, New York University, New York, NY 10003.
krieck@worldnet.att.net

Abstract: I agree with Revonsuo that dreaming, particularly about risky scenes, has a great selective advantage. Although the paleoamygdala system generally facilitates stress and alarm, the system which inhibits stress and alarm, initiates bold actions, and mediates learning in risky scenes is the arche, hippocampal system (Papez circuit). Because all thalamic nuclei are inhibited during sleep except arche, Papez probably also dreams in risky scenes.

The mammillary bodies (MBs) which are the most ventral, caudal, and medial mammalian diencephalon, are unique among neurons whose axons constitute the chief input into one of the various thalamic nuclei, and thence to their corresponding cortices. The target of the MBs, anterior thalamic nucleus (ATN), is alone in not receiving inhibitory fibers from the thalamic reticular nucleus, which is usually active in sleep (Alonso & Llinas; Pare et al. 1991). Given that the backbone of the Papez circuit is the massive unidirectional mammillary projection to ATN, this lack of inhibition of ATN in sleep is the basis of my first thesis: Papez plays a critical role in dreaming.

I agree with REVONSUO who argues persuasively that:
1. Dreams are critical for survival;
2. There is considerable selective pressure to make the correct decision in threatening or risky real world contexts or scenes (Sparks 1998);
3. Dreams are imagined rehearsals for real scenes. This important idea is an extension of Tolman’s vicarious trial and error (VTE) at the choice point (online) (Tolman 1938) to dreaming (offline), a complex sequence of events as scenes. But the same process is probably operative in both to let a physically possible sequence of events unfold and see what happens. If that doesn’t work, then try another.
4. Given 1–3, dream VTE Dream vicarious trial and error (VTED) is thus presumably particularly critical in preparing for risky scenes.

I disagree with REVONSUO that:
1. The origin of risky VTED is to reduce the risk of predation in our earlier hunter-gatherer period; both the phenomenon of dreaming and its neural substrates are present throughout mammalia.

2. The mechanism of risk VTED is important primarily against predators; it is perhaps more import within a species, or within a tribe (e.g., when deciding whether to risk taking on the dominant male). Thus VTED learning in risky scenes plays a comprehensive and critical role within mammalia.

Neurophysiology. My second thesis is that two generally opposing forebrain functions are operative in VTED, just as in waking attention. During phylogeny, mammalian neocortex develops between the two allo pallia arche (hippocampus [HF] and paleo (amygdala) (Nauta & Feirtag 1986). The allo system most discussed in mediation of action and affect in risky scenes is the paleo amygdala system which elicits specie-specific responses to threats (e.g., freezing and autonomic arousal) (LeDoux 1998). Amygdala also facilitates both stress (as excessive glucocorticoids) (Cullinan et al. 1993) and alarm (as excessive serotonin [5-HT]) (Maier et al. 1993).

However, Metcalfe and Mischel (1999) (discussed only too briefly by REVONSO) introduce the opposite functions of a "cool" rational system (arche) which opposes the "hot" emotional system (paleo). Arche HF inhibits the activation of the stress cascade that amygdala excites (Cullinan et al. 1993; Kriekhaus 1999) and HF reduces alarm via mammillary inhibition of medial raphe (Kriekhaus 1999; submitted) that amygdala facilitates via excitation of dorsal raphe (Maier et al. 1993).

Given that arche inhibits stress and alarm, and arche is well known to mediate explicit learning (Aggleton & Brown 1999; Kriekhaus 1988; Squire et al. 1990) then it would be expected that arche lesions would uniquely interfere with learning to initiate bold action in threatening or risky scenes just the deficit seen following arche (MBs) lesions (Gabriel et al. 1995; Kriekhaus 1988; 1999). Finally, if REVONSO is correct that dreaming is risky VTED, then arche should be critically involved in risky dreams just as it is in risky actions. Indeed, as we saw earlier: (1) Thalamic reticular nucleus can, in night dreams, inhibit all thalamic nuclei except arche ATN. (2) HF lesions severely disrupt choice point VTE and commensurate learning (Hu et al. 1997). Although VTE may be a different process from VTED, it is likely that HF mediates VTED as well. (3) Finally, given that dreams are for learning, then the neural system mediating learning should play a major role in dreaming; and since arche uniquely mediates explicit learning, arche Papez probably dreams explicitly.

Discussion. The diametrically opposite functions of fearful paleo and confident arche are fundamental to the mechanism of VTED or any other forebrain function. Whereas both paleo and arche receive high level invariant information (e.g., faces, grimaces) from posterior association cortex via entorhinal cortex (Kriekhaus et al. 1992; Ungerleider & Mishkin 1982), this information is consistently put to the opposite use (Cullinan et al. 1993; Graeff et al. 1996; Kriekhaus 1999; Metcalfe & Jacobs 1998). These two systems, arche and paleo, are the pallial two of four loops, which together with the two subpallial loops (sonatic motor and visceral motor both worked out by Nauta 1966) constitute roughly half of the forebrain.

Because arche encourages rational explicit actions and can control negative affect, its functions are presumably what Freud characterized as secondary process thought (Freud 1911). The no less efficient and sophisticated functions of the paleo loop presumably correspond to what he called primary process thought. With this formulation of VTED, the survival value of Freud's "wish fulfillment" in dreaming is not to fulfill wishes but to instill in us hope and confidence by the responsible, reality oriented, arche dominating the scared and withdrawing paleo. Because these arche dominant dreams are rewarding they are more likely to lead to similar bold actions in later similar waking risky scenes, depending on the acumen of the organism's reality testing. Thus my third thesis: We mammals strive for a healthy equilibrium between arche and paleo, probably realized in a complete, continuous hegemony of arche over paleo.

Finally, as our understanding of neural mechanisms mediating the function of VTED increases, we are better able to distinguish the functions of experience in general, whether awake or dreaming, from the functions of the neural mechanisms that support these experiences. The general issue of the function of experience (given the sufficiency of its underlying neural substrate) reduces to the qualia problem of how neural (physical) activity can cause or be "mental" experience, an issue not pertinent here. More recently, the phenomenon of "blind sight" (relatively accurate adaptive actions but no commensurate experience) though still controversial, raises concrete questions about the functionality of experience, and makes more likely its emergence as epiphenomenal. Thus understanding of selective pressures for dreaming reduces to understanding the structure and function of the forebrain loops using verbal reports of experience simply as proxies for brain states.

Conclusion. Papez dreams, and, as argued by REVONSO, dreaming is VTED learning, predominantly of risky scenes. The diametrically opposite functions of fearful paleo and confident arche determine the functions of dreaming and cognitive processes in general. The desired state of an adult mammal is for primary process paleo to be modulated by rational secondary process arche.

Lucid dreaming: Evidence and methodology

Stephen LaBerge
The Lucidity Institute, Stanford, CA 94309, slab@psych.stanford.edu

Abstract: Lucid dreaming provides a test case for theories of dreaming. For example, whether or not "loss of self-reflective awareness" is characteristic of dreaming, it is not necessary to dreaming. The fact that lucid dreamers can remember to perform predetermined actions and signal to the laboratory allows them to mark the exact time of particular dream events, allowing experiments to establish precise correlations between physiology and subjective reports, and enabling the methodical testing of hypotheses.

[HOBSON ET AL.; SOLMS]

Just as dreaming provides a test case for theories of consciousness, lucid dreaming provides a test case for theories of dreaming. Although one is not usually explicitly aware that one is dreaming while in a dream, a remarkable exception sometimes occurs in which one possesses clear cognizance that one is dreaming. During such "lucid" dreams, one can reason clearly, remember the conditions of waking life, and act upon reflection or in accordance with plans decided upon before sleep. These cognitive functions, commonly associated only with waking consciousness, occur while one remains soundly asleep and vividly experiencing a dream world that is often nearly indistinguishable from the "real world" (LaBerge 1985).

Although lucid dreams have been reported since Aristotle, until recently many researchers doubted that the dreaming brain was capable of such a high degree of mental functioning and conscientiousness. Based on earlier studies showing that some of the eye movements of REM sleep corresponded to the reported direction of the dreamer's gaze (e.g., Roffwarg et al. 1962), we asked subjects to carry out distinctive patterns of voluntary eye movements when they realized they were dreaming. The prearranged eye movement signals appeared on the polygraph records during REM, proving that the subjects had indeed been lucid during uninterrupted REM sleep (LaBerge 1990; LaBerge et al. 1981). Figure 1 shows an example.

Our studies of the physiology of lucid dreaming fit within the psychophysiological paradigm of dream research that Hobson has helped establish. Therefore, I naturally agree with HOBSON ET AL. in believing it worthwhile to attempt to relate phenomenological and physiological data across a range of states including waking.
Figure 1 (LaBerge). A typical signal-verified lucid dream. Four channels of physiological data (central EEG [C3–A2], left and right eye-movements [LOC and ROC], and chin muscle tone [EMG]) from the last 8 min of a 30 REM period are shown. Upon awakening the subject reported having made five eye movement signals (labeled 1–5). The first signal (1,LRLR) marked the onset of lucidity. Skin potential artifacts can be observed in the EEG at this point. During the following 90 sec the subject “flew about” exploring his dream world until he believed he had awakened, at which point he made the signal for awakening (2,LRLRLRLR). This signal made in non-lucid REM shows that the precise correspondence between eye movements and gaze is not an artifact of lucidity. After another 90 sec, the subject realized he was still dreaming and signaled (3) with three pairs of eye movements. Re-alizing that this was too many, he correctly signaled with two pairs (4). Finally, upon awakening 100 sec later he signaled appropriately (5, LRLRLRLR). [Calibrations are 50 micro V and 5 sec].

Figure 2 (LaBerge). Dream time estimations. We have straightforwardly approached the problem of dream time by asking subjects to estimate 10 sec intervals (by counting, “one thousand and one, one thousand and two, etc.”) during their lucid dreams. Signals marking the beginning and end of the subjective intervals allowed comparison with objective time. In all cases, time estimates during the lucid dreams were very close to the actual time between signals (LaBerge 1980a; 1985).

Figure 3 (LaBerge). Voluntary control of respiration during lucid dreaming. LaBerge and Dement (1982) recorded three lucid dreamers who were asked to either breathe rapidly or to hold their breath (in their lucid dreams), marking the interval of altered respiration with eye movement signals as shown in the figure. The subjects reported successfully carrying out the agreed-upon tasks a total of nine times, and in every case, a judge was able to correctly predict on the basis of the polygraph recordings which of the two patterns had been executed (binomial test, p < .002).

Figure 4 (LaBerge). Morse codes communication from the lucid dream. LaBerge et al. (1981) while testing a variety of lucidity signals found evidence of voluntary control of other muscle groups during REM. We observed that a sequence of left and right dreaming-fist clenches resulted in a corresponding sequence of left and right forearm twitches as measured by EMG. Here the subject sends a Morse code signal with left and right fist clenches corresponding to dots and dashes, respectively. Hence the message translates as “SL” (... .-..), the subject’s initials. Note that the amplitude of the twitches bore an unreliable relationship to the subjective intensity of the dreamed action. Because all skeletal muscle groups except those that govern eye-movements and breathing are profoundly inhibited during REM sleep, it is to be expected that most muscular responses to dreamed movements would be feeble. Nonetheless, these responses faithfully reflect the motor patterns of the original dream.
NREM, and REM sleep. I also share Hobson's view that REM sleep is unique in many ways; for example, stable lucid dreams appear to be nearly exclusively found in REM. As for the AIM model on which the Hobson et al. article focuses, I regard it as an improvement on the earlier Activation-Synthesis model. The AIM model makes many plausible and interesting connections, but still doesn't do justice to the full range and complexity of the varieties of dreaming consciousness accompanying REM sleep.

One of the problems with AIM is that its three "dimensions" are actually each multidimensional. For example, from which brain area is "Activation" (A) measured? Obviously, A varies as a function of brain location. Hobson et al. admit as much when they propose to locate lucid dreaming in a dissociated ATM space with PFC more activated than it usually is (see Fig. 12). If this is true, then non-lucid dreaming would have to be characterized by a low value of A. Incidentally, there is no evidence to support the idea that lucid dreaming is in any sense a dissociated state (LaBerge 1990). Still, the need for multiple A dimensions seems inescapable.

Similarly, the "Information flow" (I) dimension is more complex than at first appears. Experimental evidence suggests that it is possible for one sense to remain awake, while others fall asleep (LaBerge 1990). A further problem with the I "dimension" is the confounding of sensory input and motor output, as can be seen in several of Hobson et al.’s examples (e.g., compare Figs. 15, 16B, 19). Finally, "Mode of information processing" (M) attempts to reduce the vast neurochemical complexity of the brain to the global ratio of discharge rates of amnestic to cholinergic neurons. Is that really all there is to say about the neurochemical basis of consciousness? What about regional differences of function? What about the scores of putative neurotransmitters and neuromodulators?

Perhaps due in part to the over-simplifications necessary to fit these multiple dimensions into an easy-to-visualize three, certain features of dreaming consciousness are misunderstood or exaggerated. For example, Hobson et al. say "self-reflection in dreams is generally found to be absent (Rechtschaffen 1978) or greatly reduced (Bradley et al. 1992) relative to waking". However the two studies cited suffered from weak design and extremely small sample sizes. Neither in fact actually compared frequencies of dreaming reflection to equivalent measures of waking reflection. A study that did make direct comparisons between dreaming and waking (LaBerge et al. 1995) found nearly identical frequencies of reflection in dreaming (81%) as in waking (79%), clearly contradicting the characterization of dreams as non-reflective. Replications found similar results (Kahan & LaBerge 1996; Kahan et al. 1997). These studies were cited in Hobson's article but otherwise ignored.

Another unsubstantiated claim of Hobson et al. is that "volitional control is greatly attenuated in dreams." Of course, during non-lucid dreams people rarely attempt to control the course of the dream by magic. The same is true, one hopes, for waking. But likewise, during dreams and waking, one has similar control over one's body and is able to choose, for example to walk in one direction or another. Such trivial choice is probably as ubiquitous in dream as in waking. Unless the dreamer says "At any time, I choose to wake up, and the dream will end," how can the dreamer say "I choose to wake up, and the dream will end?"

While making the above claim, Hobson et al. incorrectly attribute to me the false statement that "the dreamer can only gain lucidity with its concomitant control of dream events for a few seconds (LaBerge 1985)." In fact, lucid dreams as verified in the laboratory by eye-movement signalling last up to 50 minutes in length, with the average being about 2 minutes (LaBerge 1990). The relatively low average is partially due to the fact that subjects were carrying out short experiments and wanted to awaken with full recall. At the onset of lucid dreams there is an increased tendency to awaken, probably due to the fact that lucid dreamers are thinking at that point, which withdraws attention from the dream, causing awakening (LaBerge 1985).

The eye-movement signalling methodology mentioned above forms the basis for a powerful approach to dream research: Lucid dreamers can remember pre-sleep instructions to carry out experiments marking the exact time of particular dream events with eye movement signals, allowing precise correlations between the dreamer's subjective reports and recorded physiology, and enabling the methodical testing of hypotheses. We have used this strategy in a series of studies demonstrating a higher degree of isomorphism between dreamed actions and physiological responses than had been found previously using less effective methodologies. For example, we found that time intervals estimated in lucid dreams are very close to actual clock time (see Fig. 2) that dreamed breathing corresponds to actual respiration (Fig. 3); that dreamed movements result in corresponding patterns of muscle twitching (Fig. 4); and that dreamed sexual activity is associated with physiological responses very similar to those that accompany actual sexual activity (see LaBerge 1985; 1990 for details).

These and related studies show clearly that in REM sleep, dreamed bodily movements generate motor output equivalent at the supraspinal level to the patterns of neuronal activity that would be generated if the corresponding movements were actually executed. Most voluntary muscles are, of course, paralyzed during REM. With the notable exceptions of the ocular and respiratory muscles. Hence, the perfect correspondence between dreamed and actual movements for these two systems (Figs. 1–3), and the attenuated intensity (but preserved spatio-temporal pattern) of movements observed in Figure 4.

These results support the isomorphism hypothesis (Hobson et al.) but contradict Solms's notion of the "deflection" of motor output away from the usual pathways, and his speculation that it is only the musculo-skeletal system that is deactivated during dreams, but "the entire motor system, including its highest psychological components which control goal-directed thought and voluntary action" (Solms 1995, p. 58). I believe Occam's Razor favors the simpler hypothesis that the motor system is working in REM essentially as it is in waking, except for the spinal paralysis; just as the only essential difference between the constructive processes of consciousness in dreaming and waking is the degree of sensory input. See LaBerge (1998) for details.

Oddly, Hobson et al. ignore the data on eye movements while appealing that we keep open the question of relationship between eye movement and dream imagery "until methods more adequate to its investigation are developed." There is no need to wait. Adequate methods have already been developed, as shown above (Figs. 1–4), and in our recent study showing smooth tracking eye movements during dreaming (LaBerge & Zimbardo 2000).

Memory is another area of inquiry upon which lucid dreaming can shed light. Hobson et al. argue that memory during dreaming may be as deficient as it is upon awakening. They give the example of comparing one's memory of a night's dreaming to the memory of a corresponding interval of waking; unless it was a night of drinking being remembered, the dream will yield much less memory. But this is an example comparing episodic memory from waking and dreaming after awakening, and thus is not only unconvincing and vague, but irrelevant. Nobody disagrees that waking memory for dreams is sometimes extremely poor.

In the same vein, Hobson et al. write that it is common for dreams to have scene shifts of which the dreamer takes little note. "If such orientational translocations occurred in waking, memory would immediately note the discontinuity and seek an explanation for it." Note the unquestioned assumption. In fact, recent studies suggest that people are less likely to detect environmental changes than commonly assumed (Mack & Rock 1998). For example, a significant number of normal adults watching a video failed to notice changes when the only actor in a scene transformed into another person across an instantaneous change in camera angle (Levin & Simons 1997).
Likewise, HOBSON ET AL. assert that “there is also strong evidence of deficient memory for prior waking experience in subsequent sleep.” However, the evidence offered is always extremely indirect and unconvincing. A direct test requires lucid dreamers to attempt memory tasks while dreaming, as was done in a pilot study (Levitan & LaBerge 1993) showing that about 95% of the subjects could remember in their lucid dreams a key word learned before bed, the time they went to bed, and where they were sleeping. Subjects forgot to do the memory tasks in about 20% of their lucid dreams. That may or may not represent a relative deficit in memory for intentions.

A major methodological difficulty presented by dreaming is poor recall on awakening. The fact that recall for lucid dreams is more complete than for non-lucid dreams (LaBerge 1985) presents another argument in favor of using lucid dreamers as subjects. Not only can they carry out specific experiments in their dreams, but they are also more likely to be able to report them accurately. That our knowledge of the phenomenology of dreaming is severely limited by recall is not always sufficiently appreciated. For example, HOBSON ET AL. repeatedly substitute “dreaming” for “dream recall” (e.g., sect. 2.3.1). SOLMS (1997a) makes the same mistake, which, in my view, is fatal to his argument. So when he writes “of the 111 published cases . . . in which focal cerebral lesions caused cessation or near cessation of dreaming” he is really saying “in which lesions caused cessation of dreaming or dream recall.” To think otherwise would be to suppose that the dream is the report.

All brain work — including recall — is state-dependent

Dietrich Lehmanna and Martha Koukkoub

The KEY Institute for Brain-Mind Research, University Hospital of Psychiatry, CH-8028 Zurich, Switzerland; bUniversity Hospital of Clinical Psychiatry, CH-3010 Bern, Switzerland. {dlehmann; mkoukkou}@key.unizh.ch

Abstract: The continuous ongoing mentation is experienced as dreams in some functional states. Mentation occurs with high speed, is driven by individual memory, and uses state-dependent processing strategies, context material, storage options, and retrieval access. Retrieval deserves more attention. Multiple state-shifts owing to individual meaning as extracted also during sleep concatenate dream narratives and define access to segments for awake recall.

[HOBSON ET AL.; NIELSON; SOLMS]

Since the late 50s, dreams have been assumed to be the product of REM sleep. For dreams reported out of other sleep stages, HOBSON ET AL. argue now that there are “possible dissociations of state characteristics” that might permit “states in which some parameters match their canonical NREM values while others match canonical REM or wake values.” NIELSEN makes a somewhat related proposal when speaking of “covert REM sleep processes during NREM sleep.” SOLMS also postulates a specific dream state that in his view, however, can be independent of REM physiology.

We welcome this blurring of the earlier sharp distinction between two classes of sleep stages and between two classes of experiences. It opens the way for dream studies to take into account three major properties of the continuously ongoing mentation: its high speed, in the sub-second range (otherwise one couldn’t even drive a car), its construction from individual memory, and its state-dependency (otherwise one would think in the same way when sober and inebriated, when awake or drowsy or asleep, as child or as adult) that is finely grained. Different modes of momentary mentation have been shown to be associated with distinctly different brain electric characteristics in the second time range (Lehmann et al. 1983; 1995) as well as in the mentation-relevant sub-second time range where the time trajectory of brain momentary states through state space consists of dwell times (“microstates”) and shifts: that is, it is discontinuous (Lehmann et al. 1998). Mentation leads to the extraction of individual meaning that, if needed, initiates a state shift to optimize the conditions for the next step of brain work (Koukkou & Lehmann 1983; 1987); hence, the shifts of brain functional state during sleep need to be examined at a much higher time resolution (Cantero et al. 1999b) than in classical approaches to sleep psychophysiology.

The issue of retrieval is approached by HOBSON ET AL., who say that “subjects assert that much antecedent dreaming could not be recalled,” but he continues with “one reason for the neglect of this robust phenomenon is that memory isn’t there!” Nobody can know for certain whether there was something — but there are compelling reasons to assume that there is always something in the mind during sleep, just as in wakefulness. The brain must continuously process information, from external and internal sources, not only during wakefulness, but also during sleep: otherwise sleeping people couldn’t distinguish between relevant stimuli that require awakening or not (the sleeping mother who will awake at the whimper of her baby and sleep right on while the traffic roars by in front of the house; the subject who awakens to his name but not to names without biographical relevance). And, as in waking, if there are no external inputs that require state-shifts, the biographically generated memory has abundant material in waiting for review.

Well, maybe the current mind stuff is not stored for some reason? Again, nobody knows. But, absence of recall does not prove that nothing happened, it primarily shows that there is no recall. Experiences can be stored in a state too remote from the state during later attempts to recall (Koukkou & Lehmann 1983); but, when the original state is re-installed, the experiences become recallable again. There are numerous accounts portraying the effects of this mechanism, a very famous one described by Marcel Proust in “La recherche du temps perdu”: flashbacks in drug addicts are its modern version. A family classic is the no recall condition of the candidate when highly excited during an examination, and his “but I knew it all!” surprise when leaving the examination and relaxing. Events experienced in one state are optimally available for recall when the same state is reinstated (Eich 1986).

We proposed the basic EEG measure of dominant “wave frequency” as first approximation of a metric for the state-dependency of type of dream mentation and in particular, of quality of dream recall (Koukkou & Lehmann 1983): the slower the dominant frequency and thus the further away the brain state at information experience is from the state at attempted information retrieval (i.e., wake), the poorer will be the recall — while arguing that this must zoom in on very brief time epochs (possibly “single waves”), not conventional EEG sleep stages. (But many more measurement dimensions of electric data should be added for comprehensive assessments of brain functional state, e.g., dimensionality of the embedding state trajectory, momentary coherency between intracerebral generator processes, or momentary spatial distribution Lehmann et al. 1995.)

A prime example of state-dependent non-availability of recall is sleepwalking with its goal-directed behavior that occurs in slow wave sleep (Jacobson et al. 1965). Not only is external input treated at high levels, also behavior is selected and implemented. But, the events that happen during sleep walking typically are not recallable after awakening. So-called childhood amnesia is another example: few events before the age of about 4 years are recallable by awake adults: because toddlers’ EEGs are dominated by slower frequencies, and adults’ EEGs are much faster. From pathological examples: behavior under scopolamine (that is associated with “slowing” of the EEG) cannot be recalled after the drug wore off (Bradley & Elkes 1957). Other classical, pathological conditions with EEG slow wave activity and unavailability of later recall of events are temporal seizures and head trauma.

In sum, we suggest that there is continual mentation during wakefulness and sleep, implemented always with the same basic,
biography-driven brain machinery which leads to varying final products depending on the momentary global functional state of the brain: the momentary state is the fate of the information. The momentary state defines access to state-dependent processing strategies, context memory, storage procedures, and recall options; the numerous shifts of functional state during sleep accordingly concatenate very different mentation characteristics as segments of dreams (Koukkou & Lehmann 1983). Considering the state-dependency of all brain work including recall, and considering that the continual mentalizations and emotions are implemented in a split-second time range will help to clarify the ever-intriguing experiences during sleep.

**Nightmares: Friend or foe?**

Ross Levin  
Ferkau Graduate School of Psychology, Albert Einstein College of Medicine, Bronx, NY 10461. levin@mary.fordham.edu

**Abstract:** Revonsuo’s evolution-based theory places the nightmare as a prototype dream, which fully realizes its biological function. However, individuals who experience both repetitive (PTSD) nightmares and/or lifelong nontraumatic nightmares demonstrate impaired psychological functioning and attenuated information-processing. The importance of reconciling these discrepancies is addressed and ideas for providing stronger empirical tests of the model are presented.

**REVONSOU**

Revonsuo’s evolution-based theory of dreaming is cogently presented in six empirically verifiable propositions and in many respects is quite plausible despite its tendency to overreach at certain points. Revonsuo should be commended for drawing attention to the wealth of data indicating that dreaming is an organized and internally consistent simulation of the perceptual world. In addition, Revonsuo effectively supports his central assertion that dreaming is highly specialized in its selection of affect-charged memorial content, particularly of a threatening or dysphoric nature. However, his contention that nightmares are a prime example of dreams that fully realize their biological function is problematic and will be the focus of my comments.

If dreaming evolved to serve a threat simulation function, and if experiences of real threats which approximate the “primitive” human ancestral environment are the only ecologically valid cues for the activation of this system, why then are individuals who suffer from post-traumatic stress disorder (PTSD) so chronically overwhelmed by the very intrusive symptoms which should be helping them successfully resolve their problem? PTSD individuals demonstrate a marked hypersensitivity to overly activated fear-arousal networks (Foa & Kozak 1986) that interfere with their ability to process information effectively. Thus, it is difficult to understand how intrusive traumatic symptoms, whether they be repetitive nightmares or waking flashbacks, aid in successful coping, particularly as they may continue unabated for up to 50 years post-trauma with an absence of accompanying mastery or reduction in psychological distress (Lansky 1985). Revonsuo does not address this tricky issue but only cursorily, concluding with the questionable assumption that modern-day trauma is too removed from the pre-technological daily traumas in which the dreaming system evolved to be adequately generalizable. While this may be true, modern living still provides numerous approximate stimuli which should cause threat simulator programs (e.g., incest, rape, physical beatings, natural disasters). Revonsuo’s argument would be bolstered by data demonstrating that individuals who experience the latter types of psychological trauma recover quicker than those who are exposed to traumas involving insults for which the evolved threat-avoidance programs have not yet been incorporated. Revonsuo also maintains that dreaming serves a similar biological defense mechanism function as do antigens in the pathoinmune system. We should then expect that exposure to early environmental threats should mobilize the dreaming immunological system and provide a psychological vaccine to deal more effectively with subsequent trauma. In fact, research has repeatedly demonstrated that exposure to early aversive environmental events is a primary pathogenic pathway to later psychopathology (Gershuny & Thayer 1999). Of course it could be argued that these experiences (parental loss, divorce, child abuse) are too disruptive to function effectively as a low dose for subsequent immunological functioning. It can also be argued that dreaming functions at a far more nonomothetic and trans-species level and that its presumed protective qualities do not apply to individual cases in either of the above examples. In any case, these discrepancies should be fleshed out in greater detail.

**REVONSOU does not address the issue of significant individual variation in the experience of lifelong non-trauma related nightmares. I believe this is crucial, as nightmares are a prototype dream within Revonsuo’s model. Frequent lifelong nightmare sufferers demonstrate considerable psychological dysfunction and may be at increased risk for the development of schizophrenia-spectrum disorders (Hartmann 1984; Hartmann et al. 1987; Levin 1990a; 1994, 1998; Levin & Raulin 1991). It would be important to reconcile this data with his contention that such dreams were ancestrally selected for their adaptive function in preparing for fight-flight responses. It is interesting to note that in his influential paper on the development of schizophrenia, Meinh (1989) suggested that humans evolved from a schizotypic genetic background. Could it be that nightmare sufferers retain a closer link to their ancestral vestige of the early fight-flight patterns than do other individuals? While highly conjectural, understanding better how these pieces fall together could develop our understanding of why nightmares occur.

Last, I believe that the author is too quick to dismiss alternative theories of dream function, particularly the problem-solving model. Revonsuo’s claim that “there is no convincing” evidence that dreaming would casually contribute to the solving of either intellectual or emotional problems” runs counter to a large body of empirical data demonstrating otherwise (Cartwright 1986; Fiss 1993; Hartmann 1998; Koullack 1991; Moffitt et al. 1993; Levin 1990a; Verdes & Eastman 2000; Blagrove 1996 for opposing views). Furthermore, Revonsuo’s claim that “the brain’s dream production system selects traumatic contents not because they represent unsolved emotional problems but because such experiences mark situations for physical survival and reproductive success” is highly speculative and not directly supported by any empiric evidence. While it is difficult to predict the content of future dream production (Cartwright 1974b; Nikles et al. 1998), numerous studies by Cartwright (1986) and Kramer (1993) indicate that, “the dream is a selective affective regulator which functions as an ‘emotional thermostat’” (Kramer, p. 182). In addition, Revonsuo fails to consider the literature on creative dreams (Dave 1978; Dreistadt 1971; Krippner 1981; Livingston & Levin 1991).

If dreams truly simulate phylogenetic threats, an important test of the model would be to determine what effect the presentation of stimuli that have known fear-relevant properties (those that meet the criteria for biological-preparedness for phobia acquisition such as spiders, snakes, angry human faces; McNally 1987) have on subsequent dream content. Furthermore, given Revonsuo’s claim that the function of dreams may be optimally realized through implicit processing, such material could also be presented at subliminal activation levels and compared to supraliminal activation conditions. In order to provide a stronger test of his theory, levels of incorporation of the target stimuli in subsequent dream production could be compared to known current concerns of the dreamer (Nikles et al. 1998) to directly determine which stimuli have greater predictive utility. Further studies along these lines would be most helpful in providing new clues into the investigation of dream function.
Koch's postulates confirm cholinergic modulation of REM sleep

Ralph Lydic and Helen A. Baghdoyan
Department of Anesthesiology, The University of Michigan, Ann Arbor, MI 48109. rlydic@med.umich.edu

Abstract: Robert Koch (1843–1910) discovered the causal agents for tuberculosis, cholera, and anthrax. The 1905 Nobel Prize acknowledged Koch’s criteria for identifying the causal agent of an infectious disease. These criteria remain useful and the data reviewed below show that the cholinergic contributions to REM sleep control are confirmed by Koch’s postulates.

[HORSON ET AL.]

We congratulate HORSON ET AL. for stimulating synthesis of cognitive science and sleep neurobiology. Their article demonstrates the unifying power of the localization-of-function concept so successfully advanced by nineteenth century German neuroscience. This commentary focuses on their proposal that the cholinergic hypothesis of REM sleep generation has been confirmed. We also draw from the nineteenth century, showing how data concerning the cholinergic modulation of REM sleep satisfy Koch’s postulates (Brock 1999). Available data support Koch’s postulates when one evaluates medial pontine reticular formation (mPRF) levels of acetylcholine (ACh) as a causal agent modulating the state of REM sleep.

Postulate 1: The state must be reproduced when the agent is administered.

Microinjection of cholinergic agonists (Baghdoyan et al. 1984b) and ACh-esterase inhibitors (Baghdoyan et al. 1984a) into the mPRF causes REM sleep enhancement. REM sleep is inhibited by mPRF injection of the muscarinic cholinergic antagonist atropine (Baghdoyan et al. 1989; Lee et al. 1995) and by drugs that block the vesimacol receptor regulating the vesicular packaging of ACh (Capece et al. 1997). Normally, the mPRF is never exposed to cholinomimetics. How does cholinergically-induced REM sleep affect mPRF levels of the endogenous ligand ACh?

Postulate 2: The agent is recovered during the experimentally-induced state.

Microdialysis data demonstrate significant enhancement of mPRF ACh release during the REM sleep-like state caused by contralateral mPRF administration of carbachol (Lydic et al. 1991b). Additional data satisfying this postulate include the finding that REM sleep is enhanced by electrical stimulation (Thakkar et al. 1995) of the lateral dorsal and pedunculopontine (LDT/PPT) neurons shown to regulate ACh release within the mPRF (Lydic & Baghdoyan 1993). A limitation of postulates one and two is that they are based on a REM sleep-like state produced by exogenous stimulation of the pons. The relationship between mPRF ACh levels and natural REM sleep is addressed by a third postulate.

Postulate 3: The putatively causal agent should be present during every naturally occurring case.

Microdialysis data show that mPRF ACh release is significantly greater during spontaneous REM sleep than during waking or non-REM sleep (Leonard & Lydic 1995; 1997). Thus, levels of the putatively causal agent (ACh) are greatest in the mPRF during natural REM sleep.

Postulate 4: Requires the isolation of the putatively causal agent from the host.

A ligand such as ACh is irrelevant without a functionally significant binding site. Therefore, in addition to ACh, cholinergic receptors also may be considered as agents to be isolated in the host (mPRF). Receptor mapping studies have identified M2 muscarinic cholinergic receptors (mAChRs) in the mPRF (Baghdoyan 1997; Baghdoyan et al. 1994). Functional data show that M2 muscarinic autoreceptors modulate ACh release in the mPRF (Baghdoyan et al. 1998) while mAChRs M2 heteroreceptors contribute to REM sleep generation (Baghdoyan & Lydic 1999). All mAChRs are coupled to G proteins and in many brain regions M2/M4 mAChRs are linked to an inhibitory G protein (G). Pertussis toxin selectively ADP ribosylates G proteins thereby preventing interaction with mAChRs. Cholinergic REM sleep enhancement is blocked by mPRF administration of pertussis toxin (Shuman et al. 1995). These data are consistent with G protein mediation of REM sleep, a conclusion supported by additional signal transduction studies showing cholinergic REM sleep modulation by mPRF adenylyl cyclase, AMP, and protein kinase A (Capece & Lydic 1997). Postulate four is supported by direct measurement of mPRF G protein activation by carbachol and inactivation by atropine (Capece et al. 1998).

We conclude that Koch’s postulates have been satisfied for the cholinergic hypothesis of REM sleep generation. These advances concerning cholinergic neurotransmission in a defined LDT/PPT-to-mPRF network provide a solid basis for continued progress in sleep neurobiology.
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“Spandrels of the night?”
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Abstract: Vertes & Eastman argue against the popular idea that dreams promote memory consolidation and suggest instead that REM provides periodic endogenous consolidation during sleep. Although we suspect that much of the debate on the function of dreams reflects a too eager acceptance of the “adaptationist program,” we nonetheless support the position of the authors and propose a specific advantage of periodic REM activity.

Vertes & Eastman

In the essay, “The spandrels of San Marco and the Panglossian paradigm: A critique of the adaptationism programme,” Gould and Lewontin (1979) describe the remarkable aesthetic beauty of the spandrels of St. Mark’s Cathedral in Venice. Their design is so “elaborate, harmonious, and purposeful” that one forgets that the spandrels are merely a necessary result of the original architectural purpose: mounting a dome on rounded arches. Similarly, the vivid intensity of dreams tempts investigators to believe that they evolved to serve a high-level cognitive purpose, such as memory consolidation (see article) or protection from repressed, “unconscious wishes” (Freud 1900). Although Freud’s psychoanalytic theory of dreams has been abandoned for the most part, the memory consolidation hypothesis has survived, despite the lack of a convincing body of evidence to support it. Is it possible that the elaborate sensations of dreaming are analogous to the visual beauty of the spandrels of St. Mark’s? Blinded by their beauty, we forget that dreams may not have directly evolved to serve a higher purpose but instead may be a necessary by-product of the basic structure of sleep.

REM sleep appears first phylogenetically in birds and is also present in almost all mammalian species. This has led researchers to conclude that REM sleep evolved to serve a high order cognitive function, namely memory consolidation. However, dolphins do not exhibit REM sleep (Mukhametov 1984), although dolphins are certainly capable of learning.

Bob Vertes’s extensive contributions to the understanding of...
hippocampal theta rhythm production and possible function allow him certain insights into its role in REM sleep. We support his position that the theta rhythm of waking states does not have the same function as the theta rhythm of REM sleep. In fact we, along with others, suspect that each type of oscillation has a specific role in information processing. Vertes has previously proposed “that the theta rhythm may serve to gate or facilitate the transfer of information to the hippocampus, a process that may be involved in the long-term storage of that information” (Vertes & Koscis 1997). Traub and colleagues have proposed that gamma oscillations in the cortex signify the details of a percept, while beta oscillations may reflect the occurrence of a stimulus with particular significance (Traub et al. 1999). The absence of this interplay of the different field potential oscillations during REM sleep may suggest that mnemonic functioning is absent, and theta is not functioning as it does during consciousness.

Vertes & Eastman are making wider claims than indicated by their title. Not only do they assert that there is no memory consolidation in REM sleep, they maintain that the function of REM sleep is to provide periodic stimulation to the brain to offset the depressed brain activity of slow wave sleep. This position is plausible, considering that REM sleep never occurs prior to episodes of slow-wave sleep, except in the case of narcolepsy.

A possible example of the importance of periodic stimulation involves the link between sleep and depression. A characteristic of depression is a reduced latency of entry into REM sleep following sleep onset (Kupfer & Thase 1983). Sleep deprivation has an antidepressant effect (Wu & Bunney 1990, for a review), and the three major classes of antidepressants suppress REM sleep, as discussed by the authors in detail. In normal awake and slow wave sleep states, the raphe nucleus is releasing serotonin. At the onset of REM, raphe nucleus activity ceases, and serotonin release is suppressed. Serotonergic neurons have 5-HT1A autoreceptors, which regulate their function. Following REM sleep deprivation, these autoreceptors become less responsive to the effects of serotonin uptake blockers, probably due to a desensitization of the autoreceptors, resulting in enhanced serotonergic transmission (Mauduit et al. 1996). We would like to propose that REM activation serves to prevent the desensitization of autoreceptors that would occur if serotonin continued to be released. Similar needs for periodic activation via REM could involve endocrine functioning, as evidenced by body temperature increases (Wehr 1992) and hormonal changes (Oblal & Krieger 1999) during REM sleep.

It may be premature to assert definitively that dreaming serves no higher cognitive function. Spandrels become an important artistic grammar in their own right. As Nietzsche wrote, “the cause of the origin of a thing and its eventual utility, its actual employment and place in a system of purposes, lie worlds apart” (Nietzsche 1992).

### Dream production is not chaotic

**Mauro Mancia**  
*Istituto di Fisiologia Umana II, 20133 Milan, Italy. mauro.mancia@unimi.it*

**Abstract:** The AIM model proposed by Hobson et al. is interesting. We know the neurophysiological aspects of the activation process (A) and the external input (I), but very little about the internal input and neurocognitive process (M). Internal input could be an expression of unconscious experiences memorised by the subject containing his emotional and cognitive history. Therefore internal input could not be chaotic but might have an emotional and affective sense beyond to unconscious. Thus, it seems that dreams are present in the absence of REM sleep means that they may originate from other structures besides the pons. These structures may represent the archives of dreamer’s affective history.

[Hobson et al.; Solms]

My comment on the work of Hobson et al. is essentially epistemological. My criticism concerns the concept of an isomorphism between the phenomenology of dreams and the physiology of the various phases of sleep. I agree that dreaming can be approached using a principle of ontological monism, (i.e., that every kind of mental activity, and hence also dreaming, is the result of processes taking place in the brain). Because we do not know the complex chain of events linking physiological and mental events, it is epistemologically incorrect to talk of mind/brain isomorphism as if mental events could be entirely identified with physiological events. I accordingly do not agree with Hobson (1985b) that dreaming is a physiological event. Dreaming is too complex a mental process to be directly explained using a model, albeit an interesting and sophisticated one, such as the AIM model proposed by Hobson et al.

If we look at this model, we see that while we have neurophysiological evidence regarding the activation process (A), and we know the external input (I), we know little about what Hobson et al. call internal input and even less about what they define as the cognitive neuromodulator process (M). Regarding the internal input, why not think of it as unconscious dynamics and experiences memorised by the subject, containing his emotional and cognitive history, rather than think in terms of chaotic input?

Hobson et al.’s argument in favour of a double dream generator, organised in a profoundly different way on qualitative and quantitative levels during the phases of non-REM and REM sleep, comes up against equally convincing arguments proposed by other authors (Antrobus 1983; Bosinelli 1995; Foulkes 1997; hobson et al. 1999) in favour of a single dream generator relatively independent of the various biological phases of sleep itself. But even if the double organization of sleep were experimentally confirmed during the REM and non-REM phases, we would still need to explain the presence of dreams even in subjects with pontine lesions and no REM sleep (Solms 1995). Solms’s observation seems to have been greatly minimised by Hobson et al. whereas they have stressed the importance of the pons in the process of neocortex and limbic system activation. In fact, it is reasonable to think that the visual cortex is activated in REM sleep to produce the visual hallucinations of dreams and that the amygdala and other limbic structures are activated to produce their emotions and anxieties. What is more difficult to accept, also owing to the absence of clear evidence, is the idea that this activation comes only from the pons and is chaotic, and that it activates the associative neocortices and the limbic system in a disorderly and unfocussed manner.

Since dreaming occurs even in the absence of pontine structures (Solms 1995), it might be thought that the source of the process of cortical and limbic dream activation is not only pontine but may also be found in other cortical and subcortical structures. Furthermore, the process may not be chaotic at all, but may instead retrieve from the memory archive emotional and cognitive experiences organised in the internal world of the dreamer, thus activating a neurocognitive system that takes into account possibly traumatic processes deposited in and removed from the unconscious. This retrieval may occur in a way which is not necessarily that linear, but distorted, so as to create manifest dream contents which, owing to condensation, symbolisation, oddities and absurdities, are different from the latent ones.

This neurocognitive hypothesis would bring the process of dreaming closer to that studied by psychoanalysis. In this line of thought, I believe the contribution of Eric Kandel (1998) is very important: rather than proposing a critical and destructive approach towards psychoanalysis, he proposes the constructive hypothesis that the speech and learning on which the psychoanalytical process is based may modify genetic expression and therefore protein synthesis and consequently even the long-term functionality of certain synaptic structures.

In their review Hobson et al. limit themselves to suggesting neurocognitive models with neurophysiological bases, and explain dreams using mental categories (hallucinations, thoughts, affections, emotions), without taking into consideration the contribution of psychoanalysis in the study of dreams and their significance. These authors apparently fail to recognise the simple historical
Novel concepts of sleep-wakefullness and neuronal information coding
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Abstract: A new working hypothesis of sleep-wake cycle mechanisms is proposed, based on ontogeny and functional/anatomic compression of two stochastic neuronal models of information coding that complement each other in a key/lock fashion: the axonal arbor patterns (AAP) “hardware” and the neuronal spike interval inequality patterns (SIIP “software”).

[HOBSON ET AL.; NIELSEN; REVONSO; SOLMS; VERTES & EASTMAN]

Impressive analyses of clinical, behavioral, EEG and neuronal firing associated with sleep-wake cycles have been provided by [HOBSON ET AL., SOLMS, NIELSEN, VERTES & EASTMAN, and REVONSO]. All five reviews ably described interactions between neuronal systems, but only in global terms of activation and inhibition. This conventional approach leaves out subtle important modes of neuronal interactions: the word-like intraburst timing of emitted action potentials, defined as spike interval inequality patterns (SIIP) that naturally, via axon arbor filters, seek their axonal arbor patterns (AAP). It is postulated that this communication system resulted from ontogenic compression of two stochastic processes: one linked to emission of SIIP and the other linked to shaping AAP, both aimed at efficient real-time information storage and retrieval.

In our studies of SIIP, the computer measured sequential spike intervals with 0.1 msec resolution and stored the data in sequential computer memory bins. Partially inspired by Norbert Wiener’s (1921) criticism of mindless “infinitesimal” clockwork measures used in exploring brain cognitive functions and his favorable comments on the Weber’s law that introduces measures derived from relative responses to sensory stimuli, we have explored the concept of SIIP as potential carriers of information emitted by brain neurons (Brudno & Marczynski 1977; Marczynski & Sherry 1971). A computer “window” for comparing sequential pairs of spike intervals moved one spike interval at a time; if the second interval in a pair was longer or shorter than the first interval, a (+) and (−) was entered respectively into another series of sequential computer memory bins. Excessively long intervals (>200 msec) were treated as “punctuation” gaps after which the inequality testing was resumed. Subsequently, the sequences of inequality signs were arranged into transition frequency matrices of various complexity. If the matrix columns and the rows are labeled (+) and (−) respectively, the matrix cells tell how many times a (+) was followed by a (−) or by (+) and (−). In this manner, higher order matrices have been constructed that counted the occurrences of “words” composed of 3 through 6 inequality signs (trigrams through hexagrams). Based on the novel stochastic model (Brudno & Marczynski 1977), the probabilities were assigned to each SIIP permutation. The departures of SIIP occurrence from the model, that is excessive emissions or deficits, were quantified using the chi square statistics.

Figure 1 summarizes the physiologic rationale of the SIIP concept. The arrow between SIIP-A and SIIP-B shows the direction of SIIP propagation in the main axon with seven collaterals. To keep the essential details simple, it was assumed that the geometric ratios at each axonal branching and the presence of the nodes of Ranvier (not shown) permit uninterrupted propagation of action potentials, although in reality most axons work as electric filters that discriminate between SIIP (Deschenes & Landry 1980; Manor et al. 1991). In Figure 1, the inequalities between sequential pairs of spike intervals (moving one spike at a time) are expressed by signs (+) and (−). The mean spike rate and the mean spike interval are identical in SIIP-A and SIIP-B, yet their relative timing and therefore theoretical probabilities based on the stochastic model (Brudno & Marczynski 1977) are different. Thus, the timing of SIIP propagation into 7 axon collaterals must be different for SIIP-A and SIIP-B. Thus, these two SIIP must have different effects on functional dynamic “binding” in neuronal assemblies to which they project, despite that their SIIP Gaussian statistics are identical. There is a key/lock relationship and functional compression between each SIIP conceptualized as “software,” and the corresponding axonal arbor patterns (AAP) conceptualized as “hardware.” The term meta-organizing system (MOS) stands for the Hebb-like (1949) heteromodal association systems assumed to have “knowledge” of most sensory information and primary drives of the organism (MacKay 1965; Marczynski 1993), a system that operates mainly via dynamic interactions − “binding” among neurons and in real time (cf. von der Malsburg 1999).

In Figure 1 the ideas conveyed by SIIP-A and SIIP-B are presented as momentary “snapshots” disregarding the intermediate time frames. The SIIP-A is depicted at its most influential time frame. In contrast, SIIP-B is shown in the least influential time frame, and, due to its temporal structure, it could never achieve the effects of SIIP-A. If a condition represented by SIIP-B spike train would prevail for a longer time period and involve many neurons, a functional deafferentiation of cognitive systems would result, leading to a loss of consciousness and slow wave sleep (SWS).

Origins of the SIIP information code. One can argue that the SIIP code, even though it ignores scalar data, should be acceptable as “hard” science. The SIIP code is most likely the product of unicellular organisms, because of its simplicity and reliability for selecting, in real time, adaptive cognitive/motor behavior. The SIIP code probably stems from the cell’s ability to sense gradients, that is, inequalities of environmental stimuli, such as temperature and/or concentrations of attractant/repellent chemicals (Koshland 1974; Stock & Surette 1996). The brain ontogeny is one of the most complex processes malleable to environmental influences (cf. Aigneret al. 1995; Baringa 1999; Benovitz & Routten-
(1982) and from the Boltzmann machine thermodynamic model distribution differs from that of Anderson (1972) which is based on sensory-behavioral transactions that occur in the brain (cf. MacKay 1992) which, in theory, have “knowledge” of virtually all cognitive operations, considering the availability of large numbers of neurons that seem to be powerful mechanisms for storing and retrieving memories, see Marczynski 1983).

The simplicity of inequality judgments found the way to the commercially ubiquitous bar codes that label supermarket products. If scanned by a hand-held laser beam, the bar code retrieves, in real time, all pertinent information about the purchased product encoded in a few bar interval inequalities. The theoretically attractive-to-neurobiologists concept of brain look-up information tables had been tarnished by its use with convoluted Gaussian statistics and the radial basis function (Poggio 1990), which might increase the latency of real time brain responses, with disastrous consequences.

The self-organizing properties of SIIP matrices. The auto-associative memory is defined as a memory system in which every component or signal is encoded and is retrievable from other signal characteristics that have occurred simultaneously during storage (Kohonen 1984). Thus, in the model of auto-association SIIP matrices, a randomly selected subset of SIIP can be used to recover details of distributed memory comprising most of the remaining SIIP (Brudno & Marcuzynski 1977). This type of storage/retrieval of memory is failure-tolerant in the hagiographic system (Westlake 1970), which is deterministic and therefore useless for studying the mammalian brain in which the storage-retrieval of memories and other functions must be probabilistic to “protect” the living organism from mindless robot-like behavior. This conclusion is supported by the fact that the statistical distribution of SIIP in our model is probabilistic (cf. Brudno & Marcuzynski 1977). This is shown by the fact that in each SIIP matrix, the SIIP can be divided into two groups: (1) the essential, without which a matrix completion process in case “damage” would not be possible; and (2) the “redundant” SIIP whose statistical distribution can be deduced from distribution of the essential SIIP. As an example, in a matrix of 8 possible permutations of trigrams, that is, SIIP composed of three inequalities, 5 SIIP are essential and 3 are redundant. In a total of 64 possible hexagrams, 31 are essential and 33 SIIP are “redundant.” When making cognitive/behavioral decisions, the mammalian brain “chooses” patterns from both pools (Brudno & Marcuzynski 1977; for in depth discussion of these topics, see Marczynski 1983).

The autoassociative memory represented in statistical SIIP distribution differs from that of Anderson (1972) which is based on the mean neuronal firing rate. The SIIP autoassociative memory also differs from that of the celebrated Hopfield’s network model (1982) and from the Boltzmann machine thermodynamic model (cf. Hinton & Sejnowski 1986). These models seek the lowest energy level, a “motivation” which is hardly compatible with biological systems. Moreover, all operations are based on the mean neuronal firing rates. Our SIIP associative model also differs from that of Kohonen (1984) who uses learning rules based on physical deterministic laws of neuronal mean firing rates, a criterion that we rejected as misleading. Our biologically inspired SIIP model, by definition, uses inequalities of neuronal firing and therefore emphasizes nonlinear neuronal behavior as the carrier of information. On the other hand, the Hopfield model and the Boltzmann model regard the non-linear neuronal behavior as a “nuisance” to be ignored by “squashing” the non-linear data through the sigmoid function where the discrete temporal properties of spike trains are ignored and converted into a “static form of nonlinearity” (Hertz et al. 1991). Using the metaphor of a spoken language, this procedure is equivalent to trying to understand the meaning of a spoken word by averaging the pronunciation of its vowels and consonants!

Spike interval inequality patterns (SIIP) correlate with subject’s cognitive-motor functions. For instance, in cat’s transitions from an aroused state to a relaxed wakefulness, slow wave sleep (SWS) and REM sleep, are often not correlated with changes in the mean neuronal firing rate. However, the most interesting are the inversions in statistical distribution of patterns with reference to the stochastic model (Marcuzynski et al. 1984; 1992). This phenomenon is observed in about 6% of neurons monitored in the centrum medianum nucleus and in the nucleus reticularis of thalamus. The example from the latter region is shown in Figure 2 in the middle part of Figure 2, all 64 permutations of hexagram patterns are printed vertically and numbered from left to right. Each pattern should be “read” vertically from the bottom to the top sign. The chi square ordinates for each behavior measure pattern departures from the stochastic model. The black circle columns and the open circle columns represent respectively excessive emissions and deficits of patterns occurrences with reference to the stochastic model. The spike trains were monitored during cat’s four behavioral states: vigilant, attentive, relaxed (REL), and slow wave sleep (SWS). The attentive state was caused by introduction to the experimental chamber of a transparent box containing a live mouse.

The overall impression from Figure 2 is that many patterns were emitted (filled circle columns) and others were suppressed (open circle columns) with reference to the stochastic model. The REL and SWS episodes show inversions in distribution of patterns, particularly obvious by comparing the attentive state with SWS, where the emitted and suppressed patterns changed to suppressions and emissions respectively. On the left of Figure 2, the four vertical scales of chi square values measure departures of pattern occurrences from the stochastic model. The legends on the right for each behavioral episode show: N = the number of spike intervals in a sample; MR = means neuronal firing rate; the chi square values without subscripts measure the sum total discordance of pattern distribution from the stochastic model. In the REL and SWS sample, the chi square values with subscripts i(28) and i(57) respectively represent values only for patterns that inverted their direction in deviating from the stochastic model. However, the most interesting message of Figure 2 is that the pattern inversion magnitudes are not random, but correlated, that is the larger emissions in an attentive behavioral state tend to be followed by proportionally large suppression of the same pattern in SWS, and vice versa. These relationships were quantified at the bottom of the figure by plotting the roots of chi square statistics. Plotting the “attentive” sample 18 emissions (Att)e versus SWS the same pattern suppressions (SWS), a high degree of correlation was found (p < 0.005). An even more significant correlation was found by plotting (Att)e versus (REL + SWS) which resulted in a correlation coefficient r = 0.75; p < 0.005. However, no significant correlations were found for (Att)s going to (SWS)e, nor (Att)e going to (REL + SWS)e.

The inversion phenomenon indicates that the occurrences of select SIIP are homeostatically controlled, most likely by the use-
dependent desensitization of receptors to select transmitters/modulators which are specifically distributed on neuronal somata and dendrites, the latter, however, having most powerful influences on neuronal firing patterns (Mainen & Sejnowski 1996), as if modulating neuronal information coding by controlling SIIP “vocabulary.” In many instances, the inversions in statistical distribution of patterns occurred without significant alterations in the mean neuronal firing rates (MR), indicating that SIIP seeking their AAP are more important than MR.

Another feature of the stochastic SIIP model is that it seems to be physiologically natural, because statistically significant and behaviorally correlated SIIP have been monitored in behaving felines from the CA1 region of the dorsal hippocampus, the pulvinar nucleus, the thalamic reticular nucleus, the centrum medianum, the visual cortex, and the feline nucleus abducens. The important finding was that during SWS there are always episodes during which single neurons generate virtually perfect SIIP stochastic distribution that has been conceived on the basis of theoretical assumptions of SIIP statistical distribution (Brudno & Marczynski 1977; Marczynski 1983; Marczynski et al. 1984).

As argued by Farley (1966), the main problems in constructing biologically inspired connectionist models of cognitive functions is to provide the system with the capacity to generalize and interpret newly encountered environments on the basis of previous experience. The Hopfield model (1982) and its extension, the Boltzmann machine of Hinton and Sejnowski (1986) have little or no a
Sleep can be related to memory, even if REM sleep is not
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Abstract: As reported by Vertes & Eastman, convincing evidence rules out any role for REM sleep in memory consolidation. However, they do not provide convincing evidence for their claim that sleep in general— as opposed to REM sleep per se— has no influence on memory consolidation. Recent correlational data suggest that the number of NREM/REM cycles is associated with performance on a verbal recall task. [Vertes & Eastman]

The target article by Vertes & Eastman reviews an impressive amount of evidence that convincingly rules out any role of REM sleep on memory consolidation. It is correct, for example, to consider the results of deprivation studies in animals as biased by strong artifacts. In post-learning deprivation studies, animals deprived of REM sleep are overly stressed and their poor performance after REM deprivation might reflect a problem due to performance decrements, rather than to poor memory consolidation. Studies on REM deprivation in humans have the same flaw. Furthermore, compelling evidence about the role of REM sleep on memory consolidation cannot be derived from studies showing an increase in REM activity following a significant and enriched learning situation during waking. In this case the design does not provide a good test of the hypothesis that memory is consolidated during REM sleep, not only for the reasons put forward by Vertes & Eastman, but also because the method of testing the hypothesis is logically flawed. These are confirmatory tests; they do not consider potential alternative explanations of the data, some of which are accurately summarized by Vertes & Eastman.

Thus, overall, the article makes a good and important point, that is, there is no convincing evidence on the role of REM sleep in memory consolidation. But while the arguments concerning sleep are convincing, those concerning memory are much less so. It is arbitrary and wrong to assert that “memory requires consciousness.” This is clearly not correct, since there is at least one type of memory (i.e., implicit memory) that does not require consciousness (for a review, Schacter et al. 1993). As for particular memory processes, studies on subliminal processing indicate that to a certain extent even encoding can occur successfully outside of consciousness (Draine & Greenwald 1998; Merikle et al. 1995). Retrieval typically requires consciousness, but the example of implicit memory shows that this is not always the case. Consolidation does not require consciousness. The idea that memory consolidates only through conscious rehearsal has long been abandoned. It is now accepted that consolidation can occur out of consciousness.

Let us distinguish then the concept of consciousness from the concept of a waking state. The claim of the authors should be rephrased as follows: Consolidation in memory cannot occur outside of the waking state, or, as they also claim, Sleep has no role in memory consolidation. But here they overstate their claim. Whereas the authors provide strong evidence against the role of REM sleep, they do not provide enough evidence on the lack of role of sleep in general on memory consolidation. The fact that REM sleep does not play a role in memory consolidation does not imply that sleep, as a whole, cannot play a role in memory consolidation.

Sleep cannot be studied as a juxtaposition of single stages, independent one of another. Sleep is a highly interconnected structure, or organization, where a modification in one stage can strongly influence the others. This has at least two consequences. First, it is difficult to conceive that by disrupting REM sleep the rest of the sleep activity in an individual remains unaltered, and this represents an additional criticism of the REM deprivation studies reviewed by Vertes & Eastman.

Second, and more important, the organization of the structure of sleep—rather than individual sleep stages—might affect the degree to which materials are consolidated in memory. Sleep cycles (NREM/REM cycles) can be an operational definition of sleep structure or sleep organization. An initial demonstration that the integrity of the structure of sleep as a whole plays a role in memory consolidation comes from a recent correlational study that still needs to be replicated in different populations (Mazzoni et al. 1999). In this study, it was found that while REM sleep had no significant bearing on memory performance of a list of words learned just before sleep, two indices of sleep organization did. One was the total number of NREM-REM cycles, the other was the proportion of sleep spent in NREM/REM cycles over total sleep time (TST). A NREM/REM cycle was defined as a portion of sleep that contains Stage 1, 2, 3, and 4, followed by a period of REM sleep, without any sizable intervening spontaneous awakening. These data suggest that memory consolidation may not be a function of a single stage of sleep, but rather can be a function of the degree of sleep organization.

The illusory function of dreams: Another example of cognitive bias
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Abstract: Patterns of dream content indicating a predominance of themes relating to threat are likely to reflect biases in dream recall and dream scoring techniques. Even if this pattern is not artifactual, it is yet reflective of threat-related biases in our conscious and nonconscious waking cognition, and is not special to dreams. [Revonsuo]

Revonsuo presents an elegant argument for a functional model of dreaming consistent with the reasoning that form suggests function. However, when applying this type of reasoning to infer dream function, two problems exist. First, because of biases in dream recall and dream scoring techniques, we do not really know the true “form” of dreams, and without knowing their true form, we cannot usefully apply the argument of design. Second, even if we were to accept the premise that dream contents (and not just dream recall or dream scoring systems) emphasize threat-detection, we have no null model to test the hypothesis that threat-detection biases in dreaming cognition do not simply reflect threat-detection biases of our (conscious and nonconscious) waking cognition.
As Revonsuo and other evolution-minded theorists suggest, humans, like other animals, should have evolved a plethora of special threat-detection devices. The results of empirical research leave no doubt that this is, in fact, the case. Psychologists have documented a variety of threat-related cognitive biases at a variety of conscious and subconscious levels (e.g., Cosmides & Tooby 1992; Davey 1995; Hansen & Hansen 1989; 1994; Mathews & MacLeod 1985; McNally 1987; Mealey et al. 1996; Occhialini & Siegal 1994; Ohman 1993; Shoemaker 1996; Spinks & Mealey, submitted). Survival-related threats are selectively perceived, attended to, remembered, and discussed.

This fact confounds our efforts to interpret dream content. Because dreams are elusive and dream recall is far from complete, dreams that are remembered are bound to be those that are particularly salient (Cohen 1974). Which dreams are most salient? Like waking stimuli, those that contain powerful emotions and elements of threat. Comparison of dream reports obtained under conditions of (1) immediate post-REM awakenings, (2) daily dream diaries, and (3) free recall after long delay, suggests that the least salient (least interesting and least emotional) dreams are forgotten first and progressively, until only the most salient dreams remain in memory. These particularly salient dreams are the ones most likely to be reported in the bulk of research studies, providing a highly selective and non-representative sample. If the function of dreams is to be deduced from the form and content of dreams, then a much less biased method of dream reporting must be used (see e.g., Foulkes 1999; Merritt et al. 1994).

Besides our selective recall of dreams, our existing cognitive biases for attending to threat also result in biases in categorizing dream content. Schredl and Doll (1998) showed that external raters impute relatively more negative emotion to dreams than do dreamers themselves, as a result of paying selective attention to the negative and ignoring the positive elements of dream reports. Furthermore, the most commonly used dream content scoring system (Hall & Van de Castle 1966) is itself biased for picking up negative rather than positive emotions. The five emotion categories in this scoring system are anger, apprehension, happiness, sadness, and confusion, three of which are clearly negative and only one of which is clearly positive; the remaining “emotion” (confusion) is arguably more likely to be perceived by most people as negative than positive. It is hard to avoid the conclusion that dream content is full of threatening images and emotions when a majority of available scoring categories have negative valence.

Now, it may be that the Hall and Van de Castle system simply reflects the content of dreams rather than constructing it. Alternatively, perhaps the system reflects an extant bias in the English language. Spinks and Mealey (submitted) have shown that English (and, it seems, other languages) is biased to facilitate the labeling of threats: categorizing trait adjectives on dimensions of dominant-subordinate and prosocial-antisocial, they found far more adjectives describing dominant, antisocial people than people in any of the three other quadrants. Furthermore, it is quite possible that this bias of descriptive language in turn, reflects an actual bias of our emotions and our brain. There is strong consensus that the “primary” (cross-cultural and instinctive) human emotions are anger, fear, sadness, happiness, and disgust (e.g., Ekman 1971; Izard 1991; Panksepp 1982, 1999; Puchlick 1980). These are very close to the categories in the Hall & Van de Castle system and, of these, only one has positive valence while the other four are clearly negative. Indeed, anger, fear, and disgust seem to be phenomenological experiences designed specifically for threat-detection.

What this means in the context of a search for the function of dreams is that even if dreams are biased toward threat-related content, and this bias is significant in comparison to a baseline of everyday experience, it still may not reflect a special attribute of dreams. If that is the case, then the argument from design no longer holds.

Tooby (1999) asks “How do you test whether something is an adaptation?” His answer? “To establish something as an adaptation, all one needs to do is to collect evidence that justifies the rejection of the hypothesis that the structure arose by chance (with respect to function).” With dreams, we cannot do this. Even if there is a bias in dream content, as Revonsuo argues, we cannot reject the hypothesis that this bias is a by-product of other adaptive biases in our cognition, and is not specific to dreams.

Indeed, as Tooby continues “hypothesis testing is based on statistical inference, and the probability of obtaining the observations that support the hypothesis if the hypothesis were true, as compared to the probability of obtaining the same observations if the hypothesis were not true.” With respect to testing a hypothesized function of an organ or process, “(this method involves comparing the problem-solving quality of a hypothesized adaptation with the problem-solving properties of other possible alternatives)” (p. 3). I have not been convinced that the probability of observing biases in dream content is any different whether Revonsuo’s model is true or whether Revonsuo’s model is not true; we do not have an appropriate null model that includes the effects of known (non-dream related) cognitive biases. Furthermore, the problem-solving abilities of dreams (if they exist) are clearly inferior to the problem-solving abilities of other conceivable alternatives (Blagrove 1992a, suggesting that dreams are not a product of design after all (see also Flanagan 1995).

I suggest that dream recall is the end product of the serial treatment of REM-sleep neural processes through successive stages of cognitive processing, and as such, that it reflects all the biases of each of those sequential steps. This view is clearly consistent with Horson’s activation-synthesis model as presented in this issue and elsewhere. I also suggest that our relentless desire to attribute function to dreams is simply one more manifestation of the same evolved cognitive processes that, as a byproduct of their otherwise effective heuristic functions (Gigerenzer & Todd 1999; Kahneman et al. 1982), attribute meaning to other meaningless patterns and create dreams in the first place.

### A more general evolutionary hypothesis about dream function

Jacques Montangero

Department of Psychology, University of Geneva, CH-1211 Geneva 4, Switzerland. jacques.montangero@pse.unige.ch

Abstract: Revonsuo’s evolutionary theory of dream function is extremely interesting. However, although threat avoidance theory is well grounded in experimental data, it does not take other significant dream research data into account. The theory can be integrated into a more general hypothesis which takes these data into consideration.

Revonsuo provides us with an original example of psychological dream analysis in terms of dream contents and behavioural adaptation. His target article addresses a fundamental question related to dreaming – the function of our nocturnal representations – and proposes a very interesting theory; at once plausible and well grounded within theoretical arguments and experimental data from dream psychology and neurobiology. Revonsuo develops his arguments so skillfully that at first glance they seem convincing. Unfortunately, however, some of his assertions are questionable and his threat simulation theory remains conjectural and cannot explain the existence of the majority of our dreams. I accordingly suggest some complementary hypotheses.

Revonsuo’s theory is based on two general ideas that I would be ready to accept. First, it is certain that if dreaming has an adaptive function, it should have enhanced biological fitness in the environment of our ancestors. Second, as Jung (1933) demonstrated with his idea of archetypal, it is possible to establish a correspondence between the dream content of contemporary people and the needs and fear of humankind in the remote past. Unfortunately, however, the threat simulation theory of dreaming is based
on other ideas that are not convincing. Let us consider the six propositions which summarise the theory.

Two of them are undoubtedly correct. First, the recall of our own dreams as well as the cognitive study of large samples of dreams show that they consist of an organised and selective simulation of the perceptual world (Proposition 1). Second, the threat simulations produced in dreams are indeed perceptually and behaviorally realistic rehearsals of threatening events (Proposition 4). REVONSUO's other propositions are clearly overgeneralizations. It is true that dream consciousness is very adept at simulating threatening events is the specialised function of the dreaming process, as seems to be suggested in Proposition 2. If the frequency of topics dealt with in dreams is taken into account, it can also be hypothesised that dream consciousness is specialised for simulating human relationships, novel situations, highly desirable future events, and so forth. Another overgeneralisation concerns the predominance of negative emotions in dreams. In fact, the majority of dreams are not accompanied by negative emotions. In the sample of 500 dreams studied by Strauch and Meier (1996), less than 30% of the dreams contained negative emotions. A similar overgeneralisation can be observed in Proposition 6. It exaggerates the importance of threat representations activated by the experience of dangerous events, such as those that were frequent in primitive environment. Actually, we know nothing about the frequency of nightmares experienced by our ancestors. As far as the dream content of Mehinaku Indians mentioned in the article is concerned, I suppose they were spontaneously remembered dreams. If this is the case, they constitute a biased sample of dreams. Everyone can remember a nightmare (at least for some time), while most people are unaware of an enormous quantity of more peaceful and mundane dreams that they could report if they were awakened during the night. For the same reason REVONSUO's numerous references to Hall and Van de Castle's studies (1996, etc.) are not pertinent.

The third proposition of the theory – according to which nothing but exposure to real threatening events can fully activate the threat simulation system – is false. Quite a number of people have frequent nightmares even though they have never been exposed to any particular danger. Depressed people, for example, are known to experience frequent nightmares which are due to inner psychological conditions rather than external causes. It must also be noted that many people drive too fast, cross streets outside pedestrian crossings, or practice dangerous sports, knowing that they may lose their lives during a moment of inattention. To my knowledge, these individuals do not have more frequent nightmares than cautious persons who avoid all danger. It is highly likely that those of our ancestors whose personality characteristics correspond to those of today's fast car drivers and dangerous sports lovers liked to go near wild animals, to swim through dangerous rivers, and attack enemies. They probably had no more nightmares than their remote descendants, however, and yet were adapted to these dangerous activities.

The most controversial proposition of threat avoidance theory, in my opinion, is No. 5, which states that the realistic rehearsal of threat avoidance skills in dreams can lead to enhanced performance. I quite agree with REVONSUO that motor actions represented in dreams might facilitate subsequent actual actions in the waking through implicit learning. However, no experimental data have shown that people's threat avoidance skills are improved after having nightmares. Second, mental images of motor activity can facilitate the subsequent performance of highly complex and non-instinctual movements like those involved in figure skating or golf. But threat avoidance "skills" represented in dreams, such as fleeing or hiding, are so elementary and instinctual that it is difficult to imagine how their representation could help to improve them. Nobody needs numerous rehearsals in order to know how to run away, to hide behind a rock, or to lie flat in the grass in presence of a danger. In summary, the rehearsal function of dreaming threat avoidance theory is interesting because it draws our attention to the relatively high frequency of archaic content and threatening situations in dreams. However it can be criticised on the following grounds:

1. Most dreams deal with non-threatening situations. REVONSUO's theory therefore cannot explain the functional significance of the majority of dreams.
2. Spontaneously remembered dreams constitute a biased sample of dream content.
3. Negative dream contents are not necessarily linked to actual dangers in real life.
4. The "skills" of threat avoidance in nightmares are so limited and instinctual that they hardly need any rehearsal.

I have suggested a more general hypothesis about the function of dreaming (Montagner 1999) which I would like to state here in slightly different terms. Dreaming is necessary in order to provide the mind with material to process during sleep. There are two reasons for this necessity to keep the mind active during the night. First, conscious reflection is so developed in the human species that if it were not busy with dream content, it might turn to external stimuli or to the current concerns of the sleeping person. This would tend to disrupt sleep. Dreaming thereby has the "guardian of sleep" function noted by Freud (1900/1955), but for different reasons. In this perspective, dreaming serves a biological function by permitting a full night's sleep, which in the long term favors the fittest physical condition in the daytime.

A second important benefit of dreaming is to maintain cognitive capacities such as encoding perceptions, making decisions, and planning actions. Specifically, if these capacities were not used for eight hours every twenty-four hours, they could be impaired in the long run and surely upon awakening. The threat avoidance function suggested by REVONSUO could therefore be included in this more general function of fundamental cognitive capacity preservation and mental vigilance.

Apart from this function of providing the mind with material to process, dreaming may have positive effects such as favoring the emotional balance by mastering or avoiding stress (Koulack 1991), or facilitating the discovery of novel solutions to problems upon awakening. However it must be admitted, as REVONSUO notes, that there are no conclusive experimental findings concerning these effects.

In conclusion, once it had endowed the human species with a high level of conscious reflection, nature had no choice. Cognitive processes involved in consciousness needed to produce evocations or simulations of reality when there was no need to encode perceptions or to plan actions (see, e.g., Foulkes & Fleisher 1975). The result was daydreaming, anticipation, and reminiscence in the daytime and dreaming at night.

**Sorting out additions to the understanding of cognition during sleep**

William H. Moorcroft
Laboratory of Sleep and Dreams, Luther College, Decorah, IA 52101. moorcrwi@luther.edu

Abstract: The target articles by Hobson et al., by Solms, and by Nielsen can be combined to further our understanding of the neurological basis of dreaming during REM and, notably, NREM sleep. Revonsuo adds to our understanding of the function of dreams from the perspective of behavioral biology but overstates its importance. Vertes & Eastman fail in their effort to discount memory enhancement as a function of REM sleep.

[HOBSON ET AL.; NIELSEN; REVONSUO; SOLMS; VERTES & EASTMAN]

HOBSON ET AL. do a thorough review of the disparate views of dreaming to show how new data from new technologies and approaches, including that of SOLMS using neuropsychological methods, is helping to resolve old questions, expand understand-
ing, and show where more research is needed. Nielsen offers a very reasonable explanation of the occasional presence of dreams during NREM sleep. In the past, too few scientists have been willing and able to work concurrently in the areas of the phenomenology and neural mechanisms of dreams. These target articles do a commendable job of attending to these areas.

Hobson et al.’s overall goal of exploring how dreaming can be explained in terms of brain physiology is presented as three subgoals. Although in such a long paper it is easy to find details that can be questioned or data that should have been included, tanta-
mount is whether there are points of disagreement that might prove fatal to the theory or show a need for serious revision. Deficiencies that do not severely wound the author’s intent are not as important, although some may be important in their own right. From this standpoint, I would like to comment on how well the authors succeed in achieving their stated sub-goals as relevant to their overall goal.

Sub-goal 1: That REM and NREM mentation differ from one another and, to lesser extent, from waking. The analysis of published data by Hobson et al. rightly shows that it is at least premature at this time to consider REM dreaming and all NREM mentation identical. (Nielsen concurs in this.) Likewise, the data are not sufficient to conclude that they are the same as waking mentation. While there may be some overlap in the characteristics of the mentation in the three stages, there are sufficient differences to at least allow the probability that they are fundamentally different. There is a real danger in proceeding as if REM and NREM mentation are the same, for which Solms seems to argue, if indeed they are not because of the difficulty of trying to discern the fundamental nature and purpose of a heterogeneous mix. Continuing to treat them as mostly unique would enable greater clarity in discovering more about their sources and purposes in the future. Should it turn out that they are indeed the same then it would be a relatively simple and unambiguous matter to combine the information gathered about them.

Sub-goal 2: That REM and NREM substantially differ physiologically (regionally, cellulary, and molecularly) from each other as well as from waking. This section of the paper also succeeds by marshaling evidence and drawing implications from it showing that REM, NREM, and waking are separable states.

Consistent with Hobson et al.’s sub-goals 1 and 2 Nielsen shows convincingly that dreaming sometimes occurs during NREM sleep concomitant with the occasional presence of certain physiological aspects of REM sleep. This (with acknowledgment of hints by others) he calls “covert REM sleep processes.” This conclusion is given credence by Hobson et al. and is compatible with Solms’s activation of forebrain circuits as the final common path for dreaming. It is more comprehensive, comprehensible, and sensible than any other explanation yet put forward to explain the occasional occurrence of dreams during NREM sleep. This explanation implies that non-dreamlike mentation of NREM must emanate from brain mechanisms different from those that produce dreaming.

Sub-goal 3: That the phenomenological and physiological data about REM can be comfortably and usefully integrated (in this case, preferential activation of cortical and mid-brain areas leading to greater understanding of how dreams are generated). Hobson et al. succeed here as well. In doing so they make a contribution toward the understanding of a “cognitive neuroscience of brain-mind state.” It should be noted that along the way they show how activation of areas of the brain important in emotion play a significant role in the shaping of dream content.

Insofar as Hobson et al. achieved their three sub-goals, it appears that they have achieved their overall goal. Specifically, this paper culminates with an updating of the activation-synthesis model, especially to the synthesis portion, by incorporating new findings. These revisions incorporate fresh data and the theoretical implications derived from them (including some important new insights from Solms based on his neuropsychological study of dreaming in brain damaged patients). These successful revisions show that the activation-synthesis model is still the main contender among models seeking to show how dreams are generated. However, Hobson et al. must make a better case of explaining Solms’s data from patients who completely or nearly completely ceased dreaming following brain damage localized to two distinct forebrain regions. In over 99% of these cases the REM generators in pontine brainstem were spared and REM sleep was unaffected. Other patients show the apparent absence of any change in dreaming following pontine damage. Solms’s data show REM sleep is not necessary for dreaming. However, as Solms points out, they do not eliminate the possibility that REM may be the sufficient and most favorable state for dreaming in the intact brain. Yet Solms still needs to explain how the forebrain areas become activated in order to instigate dreaming. It is possible that while these forebrain areas are preferentially activated by pontine influences during REM they may also be activated by non-pontine sources.

These models do what good models should do — summarize known relevant facts (including those most recently discovered), make some informed speculation, and point the way to future research. Additionally, the newer AIM model complements the activation-synthesis model by offering a testable explanation of the neurophysiological basis of states of the brain/mind. Furthermore, the AIM model has broader implications for the understanding of human cognition beyond that of its focus on dreaming in the area of the phenome/rological and neuronal basis of dreaming.

Nevertheless, I offer the following comments on two details in Hobson et al., while not crucial to the main thrust of the paper, are important in their own right. In section 2.3.4, point 6 they confuse access to stored memories with utilization of them when they reason that because dreaming during REM sleep is so infrequently affected by manipulation of pre-sleep experience it must have extremely poor access to recent waking memories. However, because the dream content does not frequently show use of such stored memories does not mean that there is no access to them. In fact, studies of “dream incubation” (cf. Cartwright & Lamberg 1992, Delaney 1998), Hobson et al.’s dismissal of them notwithstanding, suggest that there is indeed access to stored memories during the dream state. An alternative to the explanation of Hobson et al. of why so little of pre-sleep experience finds its way into dreams may be that the agenda of dreams focusing on recent, waking emotional concerns ignores most experimenter-imposed pre-sleep experiences. As both Solms and Revonsuo point out, preferential activation of the limbic system during REM reactsivate the neural networks containing these emotional memories that then play a major role in determining the content of the dream. It may be difficult to manipulate these emotional memories by artificial pre-sleep experience compared to naturally occurring, emotionally relevant experiences.

In section 4.1.1, paragraph 2, Hobson et al. state that brain activation is defined as the “mean firing frequency of brain stem neurons.” Cortical EEG intensity also serves to measure brain activation. By making their exclusive assertion they too easily eliminate any explanations of dreaming having a cortical origin. Allowing for cortical measures of arousal opens the possibility of finding non-brain stem arousal, such as Solms suggests.

Revonsuo’s paper about dreaming adds to our understanding of the functions of dreaming by showing its evolutionary roots. However it goes too far in claiming the “threat stimulation theory” is the sole explanation for dreaming. The argument presented in this paper hinges on its definition of function that emanates from the relatively new field of behavioral biology. The basis of this field is the belief that evolutionary success (“inclusive fitness”) is the only primary function of any characteristic, including behavior, of any living organism. While this approach has yielded good insights into some of the ultimate reasons for the behavior of animals, it is not yet possible to fully accept the exclusiveness of its explanations.

Simply put, Revonsuo’s thesis — that all dreaming stems from perceived threats to bodily welfare as were experienced by ancestors humans — is too narrowly wrought. In contrast, the hypothe-
sis explains the same data if it is broadened to encompass the current emotional concerns of the individual as the focus of dream formulation. In ancestral humans such immediate, emotional concerns would indeed be bodily welfare and safety. So too, as this paper shows, for children and present day primitive people. However, in the contemporary Western world the emotional concerns of humans are more frequently psychological as shown by many studies (see REVONSOO's citations of KRAMER 1993; HARTMANN 1998). The attempts in this paper to discount such research are weak at best. For example, brushing off the research of Cartwright as simply correlation without causation does not hold because in some of her studies, Cartwright established causation when she actively trained some of her patients to change their dreams which resulted in significantly improved waking mood compared to the untrained subjects.

Portions of REVONSOO's paper also reflect a misunderstanding of the application of some of the neurocognitive theories of dreaming such as those presented in HOBSO ET AL. That the source of dream generation is a random stimulation of brain structures involved in cognition does not mean that the resulting dreams are meaningless ("disorganized sensations and isolated precepts"). As stated in a later section of this paper, it is the brain areas that contain the individual's own thoughts, memories, emotions, sensations, motor movements, and patterns of cognitive integration that are activated during dreaming. The initial activation may be random but the output has meaning for the individual. (The attempt to dismiss this possibility based solely on Penfield's memory research [ПENFIELD 1975] does not work because Penfield's interpretation of his data as revealing true memories is no longer held to be valid.) Furthermore, as REVONSO states, recent research has shown that the areas of the brain involved in emotions are preferentially activated during dreaming thus suggesting a primary role for emotions when dreaming. If we add the assumption, as stated in another section of the paper, that those brain networks most recently activated when awake are the ones that are most likely to be activated even by random inputs, then dreams are more likely to contain recent emotional concerns and "day residue" of relevance to the dreamer.

On a different note, VERTES & EASTMAN unconvincedly endeavor to directly dismiss the research that shows memory is enhanced during REM sleep by (1) pointing to some studies that fail to show this effect and (2) by showing how some of the earliest findings may have been owing to the stress of the procedures. Apparently the authors were not convinced by their efforts because they then devote most of its pages to attempting to show theoretically why memory cannot be enhanced by REM sleep. This later portion of the paper is akin to proving, using engineering principles, that hummingbirds cannot fly, in the face of reports that they sometimes do!

Since the most critical portion of VERTES & EASTMAN's paper, then, is the first main section, I will focus most of my comments on it. This section fails to make its case that there is no valid research showing that an enhancement of memory can occur during REM. First, the listing of reviews is decidedly one sided, ignoring several reviews of the literature that conclude there is such an effect (for example: COHEN 1980; DSJARDIN et al. 1990; SMITH 1993; TILLEY et al. 1992). It also dismisses the positive findings by stating that there is roughly an equal number of negative findings. But negative findings easily result when looking in the wrong place—such as in the wrong REM window—not always because there is nothing to find.

Second, VERTES & EASTMAN focus their criticism on the methods used in some older studies rightly showing that they may be confounded by stress. Other, more recent research showing positive results using better methods (for example, SMITH'S REM window studies), is dismissed by stating that no one has endeavored to replicate these findings and that the explanation for part of the findings (in this example, the shifting nature of the REM window) is unknown. However, the history of science is replete with examples of how well established knowledge originated from a single source; examples that, for a time, were not fully explainable. (It should also be noted that stress cannot explain the results of REM window studies because there was no detriment of tested behaviors resulting from REM deprivation in general; memory deficits only occurred when the deprivation was during the REM window.)

Third, some recent research is ignored. For example, the study of people in intensive language learning situations (DeKoninck et al. 1990a) in which the more successful subjects had an increase in REM percent but no increase in total sleep time. These subjects also dreamt in the language more and had more verbal communication in their dreams. In other human research, positive results tended to be obtained for tasks with affective importance to the subject and tasks that required the learner to structure the material and use divergent thinking. Negative results occurred when the material was unimportant to the subject, or already structured, or required convergent thinking. An example of this kind of research is a study by PIROLI and SMITH (1989). In this experiment, subjects learned a difficult logic task and a simpler paired word task. Subsequently, one group of subjects slept through the night, a second group was totally sleep deprived, a third REM deprived, and a fourth NREM deprived. One week later they were tested on both tasks. All groups performed equally well on the simple paired word task but only those subjects without REM (REM deprived and total sleep deprived) did worse on the difficult logic task.

There is another line of research not recognized by VERTES & EASTMAN. During the retentive interval following new learning, some subjects are allowed to sleep (usually nap) when they would get much of one kind of sleep (REM or NREM) but little of the other kind. Other subjects remain awake. A problem for such research has been controlling successfully for time-of-day (e.g., circadian rhythm) confounds of when the sleep occurs. Nevertheless, some of this research has supported the notion that REM sleep is beneficial for memory consolidation, but a few studies have concluded that NREM is more beneficial. For example, SCRIMA (1984) administered a complex associative memory task to narcoleptics. They were then allowed a 20 minute nap or were to remain awake for 20 minutes. Since narcoleptics have a high amount of REM napping, many of the naps were mostly REM. Recall was best after REM and worse after remaining awake, with recall after NREM intermediate between the two.

In addition, VERTES & EASTMAN dismiss statistically significant but small gains in memory during REM because they are inconsequential. Yet a 10% enhancement in memory can be far from trivial especially if accumulated night after night. Consider, for example, what a 10% enhancement of exam scores would mean for a university student.

A problem for "proposed function for REM sleep" of VERTES & EASTMAN is the contradiction posed by the lengthening of successive REM periods. The shortest REM period (the first one of the night) follows the longest period of SWS. If this theory is correct then it would seem that the REM period at this time would instead be of considerable length if its function were to keep the brain aroused. On a related note, while it is possible that the REM periods get longer during the sleep period because the need for alertness becomes more evident with the increasing probability of waking as the end of the normal sleep period approaches, it should be noted that REM sleep shows a strong circadian propensity (peaking in the early morning hours) regardless of the timing of the sleep period (cf. Luvie & Segal 1989). Also REM sometimes occurs during naps following little NREM sleep. Finally, while it is possible that a function of REM is to maintain CNS arousal, this does not, necessarily, eliminate additional functions of REM such as memory consolidation. Indeed, most animal systems have multiple functions.

In the end, VERTES & EASTMAN show the need for continuing research on, rather than outright dismissal of, memory enhancement during REM sleep while HOBSO ET AL., SOLMS, NIELSEN, and REVONSO make significant contributions to the understanding of the sources of dreaming.
Abstract: In this series of articles, several new hypotheses on sleep and dreaming are presented. In each case, we feel the data do not adequately support the hypothesis. In their lengthy discourse, Hobson et al. represent to us the familiar reciprocal interaction model dressed in new clothes, but expanded beyond reasonable testability. Vertes & Eastman have proposed that REM sleep is not involved in memory consolidation. However, we do not find their arguments persuasive in that limited differences in activity in REM and waking do not lend credence to the idea that memory consolidation occurs in one state and not the other. Solms makes an argument that dreams are generated from the dopaminergic forebrain based largely on pathological lesion studies in humans. We recognize that this argument has some intuitive appeal and agree with some of the tenets but we do not feel that the arguments are completely convincing due to the lack of anatomical controls, including symmetry and laterality. On the whole, there are interesting arguments put forward in these target articles but the evidence does not convince us that new vistas are opened. No Holy Grail of sleep here!

[HOBSON ET AL.; SOLMS; VERTES & EASTMAN]

The new reciprocal interaction model—reverie or revelation? A Hobson’s choice situation and déjà vu all over again: Hobson et al. in HOBSON ET AL.’s lengthy discourse attempting to move toward a cognitive neuroscience of conscious states, one comes away with a remodeled reciprocal interaction model dressed in new clothes but is, in reality, old wine in new bottles. The basic REM circuitry is draped in a multiple neurotransmitter type organization, including a dab of autoreceptor neurobiology. This “updated” reciprocal interaction scheme has now gone the way of most studies on regulatory systems, that is, the newer models of regulatory systems are widespread (distributed), involve multiple neurotransmitter pathways (not just, for example, the old “classic” aminergic/cholinergic “simpler” systems), and special newer families of receptors, including autoreceptors. Generally these complex, multilevel regulatory systems (brain substrates) are not reasonably testable and HOBSON ET AL. do not suggest experiments to clarify outstanding issues.

The “new” Hobson model presented has, in our opinion, only nebulous connection to reality so that the real versus virtual REM sleep/dreaming complex does not emerge. Why do HOBSON ET AL. not develop the dopamine aspects of dream sleep regulation as broached in his long discourse? This is especially relevant given SOLMS’s views on a separate dopamine dream system entirely divorced from the REM brainstem mechanisms. And what ever happened to the hippocampal formation in this theorizing, given conclusive evidence of vigilance state-dependent gating of information flow through the hippocampal formation? How can this be totally ignored in the new “distributed model”? We should also remind Hobson that Hernandez-Peon et al. (1963) chemically mapped a cholinergic system that closely followed the limbic-forebrain pathways from the limbic midbrain. Since this issue is noted in the text (i.e., that Jouvet postulated such a pathway) we emphasize that Hernandez-Peon et al. actually mapped such a trajectory.

Let us give credit where is due. The original Hobson cellular neurophysiology of sleep cycle control was sound ground work for future studies. But that was only the scaffolding of the extended (distributed) system that has been coming into view over the past 20 or so years. It certainly has had its day, and invaluable so, but we cannot see much new in this re-review. Why codify the reciprocal interaction model so that the parts (pontine “generator,” raphe, locus coerulentus) have become greater than the whole? The overall claim here is that the “essential tenets” of the reciprocal interaction model has been strongly confirmed which, to us, appears self-serving given that this component is such a limited part of the extended REM sleep/dreaming complex.

To sleep, per chance to learn – aye, there’s the rub! Vertes & Eastman article are, first, that the primary function of REM is the endogenous stimulation of the brain to maintain requisite levels of CNS activities throughout sleep. Secondly, that sleep involves basic biological functions whereas memory requires consciousness. Relative to the latter, we might well ask whether dreams are actually a form of consciousness. We don’t see sound arguments to the contrary!

We do not find strong reasoning behind the view that the brain needs “requisite” levels of activity throughout sleep. VERTES & EASTMAN also postulate that theta serves memory function in waking but not in REM. Why so? We can imagine that without a great deal of extraneous “noise” seen in waking that such is tuned out in REM so that in this state processing could occur unencumbered. Might this help consolidation since theta is associated with selective diminished inhibition in the hippocampal formation in both waking and REM? Hence, why not assume theta involvement in memory functions in both waking and REM? The authors categorically state that the theta of REM is a “byproduct” of intense activity of the pontine region in REM sleep and thus may have no functional significance in REM. Why isn’t waking theta a byproduct of similar activation? The authors also state, without proper documentation, that there is no mechanism in REM for selection and transfer of information to the hippocampal formation from other sources. Further, they state that since information in REM is chaotic, it can have no functional value. No clear distinctions are made as to theta quality so that it would serve memory function in waking but not in REM. Finally, the authors serve up, without adequate background reasoning and references, that REM is a mechanism to insure and promote recovery from sleep. This idea does not strike us as viable. Further, it is not intuitively appealing! The whole complex realm of REM components could not likely serve such a basic primary function as waking up the sleeping brain.

Dopamine in the dream machine? Solms. Are we really ready for a major paradigm shift, that is, that REM is controlled by pontine brainstem mechanisms whereas dreaming seems to be controlled by dopamine forebrain mechanisms? Is this a form of blasphemy against long accepted views that REM sleep is the physiological equivalent of dreaming? How can dreaming be put forward as not an intrinsic function of REM? Only by separating it in space?

Evidence that dreaming is generated by dopamine circuits (particularly mesocortical and mesolimbic components), however, is somewhat soft. The author gives little or no proof of exactness of clinical lesions. Were these presumed to be bilateral (unlikely)? If unilateral, do they alter sleep only on the lesion side? Surely we cannot prove one-sided dreaming? SOLMS reviews work showing brainstem lesions leaving dreaming intact, whereas forebrain focal lesions result in cessation or near cessation of dreaming. The link between forebrain seizures and recurrent nightmares also does not constitute strong evidence that dopamine systems play causal roles in generation of dreams. It is suggestive and intriguing but certainly not causal!

SOLMS postulates that so-called “motivational mechanisms” (volition and adynamia) are essential for the generation of dreams. What reasoning is this based on? To us “motivation” is still the platitude of psychology.” SOLMS claims that the activation state “engages” the dopamine circuits of the ventromesial forebrain. What does this actually mean and how and where does such “engagement” occur? How do specific aspects of the REM state (NE and 5-HT demodulation) facilitate primary dopamine effects? Is the assumption that stoppage of NE and 5-HT activity activate the dopamine system(s) in the ventral tegmental area and, possibly, the substantia nigra? There is no direct neurophysiological evidence of this that these commentators are aware of.

The relationship of the putative dopamine “dream-on” mechanism and the cholinergic “REM-on” mechanism of the reciprocal interaction model is not developed to any extent, thus leaving us without any viable link. Dopamine may well be part of the dream machine but relations with physiological REM processes remain elusive.
Critical brain characteristics to consider in developing dream and memory theories
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Abstract: Dreaming in sleep must depend on the activity of the brain as does cognition and memory in wakefulness. Yet our understanding of the physiological subtleties of state differences may still be too primitive to guide theories adequately in these areas. One can state nonetheless unequivocally that the brain in REM is poorly equipped to practice for eventualities of wakefulness through dreaming, or for consolidating into memory the complex experiences of that state.

[HOBSON ET AL., NIELSEN, SOLMS, VERTES & EASTMAN, REVONSU]

Dreams. To discuss views on dreaming – its nature; whether dreams occur in both REM and NREM; and, if so, their degree of similarity – first requires discussion of the characteristics of the brain in sleep. We are of the mind, of course, that mental functioning requires brain functioning. We hasten to add, though, that the current view of how the brain functions may not match a future reality. The "computer" brain of today may be an analogy no closer to the brain's actual "mode" of operation than was the "telephone-line" brain of the past. Nevertheless, we believe that dreams will always be grounded in the physical workings of the brain.

The foregoing suggests an answer to the continuing debate on the nature of dreams or mental activity in non-REM and REM reviewed by HOBSON ET AL., NIELSEN, and SOLMS. NIELSEN suggests a way to resolve the conflict between the one-generator model of dreaming advanced by Foulkes and others and the two-generator model championed by HOBSON and colleagues: Covert REM processes can intrude into NREM to color mental activity like that in REM. Indeed, identifiable REM or "REM" events can appear in NREM as NIELSEN has reviewed. Foulkes (1997), however, has essentially rejected this idea, warning of a tautology if REM is defined to be present whenever dreaming occurs.

Returning to our introductory idea, we may suggest that both our traditional, "digital" staging of sleep/wake states and our understanding of just what neurophysiological processes equate with elements of cognitive processes are too primitive to resolve the debate one way or the other. Otherwise, it is impossible for us to believe that total absence of the pervasive aminergic activity seen in wakefulness and NREM, which is a hallmark of REM, as HOBSON ET AL. have reviewed, should not be reflected in a measurable difference in mental activity in the two sleep states. In our opinion, the AIM model developed by HOBSON and colleagues has considerable merit as a way to order one's thinking on the complexities of the state concept although we doubt that it will lead to an early truce.

A physiological difference between the two states that may ultimately bear on the problem, but ignored in the articles, is the profound alteration in hypothalamic regulation that is a feature of REM (Parmeaggianni & Morrison 1990). One would think that such a dramatic change in regulation would, in some way, feed back into the "computer" brain of today to alter the way it works. However, the behaviors certainly are consistent with the idea that the brain in REM is most like the brain in very alert wakefulness when an animal orienting (Morrison 1979; Sanford et al. 1993). But practice for the realities of a stressful existence during REM, whether by cats, whatever their capacity for mentation, or by humans during dreams as REVONSU proposes, would seem to be severely hampered by the absence or alteration of critical regulating systems of the brain during REM.

Both HOBSON ET AL. and SOLMS provide diagrams that suggest circuitry in the forebrain underlying dream elaboration. These are based on both lesion and imaging data. It is well to keep in mind that activity in the forebrain very likely plays a key role in maintaining, and most certainly in initiating, REM. Morrison and Reiner (1985) first emphasized that the important decerebrate experiments of Jouvet (1962) focused excessive attention on the caudal brain as the site of initiation of REM. Most certainly much has been learned as a consequence of this focus, but at the same time the forebrain was forgotten as a site important for REM in intact individuals. Decerebrate cats are inordinately predisposed to enter a REM-like state following all sorts of strange stimuli: insertion of rectal thermometers, passing of stomach tubes, and pinches (Jouvet 1964). Morrison and Reiner (1985) reasoned that decerebration substituted for the processes in NREM that led to the suppression of hypothalamic control we have mentioned earlier. Now, much needed attention is being paid to the forebrain with regard to initiation and maintenance of REM (Morrison et al. 1999), which should feed in to further elaborations of dream theories.

Memory. The case for a role for REM in learning and memory consolidation appears, for the most part, to be built on somewhat tenuous correlational relationships between REM occurrence and indices of performance through dreaming. VERTES & EASTMAN present, in our minds, compelling arguments questioning the temporal relationship between the occurrence of REM and memory consolidation. While we make no claim to expertise in learning and memory, we have recently become interested in a learning paradigm, fear conditioning, and its effect on REM. In essence, this is a classical conditioning procedure training an animal to make an association between a neutral stimulus (cue) or situation (context) and an aversive stimulus (usually shock). Explicitly cued fear conditioning produces long-term potentiation-like changes in the lateral amygdala (Rogan et al. 1997), and contextual fear conditioning involves the hippocampus (Desmedt et al. 1998). Given arguments that learning is associated with increases in REM (Ambrosini et al. 1993; Smith 1985; 1995), one would have expected increased REM following fear conditioning. Far from resulting in enhanced REM,
fear conditioning training selectively suppressed REM for 1 to 2 hours post-training (Sanford et al. in press). Adrien et al. (1991) utilizing a similar procedure reported a significant decrease in REM and no REM rebound during the subsequent 24 hours. From our perspective, then, it seems that a learning paradigm in which REM is selectively suppressed would be problematic for theories that REM is necessary for retaining the same learning. Interesting to note, Adrien et al. (1991) also reported an increase in NREM1 and we found an increase in NREM percent. These findings are consistent with suggestions that NREM may promote memory consolidation (e.g., Fowler et al. 1973; Wilson & McNaughton 1994).

The striking electrophysiological phenomena of REM are especially beguiling, leading researchers to search for special meaning or relevance for their occurrence. This has led to the inbuilt assumption for many theorists that neural activity specific to REM, as opposed to NREM or sleep in general, somehow aids in memory consolidation. That same activity would seem to us to pose potential problems for the processing of previous learning. For reasonably accurate memories to be formed, one would expect that reactivated traces (if such occur) would need to be free from internal and external interruptions. Alterations in hypothalamic function and the highly activated brain, as described in the previous section, would present possible sources of internal interference. In addition, brain processing may be almost as susceptible to external influences during REM as during wakefulness. Evoked potentials are similar during REM and wakefulness. This finding (among others) led to Llimas and Párez (1991) suggestion that brain processing in REM and wakefulness is the same except for the elevated sensory threshold during REM. Actually, we demonstrated that cats in REM-A may behaviorally orient to simple external auditory stimuli of varying intensities in much the same way they do in wakefulness (Morrison et al. 1995). This suggests even more similarity between the way information is processed in wakefulness and REM. Indeed, these similarities do not rule out the possibility for rudimentary (S-R type) learning during REM itself, but in no way suggest that memory would be promoted. If so, such learning could pose problems for the idea that memory consolidation takes place during REM. According to interference theory, the formation of associations in the interval between learning and recall may be a factor in forgetting (Hulse et al. 1980).

One of the major problems we see with ascribing functional significance to neural activity in REM is the dramatically altered central orchestration of neural events. It seems to us that even theories that deal with specific processes must take into consideration the condition of the organism as a whole. In wakefulness, an extremely activated brain, irregular respiration, bounts of tachycardia, and twitching muscles coupled with potential extraneous interference from the environment would hardly be considered optimal for memory formation. We see no reason to think that some special quality of REM makes this same combination of factors conducive for consolidating information previously learned in another state.

**Post-traumatic nightmares as a dysfunctional state**

Tore A. Nielsen and Anne Germain
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**Abstract:** That PTSD nightmares are highly realistic threat simulations triggered by trauma is difficult to reconcile with the disturbed, sometimes debilitating sleep and waking functioning of PTSD sufferers. A theory that accounts for fundamental forms of imagery other than threat scenarios could explain the selection of many more adaptive human functions – some still pertinent to survival today. For example, interactive characters, a virtually ubiquitous form of dream imagery, could be simulations of attachment relationships that aid species survival in many different ways.

**PTSD as a dysfunctional dreaming state.** The threat simulation theory would appear to suggest that nightmares, as exemplary threat simulations, are highly functional, for example, “nightmarish dreams are not ones that failed to perform their function, but, by contrast, prime examples of the kind of dreams that fully realize their biological function” (REVONUSO, sect. 2.2.8). Such a notion would be clearly at odds with the predominant psychiatric view that considers nightmares to be dysfunctional, as embodied in the Nightmare Disorder and Post-traumatic Stress Disorder categories of the DSM-IV (American Psychiatric Association 1994).

However, nightmare functionality in this model is limited primarily to a past, evolutionary function, not to a current regulatory function. REVONUSO likens nightmares to natural variations in a biological defense system such as the immune system. Like immune responses, which are sometimes overactive in susceptible, hypersensitive, individuals (e.g., allergy sufferers), acute or chronic nightmare sufferers may suffer merely from a “harmful side effect” of the threat simulation system – much like an allergic condition – but a side effect whose evolutionary costs (nightmare distress) nevertheless did not outweigh its benefits (survival). Further, such side effects are likely transmitted genetically, as natural selection of such variations would require. Thus, one cannot necessarily argue that the distress and impairment of Nightmare Disorder constitute evidence against the biological function of nightmares. Rather, they may simply be an inherited “cost” of the evolutionary necessity to avoid threat. This argument holds to the extent that Nightmare Disorder is inherited; there is at present only limited evidence supporting this possibility (Hublin et al. 1999).

On the other hand, nightmares induced by trauma are much more directly pertinent to the predictions of the theory because they are less likely to be due to genetic dispositions than are idiopathic nightmares and because their severity is more likely to be due to trauma severity than to inherited factors (see Connor & Davidson 1997 for review). Rather, future PTSD susceptibility is increased by past exposures to trauma, particularly violent trauma: the more numerous the past exposures, the higher the likelihood that a future trauma will trigger PTSD (Breslau et al. 1999). Thus, if there is evidence that PTSD nightmares are associated with signs of dysfunctional adaptation to the environment, then the threat simulation theory is weakened.

REVONUSO acknowledges that PTSD nightmares do not necessarily facilitate adaptation to the trauma that incited them. The nightmares of war veterans with PTSD are not adaptive because their content does not deal with the real threats of the battlefield: “There are few such skills among human threat avoidance programs whose rehearsal would be of much help in an environment where one may at any moment get killed by shrapnel, the invisible sniper’s bullet, nerve gas, hidden land mines . . . and so on” (REVONUSO, sect. 6.3, para. 3). It appears that only current threats that correspond to ancestral threats may benefit from the “rehearsals” of threat simulation. Nonetheless, one may question this reasoning in the case of war trauma (where a strategy of “combat avoidance at any cost” could well help to save a soldier’s life), as well as for rape and assault trauma (where avoidance of the perpetrator and/or the crime scene could well prevent worse injuries), for motor vehicle trauma (where avoidance of driving could enhance survival), or for any number of other, somewhat predictable, trauma. It is not clear why these types of trauma would not benefit from the threat simulations proposed by the theory whereas other similar, or even less predictable ancestral types of trauma, such as natural disasters, would.

Furthermore, PTSD may well be a dysfunctional, if not completely debilitating condition, which can hinder rather than facilitate adaptation. REVONUSO does not review a rather large body of evidence describing the dysfunctional aspects of PTSD. He thus leaves the impression that PTSD would not be likely to be an impediment to the goal of survival. It is our impression, however, that the accumulating mass of evidence characterizing PTSD as
dysfunctional supports the notion that it may work counter to the evolutionary pressures described by REVONSO. First, and perhaps most obviously, the nightmares of PTSD can often disrupt sleep and engender dysfunctional reactions in the daytime. In severe cases, such reactions can be worse than those induced by Nightmare Disorder. Moreover, many studies have found abnormalities in REM sleep latency, REM sleep amount, and REM density (see Benca 1996, for review), evidence favoring the hypothesis that PTSD is a function of disturbed REM sleep (Ross et al. 1989). Studies of PTSD sufferers have also found anomalies of breathing (Kraakow et al. 2000), arousal regulation (Mellman 1997), sleep efficiency (Mellman et al. 1997), body and limb movements (Mellman et al. 1995), and NREM sleep awakenings (Kramer & Kinney 1988), among others. These, and numerous studies assessing perturbations in waking state variables as diverse as memory (Moradi et al. 1999; Wolfe & Schlesinger 1997), visual imagery (Bryant & Harvey 1996), startle (Orr et al. 1997), P300 (Metzger et al. 1997), and corticotrophin-releasing hormone (Baker et al. 1999) all indicate severe abnormalities in PTSD sufferers. Such global perturbations of key cognitive and physiological systems would seem to decrease an individual’s chances of survival significantly. Whereas the threat simulation theory would predict that PTSD nightmares are evolutionary remnants that are, at worst, non-functional in nature, the evidence together suggests that they reflect a more generally disturbed, dysfunctional state that is induced by traumatic, much more than genetic, factors.

**The polyvalence of successful evolution.** His limited characterization of dreaming as threat simulation leads REVONSO to consider only one specific adaptive function pertinent to human evolution. For example, the evolutionary advantage afforded by dreaming dealt with “behavioral strategies to avoid contact with such animals and to escape or hide if attacked by them” (sect. 3.4.2.1, para. 4, emphasis added). Presumably, detouring, running fast, hiding, and the like were the behaviors that gave humans a reproductive edge in this case. However, in prehistoric times there were also naturalistic events that led to the selection of highly advanced, cognitive, social, and emotional skills that were not necessarily organized around threat. Why were such skills also not simulated during dreaming so that waking-state adaptation could be facilitated on several fronts at once?

Such a notion seems more consistent with the wide variety of very common themes and structures seen in dream reports (see commentary by Germain et al. this issue). In fact, it could be argued that any dream content with a high overall prevalence is a candidate for supporting a biological function analogous to that of threat simulation. For instance, the observation that interactive character imagery is virtually universal to dreaming could lead forthright to a theory of dreaming as simulation of attachment relationships. Attachment relationships (Bowlby 1969) are also fundamental to survival and may have been as essential to threat mitigation as were the behavioral strategies of running from predators and disasters. Strong interpersonal bonds could have ensured strong tribal structures which, in turn, could have enabled organized defenses against predators and cooperative problem-solving skills more generally. Perhaps more important, such a socio-emotional function for dreaming would still have clear adaptive significance for dreams occurring today.

For example, family and group cohesion remain essential ingredients in many aspects of health and survival (e.g., Albert et al. 1998; King 1997).

Similar arguments might be made for different ubiquitous classes of dream imagery such as self-imagery and place-imagery. For example, self-imagery may facilitate functions related to ego and self-state development (Fiss 1986) or the learning of new motor competencies; place-imagery may facilitate functions related to spatial learning and orientation (Winson 1993). All such functions may have evolved much in the way that REVONSO describes for threat perception and avoidance, with the important difference that these are more polyvalent cognitive and socio-emotional functions that are pertinent to the continuing evolution of our species today.

**Insights from functional neuroimaging studies of behavioral state regulation in healthy and depressed subjects**

**Eric A. Nofzinger**
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**Abstract:** New data are presented showing excellent replicability and test-retest reliability of REM sleep findings from functional brain imaging studies in healthy subjects on which newer brain-based models of human dreaming have been constructed. Preliminary region-of-interest findings related to bottom-up versus dissociable brain systems mediating REM sleep and dreaming are also presented.

**[HOBSON ET AL.; SOLMS]**

The field of dream research is indebted to the efforts of each of these groups of investigators in their tireless efforts to formulate synthetic models of brain function that underlie the experience of dreaming. SOLMS has provided an intriguing challenge to the basic conceptualization of dreaming as a bottom-up phenomena and the work of HOBSON ET AL. reviews an astonishing array of preclinical, experiential, and cognitive neuroscience data in their most recent formulation of a brain-state model of consciousness. I can only add a few observations from our functional brain imaging studies across the behavioral states of waking, NREM, and REM sleep in healthy and depressed subjects that may have relevance to these areas of inquiry (Nofzinger et al. 1997; 1998; 1999; 2000).

A concern in human brain imaging studies of sleep is whether the findings are replicable both across and within subjects. This is important, since isolated disparate findings should not direct models of brain function as conceptualized by each of these groups of authors. This is an appropriate concern, since most studies have relied on statistical methods involving thousands of statistical comparisons across all brain pixels in relatively small sample sizes. Our group has now replicated in an independent group of four subjects our original findings of brain structures that have increased relative glucose metabolism in REM sleep when compared with waking. Additionally, in the new sample, we performed a test-retest reliability study in which the waking to REM sleep...
functional brain imaging study was repeated on two occasions separated by 12 weeks. The figures on the previous page show that the pattern of activation present in the original subjects is also present in an independent group of subjects at each of two time-points. The areas of activation are remarkably similar to the areas of interest diagrammed by the Hobson et al. in their Figure 7: “Forebrain processes in normal dreaming – integrated model.” They include activation of their anterior paralimbic group, Zone 3, beginning in the ventral striatum and continuing into sub-, pre-, and supragenicular anterior cingulate cortex with some medial prefrontal cortex; bilateral activation of the basal ganglia, Zone 5; bilateral activation of inferior parietal cortex (not shown), Zone 9; and perhaps difficult to see, activation of basal forebrain, Zone 2. These additional findings support the original findings on which the Hobson et al. integrated model are built.

Even in this replication study, however, we did not see clear evidence for a change from waking to REM sleep in the pontine reticular formation, an important structure in a bottom-up approach to REM sleep. Perhaps the absence of a change simply reflects that this region is similarly active between waking and REM sleep, both states of cortical activation. Perhaps this is a limitation of the method in which there are spatial resolution constraints of scanners and in which there is significant smoothing of images that is performed across subjects to control for inter-subject regional variations in brain morphology. These factors would preclude our ability to see small pontine nuclei in the PET images. In an attempt to address some of these issues, we then drew regions-of-interest (ROIs) in the pontine reticular formation across several axial planes, then compared the activity in these regions across behavioral states. As expected, a clear drop in functional activity in the pontine reticular formation was noted from waking to NREM sleep, then a return of the waking level of activity was noted following entry into REM sleep, although not to levels exceeding that of wakefulness. This pattern of change paralleled changes in global metabolism across the entire forebrain, supporting a metabolic level distinction in global forebrain function and pontine reticular formation function across these unique behavioral states.

Still, we remain puzzled by some preliminary observations of our REM sleep imaging data when we explored the relationships between the pontine ROIs and other brain structures thought to play a role in an integrated model of forebrain processes in dreaming. We were reassured to find a positive correlation between relative metabolism in the pontine reticular formation and that of the thalamus (G). We also found a positive correlation between relative metabolism in the pontine reticular formation (P) and that in (0) primary visual cortex (pons × left occipital cortex correlation = .928). Do these relationships represent a metabolic correlate of PGO wave generation? Also of interest is that functional activity in the amygdala (A) paralleled activity in the pons, thalamus, and occipital cortex. This would be supportive of more recent efforts to more directly link amygdala function, and presumably its role in emotional behavior, with REM sleep.

In contrast, our conceptual model of forebrain function during REM sleep began to break down when we explored the relationships between this PGO-A system and that of the anterior paralimbic system. The REM activation axis that is becoming a signature of forebrain function during REM sleep in human functional brain imaging studies. Relative activity in the anterior paralimbic system was negatively correlated with that in the PGO-A REM system (pons × left pregenual anterior cingulate correlation = −.77; pons × right pregenual anterior cingulate cortex correlation = −.945). How can this be? Shouldn’t functional activity in the anterior paralimbic system parallel that in the pontine reticular formation if REM sleep is generated by the brainstem with consequent forebrain manifestations? Similar preliminary studies in depressed subjects help clarify this to some degree. When we additionally looked at the relationship between basal forebrain and hypothalamus function in relation to the pontine reticular formation and anterior paralimbic system in depressed patients, we found that functional deficits in basal forebrain and hypothalamus paralleled those deficits in the anterior paralimbic system. In contrast, healthy subjects, there was more of a direct relationship between functional activity in the basal forebrain and hypothalamus and the reticular formation consistent with the notion that these structures may be rostral extensions of an ascending activation system. The findings in depressed patients suggest that there may be unique functional roles served by a more generalized posterior ascending activation system from the pontine reticular formation, through thalamus and on to cortex and a more specific anterior paralimbic activation system from the basal forebrain and perhaps hypothalamus in the service of mediating adaptive or motivational behavior. Given the more selective activation of anterior paralimbic structures over occipital cortex during REM sleep in human imaging studies, it may be that the more selective anterior activating system is preferentially activated during normal, healthy REM sleep.

Does the pontine reticular formation play a role in triggering function in this anterior ascending system? If the primary forebrain function during REM sleep is the maintenance of anterior paralimbic forebrain activity, it may be that the inverse relationship between pontine reticular formation activity and the anterior paralimbic system represents the efficiency of the system. The easier it is for the ascending system to engage anterior paralimbic activity, the less work it has to do. In support of this, with increasing severity of depression, depressed patients show increasing difficulty in activating the anterior paralimbic system from waking to REM sleep. Concurrently, they also demonstrate increasing relative activity in the pontine reticular formation during REM sleep with increasing depression severity. This raises the possibility that the increased REM sleep production in depressed patients reflects a compensatory brainstem drive of more posteriorly located ascending activation in response to behavioral deficiencies in anteriorly located ascending activation mediated through the basal forebrain and into anterior paralimbic structures. These preliminary observations, however, await confirmation in larger sample sizes as well as replication as we have now done for the findings in healthy subjects.

In closing, we agree that the recent sleep imaging work in humans is important and we are glad that the findings have helped shape models regarding forebrain processes in dreaming. We also recognize the inherent limitations of these methods, primarily in terms of spatial and temporal resolution in more clearly identifying the temporal sequencing of regional brain activity in proximity to the time that the functional activity is occurring at the electrophysiological level. We feel that future developments in this area will only come via collaborative interchanges between the preclinical research labs and the labs performing the human studies as each can amplify, extend, and provide meaningful interpretation of the others’ data. Future refinements in imaging technology providing increased spatial and temporal resolution will undoubtedly make these early human sleep imaging studies obsolete and leave us with richer datasets on which to further refine these models of human brain function in relation to dreaming.
SOLMS is a target article of unquestionable elegance. The conclusions he draws from the analysis carried out on manifold sources allow us to free oneiric activity from the neurophysiological processes of REM sleep. Besides “rehabilitating” the cortex in the production of sleep mentation, SOLMS’s model gives dreams back the dignity of thought. Dreaming becomes the active product of cognitive operations taking place through the intervention of areas that are normally delegated to control complex functions. The dream is no longer an epiphenomenon derived from the assignment of meaning by the forebrain to casual stimuli coming from the mechanisms that regulate the REM/NREM cycle alternation. What is puzzling is that SOLMS is still looking for specific anatomic-functional mutual relationships, even in dealing with mental processes as complex as oneiric thought.

A second point on which we do not agree is SOLMS’s conclusion about the deactivation of the dorsolateral prefrontal cortex. This cerebral area carries out the very highest cognitive processes, regulating self-monitoring and strategic control over functions. Neuroimaging studies have shown that this area is deactivated during sleep and neuropsychological observations have shown that a lesion here does not affect oneiric activity. SOLMS concludes from this that “the dorsolateral prefrontal cortex is inessential for dreaming sleep.” Some peculiar characteristics of dreaming (e.g., inefficiency in reality testing, the lack of strategic control over the course of thought, the frequent presence of temporal-spatial distortion) might be the consequence of weak and ineffective control by the executive functions of the dorsolateral prefrontal cortex. The hypoactivation of this area may subserve the specific cognitive organization of oneiric activity: this is hardly “inessential.”

Dream production may accordingly be the result of complex patterns of cerebral reorganization depending on CNS’s specific functional equilibrium (activation-hypoactivation) and to specific dream content. A point that requires further clarification from SOLMS is “the necessary presence of triggers” for dream production. If the pontine cholinergic mechanism (REM-on) triggers a sudden modification of the electro-encephalographic pattern, the NREM trigger is not well specified. NREM sleep in fact consists of heterogeneous stages with no possible precise boundary between them; changes are progressive rather than abrupt.

SOLMS should clarify what he means by NREM trigger. At present, one frequent question answerable only approximately, concerns the continuity/tonicity continuity of oneiric activity during sleep. If separate, stage-specific NREM triggers were documented, one would expect from SOLMS’s model, that the oneric activity in NREM depends on them. This would support the hypothesis that sleep mentation is not continuous. In contrast, the absence of specific state-dependent triggers would free dream-like activity from specific neurophysiological layers, favoring the hypothesis that it may occur in any sleep stage, even in a continuous way.

SOLMS does a broad review of neuroanatomical, neurochemical, and neuropsychological data; however, he disregards psychological data somewhat. He uses only a small portion of REM-like dreams in NREM to be able to support his hypotheses. To identify a neurophysiological layer that acts as NREM trigger, SOLMS emphasizes the high percentage of dream recall in SO-stage 1 and in the morning awakenings. These physiological activations that are close to wakefulness in both conditions. He further adds that there should be a negative correlation between depth of sleep (as measured by the acoustic threshold for awakening) and the presence of dream-like activity. However, the author he cites, Zimmermann (1970), only did the awakenings in stage 2. SOLMS does not take into account documented dream-like activity (>$60\%$) in SWS, in which the threshold for awakening is notoriously high. (Cavallero et al.1992, Occhionero et al. 1998).

From a psychophysiological point of view, interpreting activity SO-Stage 1 as dream-like is not very convincing. Sleep onset is a condition in which a gradual transition from waking to sleep takes place. Its electrographic boundaries stretch from relaxed waking to Stage 2. The mental activity present in this period has specific characteristics. SO-Stage 1 is not strictly oneiric; rather it is a gradual disorganization of voluntary thought. Stage 2 (1 cycle) does unquestionably exhibit more dream-like features than the preceding stage. This suggests that there is a gradual modification of cognitive organization in a dream-like direction, while the signals indicating an ongoing state of sleep are present in the recording (Businelli 1991). Furthermore in a study in which reports obtained in sleep onset (Stage 2) and in morning spontaneous awakenings were compared, the morning stage 2 reports were more dream-like than those obtained in SO Stage 2 (Cicogna et al. 1998).

In our opinion, triggers are not necessary for dreaming-cortical and subcortical neurophysiological mechanisms differently modulate mentation throughout wakefulness and sleep, yet they do not seem to directly generate mentation. Therefore, we propose that mentation during wakefulness and sleep is functionally autonomous. Its relationship with physiological background is interactive rather than one of cause and effect.

Expanding Nielsen’s covert REM model, questioning Solms’s approach to dreaming and REM sleep, and reinterpreting the Vertes & Eastman view of REM sleep and memory

Robert D. Ogilvie, Tomoka Takeuchi, and Timothy I. Murphy
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Abstract: Nielsen’s covert REM process model explains much of the mentation found in REM and NREM sleep, but stops short of postulating an interaction of waking cognitive processes with the dream mechanisms of REM sleep. It ranks with the Hobson et al. paper as a major theoretical advance. The Solms article does not surmount the ever-present problem of defining dreams in a manner conducive to advancing dream theory. Vertes & Eastman review the REM sleep and learning literature, but make questionable assumptions in doing so.

[NIELSEN; HOBSON ET AL.; VERTES & EASTMAN]
NREM boundaries. He shows that setting aside the convenience of the conventional R&K system appears quite productive when studying dreams and other states associated with sleep behavior. Thus NIELSEN’s model of covert REM sleep processes has succeeded in merging previously incompatible and controversial findings represented by two models—the 1-gen model and the 2-gen models—into a more flexible and accountable model of sleep mentation.

Nevertheless, the commentators wondered if more phenomena could be explained by introducing waking cognitive behavior involving micro-arousals into the covert REM sleep process as a secondary determinant of sleep mentation. Thus, this different type of 2-gen model—one in which one generator subserves waking cognitive activity with another serving REM dream processes—might allow one to predict mentation throughout waking and sleeping. Such an attempt might provide a means of broadening NIELSEN’s very useful model to include some mentation that could not be fully explained by covert REM mechanisms: It would allow his model to explain NREM and REM instances of non-dream-like activity as well.

Waking cognitive behaviors might influence sleep mentation more than we think when one recalls how often micro-arousals appear during sleep (Mathur & Douglas 1995). Subjects are often unaware of these arousals even though their EEG clearly shows arousal during sleep (Ogilvie et al. 1989). During such arousals, some “wake-type” cognition or mentation may occur. When people wake up, they might recall or amend these mentations as if they had been experienced during sleep. For example, our data obtained from sleep-onset NREM and REM periods in normal subjects showed an interaction of brief arousals on REM and NREM dream recall rate (Takeuchi et al. 1999a; 1999b). This enables us to postulate different dream production processes for REM and NREM sleep, that is, the arousal process promotes NREM dreaming but blocks REM dreaming. Adapting waking cognition to the covert REM model would enable one to explain more fully the variety of mentations that seem to appear outside covert REM windows, such as mentations at the initial sleep onset in the first NREM-REM cycle and slow wave sleep as follows.

1. Sleep onset mentation: NIELSEN tries to explain sleep-onset mentation by his covert REM model. However, it is difficult for us to imagine covert REM mechanisms underlying sleep onset mentation in the first NREM-REM cycle in healthy nocturnal sleep considering the circadian nature of sleep-onset REM periods (Sasaki et al. 2000). Sleep-onset REM periods appear specifically when the sleep cycle is disrupted (Carskadon & Dement 1980; Fukuda et al. 1987) but do not appear during initial sleep onset in the first NREM-REM cycle in healthy nocturnal sleep. Hence, it seems unlikely that REM mechanisms function during the initial sleep onset in normal individuals. Thus, it seems more parsimonious to postulate that the initial sleep onset mentation may be explained by waking cognition rather than covert REM processes.

2. Slow wave sleep mentation: NIELSEN finds it difficult to explain mechanisms underlying slow wave sleep mentation by his model. There are a number of NREM phenomena (including parasomnia and mentation related to pre-awakening stimuli) which are difficult for the covert REM model to explain. However, his model to include waking cognition might explain virtually all sleep mentation.

Further, his covert REM model and HOBSON ET AL.’S AIM model would complement each other in terms of their direction. These models—both bottom-up and top-down approaches—will provide theoretical direction for future dream studies.

Solms. Dreaming and REM sleep are controlled by different brain mechanisms. A useful basis is provided by SOLMS for continuing the debate about REM sleep and dreams. However, much of this debate may be semantic in nature. Dreaming is a somewhat ambiguous concept and his distinctions may add to the ambiguity. Differing definitions of “dreaming” create different results. The increase in NREM dream reports over time is owing to a changing definition of dreaming (NIELSEN). SOLMS argues that dreams are generated by the forebrain. However, some of the evidence for this proposition comes from people with seizures, brain damage, or drug use. These dreams are described by the author as “nightmares,” “unusually vivid,” and so on; in other words, atypical. If we limit ourselves to a more typical, intrinsic definition of “dreaming” then REM sleep and brain stem activity become crucial to dreaming.

SOLMS claims that the increasing frequency of dream recall during the late NREM stages in the rising morning phase of the diurnal rhythm suggests that these REM-like dreams are generated by specific NREM mechanisms. However, these longer NREM mentations are typically obtained within 15 minutes of prior REM sleep (Stickgold et al. 1994a) and could stem from covert REM windows (NIELSEN). Considering the circadian influence on REM pressure, it is logical that more mentation would be obtained from wider covert-REM windows in parallel with higher REM pressure in the morning. SOLMS claims that “cessation of dreaming has not been demonstrated in cases with elimination of REM sleep due to brain stem lesions.” However, the elimination of observable REM sleep is not proof that no REM mechanisms are active. He also claims that the brain stem is not solely responsible for producing dreams by using the indirect argument that frontal lobe damage does eliminate dreaming. This can be debated on at least two levels.

First, forebrain damage may affect dream processes. The frontal lobes are involved in working memory (Smith & Jonides 1999). Working memory is required to keep thoughts active for an extended period of time such as during the arousal process. Thus, dream cessation after forebrain damage does not mean that the forebrain “produces” dreams. These people may have dreams, but do not recall them. SOLMS claims that 70–90% of people with prefrontal leukotomy experience a “complete or nearly complete loss of dreaming.” Hence, 10–30% still dream. If he accepts that “25% of NREM dreams are indistinguishable from REM dreams” as proof that REM and dreaming are not the same, then having 10–30% of patients with frontal leukotomies still dreaming is equally compelling evidence that the forebrain is not the generator of dreaming. The hypothesis that dreams are generated by the forebrain after cerebral activation is worthy of further study. However, at this time we remain unconvinced that this explanation can negate the data showing such a strong relationship between REM sleep and dreaming. This is especially true if atypical dreams associated with various abnormal brain states (seizures, medications, etc.) are not considered.

Vertes & Eastman. The case against memory consolidation in REM sleep. Last, we would like to comment on the VERTES & EASTMAN article. In particular, we would like to raise several questions about the assumptions and logic used in their critique of the REM sleep and memory literature:

1. Competing theories and assumptions: We agree with VERTES & EASTMAN that an important function of REM sleep is to provide CNS activation periodically through the night. Their formulation is an interesting blend of the Roffwarg et al. (1966) Onsetgenic Hypothesis and Snyder’s (1966) Sentinel Hypothesis. But the authors seem to imply that if REM serves to activate the brain periodically during sleep, it cannot also be involved in other activities—particularly memory consolidation, which they feel must occur place during wakingfulness. “Sleep involves basic biologival functions and memory requires consciousness” (sect. 1, para. 5). This is a huge unsubstantiated assumption, following which, they begin their review of the literature. To assume that waking and sleeping processes do not interact is inconsistent with the evidence, particularly in light of the papers of HOBSON ET AL. and NIELSEN.

Another difficulty is that by simply counting “for” and “against” studies, they weigh studies which fail to reject the null hypothesis equally with those which do reject it, overlooking the powerful difference in the logical strength of these two positions, that is, one can never prove the existence of “no differences”—in this case that memory consolidation does not take place in REM.

2. Animal REMD studies: VERTES & EASTMAN of course, are right in saying that the flower pot method of REM deprivation in-
Nielsen's concept of covert REM sleep is a path toward a more realistic view of sleep psychophysiology

Edward F. Pace-Schott
Department of Psychiatry, Harvard Medical School, Boston, MA 02115. edward_schott@hms.harvard.edu

Abstract: Nielsen's concept of "covert REM sleep" accounts for more of the complexity in sleep psychophysiology than its conceptual predecessors such as the tonic-phasic model. With new neuroimaging findings, such concepts lead to more precise sleep psychophysiology including both traditional polysomnographic signs and neuronal activity in greater proximity to the actual point sources and distributed networks which generate dreaming.

[HOBSON ET AL.; NIELSEN]

Nielsen's current reviews comparing REM and NREM sleep mentation (see also Nielsen 1999) provide a much-needed comprehensive review and incisive analysis of the extant psychophysiological data bearing on this controversy. His attention to the detailed physiology of sleep, and his concept of "covert REM sleep" offers an empirical path around the conceptual impasse imposed by over-reification of the cardinal sleep states as unitary, non-dissociable physiological "black boxes" whose subjective manifestations must be compared dichotomously. Nielsen's consideration of conceptually and experimentally diverse comparisons between REM and NREM associated cognitive processes (e.g., state-dependent differences in the effects of sleep manipulation on memory consolidation, ERP responses to stimulation, and post-waking performance) is essential in that it moves this debate away from the conceptually flawed (see the Hobson et al. and Nielsen discussions in Hunt et al. 1993) and inherently limited method of normalization for report length which has dominated the REM/NREM controversy to date. Equally important is his appreciation for and analyses of the difficulties inherent in achieving construct validity for sleep mentation variables and obtaining unambiguous psychological physiological correlations in any state.

In one sense, Nielsen's idea of covert REM sleep allows a reconsideration of the tonic-phasic model (Molnari & Foulkes 1969; Ogilvie et al. 1980; Pivik 1991) originally proposed to explain the lack of an exclusive association between dreaming and REM sleep. The tonic-phasic model itself encountered difficulties due to the very weak (although consistently positive) associations between the phasic events of REM and NREM sleep and the details of associated mentation reports (see Pivik 1991 for a comprehensive review). However, as we have argued elsewhere (Kahn et al. 1997), the polysomnographically measurable phasic events of REM and NREM sleep are most realistically viewed as integrated, attenuated "surface readouts" of complex and varied brain events and, therefore, their lack of a tight temporal relationship to the reported features of mentation is fully predictable. Nielsen has now taken a fresh and more in-depth look at the psychological and physiological manifestations of these CNS events.

This new consideration comes at a time when the underlying brain events producing the psychophysically measured phasic and tonic events of sleep are also beginning to be revealed by functional neuroimaging studies of both sleep (e.g., Andersson et al. 1998; Braun et al. 1997; 1998; Bootzin et al. 1998; Hofle et al. 1997; Hong et al. 1995; Kajimura et al. 1999; Lovblad et al. 1999; Maquet et al. 1996; 1997; Nofzinger et al. 1997) and dream-like intrusions on waking (e.g., Ffytche et al. 1998; Rabinowicz et al. 1998; Braun et al. 1997; 1998; Bootzin et al. 1998; Hofle et al. 1997), the polysomnographically measurable phasic events of REM and NREM sleep are most realistically viewed as integrated, attenuated "surface readouts" of complex and varied brain events and, therefore, their lack of a tight temporal relationship to the reported features of mentation is fully predictable. Nielsen has now taken a fresh and more in-depth look at the psychological and physiological manifestations of these CNS events.

This new consideration comes at a time when the underlying brain events producing the psychophysically measured phasic and tonic events of sleep are also beginning to be revealed by functional neuroimaging studies of both sleep (e.g., Andersson et al. 1998; Braun et al. 1997; 1998; Bootzin et al. 1998; Hofle et al. 1997; Hong et al. 1995; Kajimura et al. 1999; Lovblad et al. 1999; Maquet et al. 1996; 1997; Nofzinger et al. 1997) and dream-like intrusions on waking (e.g., Ffytche et al. 1998; Rabinowicz et al. 1998; Braun et al. 1997; 1998; Bootzin et al. 1998; Hofle et al. 1997), the polysomnographically measurable phasic events of REM and NREM sleep are most realistically viewed as integrated, attenuated "surface readouts" of complex and varied brain events and, therefore, their lack of a tight temporal relationship to the reported features of mentation is fully predictable. Nielsen has now taken a fresh and more in-depth look at the psychological and physiological manifestations of these CNS events.

When viewed in the light of abundant new neuroimaging data on a multitude of waking cognitive functions and subjective experiences (see Cabeza & Nyberg 1997; 2000; Gazzaniga 2000), the question of one versus two generators of sleep mentation seems inadequate to encompass the diversity of distributed and point sources of neural activity which must occur in multiple CNS networks in order to generate the complex phenomena of sleep mentation. For example, in addition to the distributed sensory and associative cortical modules hypothesized or implied by "one-generator" theories (e.g., Antrobus 1990; Foulkes 1993b), dream phenomenology indicates that subcortical-cortical networks sub-
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serving emotion, instinct, and motivation (see Cummings 1993; Kihlström & Barnes 1993) must contribute at least as powerfully to the neural basis of sleep mentation. In addition, the wide difference in affective tone between individual dreams must reflect differential activation of limbic circuits subserving different emotional states. For example, nightmares compared to euphoric dreams may respectively reflect greater relative activation of amygdalear fear circuits versus mesolimbic reward circuits.

Toward the goal of dissecting the neural mechanisms that comprise sleep mentation generators, several of the ways in which Nielsen compares cognitive processes in REM and NREM points toward specific neural networks and suggest hypotheses that might allow us to examine sleep mentation at a level of specificity comparable to current waking state paradigms. For example:

1. Comparison of memory sources between REM and NREM suggests the differential cortico-hippocampal information transfer in different sleep states that has been demonstrated in animal models (Buysse 1996). Such state-dependent differences in information processing have recently been hypothesized to underlie some of the state-dependent differences in memory sources available for the elaboration of sleep mentation (Stickgold 1998; Stickgold et al. 1999b).

2. Normal and abnormal variations in the extent or stability of lateral prefrontal cortex deactivation during sleep may contribute to subject differences in dream recall from REM and NREM sleep. The lateral prefrontal cortices have been shown to be essential to both encoding and retrieval of episodic memory (Fletcher et al. 1997). Therefore, for example, the greater NREM mentation recall in light sleepers (see Nielsen’s discussion of Zimmerman 1970) might result from lesser NREM associated deactivation of prefrontal structures subserving episodic memory encoding, retrieval or both. Similarly, Braun (1999) has suggested that sleep-related prefrontal deactivation may degrade working memory resulting in encoded dream memory traces which then become relatively inaccessible to retrieval processes owing to a paucity of simultaneously encoded contextual cues.

Relative regional prefrontal activation also becomes a useful dependent variable for neuropsychological hypothesis testing of mechanisms for dream lucidity (i.e., relative engagement of executive functions) or for the variations in the degree of interrelationship between mentation content from different reports of the same night, which Nielsen discusses (reflecting, perhaps again, hypothetical individual and temporal variations of encoding and retrieval). The great advantage of such specific hypotheses over the vaguer theories of “sleep mentation generation systems” proposed in the past is that they are eminently testable with current and developing technologies in cognitive neuroscience such as functional MRI or transcranial magnetic stimulation. Moreover, hypothesis formation in dream research can now be rapidly informed by new wake-state findings as they are reported.

3. The interrelationships between psychopathology and dreaming can be tested at both the psychological and physiological level using validated psychological instruments (such as the MMPI scales Nielsen discusses) in combination with the ability to visualize activity in brain regions which respond to sleep-based treatments such as the anterior cingulate (Smith et al. 1999; Wu et al. 1999). Pioneering work in this area investigating dream anxiety among normals has already been reported by Gottschalk et al. 1991a; 1991b.

Nielsen’s model of covert REM sleep and his enumeration of nine factors by which it might be evoked suggests new and powerful ways of identifying and differentiating neural mechanisms underlying the known features of sleep mentation. For example:

1. The notion of a stage of “intermediate sleep” in the transition of REM to and from NREM has been well described in animals by Gottesmann and colleagues (see Gottesmann 1996, for a review) but has been under-investigated by students of the psychophysiology of sleep mentation (e.g., the only specific investigations cited by Nielsen or Gottesmann appear to be early work by Lairy and colleagues; see also Larson & Foulkes 1989). In seeking specific and relatively isolated physiological correlates of sleep mentation, this polysemographically identifiable period should be a prime target for combined electrophysiology and neuroimaging studies especially given the apparent predictability in the non-simultaneous appearance of the cardinal PSG signs of REM (Sato et al. 1997).

2. Nielsen notes that sleep onset similarly represents a prime candidate for a natural transitional state in which the dissociated psychophysiological correlates of REM may appear non-synchronously. As with REM onset, there may exist a degree of predictability as to the order in which different types of dream-like mentation may arise (Rowley et al. 1998).

3. Pathological and/or experimentally manipulated transitional or dissociated states suggested by Nielsen (e.g., cataplexy; see Asenbaum et al. 1995, REM-deprivation induced sleep onset REM, pharmacologically altered sleep, auditorily evoked NREM mentation) provide an abundance of potential paradigms for combining electrophysiology and neuroimaging.

Studies such as the above might not only better define the neural substrate of physiological signs which are known to correlate with REM and/or dreaming (e.g., gamma-frequency oscillations: Gross & Gotman 1999; Linhas & Ribary 1993), but may identify previously unmeasured depth events with an even higher degree of correlation to psychological events such as the elusive (in humans) PGO wave. The current development of event-related fMRI techniques (e.g., Jessen et al. 1999) is particularly promising in this regard. Moreover, Nielsen’s empirically tested model of probability for encountering covert REM sleep processes in NREM based upon temporal proximity to REM periods illustrates the straightforward methodology which could be employed in such studies (e.g., temporal correlation of regional activations with the incidence of mental events).

In summary, Nielsen’s paper represents an important theoretical advance in the psychophysiological study of dreaming. In the future, such ideas may be viewed as important steps in a transition from viewing dreaming as a manifestation of a defined behavioral state to directly linking its components to the ebb and flow of neuronal processes which themselves define the behavioral states. In this sense, what we now refer to as “REM sleep” may come to be defined as that configuration of possible states in varied neuronal networks during sleep which results in the concurrent distinct experience of emotion, hallucination, and movement in synchrony with maxima of diverse physiological processes. In that sense, there is no covert REM sleep, only various degrees of dissociation or synchrony in the functioning of these modules. In turn, an overriding ultradian oscillatory mechanism may normally cause these interacting networks to reach maximal activity in phase with one another, thus producing the synchronous rise and fall of physiological processes and subjective experiences which we now characterize as the REM-NREM cycle.

Dreaming is not a non-conscious electrophysiologic state

J. F. Pagel

Dream Section, American Academy of Sleep Medicine, University of Colorado Medical School, Pueblo, CO 81005. pueo34@juno.com

Abstract: There has been no generally accepted cognitive definition of dreaming. An electrophysiologic correlate (REM sleep) has become its defining characteristic. Dreaming and REM sleep are complex states for which the Dreaming = REMs model is over-simplified and limited. The target articles in this BBS special issue present strong evidence for a dissociation between dreaming and REM sleep.

[Horson et al.; Nielsen; Revonsuo; Solms; Vertes & Eastman]

The vision of dreams is this against that, the likeness of a face confronting a face.

Sira, Dead Sea Scrolls, 150 BC

(Sira 180/1973)
Dreaming is a cognitive state. If no one experienced the recall of sleep mentation on awakening, dreaming would not exist as a phenomenon for discussion. Instead we would be discussing the perceptual isolation of sleep, and the non-conscious significance of REM sleep, NREM sleep, PGO spikes, hippocampal theta and sawtooth waves. In the last thirty years these electrophysiologic (particularly REMS = Dreaming) have become the defining characteristics of dreaming. That period may be ending. The target articles in this BBS special issue present strong evidence for a dissociation between dreaming and REM sleep. The scientific study of dreaming is in the midst of a millennial year’s change.

**What is a dream?** Aristotle, with characteristic conceptual clarity, defined dreaming as the mental activity of the sleeper insofar as he is asleep (Aristotle 235/1952). For Aristotle, dreaming was an idealized state with a reality independent of waking experience. This definition has survived more than two thousand years, to be found almost verbatim in current dictionary definitions: a dream is a series of thoughts, images, or emotions occurring (passing through the mind) during sleep (Webster's Dictionary 1993; Random House Dictionary 1983). In this definition, dreaming is a state occurring during sleep, not accessible to study during the wakefulness. It suggests that dreaming may be best defined by its non-conscious correlates. The cognitive dream, in other words, the recall waking of a dream, is not part of the Aristotelian definition.

Scientific methodology was developed as a formal approach in order to analyze external reality and hence to differentiate it from dreams (Descartes 1637). The modern age of the scientific study of sleep can be dated back to the staging of sleep based on EEG, EMG, and EEG criteria from the mid 1950s and 1960s (Aserinsky & Kleitman 1953; Rechtschaffen & Kales 1968). Although sleep has well defined electrophysiologic correlates, sleep onset is still generally defined behaviorally rather than electrophysiologically. Sleep is defined as a reversible behavioral state of perceptual disengagement from and unresponsiveness to the environment (Kryger et al. 1994).

Archaeological research has shown that human interest in dreaming dates back over at least 4,000 years. Codices recovered from the Sumerian city of Laadak (2500 B.C.) describe King Gudea's orientation of his new temple based on insight obtained from a dream experience. Despite such a prolonged interest, limited progress has been made towards understanding dreaming. Freud wrote on page 1 of _The interpretation of dreams_. In spite of many thousands of years of effort, the scientific understanding of dreams has made very little advance . . . little or nothing that touches upon the essential nature of dreams.” Freud’s contribution was to identify a role for dreaming in the diagnosis and therapy of psychiatric illness (Freud 1900). Psychoanalysts, psychologists, and psychiatrists continue to use dreaming in diagnosis and therapy. However, modern researchers and therapists often allude to dreams without definition. The tomb of psychiatry (the Diagnostic and Statistical Manual of Mental Health, DSM) avoids definition of a dream, mentioning only the nightmare — a frightening dream (DSM-IV 1994). The meaning, content, allusions, and associations of dream (undefined) are regularly the focus of discussion and publication. A topic may be REM sleep, personal motivation, neuroanatomy, films, hallucinations, literature, neuropharmacological effects of medication, real estate, the unconscious mind, or anthropology; and dreaming (undefined) is often the title. Check any library catalog system for its listing on dreams.

The issue is compounded by the personal nature of dreaming. Between two and four years of age most children develop a conceptual definition of a dream (Obson et al. 1988). This private dream reality remains outside study and definition, being made available only as the individual dreamer desires. In the words of Shakespeare, “The eye of man hath not heard, the ear of man hath not seen, man’s hand is not able to taste, his tongue to conceive, nor his heart to report, what my dream was” (Shakespeare 1595/1986). When we gather to study dreams, we each bring to the table our personal definitions. Dreaming is not the only aspect of mental activity that has such loose attributes. Imagination, creativity, intelligence, and even consciousness are poorly defined cognitive concepts that suffer the same diffuse social attributions. Dreaming has an advantage in that it has a long history of studies that have described the dream personally, physiologically, and psychologically. There is, however, a generalized tendency in the field to avoid defining dreaming (Pagel 1999a).

Different fields have widely varying definitions for dreaming. Psychoanalytic definitions of dreaming date from Freud — unconscious wish fulfillment (Freud 1900). One current psychiatric definition of dreaming can be considered: bizarre or hallucinatory mental activity occurring during a continuum that extends through stages of sleep and waking. The newer field of sleep medicine often defines dreaming as mental activity (images, feelings or emotions) occurring during sleep (Mahowald et al. 1998). Psychology has generally avoided a definition of dreaming, concentrating on defining methodology and study populations. A wide spectrum of fields from anthropology to literature characterize dreaming by its associations and attributes. In popular culture, the most generally accepted definition is loosely Freudian: dream marriages, dream homes — the projected image of conscious wish fulfillment.

The topic of one study in which dreaming is mentation occurring during sleep may be very different from hallucinatory or delusional thought content. Results are likely to be comparable only when comparable definitions of the topic of study are used. This has produced conceptual confusion that has contributed to a lack of structural rigor in the field of study. Single structural definition has not been possible owing to the diverse spectrum of fields and an historic multiplicity of definitions applied to the study of dreaming. A classification schema for definitions of dreaming has been described for incorporation into scientific studies of dreaming so the results of studies across epistemologically diverse fields can be compared (Table 1) (Pagel 1999b).

As Descartes points out, "Now the principal and most frequent error that can be found in judgments consists in the fact that I judge that the ideas, which are in me, are similar to, or in conformity with certain things outside me.” (Descartes 1641/1980). The present target articles reflect the disarray in the fields of dream study that have occurred because of the fields’ inability or disinclination to cognitively define the topic of study – dreaming. It is the electro-

---

**Table 1 (Pagel). AASM dream definition paradigm**

<table>
<thead>
<tr>
<th>(a) Sleep</th>
<th>Sleep Onset</th>
<th>Dreamlike States</th>
<th>Routine Waking</th>
<th>Alert Wake</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) No Recall</td>
<td>Recall</td>
<td>Content</td>
<td>Associative Content</td>
<td>Written Report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c) Awareness of Dreaming</td>
<td>Day Reflective</td>
<td>Imagery</td>
<td>Narrative Story</td>
<td>Illogical Thought</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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physiologic correlates of dreaming, especially REM sleep, that have been used to define its presence or absence. This Aristotelian conceptual approach (Dreaming = REMS) has achieved almost mythological status despite extensive criticism. A cognitive definition of dreaming should incorporate the awake recall of dreaming. Sleep, a state with clearer electrophysiologic correlates than dreaming, is still defined by its behavioral and cognitive correlates. The reproducibility of results is based on clear limits of one's object of measure. In part, that is why the view that Dreaming = REMS has been so attractive. It would make this loosely defined cognitive state much easier to study and understand.

SOlMS's paper is the shortest but perhaps most important in this series owing to the clarity with which research and clinical findings have been applied to the question of whether dreaming is "an epiphenomenon of REM sleep." Since not all dreaming is correlated with REM sleep, SOLMS asks whether what has been defined as the REM sleep type of dreaming occurs outside of REM sleep. He presents evidence that the REM sleep can occur without dreaming and dreaming without REM sleep. A consistent body of literature suggests that dreaming correlates better with cerebral activation during sleep than with the occurrence of REM sleep. SOLMS's argument is that REM sleep and dreaming are doubly dissociable states with different physiological mechanisms in all likelihood serving different functional purposes. He suggests that the REMS = Dreaming premise upon which most prevailing neuroscientific theories of dreaming are based, is invalid.

VERTES & EASTMAN consider the lack of evidence for memory processing and consolidation in REM sleep. This too reflects some of the difficulties rising from prevailing REMS = Dreaming theories. As the authors state, "The mental/cognitive content of REM sleep is dreams . . . Dreams are the sole window to cognitive processes of REM sleep." Their reviews of imaging brain studies of brain activity during REM sleep are accordingly extrapolated to dreaming: "in summary, the pattern of brain activity in REM sleep is consistent with dreams, but inconsistent with the orderly evaluation, organization and storage of information which is the domain of attentive, waking consciousness." It may very well be, as they suggest, that REM sleep can be understood within the context of sleep without invoking mental phenomena or quasi-conscious processes - the cognitive process of dreaming.

REVONSUO presents an eloquent and well researched argument for the role of dreaming as a cognitive process in the evolution of threat avoidance. He defines dreaming as conscious experiences during sleep: "We may define a dream as a subjective experience during sleep, consisting of complex and organized images that show temporal progression." He argues that consciousness can be reconceptualized as the phenomenal level of organization of the brain with dreaming a subjective experience realized at the phenomenal level. Based on prevailing REMS = Dreaming theories, he concludes, "the phenomenal level of organization of the brain is realized in its characteristic ways during REM sleep." He incorporates research from both REM sleep studies and cognitive dream research, considering that both fully reflect dreaming. It is suggested that dreaming and REM sleep may have complementary yet different evolutionary roles.

SOlMS's paper is the shortest but perhaps most important in this series owing to the clarity with which research and clinical findings have been applied to the question of whether dreaming is "an epiphenomenon of REM sleep." Since not all dreaming is correlated with REM sleep, SOLMS asks whether what has been defined as the REM sleep type of dreaming occurs outside of REM sleep. He presents evidence that the REM sleep can occur without dreaming and dreaming without REM sleep. A consistent body of literature suggests that dreaming correlates better with cerebral activation during sleep than with the occurrence of REM sleep. SOLMS's argument is that REM sleep and dreaming are doubly dissociable states with different physiological mechanisms in all likelihood serving different functional purposes. He suggests that the REMS = Dreaming premise upon which most prevailing neuroscientific theories of dreaming are based, is invalid. VERTES & EASTMAN consider the lack of evidence for memory processing and consolidation in REM sleep. This too reflects some of the difficulties rising from prevailing REMS = Dreaming theories. As the authors state, "The mental/cognitive content of REM sleep is dreams . . . Dreams are the sole window to cognitive processes of REM sleep." Their reviews of imaging brain studies of brain activity during REM sleep are accordingly extrapolated to dreaming: "in summary, the pattern of brain activity in REM sleep is consistent with dreams, but inconsistent with the orderly evaluation, organization and storage of information which is the domain of attentive, waking consciousness." It may very well be, as they suggest, that REM sleep can be understood within the context of sleep without invoking mental phenomena or quasi-conscious processes - the cognitive process of dreaming. REVONSUO presents an eloquent and well researched argument for the role of dreaming as a cognitive process in the evolution of threat avoidance. He defines dreaming as conscious experiences during sleep: "We may define a dream as a subjective experience during sleep, consisting of complex and organized images that show temporal progression." He argues that consciousness can be reconceptualized as the phenomenal level of organization of the brain with dreaming a subjective experience realized at the phenomenal level. Based on prevailing REMS = Dreaming theories, he concludes, "the phenomenal level of organization of the brain is realized in its characteristic ways during REM sleep." He incorporates research from both REM sleep studies and cognitive dream research, considering that both fully reflect dreaming. It is suggested that dreaming and REM sleep may have complementary yet different evolutionary roles.

HOBSON ET AL.'s important paper comes from the group that first advanced the REM = Dreaming hypothesis. Although they persist in correlating dream features with distinctive REM sleep physiology, the authors suggest that the correlation should be loosened, with cognitive states better viewed as inter-related psychophysiological continua manifested at the levels of both the brain and the mind.

Dreaming is initially defined as a series of images, ideas, emotions, and sensations occurring involuntarily in the mind during certain stages of sleep and REM sleep as well as during the numerous forms of wake-state and sleep-state mentation. Later in the paper, dreaming is redefined by the narrower constraints HOBS-son ET AL. prefer: "mental activity occurring in sleep characterized by vivid sensorimotor imagery that is experienced as waking reality despite such distinctive cognitive features as impossibility or improbability of time, place, persons, and actions; emotions, especially fear, elation and anger predominate over sadness, shame and guilt and sometimes reach sufficient strength to cause awakening; memory for even very vivid dreams is evanescent and tends to fade quickly upon awakening unless special steps are taken to retain it." The focal argument, however, is that dreaming and other states of consciousness can be best defined by a model that includes: (1) the information processing capacity of the system (activation); (2) the degree to which the information processed comes from the outside world and is or is not reflected in behavior (information flow); and (3) the way in which the information in the system is processed (mode). This model corresponds to the various axes of the AASM dream definition protocol (Table 1) in which the activation axes can be equated with the awake/sleep axis, the information axis with the recall axis, and the mode axis with the content axes (Table 1).

This model is applied to the description of a series of cognitive states viewed as brain-body-mind isomorphisms varying in multidimensional combinations. With this model, HOBSON ET AL. Dreaming = REMS controversy; utilizing the dream axis definition criteria to model "dreaming" and other cognitive states of both waking and sleep. It is the authors’ contention that their model is both necessary and sufficient to distinguish in a preliminary way among the basic wake-sleep states: the resulting state space model, while still necessarily overly simplistic, is nonetheless a powerful tool for studies of consciousness.

Comparing definitions of dreaming. In these papers, the REMS = Dreaming model – until now so pervasive in the fields of sleep and dream study – is useful for comparing studies that are based on irreconcilable cognitive definitions of dreaming. These papers use a spectrum of definitions of dreaming. NEILSEN uses a narrow content based definition for dream in his presentation: mentation characterized by hallucinoid imagery, narrative structure, cognitive bizarre ness, hyperemotionality, delusional acceptance, and deficient memory of previous mental content. His definition excludes dreaming occurring during sleep which is not considered to be "dreaming." The Awake/Sleep or Activation axis of his definition is broad and undefined with dreaming considered to occur in sleep, wake, and drug induced states (Table 2). The dreaming that REVONSUO considers is very different, including a broad spectrum of content (subjective experience realized at the phenomenal level), specific recall (evolutionary effects), and specific Awake/sleep axis (occurring only during sleep). VERTES & EASTMAN (the mental/cognitive content of REM sleep is dreams) are also considering an unlimited range of content occurring out of an even narrower segment of the Awake/Sleep axis – REM sleep. VERTES & EASTMAN and REVONSUO are studying dreaming that NEILSEN defines as sleep cognitive activity (non dreaming). SOlMS and HOBSON ET AL. define dreaming as an epiphenomenon of REM sleep in order to argue for and against the REMS =
Dreaming paradigm. In creating their cognitive state models, HOBSON ET AL. use a definition of dreaming that specifically defines all three axes (Table 2).

Both SOLMS and HOBSON ET AL. address the diversity of definitions for the dream state, applying specific definitions to compare data while maintaining an awareness that adaptive models are required to address the different phenomenon that researchers call dreaming. If interdisciplinary studies are to be compared, such a specific yet adaptive multi-axis approach to dreaming state definition, as HOBSON ET AL. suggest, provides us with a powerful tool that can be applied to cognitive study of other conscious states.

Dreaming is not a non-conscious electrophysiologic state. These are exciting times in the field. The papers in this special issue of BBS describe a major paradigm shift in our understanding of the association between sleep and dreaming. SOLMS argues co-
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... gently that REM sleep and dreaming are doubly dissociable states with different physiological mechanisms in all likelihood subserving different function. Support comes from Vertes & Eastman, who argue that REM sleep can be understood within the context of sleep without invoking mental phenomena or quasi-conscious processes – the cognitive process of dreaming.

As often seems to be the case, the greatest support for this paradigm shift away from REMS = Dreaming comes from its defenders. Nielsen shows how the paradigm could be saved by radically defining both REM sleep and dreaming. In order to preserve the model, cognitive activity occurring during sleep must be excluded from the definition of dreaming, and REM sleep must be re-defined to occur throughout the Awake/Sleep axis. In order to preserve REMS Dreaming, we are required to restructure the entire sleep and dream study. Perhaps the greatest support for this paradigm shift comes from Hobson et al., the developers of the REMS = dreaming model, who have chosen to side-step defense of their paradigm and move to a multi-dimensional cognitive state model for dreaming in which REM sleep is but one point on an Activation = Awake/Sleep continuum.

Suggestions that the REMS = Dreaming premise upon which most prevailing neuroscientific theories of dreaming are based is no longer valid, Solms proposes new neuroanatomical and clinical approaches to the study of REM sleep and dreaming. Vertes & Eastman have set the framework for the analysis of dreaming using memory paradigms independent of the states’ association with REM sleep. Revonsuo demonstrates that an evolutionary model is applicable to both REM sleep and dreaming as independent yet complementary phenomenon. Hobson et al. apply a multi-axis paradigm for dreaming that can be used to describe other cognitive states, and perhaps even model non-biologic systems. Descartes asserted that scientific method could be applied to reality and not to dreams (Descartes 1637/1980). But science can use multi-axis definitions to study the specific cognitive and electrophysiologic correlates of dreaming that are reality. Dreaming and REM sleep are complex states for which the Dreaming = REMS model has become excessively simple and limited. Progress in a scientific field occurs when structural models change. As this collection of papers suggests, the paradigm has shifted.

“The dream of reason creates monsters”... especially when we neglect the role of emotions in REM-states

Jaak Panksepp
Department of Psychology, Bowling Green State University, Bowling Green, OH 43403. jpankse@bgsu.edu
http://caspar.bgsu.edu/~neuro/Faculty/Faculty_jpanksepp.html

Abstract: As highlighted by Solms, and to a lesser extent by Hobson et al. and Nielsen, dreaming and REM sleep can be dissociated. Meanwhile Vertes & Eastman and Revonsuo provide distinct views on the functions of REM sleep and dreaming. A resolution of such divergent views may clarify the fundamental nature of these processes. As dream commentators have long noted, with Revonsuo taking the lead among the present authors, emotionality is a central and consistent aspect of REM dreams. A deeper consideration of emotions in REM dreams may serve as the conceptual salve to help heal the emerging rifts in this field of inquiry.

[Hobson et al.; Nielsen; Revonsuo; Solms; Vertes & Eastman]

I use Goya’s epigram for one of his final engravings in my title to highlight how our widespread failure to deal with basic emotional processes of the brain may have led to many conundrums in our search for the adaptive functions of dreaming and REM sleep. The same can be said about our aspirations to understand many other mind-brain relations, from consciousness to intrinsic organizational values.

Solms has done a great service in highlighting, more dramati-

cally than ever before, the increasingly evident fact that REM mechanisms and dreaming are not strictly isomorphic. Clearly, REM sleep reflects very ancient aspects of neural organization while the richness of human dreams is a comparatively recent brain development. As Solms discusses, distinct types of arousal during sleep may activate dreams in the absence of REM, and fairly restricted damage to neocortex can lead to the disappearance of dreams while REM persists. As a result of his challenge, we must no longer equate REM sleep and dreaming as casually as in the past. How these distinct but interactive brain-mind processes can be understood without doing injustice to either is the central theme of the present discussion.

Hobson et al., provide us with a masterful update of neural and psychological aspects of REM sleep and dreaming, and a new synthetic model of mind to boot. Even though they mention emotions repeatedly and at times foreshadow Revonsuo’s intriguing proposal emphasizing anxiety over other emotions as the prime “shaper” of dream plots, Hobson et al. fail to cultivate emotional concepts in any comprehensive way. Since their AIM model of mental space “strained to account for differences between various emotional subtastes,” it was good to have Revonsuo develop an emotional theme elegantly as an exemplar of where we need to go. The analyses of Nielsen and Vertes & Eastman also remained regretfully devoid of emotional concerns. Despite their rich tapestries of evidence and argumentation, a judicious consideration of brain emotional systems remains a most promising path to understand the role of REM in dreams as well as brain-mind evolution. Thus, I would encourage all participants to consider brain emotional issues further in their final comments, and also provide additional predictions (especially disconfirmatory ones) for their various viewpoints.

Nielsen attempts mightily to bind up the wound that Solms has opened up. The one- and two-generator models of dreaming can be reconciled in various ways, but how, without circularity, might the “covert REM” hypothesis deal with the fact that elimination of overt REM sleep does not necessarily eliminate dreaming? If we accept the traditional idea that REM is a uniquely powerful, though not an obligatory trigger for dreaming (and most studies of the intact brain-mind do affirm that conclusion), I do not see how we can escape some variant of a two generator point of view. Perhaps the truth is still rather close to what most have been led to believe – REM dreams are fundamentally emotional while NREM dreams are more strictly cognitive. In other words, the two major types of dreaming may emerge from measurably distinct albeit interactive neuronal spaces.

Despite the dissociations between REM mechanisms and dreaming in broken brains, many of us – including perhaps Hobson et al., Nielsen, and Revonsuo – will continue to believe that the relationships between the two (especially the most vivid emotional dreams) in normal physiology are as dynamically interwoven as those of conductor and orchestra (or horse and carriage for the more blatantly behavioristic). However, as implied by both Solms and Hobson et al., we should remain open to the possibility that several functionally distinct conductors can guide the dream orchestra – each with different tempos, neuropsychological consequences, and states within the brain-mind. In this view, the distinction between the emotional dreams of REM and the non-emotional ones of NREM, as well as their varied functions, may still prove to be physiologically and psychologically meaningful. However, Solms’s point would still hold – the cognitive contents of dreams are not choreographed in any detail by REM processes; rather, REM is simply the most emotionally minded conductor of one dream symphony.

The classic Freudian division between latent and manifest contents may also help us parse these issues in reasonable ways. For instance, while REM sleep arises substantially from lower brainstem processes, providing latent energies for many dream possibilities, the manifest contents require the participation of higher, heteromodal cortical processes. Solms’s neuropsychological work jibes remarkably well with modern brain imaging data on REM...
dreams as detailed comprehensively by Hobson et al. — the dorso-lateral prefrontal working-memory systems remain asleep in REM while basomedial appetitive-emotional systems and most other limbic areas become remarkably aroused. In contrast, those emotional brain areas remain fairly quiescent during NREM sleep. Whether REM characteristic brain patterns accompany NREM dreams remains unknown, but I hope SOLMS will clarify whether he would predict massive neurophysiological congruences between the two? If not, would he accept, in principle, the likelihood of at least two distinct types of dream life?

Although SOLMS and Vertes & Eastman seem to imply that we may have overvalued REM-dreams, I would not discard the possibility that REM dreams are of substantial functional importance in normal brain-mind homeostasis. The REM process appears quite privileged in breathing primary-process affective life into the cognitive flow of dreams within the intact brain. REMs may sequentially arouse various basic emotional tendencies during paradoxical sleep, providing latent neurodynamic support for reprocessing affective experiences encountered during waking within the manifest dreams percolating in higher brain areas. Indeed, it may be that only the less emotional dreams survive damage to REM circuits. Considering this, the emotional analysis of dreams of individuals whose REM mechanisms are impaired may be informative, and perhaps SOLMS can enlighten us on such issues.

Despite the striking dissociations highlighted by SOLMS, I suspect that the most emotion laden dreams remain so only because of the sustaining influences of REM arousal. Indeed, since the co-occurrence of REM and emotional dreams may be the only way we shall ever decode the biological, neuroadaptive nature of our most vivid dreams, we should continue to pursue the strategy that we shall ever decode the biological, neuroadaptive nature of our most vivid dreams, we should continue to pursue the strategy that a detailed study of REM related processes provides our best opportunity to understand the nature and functions of our most memorable (perhaps archetypal) dreams. Despite Vertes & Eastman’s well-reasoned skepticism about any global information-processing hypothesis, REM dreams may still have specific functions in the integration of affective information, perhaps along the lines outlined by Revonsuo.

Revonsuo shared his ideas concerning dreams at a Tucson III Plenary panel on the “Neural Correlates of Consciousness” (May 2, 1998). I inquired from the floor whether he or other panel members had an explanation for the perplexing neurological fact that REM arousal mechanisms, and hence presumably the rudiments of dreaming, are more ancient in brain evolution than the waking circuits of the Extended Reticulo Thalamic Activating System (ERTAS). All seemed perplexed by this prickly question. It has also received inadequate attention from the sleep-research community. My puzzlement was prompted by the recognition that the epicenter for REM sleep is slightly more caudal in brainstem tissues than the epicenter for waking, at least as affirmed by the classic pre-trigeminal preparation.

A resolution of this apparent paradox may yield a coherent understanding of REM mechanisms and the related affective dream contents. My personal solution was offered in passing several years ago (Panksepp 1993) and, as Revonsuo notes, also (Panksepp 1998a, pp. 134–35): The REM process may be the functional residue of a much older form of waking — a simple-minded form of emotional arousal that was “reined in” through the evolution of REM-atonia as higher “post-trigeminal” ERTAS systems prevailed over primordial pre-propositional forms of waking. This would help explain why REM still arouses basic emotional processes and infuses affect into cognitively manifested dream deliberations. Might it be that people with damage to cortical areas that abolish manifest dreams still experience affective states but no longer have memorial residues of those experiences as is the case in amnestic temporal lobe patients (Damasio 1999)?

From an evolutionary perspective, it should be obvious that basic waking mechanisms have a long history, and certain simple-minded solutions may have gradually been superseded by more sophisticated ones. Perhaps older forms could not be eliminated but, because of adaptive constraints, had to be integrated, often in perplexing ways, with subsequent layers of neural control. According to this view, REM arousal may reflect an ancient form of waking arousal that was devoted largely to activating genetically ingrained emotional subroutines, which guided behavioral actions in ancestral species long before the behavioral flexibility provided by higher cerebral evolution. Those ancient, value-coding processes may still provide background operations that help higher brain mechanisms sift and integrate fundamental survival concerns from the Niagara of cognitive information flowing in from newly evolved forebrain regions.

Although we cannot be privy to the cognitive contents of animal dreams, we do have some behavioral access to their emotional contents. Following destruction of their atonia mechanisms, cats exhibit at least four “archetypal” REM-dreams — predatory intent, fearful withdrawal, angry assertiveness, and licking/grooming (Sastre & Jouvet 1979). These categories reflect primal emotional concerns of all mammals, elaborated by subcortical systems which may have had a more important role in the emergence of consciousness than is commonly recognized (Damasio 1999; Panksepp 1998b; 2000). In unpublished work, I have repeatedly found these four primal themes to prevail in human dream reports.

If REM merely reflected some type of homogeneous, non-specific cerebral arousal as Vertes & Eastman suggest, these oneric behaviors would remain puzzling. However, these emotional expressions provide excellent clues for unraveling the nature of the neural “conductors” that may guide REM-dreams in all species. Perhaps a search for the psychological functions of REM sleep should be premised on an understanding of these “archetypal” psycho-behavioral themes. Would Nielsen and Vertes & Eastman consider including such affective themes in their analysis of REM functions?

Any comparable analysis of NREM dreams will remain more problematic until someone learns to extract the cognitive contents of sleeping animals, a project that is becoming conceivable with neurophysiological measures of brain representational activities: It has been surprising to many that spatial data processed during waking are better represented in hippocampal circuitries during slow-wave sleep than in REM sleep (Shen et al. 1998; Wilson & McNaughton 1994). However, perhaps this simply affirms that NREM dreams are more laden with past cognitive experiences. I trust future investigators will eventually find predominating neural footprints of past emotional experiences in REM sleep.

In accepting the connectedness of REM dreams and the ancient emotional force of fear, Revonsuo clarifies why threat perception and harm avoidance lie at the heart of so many of our dreams. However, one empirical difficulty for Revonsuo’s fear-constrained analysis may be the tendency of predatory mammals to exhibit more REM sleep than their prey. Surely the latter should exercise their defensive capacities more than the former. One could, of course, suggest that predators have a continual fear of starvation, but that would be taking the analysis in circular directions that have traditionally yielded more confusion than clarity in our attempt to scientifically understand the nature of psychological processes.

In any event, fear has been a most compelling way to bring basic emotional issues to the attention of the scientific community. It will be especially interesting to know whether humans have fear dreams more in anticipation of harm than its aftermath. Perhaps a study of well-motivated students or sick people before difficult mental and bodily examinations, as well as dream analyses of winning and losing teams around closely contested championships, could shed light on such issues.

Of course, the other basic emotional systems also deserve study in such an “experience expectant” dream framework. Since Freud focused on wish fulfillment as one common theme of dreams, let me briefly follow the lead of SOLMS on the possibility that dopamine arousal helps to mediate such urges in all animals (Ikenoto & Panksepp 1999). There are remarkable similarities between the emotional energies of REM and dopaminergic lateral hypothalamic urges reflected in self-stimulation behaviors (Panksepp
it is also established that dopamine neurons do not shut down during REM as do norepinephrine and serotonin ones (Steinfield et al. 1983; Trulson & Preussler 1984). Unfortunately, as HOBSON ET AL. emphasize, we don’t really know whether dopamine is vigorously released during activated sleep. Indeed, with all the many other neurochemical participants in REM sleep, dopamine may only be one conductor of the dream symphony.

In any event, if dopamine is a major player in certain dreams, we might anticipate dopamine neurons to begin exhibiting “bursting” activity during REM sleep. Such changes, have not yet been empirically evaluated to my knowledge, although the DA super-sensitivity following REM deprivation, as noted by HOBSON ET AL., support that view. From simple ethnological observations we do know that rats exhibit lots of sniffing – an excellent indicator of dopamine arousal and appetitive engagement – during REM. In REVONSO’S perspective, we might also note that avoidance of danger may operate through dopaminergic “wish-fulfillment” type processes since “approach to safety” rather than mere “escape from danger” may be the self-centered dynamic around which many avoidance behaviors are constructed in the brain (Ikemoto & Panksepp 1999). With such ideas, the views of SOLMS and REVONSO could be integrated nicely.

In any event, REVONSO has provided an impressive evolutionary scenario that can help us make sense of the chaotic evidence for the information-integration views of REM sleep that VERTES & EASTMAN criticized. If one restricted such information-integration inspired analyses of REM functions to difficult emotional realms, rather than including all cognitive problems animals need to solve, the existing evidence for REM-promoted memory consolidation may be less chaotic than VERTES & EASTMAN portrayed.

For example, the largest and most consistent effects of post-training REM deprivation ever described in animal studies are those that have employed devilishly complex tasks such as the two-way shuttle avoidance (Smith 1985). No animal has been prepared by evolution to continually run between fluctuating danger and safe zones, and it takes a great deal of training for animals to master such emotionally horrendous tasks (Greenberg & Pearlman 1974). The severe deficiency of REM-deprived animals (using the stressful island method) in the acquisition of shuttle avoidance supports REVONSO’S hypothesis that complex harm avoidance strategies may be strengthened by REM sleep. As Smith (1985) has highlighted, such effects can be obtained with short periods of REM deprivation and many studies have employed rather good controls to help rule out generalized stress effects – one of the most, compelling being that of Leconte et al. (1974). The failure of van Hulzen and Coenen (1982) to obtain such effects with their kinder form of REM deprivation (rocking), may have been owing to their use of a pre-learning deprivation paradigm on learning of rather mild shock avoidance, which may have aroused less fear than is present in many other studies. Clearly, more work is needed on the issue before we have definitive conclusions. Still, VERTES & EASTMAN’S assertion that REM-deprivation technique typically produces a great deal of stress having distinct behavioral effects is certainly correct (e.g., Kovalzon & Tsiulsky 1984).

With regard to the information-processing dilemma that VERTES & EASTMAN highlight, from the REM deprivation standpoint, REM deprivation should selectively impair emotionally loaded tasks that truly challenge animals’ coping resources toward the breaking point. REM dreams may operate effectively on the statistical contingencies present in such difficult situations, providing opportunities for new emotion-relevant “insights,” or at least coping adjustments, to emerge from REM inspired information juggling in higher regions of the brain. However, rather than REM merely consolidating information in a cognitive realm (which may be much more of a NREM function as highlighted by Buzsaki [1998] as well as the aforementioned work from the McNaughton group), REM may help create novel psycho-behavioral connections within the subconscious emotional habit-structures of animals. As REVONSO and others have emphasized, dreams may allow organisms to deal better with emotionally charged situations in novel ways. Despite VERTES & EASTMAN’S compelling challenge, this alternative view has yet to attract adequate empirical investigations.

To digress, the fact that antidepressants which eliminate REM have few cognitive effects may not be pertinent to the present argument: First, these agents allow animals to cope better with emotionally stressful situations independently of their REM suppressing effects. Second, since there is good reason to believe that REM sleep normally sustains the synaptic efficacy of transmitters such as serotonin and norepinephrine, the utilization of antidepressive agents may ameliorate some of the neurochemical deficits normally produced by REM deprivation (Panksepp 1998a, p. 140). Regrettably, the emotional tendencies of patients with brainstem damage disrupting REM sleep remain to be adequately evaluated, but the present view would predict problems in long-term emotion/cognition integrations. Also, VERTES & EASTMAN fail to note that the absence of apparent waking-up deficits in such individuals might be a negation of their suggestion that REM helps sleeping brains to recover from the psychological torpor of deep somnolent states. Likewise, I anticipate the anti-depressant and many other psychological effects of REM-deprivation might be difficult to explain with the minimalist view espoused by VERTES & EASTMAN.

If most REM-dreams reflect forward directed, experience-expectant emotional processes, then they may not be the epiphenomenal or psychologically irrelevant flosom (as REVONSO puts it “random noise generated by the sleeping brain as it fulfills various neurophysiological functions”) that many investigators are coming to believe. If REM-dreams are truly laden with self-referential configurations and permutations of emotional problems to be solved, while NREM dreams are laden with less affective contents, then we still have a relatively straightforward conceptual solution to several dilemmas highlighted by this excellent series of papers: A careful consideration of our fundamental emotional nature, which like REM itself emerged in brain evolution long before sophisticated cognitive abilities, may be essential to make sense of the most activated phases of mammalian sleep and the dreams they energize. Slow wave sleep, and its duller dreams, may be more important for dealing with the less passionate cognitive deliberations and adjustments of the brain and body.

Neurotransmitter mechanisms of dreaming: Implication of modular systems based on dream intensity

E. K. Perry and M. A. Piggott
Medical Research Council Neurochemical Pathology Unit, Newcastle General Hospital, Newcastle upon Tyne NE4 6BE, United Kingdom. e.k.perry@ncl.ac.uk

Abstract: Based on increasing dream intensity and alterations in neurophysiological activity from waking through NREM to REM sleep, dreaming appears to correlate with sustained midbrain dopaminergic and basal forebrain cholinergic, in conjunction with decreasing brainstem 5-HT and noradrenergic neuronal activities. This, model, with features in common with the modulatory transmitter models of Hobson et al. and Solms, is consistent with some clinical observations on drug induced alterations in dreaming and transmitter correlates of delusions.

[HOBSON ET AL.; SOLMS]

The growing realization that dreaming occurs, to a greater or lesser extent throughout sleep, and essentially independent of REM, requires – as SOLMS suggests – a paradigm shift regarding neurobiological mechanisms. Linking dreaming to the function of individual transmitter systems is no doubt simplistic, given the multiplicity of transmitters that – as in waking consciousness or cognition – are likely to be involved. Nevertheless a hypothetical framework of selective neuromodulation provides the focus for investigations ranging from disease to drug effects. The original
Evidence that brainstem cholinergic neuronal activation underpins REM sleep has for example been linked to REM sleep abnormalities in Lewy body disease in which pedunculopontine neuropathology occurs and REM behavioural disorders may be presymptomatic (Boeve et al. 1999). Objective measures of REM sleep, not yet established for dreaming, have no doubt provided much of the attraction of the original hypothesis that REM sleep and dreaming are equivalent in terms of brain mechanisms.

Because dreaming occurs throughout the sleep cycle, hypotheses regarding neurobiological mechanisms need to be based on patterns of transmitter activity that, rather than distinguish REM from NREM sleep, distinguish sleep from wakefulness. Moreover, if as evidence suggests, dreaming intensity is greater in REM than NREM sleep, transmitter correlates of dreaming should vary accordingly.

Based on activation or deactivation during REM and NREM (reviewed, Gottesman 1999, Hobson et al., Solms) the following neuromodulatory systems have been implicated in dreaming: brainstem and basal forebrain cholinergic, brainstem 5-HT and noradrenaline, and midbrain dopaminergic. As dreaming normally ranges from none to moderate to more intense in parallel with changes for wakefulness to NREM to REM sleep, candidate transmitter correlates would be those demonstrating a similar gradation in activation or deactivation. Activity of dopaminergic neurons in the ventral tegmental area, implicated by Solms, is no doubt essential but not alone sufficient to account for dreaming, because these neurons are active throughout the entire sleep-wake cycle (Miller et al. 1983). Similarly basal forebrain cholinergic neurons are, to judge by cortical release of acetylcholine, active to a greater or lesser extent throughout (Marrosu et al. 1995). Brainstem cholinergic neuronal activation, originally highlighted by Hobson, cannot, as Solms concludes be essential since this does not generally occur during NREM. The only modulatory systems so far identified with the required variation in firing patterns are apparently the 5-UT and NE brainstem neurons which both demonstrate a gradation between wakefulness, NREM, and REM from active through less active to inactive (Hobson et al. 1975; McGinty & Harper 1976). Histaminergic neurons in the hypothalamus are incidentally equally silent during both NREM and REM sleep (Vanni-Mercier et al. 1984). As Gottesman (1999) has concluded, disinhibition in target projection areas including cerebral cortex, associated with declining 5-UT and noradrenergic activities, may underpin the generation of dreaming and explain the delusional, altered affective and other characteristics associated with information processing that is repressed during waking. It is thus suggested that dreaming is essentially associated with decreased 5-HT and noradrenergic activity in conjunction with the maintenance of VTA dopaminergic and basal forebrain cholinergic activities—a model that includes aspects of both models of transmitter modulation proposed by Hobson et al. and Solms.

Continued activation during NREM and REM of midbrain dopaminergic and basal forebrain cholinergic neurons may provide the basis of, respectively, motivation or drive (albeit non-volitional), and selective attention or conscious awareness (variable reduced) during dreaming. Variations in cholinergic function between REM and non-REM, which include brainstem neuronal activation in REM, and increased forebrain activation during REM compared to NREM, may contribute to the increased frequency and/or intensity of dreaming reported during REM. Since pontine cholinergic neurons activate VTA dopaminergic neurons (Gronier & Rasmussen 1998), enhanced dopaminergic function may also contribute to dream intensification during REM. However variations in reported intensity could reflect reduced levels of conscious awareness during NREM compared to REM. Reduced release of acetylcholine, which has been specifically implicated in conscious awareness (Perry et al. 1999), occurring during NREM compared to REM and alert wakefulness could contribute to decreased registration of dreams during NREM.

The proposed association between dreaming, on the one hand, and a distinct activation/deactivation pattern in specific modulatory transmitter pathways may not have the merit of simplicity, but is consistent with some aspects of dream physiology, pharmacology, and pathology. It is for example not easy to identify a single system which alone can account for the broad range of brain areas activated during dreaming, to judge from the lesion and in vivo neuroimaging data reviewed by Hobson et al. and Solms. Innervation by dopaminergic axons, suggested by Solms, may correlate less well than innervation by dopaminergic and acetylcholine together and/or by 5-HT and noradrenaline. Reports regarding the dopaminergic innervation of primate cortex are variable, depending on the transmitter indices and, based on tyrosine hydroxylase, indicate that the motor cortex is particularly densely innervated (Berger et al. 1991; Parnavelas 1990). and yet this area is not reported to be activated during dreaming. Activated cortical areas, including the amygdala, limbic cortex, and also hypothalamus receive dense cholinergic in addition to dopaminergic innervations. Areas where activity is decreased during dreaming, such as primary visual cortex, contain the highest density of 5-HT innervation and 5HT2 receptors (Parnavelas 1990; Pazos et al. 1987).

Other aspects of dreaming which can be examined in the context of the multitransmitter hypothesis proposed in this commentary in response to the models of Hobson et al. and Solms. are alterations in dreaming induced by drugs or related to disease. Alterations in dreaming are potentially relevant to clinical practice. Thus for example in Parkinson's disease, dreaming abnormalities (vivid dreams, nightmares, night terrors) have been reported to precede the occurrence of hallucinations, delusions and delirium induced by levo-dopa (Factor et al. 1995; Pal et al. 1999), and REM abnormalities have been linked to drug induced hallucinations in Parkinson's disease (Cornella et al. 1995). In relation to increased dreaming intensity associated with anti-Parkinsonian medication, it is interesting that pramipexole (a dopamine agonist with preference for the D3 and no affinity for the D1 receptor) is more likely to induce this as a side effect than l-dopa (Pal et al. 1999), and the distribution of the D3 receptor may provide information on the role of dopamine in dreaming. In Alzheimer's disease, treatment with cholinesterase inhibitors can induce dreaming abnormalities including nightmares (Ross & Shua-Haïm 1998) that may restrict the use of this type of drug; similar increased dreaming has been reported in accidental cases of organophosphate toxicity (Warburton 1979).

There have been few reports so far on abnormalities in dreaming, independent of drug treatment, associated with diseases of the brain which involve degeneration of specific neuronal nuclei. Alzheimer and Lewy body types of diseases affect, to varying degrees all of the modulatory systems discussed above and alterations in dreaming are likely to provide new insights in disease mechanisms and prognosis. There is one report of increased dream intensity in patients with Parkinson's disease which was not correlated to medication (Van Hulten et al. 1993) and more recently one of patient with cessation of dream recall independent of medication (Sandky 1997). It might be predicted that basal forebrain cholinergic and/or VTA dopaminergic pathology may be associated with decreased dreaming, locus coeruleus, and/or dorsal raphe pathology with increased dreaming, and various degrees of combined pathology with intermediate effects. More attention has been focused on the parallel between dreaming and delusions associated with various cerebral disorders especially schizophrenia. Dopamine receptor antagonists reduce delusional symptomatology in a variety of disorders. Delusions or psychosis in Alzheimer's disease have been related to reductions in 5-HT and 5-HIAA in the subiculum (Zubenko et al. 1991). In dementia with Lewy bodies delusions have been linked to elevated muscarinic M1 receptor binding in temporal cortex (Ballard et al., submitted). Delusions can be induced by organophosphate cholinesterase inhibitors in normal individuals (Warburton 1979), although in Alzheimer's disease delusions are reduced by such drugs as metrifonate. Pathology in the locus coeruleus and raphe nuclei may in this instance contribute to a differential drug response in the disease condition. If delusions during waking are closely re-
lated to a dream-like state, then these observations implicating dopamine, 5-HT, and acetylcholine are generally consistent with the transmitter model of dreaming suggested in this commentary.

In conclusion, original contributions to understanding neurobiological mechanisms of dreaming, such as those of Revonsuo et al. and Solms, will no doubt continue to generate not only new models but also new directions for research in neuropsychiatric disease.

Metaphoric threat is more real than real threat

Jordan B. Peterson and Colin G. DeYoung
Department of Psychology, University of Toronto, Toronto, Ontario, Canada
MSS 3G3. peterson@psych.utoronto.ca
www.psych.utoronto.ca/~peterson/welcome.htm

Abstract: Dreams represent threat, but appear to do so metaphorically more often than realistically. The metaphorical representation of threat allows it to be conceptualized in a manner that is constant across situations (as what is common to all threats begins to be understood and portrayed). This also means that response to threat can come to be represented in some way that works across situations. Conscious access to dream imagery, and subsequent social communication of that imagery, can facilitate this generalized adaptive process, by allowing the communicative dreamer access to the problem solving resources of the community.

Revonsuo believes that dreaming enhanced adaptive fitness in the ancestral environment and that dreams provide “perceptually believes that dreaming enhanced adaptive fitness in Revonsuo’s generalization. Once this is understood, the relationship between the dream, consciousness, and the adaptive activity of cultural construction can be explicitly comprehended. Consider an actual dream, as exemplar – the production of a highly verbal five year old boy, about to leave his family and join the novel world of kindergarten. He was happy during the day, although deeply immersed in a pretend world: He spent much of his time dressed as a knight, with a plastic helmet and sword. He was not sleeping well, however, and frequently screamed for his mother late in the evening. One morning he described a nightmare. Armless, greasy, dwarf-like beaked creatures had been jumping on and biting him. Each creature had a cross shaved on the top of its hairy head. In the background loomed a fire-breathing dragon. The dragon exhaled smoke and fire, which promptly transformed itself into more biting beaked dwarves. Everyone who heard his dream report was fascinated and shocked.

It was clear that this boy had never really encountered biting dwarves or dragons. What possible purpose could such representation therefore serve? Well, after the boy had recited his tale, he was asked a question: What could you do about this dragon? This seems something simple, but it is not. It is instead the sort of utterance that allows a lawyer to “lead” a witness. It is a question full of “triggers” (Bruner 1986) or implicit information. The question says as much as it asks. It says, “something can be done about dragons”, for example, and “small boys like you can do that something.”

This leading question therefore puts forth in exceedingly compressed form the plot and character elements necessary to successfully complete the narrative of the dream – that is, to solve the problem it poses.

The boy said, excitedly: “I would take my dad, and go after the dragon. I would jump on its head and poke its eyes out with my sword. I would go down its throat to the fire. I would cut out the box the fire came from, and make a shield from it.” This is a complete and spontaneous recreation of a traditional hero myth – and hero myths detail successful encounters with the unknown (Peterson 1999). It is not necessary, however, to posit the derivation of this tale from the “collective unconscious” (Jung 1959). This boy had seen many movies, heard many stories, and had observed patterns of successful (and unsuccessful) real-world behavior. So the pattern for the “hero” was something thoroughly embedded in his social world. But he had never conceptualized himself as heroic. One leading question, however, provided sufficient motivation for that. His dream represented him as threatened by “archetypal” dangers – not so much by particular threats (in the form of the dwarves), but by threat itself (in the form of the dragon). When he reconceptualized himself, therefore – as a consequence of social prompting – he came to understand that he was more than someone who could face particular threats: He was someone who could overcome the class of threatening things itself. This is a far more useful conceptualization because of its cross-situational generalizability (and one that did in fact eliminate his nightmares). The fact that it was social prompting that led to such reconceptualization also sheds light on an additional mystery: Why communicate dream content? There is a simple answer to this question: Two heads – or two thousand – are better than one. Traumatized individuals experience intrusive thoughts about the threatening occurrence (Tait & Silver 1989) and need to talk about their experience (Erdland et al. 1989; Rimé 1995). Those denied opportunities to engage in social-mediation of such experiences tend to suffer more, in the aftermath (reviewed in Petrie et al. 1998). Why? What good does talking do? Well, ability to report on internal states in a communicable manner also means capacity to draw on the problem-solving resources of the community to deal with threat. This capacity to communicate dreams could have been selected for after the rise of language. So – threatening dreams become memorable and compel communication (become nightmares) precisely when they represent a threat so profound that it exceeds the current adaptive capacities of the dreamer. Such dreams are then reported, in a dramatic and intrinsically fascinating fashion. Then the community helps solve the problems they pose.
The global significance of this process should not be underestimated. Dreams are part of the lengthy, historically-élaborated process by which threats, as a class, come to be metaphorically represented – as something reptilian, for example, unpredictable, chaotic, devouring (Eliade 1978) – and then, as a class, come to be mastered (Peterson 1999). The construction of protective culture itself can reasonably be regarded as a consequence of this motivated process – not so much to escape from the specific dangers of the Pleistocene environment, but to alleviate the total consequences of human vulnerability, across all conceivable contexts.

SOLMS’s observations on the potential dopaminergic mediation of dreams are interesting in this regard and help tie the threat representation capacity of the dream to its evident facility for bizarre conceptual portrayal. We know, for example, that dopaminergic activation is associated with exploration (Gray 1982) and with increased categorical flexibility (Ashby et al. 1999; Laibow 1989). These two phenomena are logically related: Categorical flexibility should increase during exploration, so that current schemes of apprehension may be modified as a consequence of learning. Adaptation to threat means either recontextualization of self and the acquisition of new and relevant skills, or reconceptualization and recategorization of the feared object (FoA & Kozak 1986; Williams et al. 1989; 1997).

Finally, we have the fact that general mood states in dreams tend to be positive (REVONSO) – something in keeping with the first two phenomena, as dopaminergic activation is associated with positive emotion (Gray 1982; Ashby et al., 1999). This all implies that dreams may be positive, exploratory, creative play, when they are not dealing specifically with an anomaly intense enough to be traumatizing. So it seems reasonable to posit that dreams may be considered more broadly part of the process of adjustment to novelty, and that their facility for dealing with threat might be considered as something subsidiary to that broader function.

Abstract: The AIM model represents an original and comprehensive example of how changes in conscious states can be reconciled with specific neurophysiological factors. However, further elucidation of the biological parameters necessary to define a specific space-state relationship should be considered.

One machinery, multiple cognitive states: The value of the AIM model

C. M. Portas
Wellcome Department of Cognitive Neurology, Institute of Neurology, University College London, London, WC1N 3BG, United Kingdom. cportas@filion.ucl.ac.uk www.filion.ac.uk/groups/frith/chiara.html

HOBSON ET AL. and SOLMS review an impressive amount of phenomenological and physiological data in relation to waking, NREM, and REM sleep. The major objective of these authors is to find an integrative model of conscious experience in which distinct cognitive states may be quantified and tracked down to specific neurobiological events. The importance of the activation information processing modulation (AIM) model formulated by this group is owing not to this integrative approach only but especially to the understanding of consciousness as a multidimensional and dynamic process. Hence, normal and abnormal cognitive states find their own definition on the basis of the neurobiological parameters taken in account (only three in the AIM model but arguably many more). Thus the AIM-type unitary approach may be applied when studying cognitive states very different in appearance (e.g., hallucination, anesthesia, coma, etc.). In this regard the value of the AIM model goes far beyond the confines of sleep physiology.

Despite my overall appreciation of the AIM model, there are in my view several points of oversimplification that should be further discussed.

Activation. In the activation domain, it appears that the sleep-wake related brain activity shown by functional imaging studies has been overstressed and only one of the many possible interpretations of the data is offered to the reader. This commentary does not provide the space to address detailed criticisms of the functional imaging studies, however, some elements of misinterpretation should be considered. I will limit my comments to a couple of examples.

1. It has been suggested that the higher activation of the brainstem during REM sleep is dependent on intense neuronal activity of the REM sleep generator system. This is a likely possibility and one that I happen to favor, as do the authors, our shared opinion being that the brainstem generates REM sleep’s phasic and tonic phenomena. However, I am interested in why brainstem activity should be higher in REM sleep than in wakefulness. It is known that the neuronal populations responsible for arousal are located in the brainstem. For instance, the locus coeruleus noradrenergic neurons, the raphe dorsalis serotonergic neurons, the reticular activating system neurons, and so on, all lie in the proximity of the REM sleep generator system (McCormick & Bal 1997). Also it is known that in the lateral dorsal tegmentum (LDT) and ponto pedunculum tegmentum (PPT), the number of neurons selectively active during REM sleep are outweighed by the number of neurons active during both REM sleep and waking or waking alone (Kayama et al. 1992). From this observation I would expect to see similar patterns of brainstem activation in both wakefulness and REM sleep. This point remains unresolved.

2. Another example is given by the higher activation of the anterior cingulate cortex during REM sleep compared to NREM sleep or waking. This effect has been discussed by the authors in the following way: “As in waking, anterior cingulate activation contributes additional emotional features to dreaming such as valence biases, the assessment of motivational salience, and the integration of dream emotion with fictive actions” (from Subcortical and Cortical limbic and perlimbic structures in the Activation Synthesis, sect. 3.4.4, HOBSON ET AL.). This interpretation is one possibility amongst several others. However, I question how we can reconcile this view with the large amount of data showing that the anterior cingulate cortex is a crucial part of the executive attentional and executive system and activates in tasks requiring performance monitoring and error detection (e.g., Awh & Gehring 1999; Carter et al. 1998). Such complex cognitive features do not easily fit with the authors’ proposition that the dreaming brain lacks of self-awareness, judgment capability, volitional control, and so on. Finally, the higher activation of the anterior cingulate cortex contrasts with the lesion studies reviewed by SOLMS which show a correlation between anterior cingulate lesions and increased frequency and vivacity of dreaming (Solms 1997a). In conclusion, I suggest that neither the functional imaging nor the lesion studies results should be overemphasized at this stage. These results are not conclusive. In addition, several discrepancies (more than are usually considered) are present among different functional imaging studies (see Table 2 of HOBSON ET AL. article).

Information processing. The information processing domain of the AIM model implies a blockade of information flow during NREM and REM sleep in particular. Despite the fact that thresholds for awakening is higher in NREM and REM sleep, there is evidence that sensory processing is not blocked. The activation level during sleep (Mariotti & Formenti 1999; Pare & Llinas 1995) and a recent study has shown differential processing of relevant and irrelevant auditory stimuli during sleep (Portas et al. 1999). In addition, paradoxical phenomena like sleepwalking imply a certain degree of sensory processing (being sensory processing necessary for ambulation). Thus, the possibility of residual sensory processing and therefore cognitive functionality during sleep should be acknowledged and the concept of sensory blockade should be drastically reinterpreted in the AIM model.

Modulation. Another point worth discussing is the necessity of experiments that may address more directly the modulator mechanisms of the AIM model. The long, tedious (and necessary!) list of single cell recording, microdialysis, receptor binding, and so on, experiments used by the authors to support the validity of the Rec...
Neural constraints on cognition in sleep

Helene Sophrin Porte
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Abstract: Certain features of Stage NREM sleep – for example, rhythmic voltage oscillation in thalamic neurons – are physiologically inhospitable to “REM sleep processes.” In Stage 2, the sleep spindle and its refractory period must limit the incursion of “covert REM,” and thus the extent of REM-like cognition. If these hyperpolarization-dependent events also inform Stage NREM cognition, does a “1-gen” model suffice to account for REM-NREM differences?

1. In which NREM episodes does “covert REM” not reside?

Omitting the K complex, Stage 2 sleep (on which I shall focus) is between Stage REM reports and Stage NREM reports? Clearly, the structure of the Stage 2 NREM reports for which REM sleep cannot be scored with standard criteria.” Of the questions this definition raises, I shall address three: In which NREM episodes does “covert REM” not reside? Which “profiles of NREM Sleep physiology” do admit “REM sleep processes” and may thus generate “intermittent REM-like mentation”? Does that intermittence account robustly, as Nielsen claims, for differences between Stage REM reports and Stage NREM reports?

2. Which “profiles of NREM sleep physiology” do admit Stage REM processes? The interspindle interval in Stage 2 NREM does not always exclude covert REM. For one thing, standard sleep stage scoring rules, acknowledging both the necessity of spindling and its intermittence, allow an interspindle interval of up to 3 minutes in Stage 2. For another, the duration and constitution of the interspindle interval will change across the sleep period.

As Nielsen rightly suggests, sleep’s circadian architecture must influence the variability (and viability) of covert REM sleep. Indeed, in accord with the principle of “delta homeostasis,” neural network state can be instantaneously quantified as the sum of (1) globally diminishing “delta power” (Feinberg & March 1995) and (2) periodically alternating hyperpolarization and depolarization in the thalamic network (the NREM-REM cycle; cf. Kahn et al. 1997). Therefore in the “missed REM period” – or in the first REM period, where Stage REM is visible but often mixes with spindling – network hyperpolarization may dominate emergent Stage REM at the surface electrode, but cannot obliterate it altogether in the thalamic neural network.

Thus question No. 2 may be answered as follows: “Covert REM” may reside in the interspindle interval in Stage 2 NREM, but only inside the 3 minute limit for scoring Stage 2, and only outside the spindle wave refractory period. On one hand, “REM sleep processes” may become increasingly salient in the interspindle interval as (cortically instigated) network hyperpolarization diminishes across the sleep cycle. On the other hand, the effect of diminishing delta power on the duration of the Ih-mediated spindle refractory period remains to be elucidated. Could waning delta power in fact aggravize the refractory period?

3. Does the “intermittence” of REM-like mentation account robustly, as Nielsen claims, for differences between Stage REM reports and Stage NREM reports? Clearly, the structure of the Stage 2 NREM episode can accommodate “intermittent REM-like mentation.” Nonetheless, a “1-gen” model does not account for all of the differences between Stage REM reports and Stage 2 NREM reports. In my view the sleep spindle alone can support a robust “2-gen” model. It is well known that spindling opposes thalamic neurons’ ability to respond articulately to stimuli in their receptive fields. In this and other ways, spindling is like its bigger, GABAergic receptor-mediated cousin, the “spike and wave” network discharge that characterizes absence epilepsy. The symptoms of absence seizure run a gamut from “mental confusion” to “complete blackout” joined to a blank, staring facial expression (Penfield & Erikson 1941). Might “spindling mentation” display similar symptoms? Support exists for this comparison. For example, a set of Stage 2 mentation reports previously rejected as uninformative (Antrobus 1991) in fact contains many absence-like reports: “I blanked out,” or – consonant with subjects’ typical inability to recall absence – “I can’t remember.” In the same sample, significantly fewer Stage REM reports (in fact, virtually none) qualify as absence-like (Porte 2000).

If the sleep spindle does not produce dreamlike mentation, and if the spindle wave refractory period does not accept “REM sleep processes” but does (theoretically) produce mentation, a “second generator” of cognition in sleep – possibly, even a third – cannot be rejected out of hand.

In conclusion, I would like to ask whether any NREM episode displays the phasic, structured, endogenous network excitation that we measure at the surface electrode as (for example) eye movement, or by virtue of the system’s adaptive response to strong phasic somatic motor excitation – as muscle atonia. Certainly NREM Stage 1, as Nielsen would agree, is a candidate. But doesn’t Stage 1 (minus the embryonic spindling that heralds Stage 2) occupy a physiologic and cognitive continuum with Stage REM? Take eye movement, for example. Might higher levels of serotonin, norepinephrine, and histamine – and thus greater reduction of “leak” potassium currents (McCormick & Bal 1997) – contribute to slower eye movement velocities in Stage 1 than in stage REM?
Likewise, do Stage 1 levels of those neuromodulators permit some somatic motor excitation, but not enough to warrant adaptive paralysis? In this light, I suggest that “REM-like” processes are not covert at all in Stage 1 NREM. Rather—owing to an old accident of stage classification, they are called by the wrong name.

By raising issues such as these, NIELSEN's target article does much to move us beyond an old debate, clearing the ground for questions of greater current importance: What is the relevance of cognition in sleep to the structure of cognition in waking? What are the adaptive uses of spontaneous neural activity in sleep?

**The contents of consciousness during sleep: Some theoretical problems**

Anti Revonsuo
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**Abstract:** The approach of Hobson et al. is limited to the description of global states of consciousness, although more detailed analyses of the specific contents of consciousness would also be required. Furthermore, their account of the mind-brain relationship remains obscure. Nielsen's discussion suffers from conceptual and definitional unclarity. Mentation during sleep could be clarified by reconceptualizing it as an issue about the contents of consciousness. Vertes & Eastman do not consider the types of memory (emotional) and learning (implicit) that are relevant during REM sleep, and therefore dismiss on inadequate grounds the possibility of consciousness during Stage 1 levels of those neuromodulators permitting some somatic motor excitation, but not enough to warrant adaptive paralysis. Rather—owing to an old accident of stage classification, they are called by the wrong name.

At the empirical level, HOBSON ET AL.'s model concentrates on global states instead of specific contents of consciousness. There are compelling methodological reasons for this: it is much easier to measure and model the physiological and phenomenological changes at a coarse-grained level, where only global states need to be distinguished from each other, than at a fine-grained level, where specific contents of consciousness and their neural correlates should be defined. The psychological and neuropsychological methods currently available may be inadequate for the latter task. However, studies at a fine-grained phenomenological level would seem to be the most revealing ones when we try to understand the mechanisms of consciousness. Consider the detailed analysis of dream bizarreness (to which Hobson's group has made important contributions, e.g., Rittenhouse et al. 1994). The bizarreness of dreams is of particular interest for the study of consciousness, because the concept of “bizarreness” in dream research is closely related to the concept of “binding” in cognitive neuroscience and consciousness research (Revonsuo 1999b). Indeed, what dream researchers have conceptualized as different forms of bizarreness can in many cases be reconceptualized as referring to different forms of binding, or, to be precise, to different types of deviations or aberrations in the binding of dream images coherently together (Kahn et al. 1997; Revonsuo 1995; Revonsuo & Salminen 1995). For example, one specific form of bizarreness, the incongruity of dream images, can be characterized in the following way: incongruent dream elements are ones that either have features that do not belong to corresponding elements in waking reality or that appear in contexts in which the corresponding elements would not appear in waking reality. Thus, seeing a blue banana, finding a banana growing in an apple-tree, or the President having a cup of coffee in my kitchen, are cases of erroneous contextual binding: even though the individual elements of such dream images are internally coherent, the images do not fit together in the light of our semantic knowledge of the world. Another variety of dream bizarreness is the discontinuity of dream elements: for example, a banana may suddenly appear, disappear, or be transformed into an apple in a manner not possible in the waking world.

Discontinuity seems to be a case of defective binding across time: Successive dream images do not always retain or update individual phenomenal representations in a consistent manner, which results in sudden and inexplicable appearance, disappearance, or transformation of objects, persons, and places in dreams. Explaining the different types of bizarreness in dream images thus turns out to be the task of explaining how the mechanisms of binding and the unity of consciousness operate during sleep.

Hence, in addition to a general model about the global states of waking and dreaming, we need detailed phenomenological descriptions of the specific contents of dreams and neurocognitive theories to explain how the different kinds of dream images are generated in the brain. This implies further methodological improvement both in dream content analysis and brain imaging. Even more important, there should be fruitful conceptual integration between dream research and cognitive neuroscience. Phenomena described in traditional dream research by a set of more or less folk-psychological concepts (e.g., “bizarreness,” “anxiety dream”) should be reconceptualized in such a manner that their detailed description can be given in a cognitive neuroscience framework (e.g., “deviations of visual binding caused by the spreading of activation in a neural network,” “threat simulation response”). This kind of cross-disciplinary conceptual integration will be necessary to reach HOBSON ET AL.'s ultimate goal, the reunification of the psychological and neuroscientific approaches in the study of consciousness.
NIELSEN attempts to answer the questions: What generates “mentation” during sleep? What are the causal mechanisms involved? He divides “sleep mentation” into two categories, “dreaming” and “cognitive activity.” It seems to me that these basic concepts could be defined much more clearly and precisely, by emphasizing the fact that we are actually talking about varieties of subjective conscious experience during sleep. “Sleep mentation” includes all kinds of subjective (conscious) experiences during sleep. The crucial division is between contents of consciousness that fulfill the criteria of dreaming and those that do not. Reconceptualizing the issues with concepts that directly refer to the content of consciousness would give us the following, much clearer distinctions: (1) Complex, temporally progressing contents of consciousness during sleep (dreaming); (2) Other contents of consciousness during sleep (non dreaming: NIELSEN’s “cognitive activity”); (3) Nonconscious information processing during sleep (NIELSEN’s “cognitive processes”).

Because NIELSEN does not make such clarifications, various conceptual and definitional difficulties abound in the target article. According to him, dreaming is likely to be defined as imagery that consists of hallucinations, emotions, story-like or dramatic progressions, and bizarreness. NIELSEN’s definition of “dreaming” thus comes dangerously close to the definitions typically given by the proponents of 2-gen models and criticized by the proponents of 1-gen models.

Although some dreams are emotional, dramatic and bizarre, most are not, and it would be a mistake to uncritically include these features in the definition of a dream. In order for us to ever resolve the empirical issues about the neural correlates of dreaming, it would be crucially important to first find a theoretically more neutral definition for “dreaming,” for example, “dream = subjective conscious experience during sleep that involves complex organized mental images which show temporal progression or change” (Farthing 1992). Another conceptual confusion can be found in Figure 1 where NIELSEN says that “cognitive activity” is included in the class of “cognitive processes,” which seems odd since the latter category consists of nonconscious or preconscious processes and the former of the subjective contents of consciousness. How could the contents of consciousness be a part of nonconscious/preconscious processes? It would seem more logical to treat the categories “dreaming,” “cognitive activity,” and “cognitive processes” as forming different levels of description. Phenomena at the lower nonconscious levels are probably necessary for the processes at higher levels of description, but the higher-level phenomena (e.g., dreaming) cannot be coherently depicted as “a part” of the nonconscious levels.

After the reconceptualization suggested above, the central question of the target paper could be formulated much more clearly: “Is there a qualitative difference between contents of consciousness during REM sleep and NREM sleep, and must this difference be explained by referring to two distinct causal mechanisms or just one?” It is difficult to see how any evidence that does not directly reflect the contents of consciousness could resolve this issue one way or the other. In spite of this fact, only three of the nine lines of evidence that NIELSEN considers are like the former. However, it does not suffice to show that REM and NREM differ with respect to physiology or nonconscious information processing. Such differences are not at the correct level of description and reveal little if anything about possible qualitative differences in the contents of consciousness.

NIELSEN introduces the concept of “covert REM sleep”: an episode of NREM sleep for which some REM sleep processes are present, but for which REM sleep cannot be scored with standard criteria. These REM sleep processes are responsible for bringing about the “imaginal experiences,” that is, contents of consciousness (dreams and non-dreams) during NREM as well as during REM sleep. It remains unclear how exactly NIELSEN’s model disagrees with the paradigmatic 1-gen model by Foulkes who says that “we have one dream production system, rather than two (or many).” It explains non-REM dreaming as involving some measure of degradation in the operations of the same dreaming system that is generally working at full steam during REM sleep” (Foulkes 1985, p. 61). This position seems to be entirely consistent with NIELSEN’s model; the only difference is what Foulkes calls “degradations in the operations of the dream production system,” NIELSEN calls “covert REM processes.” This raises the suspicion that the novelty of postulating “covert REM processes” may be more verbal than substantial.

VERTES & EASTMAN claims that brain activity in REM sleep is “inconsistent with the orderly evaluation, organization and storage of information.” Such a conclusion is, however, not quite implied by the evidence. VERTES & EASTMAN fail to consider the possibility that memory systems other than working memory and explicit episodic memory might be at work during REM sleep. The neurophysiological evidence appears to be consistent with the hypothesis that memory systems specialized in the processing of emotionally charged memories are very active during REM sleep. Limbic areas (especially the amygdala) are very active in REM sleep. Recent evidence by Hamann et al. (1999) shows that the human amygdala modulates the strength of conscious episodic memories according to their emotional importance. Other researchers (e.g., Metcalfe & Jacobs 1998) have recently proposed that there is an amygdala-centered “hot” emotional memory system, separate from the “cool” hippocampal system. Thus, areas very central to the evaluation and processing of episodic memory traces are highly active in REM sleep, which shows that, contrary to VERTES & EASTMAN’s claims, REM sleep is consistent with the orderly evaluation, organization, and storage of emotionally charged information. Although this processing does not typically lead to the consolidation of explicit episodic memories, this does not exclude the possibility that other types of memory traces might be formed or strengthened. There are in fact good reasons to believe that REM sleep and dreaming implicitly strengthen memory patterns related to threat perception and avoidance (see my target article in this issue). VERTES & EASTMAN dismiss the possibility of any memory processing or consolidation in REM, although they fail to consider all the different kinds of memory systems that exist in the brain.

Furthermore, if the principal function of REM sleep is to decrease the harmful side effects of prolonged low brain activation associated with slow wave sleep, as VERTES & EASTMAN claim, then shouldn’t it follow from this that total sleep deprivation (at least in small doses) – that is, avoiding the harmful low-level activation altogether so that REM is not needed to fight its side-effects – is in fact less harmful than pure REM-deprivation? Should we not be better off totally without sleep than wakening after a couple of hours of SWS but with little if any REM? Such an implausible prediction would seem to flow from their hypothesis.
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Search activity: A key to resolving contradictions in sleep/dream investigation

V. S. Rotenberg
Sleep Laboratory of the Abarbanel Mental Health Center, Bat-Yam, Israel.
vadit@post.tau.ac.il www.zionet.co.il/hp/evadim/book4.html

Abstract: The target articles on sleep and dreaming are discussed in terms of the concept of search activity integrating different types of behavior, body resistance, REM sleep/dream functions, and the brain catecholamine system. REM sleep may be functionally sufficient or insufficient, depending on the dream scenario, the latter being more important than the physiological manifestation of REM sleep. REM sleep contributes to memory consolidation in the indirect way.

[NIELSEN; REVONSON; SOLMS; VERTES & EASTMAN]

General introduction. My approach to all problems discussed in this BBS special issue is based on the concept of search de-
signed to change the situation (or the subjects attitude to it) in the absence of certainty about outcome but with constant monitoring of outcomes at all stages of the activity. Search activity, manifesting itself in flight, fighting, creativity, orienting behavior, and so on, increases body resistance, especially in a stressful situation (Rotenberg & Arshavsky 1979; Rotenberg 1984). Search activity is absent in stereotyped behavior.

Renouncing search (giving up) manifests itself in freezing, panicky behavior, helplessness, depression, neurotic anxiety; this is maladaptive, regressive, and decreases body resistance. It is important to emphasize that the positive effects of search activity on survival depend on the process of searching per se, not its pragmatic results. Search activity may diminish not only after continuous failures but also after very meaningful achievements, causing the diseases attending achievement. In functionally sufficient REM sleep dreams, represent a special form of search activity which compensates for the renouncing search in prior wakefulness and restores search activity in the subsequent wakefulness (for details see Rotenberg 1993a). With this general introduction, let us now turn to comments on particular papers.

1. The differentiation of functionally sufficient versus insufficient REM sleep [Solms]. A very clear and convincing differentiation is presented by Solms between brainstem mechanisms responsible for REM sleep as a physiological condition for dream mentation, and forebrain mechanisms responsible for dream mentation, as a psychological phenomenon. Although previous investigators understood that forebrain mechanisms are obligatory for the subjective dream experience, two contradictory and restrictive approaches to this topic have dominated the scientific literature. According to the first approach, REM sleep performs purely physiological functions not requiring any subjective experiences, while the dream is a side effect of general brain activation in REM sleep. As a result, the dream represents several occasional combinations of images free from any special psychological function. The second approach, although more common, is less definitively expressed in the literature. This approach acknowledges the importance of psychological functions in dreams, yet implicitly connects dream experience to REM sleep as its natural, obligatory, and inseparable component. According to this point of view, which has caused many paradoxes and misunderstandings, forebrain mechanisms responsible for dream production are considered to be a part of the REM sleep system. If REM sleep is considered a physiological mechanism isomorphic to dream mentation, it is difficult to reconcile with the fact that in mental and psychosomatic diseases, physiological REM sleep mechanisms are often strained but idle, being “empty” of dream content. Thus, sleep structure is not in itself sufficient to indicate whether REM sleep is efficient. It is also necessary to go on and investigate dream reports.

A few years ago, I suggested distinguishing functionally sufficient and functionally insufficient REM sleep (Rotenberg 1998). The latter is characterized by impoverished dream content or by the absence of dream reports after awakenings during REM sleep. I suggested that dream experience is responsible for the adaptive capacity of REM sleep. Based on Solms’s concept, functionally insufficient REM sleep is characterized by dissociation between the physiological and psychological mechanisms controlling the disturbed forebrain mechanisms responsible for dream experience. Solms presents strong arguments for the role of forebrain mechanisms in dream generation. I would add only that a correlation between forebrain focal epileptic seizures and recurring anxious dreams does not confirm that dreams are produced by forebrain mechanisms. It shows only that dream content can be influenced by forebrain activity.

Although animals do not report dreams, they probably do have dreams based on their behavior in REM sleep without muscle atonia. If so, they may also demonstrate the dissociation between REM sleep and dreams, and presumably in such cases REM sleep will likewise be functionally insufficient. This may be pertinent to the contradictions in the data on REM sleep alterations under stress or sleep deprivation. I would conjecture that the predominance of hippocampal theta rhythm in REM sleep indicates an integration of REM sleep and dreams in animals.

I highly appreciate Solms’s hypothesis that dreaming is generated by the dopamine circuit which instigates goal-seeking behavior. This hypothesis accords concepts of search activity (Rotenberg 1984; 1993a), which starts in the presence of a certain critical level of brain monoamines utilized in the course of search activity. However, in parallel with utilization, brain monoamines are continuously restored in the process of search activity, providing the circuit with positive feedback (Rotenberg, 1994a). In the state of renouncing search, this positive feedback is blocked. This agrees with Solms’s suggestion that dreaming is generated by the same dopamine circuit that stimulates goal-seeking behavior. However, I expect that other monoamines such as norepinephrine may also participate in this mechanism.

It is important to stress that, although in pathology both systems – brainstem system for REM sleep, and forebrain system for dream generation – may be separated from one another; in healthy subjects both systems function in a highly integrated way. REM sleep provides the best physiological condition for dream generation: on the one hand, it causes a massive general activation of the forebrain; on the other hand, contact with the outside world is substantially reduced. At the same time, the relationship between the two systems is reciprocal. Dreams may have a secondary influence on REM sleep physiology. For instance, there is evidence for a directional correspondence between dream imagery and rapid eye movements in REM sleep (Herman et al. 1984). It has also been shown that in healthy subjects eye movement density correlates with the active participation of the dreamer in dream events (Rotenberg 1988). In his attempts to show the independence of two systems, Solms underestimates some of these facts. Nonetheless functional interrelationship between the systems does not diminish the centrality or importance of his conclusion that these are two separate systems which can be disintegrated in some special conditions.

2. Behavioral attitude in dreams: The main variable. [Revonsuo]. The topic of Revonsuo’s target article is especially interesting and intriguing if we consider the evolutionary context and biological function of dreaming. In most investigations, biological functions are ascribed to REM sleep, while dream mentation is considered to belong to the domain of human psychology. However, the behavior of animals in REM sleep without muscle atonia (the model of Jouvet and Morrison) allows speculation that animals may also have dream experience (see Jouvet & Delorme 1965; Morrison 1982). Thus, an integrative theory of dream function must be relevant to humans as well as animals, and to psychology as well as biology. There are many inner contradictions in Revonsuo’s paper, however, which are not sufficiently discussed, even though the author seems aware of some of them.

2.1. Revonsuo’s main idea: It is that the biological function of dreaming is to simulate threatening events in order to rehearse threat perception and the appropriate threat avoidance skills. He stresses that in order to perform this function, dreams must contain recurring realistic threat simulations (perceptual realism) and must activate realistic avoidance skills relevant to these threats. Rehearsing threat avoidance skills in the simulated environment in dream reports leads to improved performance in real threat avoidance situation in wakefulness, in the same way that mental training for specific movement skills improves these skills in real behavior.

Revonsuo supports his hypothesis with data from numerous investigations of dream content containing threatening situations critical for physical survival, for example, confrontations with wild animals, snakes, aggressive strangers, and so on. One can agree with the author’s conjecture that such dream contents mirror the threatening environment of our ancestors. However, in modern society the real threat in most cases is psychological rather than physical. Precise behavioral strategies that are relevant for the ancestral environment are not relevant for modern life. They are not applicable to modern threatening events such as failures, injuries, and conflicts in different social relationships. Such failures threaten
not physical survival, but survival of the self. The special skills trained by fighting or escaping aggressive animals in dreams are not useful in coping with modern social threats and frustrations. In this context, the ancestral dream content has no sense for the modern life and can be considered a psychobiological atavism.

The concept of dream scenario preparing the subject for waking behavior does make sense, however, in the context of the search activity concept discriminating two opposite types of behavior in a stressful situation. Surprisingly, Revonsuo has missed this concept in his very substantial review of psychological and biological functions of dreams, although it is very relevant and avoids the fundamental contradiction noted earlier. If the task of the dream is not to prepare the subject for a special threatening situation, but to restore search activity as a general adaptive mechanism, then dream events have no special meaning. They may reflect recent modern problems or problems more typical of the ancestral environment. The only important feature of the dream content is the dreamer’s behavior in the dream scenario: search activity versus renunciation of search. I suppose that even in ancient times, dreams performed the same function because the restoration of search activity after giving up is more important for adaptive waking behavior and survival than even the training of special skills.

2.2. In considering the dream as simulation of the threatening event, Revonsuo does not acknowledge that such a simulation may evoke different forms of behavior – not only successful coping strategies but also giving up (helplessness). As a result, he comes against another very serious inner contradiction. In his view, nightmares and recurring threatening dreams are typical and efficient threat stimulation dreams. Thus, they must have high adaptive value and increase adaptive skills in wakefulness. However, for clinicians, nightmares (a typical symptom of post-traumatic disorder, PTSD) are a pathological sign. Sleep disturbance associated with nightmares is difficult to consider as a side effect of the positive outcome of anxiety dreams because there are no positive effects on waking behavior. In nightmares, the subject is usually a helpless victim of threatening events, which means that the dream is functionally insufficient and unable to restore search activity.

Space limitation does not permit me to discuss other contradictions, such as those related to the nature of images of wild animals in the dreams of children. The author ignores a well-known phenomenon presumably related to covert REM states in NREM. It is well known that in healthy subjects, GSR is usually less prominent in the first cycle than in the second (first cycle just after the first REM sleep episode). It is usually very visible, as if REM sleep were changing some physiological conditions allowing GSR to express itself. At the same time, in the first cycle, GSR is greater in stage 2 following SWS than in stage 2 before SWS. In the second cycle there is no such difference. Moreover, in the first cycle in SWS alone, GSR often does not increase for some period and then increases suddenly. Sometimes it looks like an explosion of GSR. It looks as if A is a critical point in the first cycle (not necessary in SWS) after which GSR begins to increase. In view of the regular increase of GSR in the second cycle after the first REM sleep period, one can conjecture that such a critical point in the first cycle corresponds to the covert REM state.

The idea of a covert REM state in NREM sleep may be helpful in explaining paradoxes of total sleep and REM sleep deprivation in animals. There is a discussion in the literature about whether NREM sleep and pre-REM state can partly repay REM sleep debt (see Sleep, 1999, n. 8). If NREM sleep includes covert REM-like states, such a compensation may be possible. It is also possible that the shift of REM sleep towards sleep onset (decrease of REM sleep latency) in depressed patients reflects the unmasking of covert REM sleep episodes. Although covert REM sleep in NREM sleep can explain a substantial portion of the data on NREM mentation, it does not explain it all. Not all mental experiences in NREM sleep are caused by covert REM sleep episodes in NREM sleep, and Nielsen realizes this. Thus, his model does not reduce the importance of distinguishing mentation during “pure” NREM and during REM sleep incorporation in NREM. As Nielsen stresses in his review, self-reflectiveness and self-involvement are especially typical of REM reports. Self-representation maybe a singular feature of dream mentation. In humans, the dream serves to undo repression (Grieser et al. 1972) and is an important part of psychological defense mechanisms protecting the self from disintegration. Self-representation in dreams may be related to this dream function and perhaps can be used as a sign of true dream experience. On the other hand, active self-participation in a dream scenario is crucial for the restoration of search activity as a primary biological function of dreaming (Rotenberg 1993a).

I propose that there is also another feature of true dream mentation separating it from any other form of sleep mentation. This is related to the right-hemispheric nature of dream experience. In contrast to the left-hemispheric monosemantic way of thinking, which is dominant in wakefulness and in NREM, typical dreams are polysemic (see Rotenberg 1994b). This is evident in subjects’ reflections on their own dream reports after awakenings. While remembering all details of dream images and events, subjects feel that their report is missing something very important, the thing that made the dream experience so meaningful and affective. Subjects feel that something very substantial and crucial has been lost during the presentation of the dream content, and that the dream story they are reporting differs significantly from their actual experience. There are numerous relationships between dream events and images forming the polysemic context of the dream; these are lost during a verbal monosemantic presentation.

4. In sleep and memory consolidation. I agree with Vertes & Eastman’s main conclusion that REM sleep does not in itself play a crucial role in memory consolidation. However, my approach differs enough to make it worthwhile to discuss this point in detail. The studies have been performed on animals, and the authors present a vast amount of experimental data. They emphasize that the pedestal REM deprivation technique includes stress, which may cause the negative outcome of REM deprivation on memory and behavior. This is a reasonable assumption. However, one must go on to discuss the particular nature of this stress. Stress on the pedestal includes the relative restriction of activity, isolation, deprivation of search activity, regular frustration of the biological need for REM sleep, and punishments for any attempt to achieve REM sleep. Such regular frustration and punishment usually causes helplessness. Stress...
evoked by the combination of these factors increases the requirement for REM sleep in order to compensate for the lack of search activity (Rotenberg 1993a). However, REM sleep is prevented. As a result, helplessness is abandoned, and this state itself may cause failures in testing memory function (Rotenberg 1992). Thus, I agree that REM sleep alone does not have a special function in memory consolidation. However, REM sleep may have an indirect positive influence on memory as well as on many other functions in compensating for a state of helplessness (renouncing search) which is harmful for any mental and biological functions and even for survival (see General Introduction). Performance deficits are only a part of this general impairment of all functions caused by REM deprivation on pedestal.

In order to induce this state of search renunciation, a stressful situation combined with REM sleep deprivation has to last long enough. This can explain the data of Fishbein (1971), that the marked deficits in performance appeared only after REM deprivation for longer than one day. The state of helplessness caused by REM deprivation prior to training can also explain later impaired learning. Thus, I agree with Vertes & Eastman that performance deficits caused by REM deprivation can explain the data memory consolidation in REM sleep. However, the performance deficit in itself and the disturbance of mental functions is an outcome of renouncing search (helplessness). This is not caused by stress alone, but by the combination of stress and ensuing helplessness with the parallel suppression of REM sleep. If REM sleep is not prevented and if it is functionally sufficient, it compensates for the state of helplessness. If stress is less prominent, such as in the rotating water tank, the development of this state will take more time.

The same line of reasoning can explain the results of the work on humans. First, not every learning situation is stressful enough to produce a state of helplessness. In the human studies, experimental paradigms which can evoke this state are rarely used. It is obvious that complex tasks are more available to produce this state than simple tasks, and it is exactly these complex tasks as opposed to simple tasks that are affected by REM deprivation. Vertes & Eastman present an interesting discussion of the function of hippocampal theta rhythm in wakefulness and sleep. I agree that theta rhythm is involved in the mnemonic functions of waking and not those of REM sleep. However, I cannot agree that theta rhythm in REM sleep is a byproduct of the intense activation of the pontine region and has no function. Moreover, I assume that in wakefulness and in REM sleep this rhythm displays the same state-search activity which can manifest itself in different forms of overt behavior and in dreams. This is based on a balance between theta rhythm in wakefulness and REM sleep. The more pronounced it is in wakefulness, the less is it in subsequent REM sleep, and even REM sleep itself is diminished (Oniani & Lortkipanidze 1985). In wakefulness, mnemonic functions (selection and encoding of information) require search activity and correlate with the theta rhythm. In REM sleep, search activity does not relate to mnemonic functions but compensates the lack of search activity in the preceding wakefulness.

I agree that the fact that REM sleep reduction with antidepressants is not accompanied by memory disturbances is good evidence against the mnemonic function in REM sleep. I have presented some additional supporting arguments (Rotenberg 1992): (1) Activating drugs such as amphetamine have a beneficial effect on memory, although they suppress REM sleep; (2) REM sleep has a tendency to increase with neuroleptic treatment and with reserpine, although this does not have a beneficial effect on memory.

My final comment is related to Vertes & Eastman’s hypothesis that REM sleep is a mechanism used by the brain to ensure and promote recovery from sleep. I disagree, and not only because I ascribe a function to REM sleep in restoring search activity. This hypothesis is also inconsistent with certain facts: (1) In humans, REM sleep is concentrated in the last third of the night when NREM sleep is superficial; (2) On the first night of rebound effect after sleep deprivation, sleep in psychologically stable subjects is deeper than usual and contains increased SWS but not increased REM sleep. According to Vertes & Eastman it would be reasonable to expect a compensatory increase of REM sleep. In addition, there are special mechanisms protecting the brain from unlimited increases in SWS – spontaneous shifts to the more superficial sleep stages, and shifts after body movements. Both types of stage shifts, and especially shifts after body movements, cause decreases in SWS.

General conclusion. By taking into consideration (1) the fundamental difference between two types of behavior in wakefulness and dreaming, and (2) the role of the functionally sufficient REM sleep in the restoration of search activity, one can explain many contradictions in the data related to REM sleep functions in dream experience, resistance to stress, and memory consolidation.
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Abstract: Solms and the other authors in this series of BBS target articles accept the findings that the executive control of the REM/NREM cycle is still localized within a narrow region of the pontine brainstem. However, recent findings challenge this notion. We will review the recent data and suggest instead that the hypothalamus is the primary regulator of states of consciousness. If the hypothalamus indeed controls all the fun stuff, such as sex, eating, drinking, sleeping, and so on, then one can more easily accept Solms’s argument that dreams are also generated from the forebrain.

[solms]

Nauta (1946) found that the hypothalamus regulates sleep and wakefulness. However, his findings were set aside because Moruzzi and Magoun’s work (1949) began to emphasize that an ascending reticular activating system emanating from the brainstem activated the cortex. The idea of an ascending brainstem arousal system took firm hold, once it was established in Dahlstrom & Fuxe (1964) that noradrenergic neurons were localized to specific regions of the brainstem. During that period, Jouvet also demonstrated changes in the electroencephalogram following transections and lesions of the brainstem, which prompted him to propose the monoaminergic theory of sleep-wake regulation (Jouvet 1969). Galvanized by the neuroanatomical and physiological data, investigators began to monitor the firing patterns of neurons within the brainstem to determine whether neuronal firing could be associated with specific sleep-wake states. For half a century, the transection, lesion, and electrophysiology studies have been the driving force that has shaped theories regarding sleep-wake regulation.

Although much of the sleep research community focused on the brainstem, a group of investigators at UCLA, headed by Carmine Clemente and Barry Sterman, who continued to investigate the hypothalamus. Studies from that group supported Nauta’s findings that the preoptic area was important for sleep (reviewed in Szymusiak 1995). For instance, lesion of the preoptic area produces long-lasting insomnia while electrical or pharmacological stimulation and warming induces sleep. Electrophysiology studies have identified sleep active neurons in this region (Szymusiak et al. 1998). Recent studies (Sherin et al. 1996) have identified a specific neuronal group within the preoptic area that projects mono- synaptically to wake-active neurons in the tuberomammillary nucleus (TMN) in the posterior hypothalamus. These neurons are located in the ventral lateral preoptic (VLPO) area and are sleep-active based on electrophysiology and c-Fos studies. Neurons in the VLPO are GABAergic (and also contain the inhibitory peptide galanin) (Sherin et al. 1998), and their activation would release in...
hibitory agents onto wake-active posterior hypothalamic wake-active cells and sleep would ensue (Shirromani 1998). Lesions of the VLPO produces long-lasting insomnia (Lu et al. 2000).

Recently, another group of neurons were identified in the posterior hypothalamus as being important for the regulation of wakefulness (De Lecca et al. 1998; Sakurai et al. 1998). These neurons contain the neuropeptide hypocretin, also named orexin.

These neurons project to virtually the entire brain and spinal cord, providing especially heavy innervation to regions implicated in the regulation of wakefulness such as the TMN and the locus coeruleus (Nambu et al. 1999; Peyron et al. 1998). This peptide exerts an excitatory influence on target neurons (Hagan et al. 1999; Horvath et al. 1999) and some believe that this peptide is important for wakefulness and given the innervation of neurons implicated in wakefulness (Peyron et al. 1998). Consistent with this possibility it has been found that canine narcolepsy is associated with a mutation in the hypocretin-2 receptor (Liu et al. 1999), and another study found that orexin knockout mice sleep more at night, have more REM sleep, and also experience cataplexy (Chemelli et al. 1999).

The sleep disorder narcolepsy has provided insight into the neurobiology of sleep-wakefulness. That the disorder is associated with a neuronal population located in the hypothalamus is one more reason to stop looking to the pons and the brainstem for all the answers. The hypothalamus also contains neurons regulating other vital bodily functions, such as feeding, drinking, sexual behavior, and temperature. Moreover, the suprachiasmatic nucleus, which represents the master clock, also resides in the hypothalamus. Thus, it is not at all surprising that neurons regulating another fundamental behavior, sleep, are also present here.

Time course of dreaming and sleep organization
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Abstract: The complexity and mysteriousness of mental processes during sleep rule out thinking only in terms of generators. How could we know exactly what mental sleep experience (MSE) is produced and when? To refer to REM versus NREM as separate time windows for MSE seems insufficient. We propose that in each cycle NREM and REM interact to allow mentation to reach a certain degree of complexity and consolidation in memory. Each successive cycle within a sleep episode should contribute to these processes with a different weight according to the time of night and distance from sleep onset. This view would avoid assuming too great a separation between REM and NREM functions and attributing psychological functions only to a single state.

[NIELSEN]

The experimental approach to dreams (or to mental sleep experience [MSE; Cipolli et al. 1981; Salzarulo & Cipolli 1979; Salzarulo et al. 1975]) underwent enormous development in the sixties, mainly because of the heuristic value of the discovery of REM sleep by Aserinsky and Kleitman (1953). For the next two decades (see Schulz & Salzarulo 1993), however, much less work was devoted to dreams. The theoretical work of NIELSEN in this issue is accordingly welcome and much appreciated. What follows are a few remarks and a proposal concerning problems raised by the complex NIELSEN paper.

One of the main arguments developed by NIELSEN concerns whether sleep mentation is generated by a single or a double source. Sleep mentation is assessed from reports obtained after REM and NREM sleep. This raises some questions. The term “generator,” referring here to mental activity, reminds us of physiological terminology and concepts (e.g., the use of the term generator for PGO activity, Siegel 1989). This use of physiological paradigms for the study of mentation has led to equating dreaming with REM sleep, which has been criticized (Lairy & Salzarulo 1975). Now, NIELSEN is speculating about 1 versus 2 generators, that is one versus two forms of sleep mentation. Why look for two generators? First, there are two “containers,” that is two sleep states, REM and NREM. Second, in a well known experimental work, Foulkes (1962) showed that there could be a substantial recall of sleep mental activity not only in REM sleep (Dement & Kleitman 1957b) but also in NREM sleep. Once it was established that mental activity could also occur in NREM, it was question of comparing NREM and REM mental activity. Psychological measurements were used by some researchers, while others (including the NIELSEN paper) used mainly physiological measures (see for discussion Salzarulo et al. 1973).

The complexity and the mysteriousness of mental processes during sleep rule out thinking solely in terms of generators. How can we know precisely what MSE is produced and when? Are we sure that the indicators of physiological events, with their specific time-windows, are useful for “localizing” mental processes in time? What kinds of events should be included? To refer constantly to REM versus NREM is in our opinion insufficient. There is another possibility partially connected with the last part of the NIELSEN paper.

Retrospective evaluation of mental functions from post-awakening recall has revealed prominent differences in memory processes between NREM and REM (Cipolli 1995). Analyzing memory to understand sleep mentation is one of the methods used by some researchers in recent years. These studies not only explained differences between REM and NREM reports (see Antrobus 1983; Salzarulo & Cipolli 1979) but also found various degrees of consolidation of MSE using psycholinguistic indicators (Salzarulo & Cipolli 1974; 1979). Cipolli et al. (1998) further showed that memory consolidation improves across the night sleep cycles thanks to an iterative process. Indeed, a role for sleep cycles in memory processes, rather than sleep states per se, has been demonstrated recently (Ficca et al., 2000; Mazzoni et al. 1999; Salzarulo et al. 1997).

We proposed that in each cycle NREM and REM interact to allow mentation to attain a certain degree of complexity and consolidation in memory (Mazzoni et al. 1999; Salzarulo 1995). Each successive cycle within a sleep episode should contribute to these processes with a different “role” (weight) according to the time of night and distance from sleep onset. This avoids assuming too great a separation between REM and NREM functions and attributing psychological functions to a single state; it also emphasizes the temporal dimension and sleep organization.

To emphasize the usefulness of taking into account the temporal dimension in the comparison between physiological and psychological processes, we show in Figure 1 the time course of EEG activity (Dijk et al. 1991) and memory processes involved in dream recall (Cipolli et al. 1998). The increasing number of units consolidated in memory parallels the decreasing amount of slow wave activity. Hence, the physiological S process declines in parallel with increasing of memory consolidation.

In conclusion, I prefer not to speak about (or to seek) dream generators; instead I see physiological sleep activities as conditions (frames) within which sleep mentation can be elaborated and consolidated in memory. Consolidation can be achieved by iterative access to contents, possibly related to a single production system. Beyond this, how the production system functions, and why it starts to function during sleep, still remains a mystery.
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Dream research: Integration of physiological and psychological models
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Abstract: All five target articles are of high quality and very stimulating for the field. Several factors such as dream report length and NREM/REM differences, may be affected by the waking process (transition from sleep to wakefulness) and the recall process. It is helpful to distinguish between a model for REM sleep regulation and a physiological model for dreaming. A third model accounting for cognitive activity (thought-like dreaming) can also be of value. The postulated adaptive function of dreaming in avoidance learning does not seem very plausible because the two major basic assumptions (specifity of dream content and benefit of negative dreams) are not clearly supported by modern dream research. The critique of studies investigating memory consolidation in REM sleep is justified. Future studies integrating the knowledge of memory processes and sleep research will shed more light on the role of sleep, especially REM sleep in memory consolidation.

[HOBSON ET AL.; NIELSEN; REVONSO; SOLMS; VERTES & EASTMAN]

The five target articles discuss important aspects of dreaming and REM sleep, that is, physiological mechanisms of dreaming, the function of dreaming, and the role of REM sleep in memory consolidation. In view of the vast range of topics addressed in the articles, these following comments are restricted to a few selected points. First, some basic issues of contemporary dream research will be discussed.

Basics of dream research. First of all, it seems important to look at the definition of dreaming. Although it is not always explicitly mentioned, it is obvious that only the dream report, that is, the part of the mental activity during sleep that can be reported upon awakening, is available to the researcher. This process involves the transition of at least two thresholds: (1) recall of previous experiences and (2) sleep/wake transition. Both factors may be important considering the issue of dream length and the REM/NREM differences in dream content. Rosenlicht et al. (1994) found a relationship \( r = .23 \) between dream report length and the report length of a re-narration of a previously shown video film. This finding indicates that reporting style may well affect dream length.

Because dreams are not perceived as films, it will be interesting to use standardized situations which are recounted afterwards and to test whether the length of these reports correlates substantially with dream report length. From experience with recording dreams and listening to dream reports, it seems obvious that a variety of factors in addition to report style can affect dream report length. Dreams (at least REM dreams) are experiences similar to those of waking life, that is, a dream scene can be described in a few words if one focuses on the major dream action. On the other hand, the report of the same scene will be much longer if all the small visual details are recounted (if they were remembered).

The effect of motivation and in-depth inquiries about specific dream details on dream length was seldom investigated in a systematic way, but other studies, for example, investigating the experience of tactile sensations (Strauch & Meier 1996) or emotions (Schredl & Doll 1998) have shown that the dream report comprises only parts of dreamed experiences. A study of dreaming among the elderly (Schredl et al. 1996) revealed a marked relationship between dream report length and verbal short-term memory, whereas visual memory and overall cognitive performance were not correlated. This finding points to the fact that specific abilities are necessary in the recall process after awakening to record or report the dream experience in a temporal sequence. These investigations make clear that the assumption of HOBSON ET AL. that dream report length is largely determined by the quantity of dream experiences should be regarded with caution since at least the above mentioned factors must also be taken into account.

Second, the sleep/wake transition may also affect the generation of the dream report. A comprehensive model was proposed by Koukkou and Lehmann (1983). The basic assumptions of their model are the following:

Cognitive activity can be assigned to different functional states which are associated with differences in processing modes, memory stores, and EEG pattern. They assume that information of lower levels of activation (NREM sleep, REM sleep) can only be sparsely recalled by functional states of high activation (wakefulness) and that the closer the two functional states are, the better is the transference of information. On the other hand, information...
from higher memory stores is available for lower states. Although the findings of EEG studies are inconsistent (cf. Schredl & Montasser 1996; 1997), the model offers a plausible interpretation of the differences in recall rates of NREM and REM awakenings, since NREM sleep is associated with a lower functional state than REM sleep. This may be comparable to the activation component of the AIM model (Hobson et al.).

The functional state-shift model stresses the fact that both functional states, that is, prior and after awakening, are important in the process of recalling the dream experience. Spitzer et al. (1993), for example, have proven so-called carry-over effects, that is, after REM awakenings semantic priming in a word association task was significantly more pronounced than after NREM awakenings and in the waking state. The authors interpreted their finding as inhibition of the semantic associative network.

Similarly, Hobson et al. pointed out that the cholinergic-aminergic modulation of the brain did not change abruptly. In view of these findings regarding the carryover effect, the effect of the awakening process and the differences between the functional states prior to and after awakening on dream report length and other dream characteristics should be investigated in detail.

In the future it may be possible to utilize brain imaging techniques. It may be that the NREM/REM differences in dream content (Nielsen) are partly owing to the different states of the brain after the awakening. Another aspect of dream recall is the large inter-individual variability of dream recall frequency and the fact that dream recall frequency can easily be enhanced by training (cf. Schredl 1999). It seems implausible that a purely physiological model (cholinergic-aminergic modulation of the brain) can explain why some persons recall a dream almost every morning whereas others have not remembered a dream for years. Similar patterns were detected for low dream recellers in the sleep laboratory (e.g., Meier Faber 1988). Recall after REM awakenings differed considerably between subjects in this study. In this context, it would be very interesting to conduct studies testing whether dream recall frequency after NREM awakenings could be enhanced by training.

Another important issue is the definition of dreaming, which was attempted by Nielsen (Fig. 1). From this it seems clear that only a part of the brain activity can be recalled. Dreaming is defined in contrast to cognitive activity as a mixture of sensory hallucinations, story-like or dramatic progression, and bizarreness (similar to the definition of Hobson et al.). This definition, however, is based on dream reports with all the above-mentioned limitations.

The formal characteristics of dream reports also vary considerably from person to person, for example, the “thinn versus thick boundaries” personality dimension is related to dream bizarreness (Schredl et al. 1999). Since a strict differentiation between the types of mental activity during sleep (apex dreaming, dreaming, cognitive activity, cognitive processes) based on dream reports is difficult, it will be necessary to carry out studies that elaborate on a clear definition and link these types to physiological processes. The investigation of inter- and intra-individual differences will be very promising because, all types of mental sleep experiences (except cognitive processes) can be obtained after REM awakenings as well as after NREM awakenings.

The authors themselves have pointed it out, but it nevertheless seems important to stress that the AIM model provides an explanation for the formal characteristics of the dream, for example, bizarreness. The model does not, however, provide anything about dream content. For this reason, researchers focus on the so-called continuity hypothesis (e.g., Domhoff 1996; Hartmann 1998), which states that emotional concerns and preoccupations of the waking life are reflected in dreams. However, the findings regarding the dream-lag effect, the temporal references of dream elements, and the effects of experimental manipulation on dream content are not consistent in a way to formulate a more specific model explaining dream content.

The AIM model describes the states of consciousness using three dimensions. Hobson et al. pointed out that this is an oversimplification, and this is evident when the authors apply the model to other states of consciousness, e.g., lucid dreaming, and REM behavior disorder, since they have to introduce other dimensions. It seems not clear whether the model is useful beyond the descriptive aspect. On the other hand, the model contains a modulation component, as an explanatory aspect, because the preponderance of a specific neurotransmitter affects the mode of information processing.

In this context, studies as carried out by Hartmann et al. (1980) with L-dopa investigating the effect of drugs such as muscarinic cholinergic agonists and acetylcholinesterase inhibitors on formal dream characteristics, such as bizarreness, will allow a specific test of the M component of the AIM model. Preliminary data of a pilot study (Schredl et al. 2000) carried out in our laboratory indicate that donepezil, an acetylcholinesterase inhibitor, intensifies dreaming but has only a small effect on REM sleep percent although REM latency is shortened and REM density is heightened under medication. It will be interesting to test whether such drugs affect dream content in the predicted way. In addition, the investigation of interindividual differences in dream content in relation to parameters of neurotransmission will also be of value.

The findings of Solms suggest that it may be helpful to develop two models, one to explain the physiology of REM sleep regulation and the second for the physiology of dreaming which explains the formal characteristics of dreams. In order to do this, it will be necessary to have a clear and exact definition of dreaming to correlate mental activity with brain physiology beyond sleep stages. The next step could be a search for a link between the two models (cf. Nielsen). This differentiation may add to the explanation of other states of consciousness (sensory deprivation, daydreaming, narcosis, near-death experiences).

Another problem which was discussed at the Third International Congress of the World Federation of Sleep Societies (held 1999) is the definition of sleep. What does it mean for a single cell or group of cells whether the brain as a whole is sleeping? This argumentation is also evident in the article of Nielsen who has shown that distinct REM features which are present during NREM sleep are related to dream recall. Therefore, a differentiation between REM sleep physiology and physiology of dreaming seems promising. It may be that a third model is necessary to explain the occurrence of cognitive activity (thought-like dreaming) if one does not agree with Hartmann’s hypothesis (1998) in which a continuum ranging from bizarre dreams to focused waking thought is conceptualized.

Functions of dreaming. Quite a few hypotheses about the function of dreams were formulated over the years. Some of them are reviewed by Revonsuo. First, it is important to draw attention to the fact that the function of dreaming cannot be studied empirically in a direct way, because dream content can not be elicited without the involvement of the waking mind, for example, dreams have to be recalled in order to test the hypothesis whether they are helpful in problem solving. It may also be possible that thinking about the dream causes subsequent changes in waking life and not the dream per se.

A few arguments which should lead to a critical evaluation of Revonsuo’s theory will be briefly enumerated. First, it seems implausible to assume that dreams are specialized in replaying threatening experiences. The widely acknowledged continuity hypothesis states that emotional concerns and preoccupations are reflected in dreams (e.g., Domhoff 1996; Hartmann 1998). A component which Revonsuo has not considered is the fact that not only real experiences of the waking-life can be found in dreams but also thoughts, emotions, things seen on TV, movies, and so forth. If one examines this input, for example, TV news, it may be possible that one finds a preponderance of negative themes which affect dream content. In order to compare waking life and dreaming, it will be necessary to elicit the inner world of the person as completely as possible.

The second point is related to the assumed preponderance of
negative dream emotions. Schredl and Doll (1998) have pointed out that several methodological issues (recalling dreams which occurred a long time ago, only focusing on explicitly mentioned emotions within the dream report, the use of raters instead of self-ratings) limit the generalizability of many studies in this field. These arguments are also valid for the study of Mehinaku dreams which was cited by Revonsuo, that is, very vivid and negatively toned dreams which could be remembered easily were reported to the researcher. Dreams recorded immediately upon awakening show a balanced ratio of negative and positive emotions (Schredl & Doll 1998).

Another example to support the continuity hypothesis and not the specificity for threatening contents is the occurrence of the male stranger as major dream aggressor; almost all murderers and soldiers are male, that is, the pattern of male aggressiveness is reflected in dreams (e.g., Schredl & Pallmer 1998). There is evidence from studies in the field of learning that some learning occurs abruptly, for example, classical conditioning in avoidance tasks (avoiding an aversive stimulus), acquiring an aversion that is very resistant to extinction to specific food (e.g., Margraf 1996). This kind of learning makes a repetition of negative experiences unnecessary. In addition, the adaptive function of PTSD or anxiety disorders seems not to be very reasonable. Revonsuo pointed out that these negative effects may only be present in war-related PTSD, but investigations of rape victims and persons who experienced natural disasters did not support the hypothesis that war-PTSD is specific (cf. Barrett 1996). The marked relationship between psychopathology and negative dream emotions (e.g., Schredl & Engelhardt 2000) did not support the idea that threatening dreams serve an adaptive function; on the contrary, depressive patients or patients with anxiety disorders suffer from their dreams. Similarly, the correlation between low life satisfaction and negative dream emotions in the elderly (Schredl et al. 1996) can be interpreted in a way that negative dreams are associated with poor psychological adjustment. Hartmann (1991) has investigated persons with thin boundaries who often suffer from frequent nightmares. He described these persons as not sensitive to possible danger in foreign cities; an observation which does not fit within Revonsuo’s framework.

The question of utmost importance is whether threat simulation during dreaming increases the probability of coping successfully with comparable real threats. As mentioned above, this hypothesis could not be tested empirically in a direct way since the remembering of nightmares or post-traumatic re-enactments may stimulate waking thoughts which affect subsequent behavior and not the nightmares themselves. It will be very interesting to explore whether or not animals experience nightmares (strongly negative dreams which end by an awakening). It may be possible to traumatize animals and measure the physiological anxiety responses during REM sleep. Animals with nightmares should learn an avoidance task more easily. To my knowledge, such studies have yet to be carried out. If – as shown for example by Hublin et al. (1999) – a genetic factor plays an important role in the etiology of nightmare, one might argue that the group of frequent nightmare sufferers should be increased by natural selection. Since this group is small (about 5 percent, e.g., Bixler et al. 1979), this seems not to be very plausible.

To summarize, the two basic questions (selectivity for threatening experiences, benefit of replaying these experiences in dreams) are in my view not supported by the presented evidence. On the other hand, one can follow the assumption of Kruben and Sikora (1993) that dreaming serves multiple purposes.

**Function of REM sleep.** In contrast to Revonsuo who outlined a possible function of dreaming, Vertes & Eastman discussed the function of REM sleep in memory consolidation. A major problem of previous research, at least in humans, is in my view the lack of integration between memory research and sleep research (Schredl et al. 1998). Modern research has shown that different types of memory processing (explicit vs. implicit, declarative vs. procedural memory) are associated with different brain areas (e.g., Markowitsch 1996). Recent studies in humans (Karni et al. 1994; Plihal & Born 1997) have shown that procedural memory may be consolidated during REM sleep but declarative memory performance is enhanced after undisturbed slow wave sleep. It may be expected that findings will be more consistent if the knowledge from the two disciplines are combined.

On the other hand, it is important to consider the fact that memory consolidation also takes place during the waking state. Mandel et al. (1989), for example, have formulated a two-step model with memory storage and consolidation during waking and additional memory consolidation in REM sleep. The findings cited by Vertes & Eastman have shown that REM deprivation (i.e., disturbed sleep, stress, etc.) did not affect simple memory tasks and, thus, the hypothesis of memory consolidation during the waking state is supported. Similarly, the findings regarding drugs which suppress REM sleep, can be interpreted in this way. However, these studies did not test material or skills which have been trained the previous day (or days) for the first time. A pilot study (Schredl et al. 2000) has shown that the amount of REM sleep in nights with donepezil (an acetylcholinesterase inhibitor) is strongly related to the increase of performance in a memory task from the evening training session to the morning test session. Therefore, more sophisticated studies including training of new knowledge or skills and test after at least one sleep period have to be carried out to evaluate the effect of REM sleep on memory consolidation.

Buzsaki (1998) has suggested a model which indicates that both slow wave sleep as well as REM sleep play an important role in memory consolidation during sleep. A recent study showed that the diurnal cortisol profile (minimum in the first part of the night) affect the consolidation of declarative memory but not the occurrence of specific sleep stages (Plihal et al. 1999). From a methodological viewpoint, it must be said that modern literature reviews use the technique of meta-analysis. With this technique, effects of the deprivation technique (pedestals, multiple platforms, pendulum technique) can be tested statistically (in this case, a sufficient number of studies allowing the computation of effect sizes were published). In addition, it will be necessary to carry out EEG studies with animals to estimate the bias introduced by stressful REM sleep deprivation techniques.

To summarize, the database regarding the role of REM sleep and sleep in memory consolidation is indeed not very solid because of the limitations pointed out by Vertes & Eastman and the lack of integration between memory research and sleep research. But recent studies are promising and support that sleep plays a role (in addition to processes during waking) in memory consolidation.

**Future directions.** In the future, imaging techniques (e.g., MRI) will offer the option to investigate the relationship between brain processes in different sleep stages and dream content. In order to do this properly it will be necessary to improve the present imaging techniques (e.g., time resolution) and to develop precise instruments for measuring dream content. It will be helpful to use two or three models explaining (1) REM sleep regulation, (2) dreaming, and (3) cognitive activity (thought-like dreaming). In addition, it will be important to investigate the waking process in a more detailed way in order to evaluate the relationship between dream report and original dream experience. Last, a theory modeling the relationship between waking life and dream content should be formulated which goes beyond the simple statement of continuity between these two states of consciousness.
**Threat simulation, dreams, and domain-specificity**

Todd K. Shackelford and Viviana A. Weekes-Shackelford  
*Division of Science-Psychology, Florida Atlantic University, Boca Raton, FL 33314. (tsshackl; wvee9812)@fau.edu*

**Abstract:** According to Revonsuo, dreams are the output of an evolved “threat simulation mechanism.” The author marshals a diverse and comprehensive array of empirical and theoretical support for this hypothesis. We propose that the hypothesized threat simulation mechanism might be more domain-specific in design than the author implies. To illustrate, we discuss the possible sex-differentiated design of the hypothesized threat simulation mechanism.

[REVONSO]

**REVONSO** proposes that dreaming is the output of an evolved “threat simulation mechanism.” According to the author’s argument, the hypothesized mechanism was selected for because ancestral humans whose psychology included this mechanism experienced dreams in which threats were simulated and thereby more efficiently and effectively dealt with in waking life. Those early humans who had dreams in which threats to survival and reproductive success were simulated were better able to solve similar classes of threats in waking life and, therefore, out-reproduced conspecifics whose psychology did not include the threat simulation mechanism. We appreciate this argument, and believe that REVONSO has done an excellent job of synthesizing an impressive array of empirical and theoretical support for the argument. We propose, however, that the hypothesized threat simulation mechanism is more domain-specific than the author presents.

**The hypothesized threat simulation mechanism may be too domain-general.** According to REVONSO, dreams serve as a means for the dreamer to rehearse events that would have threatened survival or reproductive success in ancestral environments. The author proposes two primary threatening events or episodes – one in which the dreamer is being chased or attacked by an unfamiliar adult male, and one in which the dreamer is being chased or attacked by a wild and dangerous animal. REVONSO provides sound theoretical arguments why unfamiliar adult males and wild animals were key threats to ancestral humans and, therefore, why they are prominent in the self-reported dreams of modern humans. We believe this is an excellent starting point for an evolutionary psychological analysis of dreams. We propose, however, that the threat simulation mechanism that generates dreams may be far more domain-specific. Instead of generating general threat dreams that include the two key events proposed by REVONSO, we suggest that perhaps the dreams of modern humans might reveal greater domain specificity. Might the threat simulation mechanism generate different classes of threatening dreams when it is operating in a child living with one stepparent and one genetic parent (see Daly & Wilson 1996)? As another example, might the threat simulation mechanism generate different classes of threat scenarios when it is operating in male psychology than in female psychology? We discuss the latter example in the remainder of this commentary.

**Is the threat simulation mechanism sex-differentiated?** An overwhelming collection of theoretical and empirical work suggests that males and females faced different adaptive problems recurrently over human evolutionary history (see Buss 1994, for a review). For this class of adaptive problems, modern evolutionary psychologists expect the evolution of sex-differentiated psychological mechanisms. One such adaptive problem recurrently faced by ancestral humans is a long-term partner’s infidelity. Because fertilization occurs internally to females, females always can be certain that they are the genetic parent of any offspring they produce. Males, in contrast, never can be certain that they are the genetic parent of the offspring produced by their partner. Males, but not females, risk cuckoldry – unwittingly investing in offspring to whom they are genetically unrelated. Although both sexes are upset by a partner’s infidelity, males are more upset by a partner’s sexual infidelity than by a partner’s emotional infidelity – infidelity in which resources such as social support and material wealth are channeled to another person. Females, in contrast, are more upset by a partner’s emotional infidelity, which places them at risk of losing to another woman the investment their partner would otherwise channel to them and their children (see Buss 2000, for a review of this work).

If the threat simulation mechanism generates dreams that simulate ancestral threats to survival and reproductive success, we propose that sex-differentiated ancestral threats will have selected for a threat simulation mechanism that generates sex-differentiated dreams. The mechanism might be sensitive to and triggered by different classes of infidelity cues when situated in male psychology than when situated in female psychology. Relative to a partner’s emotional infidelity, sexual infidelity presented a graver adaptive problem for ancestral males than for ancestral females. We therefore hypothesize that the threat simulation mechanism will generate in males relative to females more dreams about a partner’s sexual infidelity. In addition, we hypothesize that dreams about a partner’s sexual infidelity will be more upsetting for males than for females. A partner’s emotional infidelity presented a graver adaptive problem for ancestral females than for ancestral males. We hypothesize that the threat simulation mechanism will generate in females relative to males more dreams about a partner’s emotional infidelity. In addition, we hypothesize that dreams about a partner’s emotional infidelity will be more upsetting for females than for males. According to this argument, the threat simulation mechanism is the same in males and in females, but the design features of the mechanism—the class of information that triggers the mechanism, and the output generated by the mechanism—may be sex-differentiated.

In summary, REVONSO has provided us with a wonderful example of the heuristic value of an evolutionary psychological perspective. The target article significantly advances our understanding of dreams by proposing that dreams are generated by an evolved threat simulation mechanism. Although we find the core of REVONSO’s argument compelling and convincing, we suggest that the hypothesized mechanism may be more domain-specific than the author implies. We propose that the dreams of males will more frequently include a partner’s sexual infidelity, whereas the dreams of females will more frequently include a partner’s emotional infidelity. In addition, we propose that dreams of a partner’s sexual infidelity will be more distressing for males than for females, whereas dreams of a partner’s emotional infidelity will be more distressing for females than for males. We hope that future work might investigate the domain-specificity of the hypothesized threat simulation mechanism. We suggest as a starting point the investigation of the possible sex-differentiated design features of this mechanism that might be revealed with an analysis of dreams about a partner’s infidelity.

Continued vitality of the Freudian theory of dreaming

Howard Sheerin and Alan S. Eiser  
*Department of Psychiatry, University of Michigan, Ann Arbor, MI 48105;  
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**Abstract:** A minority position is presented in which evidence will be cited from the Hobson, Solms, Revonsuo, and Nielsen target articles and from other sources, supporting major tenets of Freud’s theory of dreaming. Support is described for Freud’s view of dreams as meaningful, linked to basic motivations, differing qualitatively in mentation, and wish-fulfilling.

[HOBSON ET AL.; NIELSEN; REVONSO; SOLMS]
In this commentary we will be taking a decidedly minority position. We will point out that there is considerable evidence, some of it provided by the articles themselves, that supports Freud’s theory of dreaming. With the exception of SOLM’s paper, the HOBSON ET AL., REVONSO, and NIELSEN papers either discard Freud’s theory or ignore it. Our commentary will be divided in six sections, each devoted to a proposition from Freud’s theory and evidence in its support.

**Proposition 1.** Despite their bizarre and illogical appearance, dreams are organized on the basis of certain principles and are the outcome of specifiable mental processes. Dreams are not random or epiphenomenal.

The articles by both HOBSON ET AL. and SOLM’S spell out the consistency and complementarity of findings obtained from brain imaging studies of REM sleep and lesion studies of dreaming. From the PET studies HOBSON ET AL. conclude that REM sleep may involve “a specific activation of subcortical and cortical arousal and limbic structures for the adaptive processing of emotional and motivational learning.” Similarly, SOLM’S’s neuropsychological findings indicate that dreams depend upon the concerted activity of a very particular set of mental functions located in various areas of the forebrain. These findings are quite consistent with a view of dreams as specifically organized to carry out particular functions.

Nevertheless, HOBSON ET AL. continue to maintain that important features of dreaming are determined by random, chaotic noise from the brainstem impinging on the forebrain. Further, the data HOBSON ET AL. cite concerning the rich bidirectional interactions, reciprocal connections, and feedback loops between brainstem and forebrain structures do not support a view of the brain as functioning in a nonintegrated fashion, with brainstem activity impinging disruptively and randomly on the forebrain. HOBSON characterizes dreams in terms of cognitive deficiencies, and draws an analogy between dreams and epileptic seizures; the possibility is not considered that dreams are organized in a different, rather than deficient, fashion that has its own particular logic. REVONSO also views dreams as organized phenomena providing a selective simulation of external threats in a perceptually realistic way so as to evoke rehearsals of skills in the efficient recognition and response to these threats. However, this differs considerably from our view of the specific function of dreams, as discussed in Propositions 3 and 5.

**Proposition 2.** The occurrence of dreaming is determined by two causes (1) the state of sleep itself, and (2) basic motivations such as sex and aggression whose persistence creates conflict in both the waking and sleep states. 1. It has been clear since the discovery of REM sleep and its association with dreaming that the first part of this proposition requires further specification. Although there is a range of views on the differences between REM and NREM mentation, there is little doubt that REM sleep is particularly facilitative of dreaming. Indeed, Freud as early as 1895 hypothesized that a motor paralysis was a necessary condition for dreaming to occur; such a paralysis is found only in REM sleep. We find persuasive both HOBSON ET AL. and NIELSEN’s marshalling of evidence that there are imperceptible fundamental differences between REM and NREM mentation, and here would differ with SOLM’S, who views REM as only one of many arousal triggers of dreaming. The very high correlation between REM sleep and dreaming suggests to us a more integral, even if not absolute, connection, as does the very different pattern of brain activation in REM versus NREM sleep reported in the imaging studies and consistent with SOLM’S’s lesion findings about the neuroanatomy of reported dreams. We note, with HOBSON ET AL., that SOLM’S’s data have not established that dreaming is preserved with brainstem lesions that eliminate REM sleep. We would characterize the differences between REM and NREM mentation in terms of a greater predominance of, in Freudian terms, primary-process versus secondary-process thinking (see Proposition 4) during REM sleep.

2. Freud’s view of instinctual drives and their development implies an ongoing source of conflicted sexual and aggressive wishes that may serve as the motive force for dreaming. We find evidence compatible with this understanding in several of the findings discussed in these papers. SOLM’S has reported that one of the two major forebrain areas associated with loss of dreaming in lesion studies is the parietal-temporo-occipital junction, which is associated with “appetitive interactions with the world,” the ‘SEEKING’ or ‘wanting’ command system of the brain. Similarly, the imaging findings consistently indicate the important participation of areas of the brain involved with emotion, motivation, and reward, “quite in accordance with older, more general views that REM sleep, and specifically dream content, is associated with internally generated, or instinctual behaviors that subordinate adaptive mechanisms” (NOFZINGER ET AL. 1997, p. 199). The concept of wishes that are conflicted also finds support. A hallmark of conflict in Freudian theory is that wishes associated with danger arouse anxiety, and the amygdala, which is especially associated with anxiety, is found to be activated in REM sleep.

There is another set of findings that is strikingly consistent with the association of dreams and persistent basic motivations. We refer to studies on the effects of REM sleep deprivation on motivation in the waking state. DEMENT AND COLLEAGUES (1967; DEMENT 1969) carried out a series of prolonged REM deprivation procedures in cats and reported that REM-deprived cats became hypersexual and hyperphagic. The sexual behavior reported involved unusual, persistent efforts on the part of a number of male cats to mount other male cats. These findings were not presented in fully quantified form, and must be regarded as exploratory and suggestive. However, additional credence is lent to them by a number of more formal experimental reports in the literature with similar findings. Some examples: FERGUSON AND DEMENT (1969) reported that in REM-deprived rats primed with amphetamine, stereotyped aggressive and sexual behaviors were seen in the absence of the usual releasing stimuli, the aggressive behaviors in virtually all experimental rats and the sexual behaviors in a subset. PEDER ET AL. (1986) found that REM deprivation alone resulted in increased aggressive behavior in rats, and increased genital exploration among female rats. MORDEN ET AL. (1967) reported that REM deprivation led to increased shock-induced fighting behavior in rats, which persisted beyond the recovery period. Conversely, electrical stimulation of hypothalamic defence (rage) reactions in cats led to reductions in subsequent REM sleep and, in REM deprived cats, in subsequent REM rebound (PUTKONEN & PUTKONEN 1971), a finding suggestive of reciprocal elements in the relation between drive and REM sleep. This sampling of results provides intriguing evidence from animal research of a relationship between REM sleep/dreaming and the expression of sexual and aggressive drives/wishes (see also VOGEL 1979).

**Proposition 3.** The dream itself is an attempt to deal with these conflicts with the means available during sleep, just as these conflicts are dealt with in the waking state with the means available in that state.

The major disagreement with this proposition derives from REVONSO’s position that dreams function to deal with external threats as experienced by our ancestors. However, a closer examination of his arguments leads to a different conclusion more in keeping with the Freudian conflict hypothesis.

First, let us consider the physical threats our ancestors had to guard against which figure so prominently in REVONSO’s theory. These threats were encountered because of the need to venture out in order to hunt and gather food, or seek a mate. Threats would have been considerably diminished by simply staying put in a safe cave. Thus conflict at least between the need for food and the need for a mate and running the risk of injury or death in their pursuit must have existed among our ancestors. If during sleep a desire for food or sex was aroused this would bring with it the threat posed by these desires.

Observations of primate groups reveal that the most frequently experienced threats come from other conspecifics rather than from predators. The constant jockeying for alpha status among
males, the need to select an appropriate mate among females, are not life threatening but rank high as sources of frequent conflict. It is the internal pressure to be dominant among males and to mate by choice among females that results in conflict and threat. Threat cannot be defined solely externally, but is defined by the internal state of the individual and determined by specific motivations. This is entirely consistent with the Freudian theory of dreams.

**Proposition 4.** Freud's theory is a two generator, or two mentation type theory which Freud called the primary and secondary process. We will cite experimental evidence that REM mentation is organized along primary process lines and NREM along secondary process lines which fits with a two mentation model. The study by Shevrin and Fisher (1967) cited by Hobson et al. is to our knowledge the only sleep-dream study in which the effects of a waking subliminal stimulus on REM and NREM mentation has been investigated. The relevance of the study to the current controversy over one versus two mentation theories lies in the fact that it introduces operationally through subliminal stimulation the place of unconscious influences on dream mentation, an issue of great importance to a Freudian theory of dreaming, and we believe an overlooked factor in sleep-dream research. The subliminal stimulus was designed in accord with Freud's hypothesis that the unconscious mentation underlying dreams was rebus-like in nature, by which he meant that the elements of a dream were juxtaposed and combined not in terms of their customary logical and conventional relationships but in terms of what he referred to as "superficial" associations, borrowing a term from Wundt. In contemporary terms, these would be seen as distant associates. However, in no current linguistic or cognitive theory would the prediction be made that the distant associates would be combined to form a new entity with its own associates. It was to this process that Freud gave the name condensation, one of the primary process mechanisms, in which two quite different unrelated elements are combined to form a new entity.

The stimulus was a picture of a pen and a knee forming the rebus for the word penny. The effects of the stimulus could then be measured along two dimensions: secondary process (logical, conventional) associates of pen (e.g., ink, paper) and knee (e.g., leg, bent) and primary process associates of penny (e.g., cent, money). Scoring was based on association norms collected prior to the experiment. Following awakenings from REM and NREM sleep the subjects' accounts of the immediately prior sleep events were obtained as well as two minutes of free associations. These free associations revealed that the rebus effect (penny associates) was significantly greater following REM awakenings, and the secondary process associates (pen and knee associates) were significantly greater following NREM awakenings. These results support Freud's view that it is necessary not only to know the sleep content but also the unconscious process giving rise to the sleep content which may differ depending on sleep state along primary process (REM) and secondary process (NREM) lines. In view of the fact that in the Shevrin and Fisher study the results were found in a waking response following sleep awakenings, it is important to note that Nielsen (p. 15) cites eight studies in which cognitive and physiological components of the sleep state carry over and influence waking performance, and one study which failed to find such differences. He concludes that most of the results "support the interpretation that qualitatively different cognitive processes are active following and, by inference, just preceding awakenings from REM and NREM sleep."

In a second study conducted by Castaldo and Shevrin (1970), it is important to note that the pictorial rebus stimulus was not presented subliminally prior to sleep, but was presented as words through earphones during REM or NREM sleep. Measures were based on the waking accounts of sleep mentation rather than on free associations. Despite these considerable differences from the Shevrin and Fisher study, Castaldo and Shevrin found that pen and knee associations were significantly more frequently found in accounts of NREM mentation and significantly less frequently found in accounts of REM mentation. The rebus effect was not replicated and may depend on such factors as pictorial and subliminal presentation.

In their reference to the Shevrin and Fisher study, Hobson et al. do not cite the association findings which we believe are of special relevance to understanding the role of unconscious processes in sleep mentation. The Shevrin and Fisher results support Hobson et al.'s position on the qualitatively different nature of sleep mentation associated with REM sleep, and fail to support Solms's conclusion that there is no qualitatively different mentation related to REM activation.

**Proposition 5.** The dream will sometimes succeed in providing an hallucinated gratification of sexual and aggressive motivations and thus will be wish-fulfilling; at other times the dream will fail, resulting in anxiety dreams and awakenings. When optimally functioning the dream is thus a protector of sleep.

Revonsuo directly challenges the wish-fulfilling aspect of dreaming proposed by Freud, replacing it with an evolutionary explanation based on rehearsal of threat. It is thus of interest that when Revonsuo provides some detailed description of dreams from the Mehinaku Indians that the role of threat is cast in a different light. Of the 14 dreams described, 7 can be construed as having manifest wish-fulfilling implications (e.g., desired and approached girl, struck by jealous wife). Our kinship with the Mehinaku Indians resides in the sexual and aggressive desires we share. Dreams from this standpoint are not outmoded rehearsals of prehistoric threats, but serve important current psychological purposes rooted in our evolutionary past.

**Proposition 6.** Exigent motives are highly activating or, in Freud's terms, cathexed with considerable psychic energy and thus can provide the impetus for dreaming.

The evidence previously cited that REM deprivation can cause animals to become hypersexual and hyperaggressive suggests that these motives are highly activating. We have also noted that Solms's lesion findings indicate that appetitive circuits are essential for the dreaming process, and that imaging studies point to the crucial involvement of motivational and emotional centers in the limbic and paralimbic system during REM sleep. It is intriguing to consider in addition the possible role of the deactivation of prefrontal cortical areas involved in executive functions, such as volitional control and self-monitoring. We would see this as resulting in a shift in the balance between wishes on the one hand and controlling/inhibitory functions on the other in favor of the former, resulting in wishes being relatively stronger and more exigent during REM sleep. This view also seems consistent with the aspect of Hobson et al.'s AIM model that stresses a different balance in neuromodulation (his M factor) during REM sleep, with the preference for cholinergic over aminergic modulation favoring structures which mediate emotion over those which mediate directed thought.

Despite the insurance provided by motor paralysis that entertaining powerful motives would not result in acting on them, Freud reasoned that even becoming directly aware of them would disturb sleep and awaken the dreamer. For this reason there was a need for disguise which employed the primary process mechanisms described earlier and supported by the Shevrin and Fisher study. But the Shevrin and Fisher study did not establish the disguising function of the primary process. Further work is needed on this hypothesis, although nothing thus far reported would necessarily be inconsistent or contradict this hypothesis.
Phylogenetic data bearing on the REM sleep learning connection

J. M. Siegel
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Abstract: The phylogenetic data are inconsistent with the hypothesis that REM sleep duration is correlated with learning or learning ability. Humans do not have uniquely high amounts of REM sleep. The platypus, marsupials, and other mammals not generally thought to have extraordinary learning abilities have the largest amounts of REM sleep. The whales and dolphins (cetaceans) have the lowest amounts of REM sleep and may go without REM sleep for extended periods of time, despite their prodigious learning abilities. [VERTES & EASTMAN]

The idea that REM sleep with its elaborate associated dream mentation has a role in memory consolidation is a very attractive one. It is a pity that the evidence supporting this beautiful idea is so weak. VERTES & EASTMAN marshaled impressive evidence inconsistent with a major role of REM sleep in learning. To this I add the mammalian phylogenetic data.

Much of the evidence that has been advanced as supporting a positive relationship between REM sleep and learning derives from reports of increases in REM sleep after learning and blockade of learning after reduction in REM sleep with deprivation procedures. As VERTES & EASTMAN point out, most if not all of this evidence does not withstand careful scrutiny. Nevertheless if we pursue the logic of this approach, one would predict that animals with greater learning capacity would have greater amounts of REM sleep.

Indeed, learning and memory theorists often imply that humans have large amounts of REM sleep. In fact, humans follow the general trends within the animal kingdom. Being large animals they share the inverse relationship between size and total sleep amount (Zepelin 1994). Humans sleep less than most smaller mammals. If REM sleep is calculated as a percentage of total sleep time, humans appear to have a lot of REM sleep, though not a uniquely large amount. However, the animals with the largest amounts of REM sleep are not the primates. The animal with the most REM sleep is the duckbilled platypus, which has, depending on how the calculation is done, approximately 7–8 hours of REM sleep a day (Siegel et al. 1997; 1999). REM sleep in the platypus has some unusual features. Perhaps of most significance is the lack of the low voltage EEG that characterizes REM sleep in other adult mammals. If we put aside the platypus data, the next contenders for the REM sleep championship are the black-footed ferret and the armadillo (Marks & Shaffery 1996; Prudom & Klemm 1973; Van Twyver & Allison 1974). What intellectual attribute do these three animals have in common? Is it intelligence or stupidity? Without disparaging the beauty and role of these animals in the ecosystem, they are largely instinct driven. Clearly they can learn as can all mammals, but they do not appear to be unique in their mental skills. In general, the marsupials and monotremes have more REM sleep than the placentals (Zepelin 1994).

How about the other end of the spectrum? The mammals with the least REM sleep are the cetaceans (whales and dolphins). Early reports in captive animals did not detect any clear episodes of REM sleep (Mukhametov et al. 1977; Mukhametov 1987; Shurley et al. 1969; Oleksenko et al. 1992; Flanigan 1974). Clearly if dolphins have any REM sleep at all, they can go without it for days or weeks. A more recent study in a captive gray whale demonstrated occasional twitches during sleep (Lyamin et al. 2000). The most generous estimates of the REM sleep total in these animals would be less than 15 minutes a day. How does the learning ability of dolphins and whales, animals with the largest brains ever to exist on earth, compare with that of the platypus, ferret, and armadillo? It would be difficult to defend the notion that the latter are smarter than the cetaceans. Across mammals, REM sleep time is negatively correlated with brain weight (Zepelin 1994).

Work by Jouvet-Monnier (Jouvet-Monnier et al. 1970) and a survey of the literature by Zepelin (1994) led to the conclusion that REM sleep time was correlated with immaturity at birth. Our recent findings in the platypus at the high end of the REM sleep scale and cetaceans at the low strongly support this conclusion. The immaturity of the platypus, hatching from an egg and remaining attached to its mother for an extended period after birth is consistent with its high level of REM sleep. The maturity at birth of the cetaceans, which can swim free of the mother and defend themselves immediately after birth is consistent with their low level of REM sleep. Neither the platypus nor the cetacean data is consistent with a relation to intellectual function or memory.

One way out of this dilemma for the learning-REM supporters is to argue that amount of REM sleep is not an informative variable; that REM sleep in the platypus may be less intense or efficient than that in the cetacean. However, this post hoc reasoning is not persusasive. There is no evidence that the very short REM sleep periods in the cetaceans are more intense or that those in the platypus are less intense. In fact the best evidence in terms of phasic event intensity argues just the reverse. The platypus has more than 6,000 phasic events during sleep/24 hours while the Gray whale has fewer than 10. As to the contention that time in REM sleep is not the important variable; this is the very basis of the claim of a relation between REM sleep and learning. The learning theorists cannot convincingly argue this point both ways. In conclusion, the phylogenetic data provide additional evidence for the case against a key role for REM sleep in memory consolidation or intellectual function.

Evaluating the relationship between REM and memory consolidation: A need for scholarship and hypothesis testing

Carlyle Smith and Gregory M. Rose
*Department of Psychology, Trent University, Peterborough, Ontario, Canada K9J 7B8. †Memory Pharmaceuticals Corporation, New York, NY 10032. csmith@trentu.ca †rose@memorypharma.com

Abstract: The function of REM, or any other stage of sleep, can currently only be conjectured. A rational evaluation of the role of REM in memory processing requires systematic testing of hypotheses that are optimally derived from a complete synthesis of existing knowledge. Our view is that the large number of studies supporting a relation between REM-related brain activity and memory and the current dismaying trend of reducing complex topics to sound bites. In the case of REM sleep, it cannot be said that, without REM, absolutely no memory consolidation of any kind will occur. However, the difference between this statement and the authors’ thesis, that REM plays no role in memory processing, is vast. VERTES & EASTMAN’S conclusion is possibly the result of their lack of direct experimental work examining the relationship of sleep to learning and memory, or, for that matter, with learning and memory at all. (VERTES is rightly recognized as a foremost expert in the neurophysiology of paradoxical sleep and theta rhythm generation in rodents.) We acknowledge that there is no simple guide through the complex and seemingly contradictory literature that deals with REM and memory consolidation. In the limited space allowed, we will attempt to rescue VERTES & EASTMAN from some of the conceptual traps into which they have fallen. A general comment. Science is an empirical discipline; understanding of a subject is always the consequence of a procession of discoveries. VERTES & EASTMAN seem to ignore this fact in assigning equal value to all REM/memory studies, whether they were performed 30 years ago or 5 years ago, and the authors exhibit a
distinct preference for early (1970s) work (Fishbein & Gutwein 1977; McGrath & Cohen 1978) to support their hypothesis. It is germane that more recent studies, utilizing more quantitative methodology, better experimental design (including appropriate control groups), and an appreciation of the existence of multiple memory systems, have clearly and consistently shown that REM deprivation impairs the consolidation of some types of memories, but not others (Pihlal & Born 1997; Smith 1985; 1995; 1996). Interestingly to note, this work has also revealed that other stages of sleep play a role in consolidating some types of memory for which REM is not involved (Smith 1985; Smith & MacNeill 1994).

Why animal studies using REM deprivation do not always affect learning. First, to reiterate a statement made above, it is clear that REM-based memory consolidation processes are involved with only some, and not all, types of learning. More generally, it must be considered that some tasks are so simple (i.e., that the subject is so genetically and/or experimentally prepared to solve the problem) that no consolidation mechanism will be activated to a level that can be detected by experimental intervention (Pearlman 1979; Smith 1985). Second, the existence of REM Windows (Smith 1985; 1995; 1996) can explain why mis-timed periods of REM deprivation would not impair consolidation for a particular task. We are not plunged by VERTES & EASTMAN’s lack of appreciation that REM windows could be different in different learning situations (e.g., for different tasks or as the consequence of changing task demands). The idea of having a rigid REM window occurring at the same time after training, no matter what the task or number of training trials, is neither intuitively consistent, based upon how most biological systems are known to function, nor supported by systematic experimental work.

Is stress the mechanism through which REM deprivation affects consolidation? One of the most persistent complaints about the REM-memory literature is that stress associated with techniques related to REM deprivation has not been adequately controlled. It is interesting that the stress argument is repeatedly invoked, despite the general absence of data indicating that stress has a detrimental effect on learning or memory. As has been argued in detail elsewhere, several types of studies appear to counter the argument that stress plays a role in REM-deprivation induced memory impairments: (1) pharmacological blockade of REM is not stressful, yet blocks consolidation (Smith 1985; Smith et al. 1991); (2) REM window experiments expose animals to procedures that produce equivalent stress, but produce memory deficits when brief (4 hour) REM deprivation occurs only at a specific time following training (Smith 1985; 1995; 1996); (3) blockade of all sleep except during REM window periods, a procedure known to be stressful, does not impair learning (Smith & Butler 1982); and (4) under certain conditions, REM deprivation has been shown to enhance memory (Kitahama et al. 1976; Smith & Gisquet-Verrier 1996). Taken together, this work makes it clear that stress has no simple role in REM deprivation studies, and parsimony suggests that it plays none at all.

Studies of REM and learning in humans by Vertes & Eastman. The treatment of this literature is painfully incomplete. Studies in humans to date clearly support the idea that REM is at best a modulator, and not a necessary co-factor, of memory, but it plays a role in formation of certain types of memories, but not others. One of the most salient findings of these studies is that REM is not involved in declarative/explicit type memory tasks, at least of the simple type, exemplified by word list remembering that are often used (Smith 1995). By contrast, tasks that can be classified as procedural/explicit are sensitive to REM sleep loss, which results in impairments ranging from 20–50%. This knowledge undercuts the author’s argument that humans with REM-eliminating lesions or REM-depriving pharmacological treatments are normal, because this cannot be established if the subjects are not tested in tasks in which REM is known to be involved. The REM sleep variables in humans are augmented with learning in the tasks examined so far and can be either the amount of REM sleep (min.) (DeKoninck et al. 1990b; 1989; DeKoninck & Freestov 1991) or the number and density of REMs (Smith 1993; 1999; Smith & Lapp 1991). REM windows have been reported both within a single night (Stickgold 1998) and over several nights (Smith 1993). Although there are fewer human than animal studies, recent results support the REM-memory hypothesis and suggest involvement of a phasic REM component (Karni 1994; Smith 1995; 1999; Stickgold 1998).

In conclusion, we wish to state that while the precise role of REM sleep in memory consolidation is far from being completely defined, VERTES & EASTMAN’s conclusion that there is no connection is not supported by a balanced evaluation of the existing data. Advancement of scientific knowledge depends upon scholarship and hypothesis testing, both of which are incomplete in VERTES & EASTMAN’s target article.

The mechanism of the REM state is more than a sum of its parts

Mark Solms
Academic Department of Neurosurgery, St. Bartholomew’s Royal London School of Medicine, Royal London Hospital, London E1 1BB, United Kingdom. misolms@mds.qmw.ac.uk

Abstract: Nielsen has not demonstrated that NREM dreams are regularly accompanied by fragments of the REM state. However, even if this hypothetical correlation could be demonstrated, its physiological basis would be indeterminate. The REM state is a configuration of physiological variables, the basis of which is a control mechanism that recruits and coordinates multiple sub-mechanisms into a stereotyped pattern. The diverse sub-mechanisms underlying each individual component of the REM state do not have an intrinsic relationship with the REM state itself. [Nielsen]

Nielsen observes that the frequent occurrence of “almost dreams” during NREM sleep does not invalidate the original observation that most actual dreams occur during REM sleep. His attempt to explain by recourse to the notion of “almost REM” (Nielsen’s “covert REM”), the subsequent discovery that some actual dreams (indistinguishable by blind raters from REM dreams) do also occur during NREM sleep, is therefore inconsistent. “Almost REM” is just as problematic a concept as “almost dreams.” This would be true even if it were possible to demonstrate that REM-like physiological events routinely accompany NREM dreams (which Nielsen has not in fact demonstrated, and which is contradicted by some of the available evidence; see Larson & Foulkes 1969; Pivik 1991; Rechtschaffen 1973; Rechtschaffen et al. 1972).

REM sleep is defined as a state in which diverse physiological factors covary in a distinctive pattern (Rechtschaffen & Kales 1968). Research into the neural basis of the REM state has accordingly focused on attempts to isolate “executive control” centres which “recruit and coordinate” the multiple component factors that constitute this distinctive pattern (Hobson 1985b; Hobson et al. 1986; 1998c). This is because the very existence of a stereotyped pattern of physiological variables suggests the existence of an underlying control mechanism which generates (recruits and coordinates) that pattern. The mechanism in question has no special relationship with each of the individual variables that participate in the pattern. Each of the individual physiological variables has its own mechanism (or, more usually, mechanisms); but these diverse mechanisms are not the issue here. The mechanism by which each of the various factors might be activated (or suppressed) in isolation is therefore of comparatively little consequence for our understanding of the REM state. This is because the state is the pattern. What is at issue with respect to the REM state is something else, namely the executive mechanism that recruits and coordinates the various factors into a distinctive configuration. It is this mechanism that is said to generate dreams; and it is this claim (i.e., the claim that the executive control mechanism of the REM state is also the mechanism whereby dreaming is generated) that is under dispute.
A useful analogy might be drawn with the concept of clinical syndromes. When each of the component elements of a syndrome appears in isolation, the diagnostic implications are indeterminate; it is only when all the elements appear simultaneously in a known, pathognomonic configuration, that they have definite diagnostic implications (i.e., they imply that a known pathophysiological mechanism is operative).

The essence of a medical syndrome is that a collection of signs or symptoms, when all present, indicate the presence of a specific disease. The correlation between elements in a syndrome may be high, low or in-between... Indeed, a syndrome is most useful as a diagnostic tool precisely when the elements usually are not found together. When they are found together, this strongly points to some special pathological process. (Strub & Geschwind 1983, pp. 317–18; emphasis added).

A clinician who interprets isolated symptoms or signs as "covert" expressions of a known pathognomonic mechanism would commit serious diagnostic errors (cf. the fallacy of "partial syndromes"; Kinsbourne 1971). By the same reasoning, when individual elements of the REM state appear in isolation, the physiological implications are indeterminate; they have no necessary relationship with the REM state itself, or with its known physiological mechanism. It would be an error to infer that the REM state is "covertly" present, and that its control mechanism has somehow been "partially" activated, when individual features of the state appear in isolation or in bits of the stereotyped configuration.

**NIELSEN** commits precisely this error when he construes isolated instances or couplings of succadie eye movement (rapid or slow), or muscle atonia, or EEG desynchronization, and the like, as somehow implying a partial or covert expression of the REM state. The physiological meaning (the underlying mechanism) of these isolated events is indeterminate, and has to be established in its own right in each instance. The events in question might well have nothing to do with activation (partial or otherwise) of the known executive control mechanism that recruits and coordinates the known pattern of events that constitute the REM state. For example, a burst of EEG desynchronization during a NREM period might reflect a type of forebrain activation derived from a source quite different from and unrelated to the pontine cholinergic/aminergic oscillator that is thought to generate such desynchronization in the REM state. EEG desynchronization comes in many varieties, reflecting a wide range of different states, generated by diverse physiological mechanisms. EEG desynchronization, by itself, therefore, can mean almost anything. One can only "diagnose" the causal presence of the known pontine mechanism of the REM state if the burst of EEG desynchronization in question occurs within the context of the known REM "syndrome." This is true whether the desynchronization co-occurs with dreaming or not. Accordingly, if it can be demonstrated that NREM dreaming is regularly accompanied by phasic EEG desynchronization, then it is not at justifiable to infer that the dreaming was causally triggered by partial or covert activation of the control mechanism of the REM state. It may well be that it was generated by an entirely different mechanism. This same principle applies to all the hypothetical "covert REM" events that **NIELSEN** refers to.

The pertinent question, therefore, still remains: What generates those NREM dreams that are "indistinguishable by any criterion" from REM dreams (Hobson 1988b)? For the reasons outlined in my target article, I do not believe that they are generated by reciprocal interactions between pontine cholinergic and aminergic mechanisms. If **NIELSEN** is suggesting that they are, then his thesis lacks conceptual coherence (and empirical support)!. If, on the other hand, he is suggesting merely that the REM state shares scattered variables in common with other physiological states that are also productive of dreams, then he is making a very different claim – and a far weaker one: one which begs the main question that is at stake here. I agree that the REM state and certain NREM states which are productive of REM-like dreams are likely to share some physiological properties in common. The questions then become: (1) What are those shared properties? and (2) What control mechanism recruits and coordinates them, and thereby generates the dreams? To my mind, the search for these common properties and this underlying control mechanism should start from the observable fact of the dreams, not from theoretical pre-conceptions derived from our understanding of REM physiology.

One plausible empirical approach to the problem, then, is the classical clinic-anatomical approach; that is, to ascertain what anatomical structures are essential for dreams to occur. (This is the approach that I have taken.) To date, only two such structures have been identified: the parieto-temporo-occipital cortical junction and the ventromesial frontal white matter. (Nobody has ever demonstrated that pontine brainstem structures are essential for dreaming [dreaming in particular, as opposed to consciousness in general]). The task now is to verify whether the control mechanism we are seeking is indeed localizable to one of the identified structures. For the reasons set out in my target article, I believe that the best candidate for this role (in the present state of our knowledge) is a dopaminergic pathway that courses through the ventromesial frontal white matter. Now we need to establish whether and how activation of (and influences upon, and effects of activity in) this pathway (and other pathways in the ventromesial frontal quadrant) correlate with the actual experience of dreaming.

The old master of clinical neurology, Charcot, is reputed to have once said: "La théorie c’est bon, mais ça n’empêche pas d’exister" (Theory is good, but it does not prevent facts from existing). (Freud 1893, p. 13). The psychophysiological theory of REM/dream isomorphism is, I suspect, preventing **NIELSEN** from acknowledging the existence of some unexpected clinic-anatomical facts which are difficult to reconcile with that theory.

**Neuronal basis of dreaming and mentation during slow-wave (non-REM) sleep**

M. Steriade

**School of Medicine**, Laval University, Quebec G1K 7P4, Canada. mercea.steriade@phs.ulaval.ca

**Abstract**: Although the cerebral cortex is deprived of messages from the external world in REM sleep and because these messages are inhibited in the thalamus, cortical neurons display high rates of spontaneous firing and preserve their synaptic excitability to internally generated signals during this sleep stage. The rich activity of neocortical neurons during NREM sleep consists of prolonged spike-trains that impose rhythmic excitation onto connected cells in the network, eventually leading to a progressive increase in their synaptic responsiveness, as in plasticity processes. Thus, NREM sleep may be implicated in the consolidation of memory traces acquired during wakefulness.

**[HOBS0N ET AL.; NIELSEN; VERTES & EASTMAN]**

Our experimental evidence on reciprocally related activities of neocortical and thalamic neurons supports some concepts in the target articles by **HOBS0N ET AL.** and by **NIELSEN**. One of the ideas in the paper by **HOBS0N** and colleagues is that NREM dreaming contains thought-like mentation whose content is much less dissimilar than is commonly believed when compared to that occurring in waking; in other terms, NREM reports are related to waking life. According to **NIELSEN**, the recall rate of dreaming mentation in NREM sleep is quite high. And, both **HOBS0N ET AL.** and **NIELSEN** mention the vividness of dreaming near the end of the normal sleep period that may correspond in humans to the period of cat NREM sleep with incipient ponto-geniculo-occipital (PGO) waves, which heralds NREM periods.

In this commentary, I would like to present some data that help to understand the neuronal basis of the association between NREM sleep and mentation. This may be surprising in view of previous postulates regarding this sleep state as accompanied by a global inhibition of cortex and subcortical structures (Pavlov 1923),
which would underlie the “abject annihilation of consciousness” (Eccles 1961). The two major claims arising from our recent experiments, using intracellular recordings from cortical and thalamic neurons under anesthesia as well as during the natural waking-sleep cycle of behaving cats, are as follows. (1) Despite the fact that the cerebral cortex is deprived in NREM sleep of signals from the external world because of their blockade within the thalamus, the gateway to neocortex, cortical neurons continue to entertain during this sleep stage a vivid dialogue, which is reflected in the high rates of spontaneous firing and preserved synaptic excitability to internally generated signals. Such aspects were unexpected during a behavioral state which is conventionally qualified as “passive,” “resting” or “inactive.” (2) The rich activity of neocortical neurons during NREM sleep consists of prolonged spike-trains that impose rhythmic excitation onto connected cells in the network, eventually leading to a progressive increase in their synaptic responsiveness, as in plasticity processes. Thus, we postulate that NREM sleep may be implicated in the consolidation of memory traces acquired during wakefulness. Our data are only indirectly related to the basic assumption in the target paper by Vertes & Eastman, denying the role of REM sleep in memory consolidation, as we champion the role of NREM sleep in this process.

The limit of our hypothesis is that, at the present time, intracellular recordings are performed, by necessity, in animals with a rather limited behavioral repertoire. And, terms such as “memory” are used to describe the occurrence, after rhythmic and prolonged testing volleys, of spontaneous neuronal activity displaying exactly the same patterns as those exhibited by stimulus-locked responses evoked during the prior period (see Fig. 6B in Steriade 1999). On the other hand, the advantage of our approach is that, for the first time, dual intracellular recordings from cortical or cortical and thalamic neurons are obtained in vivo in animals under an anesthetic that best simulates natural NREM sleep (Steriade et al., 1996) and, furthermore, intracellular recordings are performed during the natural waking-sleep cycle in behaving animals (Fig. 1). There is no need to elaborate on the advantages of intra-

Figure 1 (Steriade). Intracellular recording of neocortical neuron during natural waking and sleep states in behaving cat. Upper panel: five traces depict (from top to bottom): EEG from left cortical areas 4 and 21, intracellular activity of neuron from area 21, electro-oculogram (EOG), and electromyogram (EMG). The panel illustrates the transition from wakefulness to NREM sleep (see onset of low-frequency, high-amplitude EEG waves). Part marked by horizontal bar is expanded below (arrow); only EEG from area 21 was illustrated. Note cyclic hyperpolarizations (downward deflections) of neuron during NREM sleep, but brisk firing during the depolarizing periods of the slow sleep oscillation. Unpublished data by M. Steriade, L. Timofeev, and F. Grenier.
cellular recordings from multiple sites, the only method that provides information on subthreshold membrane potential fluctuations during shifts in the state of vigilance and that can reveal the dissociation between exaltation of activity in cortical neurons and simultaneous postsynaptic inhibition in related thalamocortical cells, an inhibition mediated by the activation of GABAergic thalamic reticular neurons driven by corticothalamic projections (Steriade & Contreras 1995).

Let me start with the rich activity of neocortical neurons during NREM sleep, a state when these neurons are deprived of thalamic inputs that originate in pathways from the brainstem and the external world. That the thalamus is the first brain relay station where incoming signals are deeply inhibited from the very onset of drowsiness and even more inhibited during NREM sleep, without any change in the magnitude of the afferent volley that monitors the input reaching the thalamus, was documented by simultaneous recording of pre- and postsynaptic field potentials (Steriade 1991) and intracellular activities (Timofeev et al. 1996). Then, how is it that, without thalamocortical inputs, neocortical neurons still remain spontaneously active and responsive during NREM sleep? The fact is that corticocortical synapses exceed by far those made by thalamocortical axons. The major cortical rhythmic activity that characteristically defines NREM sleep, a slow oscillation with a frequency between 0.5 and 1 Hz in both cats (Contreras & Steriade 1995) and humans (Achermann & Borbély 1997, Amzica & Steriade 1997). This oscillation is generated intracortically, as it survives an extensive thalamectomy (Steriade et al. 1993) and it disappears in the thalamus following decortication (Timofeev & Steriade 1996).

The distinctive feature of the cortical slow oscillation during NREM sleep is the alternation between prolonged periods of depolarization leading to spike-trains and long lasting periods of hyperpolarization associated with neuronal silence. This stands in contrast with the tonic depolarization and firing of cortical neurons during both waking and REM sleep (Fig. 1). Although neuronal discharges are absent during the hyperpolarizing periods of the slow sleep oscillation, the overall firing rates of cortical neurons are quite close in NREM sleep and in wakefulness (~12 Hz and ~14 Hz, respectively, in electrophysiologically identified regular-spiking neurons). This is due to the fact that, during the depolarizing phase of the slow oscillation, cortical neurons discharge vigorously, in many instances above the level observed in waking or in REM sleep (Steriade et al. 1999). Not only do cortical neurons fire spontaneously at high rates during NREM sleep, but their synaptic excitability to intracortical signals is enhanced during this stage. In contrast to the synaptic inhibition of thalamic neurons during NREM sleep and particularly during sleep spindles (which explains the thalamic blockade of incoming signals), earlier extracellular recordings in behaving monkeys showed an increased responsiveness of neocortical neurons to callosal volleys in NREM sleep compared to waking (Steriade et al. 1974) and recent intracellular recordings demonstrate that the cortically-evoked excitatory responses of cortical neurons are not diminished during the prolonged hyperpolarization of the slow sleep oscillation (Timofeev et al. 1996). The result of intracellular recordings in naturally sleeping animals, showing high rates of spontaneous neuronal firing in neocortex during NREM sleep, raised the obvious question: what is the functional role of rhythmic spike-trains fired by neocortical neurons during the slow sleep cortical oscillation (0.5–1 Hz)? With the corollary: What may be the influence of rhythmic spike-bursts fired by thalamocortical neurons during sleep spindles (7–15 Hz) upon cortical neurons? Both these types of sleep rhythms (spindles and slow oscillation) have an impact on neocortical neurons and may change their responsiveness and even induce structural changes in their dendritic arbor that could have important functional consequences for the consolidation of traces produced by events occurring in other states of vigilance.

We started to work out the above hypotheses by simulating a major sleep oscillation, thalamically-generated spindles, using trains of thalamic stimuli applied at ~10 Hz, while simultaneously recording cortical and thalamic neurons intracellularly (Steriade et al. 1998). The responses to pulse-trains at ~10 Hz grew progressively in size, from the second stimulus in the train and, therefore, are termed augmenting. Both the thalamus and the cerebral cortex have the neuronal machinery that is necessary to generate augmenting responses, as shown by the fact that such responses can be recorded in the neocortex of athalamic animals and in the thalamus of decorticated animals. However, the full consequences of the augmenting phenomenon, which include self-sustained oscillations and plastic changes in network activities, require intact-brain preparations. This need for an intact brain, including general- ized modulatory systems, is also shown by the state-dependency of augmenting responses which have maximal amplitudes in NREM sleep and lowest amplitudes during full alertness and REM sleep.

Augmenting responses are associated with plasticity processes, that is, decreases in inhibitory responses and persistent and progressive increases in excitatory synaptic responses. Such changes can lead to self-sustained oscillations due to resonant activities in closed loops, as in memory processes (Steriade 1999). The repeated circulation of impulses in reverberating circuits between the cortex and thalamus, may lead to synaptic modifications in target structures, which favor alterations required for memory processes. This hypothesis was also proposed (Buzsáki 1989) and tested experimentally (Wilson & McNaughton 1994) in the hippocampus. The hippocampal "place cells" were found to display higher firing rates and had a tendency to discharge synchronously during sleep, as if neuronal states are played back as part of the memory consolidation process.

Finally, Nielsen's model, implicating covert REM processes before the full-blown REM sleep, follows experimental data published more than a decade ago in which we attempted to link the dreaming mentation to the appearance of PGO waves well before muscular atonia and EEG activation, during EEG synchronization of the final NREM period. In that paper (Steriade et al. 1989), we proposed that "vivid imagery may appear well before the classical signs of REM sleep, during a period of apparent EEG-synchronized sleep." This idea was based on the fact that visual thalamic neurons fire spike-bursts related to PGO waves (the robust bursts are owing to the fact that thalamic neurons are still hyperpolarized during that final period of NREM sleep); and also because the spontaneous firing rates of thalamic neurons is low, the signal-to-noise ratio during the PGO-related spike-bursts is very high, thus possibly underlying the vivid mental experiences outside REM sleep.

Inclusive versus exclusive approaches to sleep and dream research

Robert Stickgold
Department of Psychiatry, Harvard Medical School, Boston, MA 02115.

Abstract: By assuming that REM sleep either plays a critical role in all memory consolidation or no role in any, Vertes & Eastman have chosen to reject, rather than explain, robust experimental findings of a role for sleep in memory and learning. In contrast, Nielsen has attempted to integrate conflicting findings in the dispute over REM versus NREM mentation. Researchers must trust the data more and the theories less, and build integrative rather than exclusionary models if they hope to resolve these knotty problems effectively.

[NIELSEN; VERTES & EASTMAN]

Introduction. It is striking that 100 years after Freud (1900), there is absolutely no agreement as to the nature of, function of, or brain mechanism underlying dreaming. There is even disagreement as to what constitutes a legitimate approach to the question. In this environment, it is perhaps not surprising that var-
ious researchers have staked out strikingly different positions that are often presented as incompatible with one another. An alternative interpretation, one that I will argue here, is that we are discovering, but in many cases ignoring, the rich complexity of sleep and dreaming. In what follows, I will argue that the paper of VERTES & EASTMAN has fallen into this trap, choosing to look at only some of the available data to draw a conclusion that rejects, rather than explains, other robust experimental findings. In contrast, I will support NIELSEN’s attempt to integrate conflicting findings in the dispute over REM versus NREM mentation. In the end, I will conclude that we should probably trust the data more and the theories less, and build integrative rather than exclusionary models. Only by moving in this direction will we be able to resolve these knotty problems effectively.

**Vertes & Eastman: The case against memory consolidation in REM sleep.** The argument against REM sleep having a role in memory consolidation by VERTES & EASTMAN is a disappointingly anachronistic and one-sided review of this rich literature. At the end of their introduction, they give the overarching reasons that lead them to conclude that REM sleep can have no possible role in learning and memory: “Sleep involves basic biological functions and memory requires consciousness.” What could they possibly mean? Are learning and memory consolidation not basic biological functions? Are these “psychological” phenomena and hence not of any basic importance? Second, assuming for the moment (as they clearly do) that we are unconscious when we dream in REM sleep, are old memories not activated, associated, and integrated to form dream imagery and narrative? And if we remember our dreams on awakening, haven’t new memories been laid down during sleep? It is as if they want to say that memory is too complex for sleep and sleep is too important for memory. These attitudes could have been forgiven if they were followed by a good, critical review of the literature. Unfortunately, they were not.

**Memory systems.** One problem with VERTES & EASTMAN’s discussion is that they have a view of memory systems that is at least seven years out of date (Schaeter & Tulving 1994). While vaguely acknowledging that there is data supporting the concept that REM sleep is more important for learning complex tasks than simple tasks and making passing reference to suggestions that “information is differentially processed in distinct phases of SWS and/or REM sleep,” they never mention procedural or declarative memory systems and only refer to working and episodic memory in a quote from Barbara Jones (1998) about the possible role of sleep-related decreases in frontal lobe activity on subsequent dream recall. Yet for the last decade much of the work on sleep and memory has focused specifically on the differential effects of various sleep stages on procedural versus declarative versus motoric memory systems (Plihal & Born 1997; Smith & MacNeill 1994; Smith and Rose 1997; Smith et al. 1998; Stickgold 1998; Stickgold et al. 2000b). VERTES & EASTMAN seem to take the position that either REM sleep is absolutely critical for all forms of learning and memory consolidation or else it has no role whatsoever in any form of these processes. Obviously, this is an unjustifiable dichotomy.

**Blinded reviewing.** A more worrisome problem is how they choose to review the literature. Whether it is noting the appearance of Jonathan Winson and Matt Wilson on the Charlie Rose TV program “promoting their shared belief” in a role for sleep in learning, or suggesting that our own findings of sleep-dependent memory consolidation is “very much at odds” with our activation-synthesis model of dreaming, or quoting the frustration of Elizabeth Hennevin and Bill Fishbein with the resistance of the sleep community to their empirical findings (Fishbein 1995; Hennevin et al. 1995a), VERTES & EASTMAN often seem to be spending more time criticizing the researchers than their data. Beyond this, their discussion of the actual data is frustratingly skewed. In their discussion of REM deprivation effects on memory, they pay considerable attention to the legitimate concern over the interpretation of cognitive tests given 30 min or 3 hr after several days of exposure to stressful REM deprivation techniques, but they ignore findings of equally strong effects that are seen a week after a relatively brief 4-hr period of REM deprivation (Smith & MacNeill 1994) or after a single night of sleep deprivation in humans (Aubrey et al. 1999; Smith & MacNeill 1994). Again, they note that both Karni et al. (1994) and our laboratory (Stickgold et al. 2000b) have reported strong relationships between REM sleep and learning on a visual discrimination effect (we reported an r-value of 0.89 between post training sleep parameters and subsequent improved performance, a correlation significant at p < 0.0001), but then they focus on what we and Karni agree are relatively minor differences between our findings and conclude that “until these discrepancies are resolved, it is difficult to evaluate the reliability of the findings.” No such critical lens is held up to the work of those who find no correlation between sleep and learning!

**Alternative explanations.** Having rejected all findings of effects of REM deprivation on learning under the rubric of “very stressful deprivation procedures,” they go on to conclude that there must be no effect at all of REM on memory because “there appears to be no alternative explanation for studies which have failed to show that [REM deprivation] disrupts learning/memory.” Yet as all researchers should know, the failure of a test to reach statistical significance only indicates a failure to demonstrate the presence of a difference. It does not demonstrate the absence of such a difference. Beyond the issue of statistics, there is another very simple “alternative explanation.” Since all proponents of REM-dependent memory consolidation agree that REM is not involved in consolidation of declarative memories such as those formed in paired associates training, the failure to observe REM-dependent consolidation may simply reflect the testing of a memory system that is not REM-dependent. The failure of the reviewers to address this issue, despite reviewing articles that directly discuss it (Plihal & Born 1997; Smith & MacNeill 1994; Smith & Rose 1997; Smith et al. 1998; Stickgold 1998; Stickgold et al. 2000b), is a frustrating disappointment.

**Theta rhythms.** A role for theta rhythms is acknowledged by VERTES & EASTMAN in the processing of memories during wake, but they reject any similar role in REM: “If the transfer of information in REM is not orderly, or is essentially chaotic, it would seem that there would be no functional value in consolidating or remembering this information” (sect. 2.6). Fair enough. But there is very often order in nature that we fail to see. Let me suggest an example of how REM sleep might be processing stored information in a less obvious manner. One critical task of the mammalian brain is to search for useful new connections between previously stored memories, most usefully memories stored in neocortical association networks, rather than the hippocampal, declarative system. While not critical on a minute by minute or even day by day basis, these new connections allow organisms to identify classes of related precepts, superclasses of causal relationships, and insights into novel relationships among sets of stored information. These are precisely the types of new associations that people are seeking when they “sleep on a problem.” The problems one “sleeps on” are not trying to remember phone numbers. No one believes that sleep will help recall lost episodic or declarative memories. Rather, one sleeps on problems that involve assessing alternative explanations of past events or possible outcomes of future events.

The physiology of REM sleep would seem to support such information processing. Information outflow from the hippocampus to neocortex is shut off (Buzsáki 1989; 1996), cortical association nets are loosened (Stickgold 1998; Stickgold et al. 1999b), and cortical memory formation is enhanced (Hasselmo 1999; Hasselmo & Bower 1993) during REM sleep. Together, these allow the brain to (1) ignore the predictable interpretations driven by the replay of episodic memories (noticeably absent in REM dreaming); (2) seek out and test novel associations within the cortex, and (3) strengthen them as appropriate. The consolidation of procedural memories, also residing in neocortical rather than hippocampal memory systems, could follow a similar strategy. Interestingly, the flow of information back into the hippocampus during REM sleep might then serve to signal the appropriateness of “forgetting”
The question of how to characterise the role of sleep in memory consolidation, or if this even touches on sleep's role, it is not surprising that we find such variable results in published studies. These are not easy forms of consolidation to quantify. Indeed, these processes probably involve memory integration even more than they do simple memory consolidation. So it is not surprising that simple cognitive and psychomotor memory tests fail to show any obvious impairment of performance after administration of drugs that disrupt REM sleep. These tests classically measure working memory and declarative memory systems that we would not expect to be affected by REM deprivation. We know of no cases in which anyone, for example, tested the effects of these drugs on complex perceptual procedural learning.

Magical processes. Near the end of their article, VERTES & EASTMAN note that many have been tempted to believe that “magical processes” occur during REM sleep. Indeed they do, and not just in REM sleep. We do not understand how dreaming comes about, how memories and concepts are so intriguingly woven to form the narrative of the dream. We do not understand how, in waking, the brain comes to understand language, or color, or beauty. But this does not mean that they do not occur. It merely means we do not know how they are produced. When we find a correlation between sleep and learning that explains 80% of intersubject variance and is significant at the 0.0001 level, something is happening, magical or not.

In the end, I am honestly baffled by VERTES & EASTMAN’s decision to reject all of the work that points toward a role for sleep in memory consolidation and learning. It is as if, finding the cup half full (or half empty), they insist that it must be either completely full or completely empty. Surely, the best reading of the literature would say that sleep plays an important, if not necessarily critical, role in some forms of memory consolidation and learning. Drawing such a conclusion is not a compromise. It is scientific fact.

Nielsen: Mentation in REM and NREM sleep: A review and possible reconciliation of two models. The question of how to characterize the role of sleep states in the control of sleep mentation remains a thorny one. In this context, NIELSEN’s offering is a welcome breath of fresh air. He presents an impressively complete review of the extant literature and provides a valuable theoretical framework for the critical analysis of this literature. NIELSEN has attacked the dichotomous approach to REM and NREM sleep even more objectively than we did in our article (HOBSON ET AL.). By offering the concept of “covert REM sleep” to describe the spread of REM sleep physiology into NREM states, he emphasizes one essential aspect of our state space model: the continuity, overlap, and dissociability of state features.

There are two main points I would make about his model. First, while the early part of his paper points strongly toward qualitative differences between REM and NREM mentation, NIELSEN seems in the end to suggest that all NREM mentation is due to the covert intrusion of REM state processes. This is to explain the qualitative differences between REM and NREM, one would have to assume that different REM state processes add different features to the mentation process. While this may, indeed, be true, I still would argue that there is at least a basal tendency toward sleep mentation even when all of these REM state processes are inactive. This could explain the mentation reports of SWS and would suggest that different REM state processes add different features to the “pure” REM phenomenology.

My second point is that I believe NIELSEN could have taken his model even further. I would propose three basic tenets of such an expanded model:

1. Sleep mentation and dreaming are products of the brain, and are determined at any given time by the levels of activation and interaction of disparate brain systems. These include anatomically defined systems such as the brainstem, amygdala, and frontal cortex, cognitively defined systems such as attention, emotion, and memory, and neuromodulatory systems such as the cholinergic, noradrenergic, and serotonergic systems.

2. All of these systems show fluctuations in their levels of activation and functional connectivity across the sleep cycle.

3. The use of polysomnography to define sleep stages represents a crude division of these rich and complex physiological fluctuations.

Given these assumptions, perhaps Rechtschaffen and Kales’s sleep stages (Rechtschaffen & Kales 1968) should be seen as only a first attempt at defining the rich heterogeneity of sleep. For many purposes it is a completely adequate description of the system. For other purposes it will clearly prove only marginally adequate or even totally inadequate. Hobson (1992a) has proposed a three dimensional model of sleep state space based on levels of sensory input, brain activation, and neuromodulation. In our paper in this issue (HOBSON ET AL.), we begin to move toward expanding this model so that different brain regions can be in different portions of this state space. Eventually the number of dimensions will necessarily increase as we consider the number of brain regions that need to be viewed separately. NIELSEN is hinting at this complexity, but I suspect that before too long we will have to accept that REM and NREM are useful concepts when looking grossly at sleep phenomena, but inadequate as we refine our investigations of these phenomena.

In conclusion, I suggest that we need to go beyond NIELSEN’s idea of covert REM sleep processes in NREM sleep and, of course, covert NREM sleep processes in REM sleep, and instead accept a rich, complex, and confusing panoply of brain processes that show robust, but nonetheless only statistical, probabilities of co-occurring and of being sustained for periods of minutes or tens of minutes.

Evolutionary psychology can ill afford adaptionist and mentalist credulity

Nicholas S. Thompson
Department of Psychology and Biology, Clark University, Worcester, MA 01610. nthompson@clark.edu

Abstract: The idea that dreams function as fright-simulations rests on the adaptionist notion that anything that has form has function, and psychological argument relies on the mentalist assumption that dream reports are accurate reports of experienced events. Neither assumption seems adequately supported by the evidence presented.

REVONSOO

REVONSOO’s core idea – that dreams must be a biological threat simulation system because dream reports are highly structured narratives uniquely sensitive to threatening circumstances – provoked in me both biological and psychological misgivings. On the biological side, the argument fails because it requires the false premise that all the things that have form have function. The form of many recognizable structures (e.g., the human nose, the armpit, the pseudopenis of the female hyena, etc.) is determined by selection on other features of the organism and has no role in their determination (Glickman et al. 1993; Gould & Lewontin 1979). Even the association of “randomness” with “formless” is inappropriate. If you and I were to bump into each other in the street, we might very well speak of a random meeting. We could truthfully characterize the meeting in this way, but not because the behavior that led to it was formless or without direction, nor even because the meeting was not entirely predictable. We would say that the meeting was random because the factors that determined the meeting were not governed by it. To show that the meeting was non-random, we would have to show that our behavior was in some sense designed to produce a meeting.
Similarly, to show that dreams function to improve performance in threatening situations, we must show not only that dreams have this consequence but also that they are designed for it. Even the evidence offered by the author that dreams produce improvements in performance is shaky enough: it seems to be based solely on an analogy with motor imaging experiments. The evidence that dreams are designed to produce these consequences seems even shakier. (Thompson 1981): (1) the comparative method, (2) the engineering method, and (3) the examination of reproductive consequences. Of the three classes of evidence, the only evidence consistent with design is related to the engineering criterion, in this case evidence that dreaming is sensitive to the occurrence of threatening situations in the dreamer’s life and that dream content is related to threatening occurrences. No comparative evidence is provided – no evidence that across species, animals dream more that are subject to hazards: nor is there any evidence that non-dreamers live particularly short and unfenced lives in hazardous environments.

On the psychological side, REVONSUO seems unaware of the sort of misgivings that might be entertained by behaviorists concerning his research program. The author speaks of dreaming as if it posed no special philosophical or methodological difficulties. According to his account, the dream is a shoe the dreamer puts on for himself because it helps him practice for dire situations. Waking up a dreamer is sort of like interrupting a person who is watching TV drama. Once we get his attention, we can ask him about the nature of the “program” he has been watching, and he can report luridly concerning his experience. Only the dream is problematic. Remembering the dream and reporting on that memory are taken as unproblematic. This stance is unlike any that we would take with reports of emotion-laden events obtained in non-dreaming contexts. Consider, for instance, the stance a therapist would take toward a client who reported an argument he had with his spouse during the previous eight hours. Unlike the dream researchers, the therapist would not presume that the client has an exact recall of the argument or that the client would give a faithful report of such intimate and troublesome events.

Such methodological credulity with respect to dream recall and dream report is particularly troubling because dreams are notoriously ephemeral. Dreaming, or being aware of our dreams, or remembering our dreams, or telling coherent accounts of our dreams are not skills that the people of my acquaintance possess equally. Some people seem to expand a lot of effort in rehearsing and relating their dream reports: others to be hesitant to report their dreams, bad at remembering them, or, perhaps, dream rarely if at all. Even the best dreamers around me confess that dreams are so evanescent that they will be lost or altered in memory if they are not written down or related immediately upon awakening.

In fact, why do we assume that there is anything that is dream apart from the subject’s reporting of it? Even if I grant that I, too, awaked in the morning with the sense that I have had experiences while sleeping, what is the reason for believing that these experiences correspond to any facts of the matter whatsoever? The supporting evidence used to be that the REM sleep syndrome was a necessary concomitant of dream reports, but I gather that even this evidence is no longer credible (see REVONSUO, sect. 1.1). Is the on-the-fly or dream memory phenomenon that we imagine a skeptical account of dream reports that does not require the existence of dreams? Whatever we conceive sleep to be, forced awakening certainly provokes a massive reorganization of neural activity. Is it such a wonder that such a profound intrusion into ongoing neural activity should not knock off shards of memory and send them hurtling into awareness? Is it such a wonder, storytelling creatures that we are, that these shards should be assembled into fragile narratives? Is it so strange that we should perceive these stories as occurring prior in time, during the previous sleep? Finally, given that these narratives are commonly assembled in the context of an interruption of ongoing activity, is it such a wonder that they should have a threatening tone? Surely, the dream report literature should be subjected to the same sort of skeptical assault that tested the hypnosis literature in the 60s and 70s (Sarbin 1981) Can experimenters reliably distinguish fake from “real” dreamers? Does dream fakery get better if the subject is drowsy when asked to generate a fake dream? What if the drowsy subject is forbidden to tell a dream but allowed only to relate an imaginative story (cf. Fiss et al. 1966)? Or to give an account of something that “happened yesterday”? Is a recently awakened subject more likely to relate a negative story than a randomly probed subject? Wouldn’t you?

As evolutionary psychology gains attention and respect, the question of what kind of a psychology it is to be – mentalist or behaviorist, adaptivist or selectionist – becomes more important. Is evolutionary psychology to explain feelings, thoughts, beliefs, desires, and other events “within the head” by reference to vaguely conceived benefits? Alternatively, is it to explain patterns in the activities of humans in terms of a history of differential reproduction of individuals enacting those patterns? Insensitivity to these crucial issues will slow the development of the field.
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Abstract: Modern lab research has found that contrary to the suggestions of Hobson et al., Nielsen, and Solms, dreams are organized, mundane stories. Hence, their theories to explain the distortions and bizarre of dreams are misdirected. Hobson et al. propose that REM sleep processes are responsible for dreams. But dreaming occurs in absence of REM sleep and REM sleep is often accompanied by no dreaming. Hence, REM sleep is not necessary or sufficient for dreaming.

HOBSON ET AL., NIELSEN, AND SOLMS propose dream theories to explain distortion, disorganization, and bizarre in dreams. They assume that these are the salient characteristics of typical dreams, a nineteenth century view also held by Freud. We now know that this view is wrong. It is based mostly upon reports of dreams that are spontaneously recalled upon waking in the morning. These dreams are likely the most dramatic, bizarre dreams and are not representative of dream life in general. The collection of large dream samples from throughout the night from large samples of ordinary people, both children and adults, has shown that most dreams are mundane, organized, everydayish stories (Dorus et al. 1971; Snyder et al. 1968). Though novel, they are not bizarre. Though often vivid, they do not often express inappropriate or extraordinarily intense emotion. Though unreflective, they are not disorganized. HOBSON ET AL., NIELSEN, AND SOLMS ignore this massive evidence about the nature of dreams. Thus their dream theories are inappropriately directed and miss the main point – and mystery – about dreams, namely, that even during sleep, the mind/brain processes that we envision in our daytime imagination, organized, coherent, understandable mentation.

HOBSON ET AL.’s dream theory, the activation-synthesis hypothesis (ASH) (Hobson & McCarley 1977), is also inconsistent with other twentieth century findings. The hypothesis asserts that during REM sleep, random neuronal discharge of the hindbrain REM sleep generator activates the forebrain to produce the conscious dream. According to this hypothesis, distortion, disorganization, and bizarre of dreaming is explained because the forebrain can only perform “the best of a bad job” in synthesizing its random brain stem stimulation. The hypothesis predicts that dream distortion and bizarre will increase during more intense “random” stimulation by REM generator (Hobson & McCarley 1977). Tested in several studies, this prediction has recently been refuted although with some minor exceptions (for review, see Pivik 1991; Rechtschaffen 1973). The hypothesis also predicts that
dreaming will occur only in REM sleep. Many studies found that dreams were reported from more than 50% of awakenings from nonREM sleep during periods far separated from waking and REM sleep and during which the REM generator neurons are silent (for review, see Pivik 1986). And many studies found that dreams were reported from the 70% of awakenings from sleep onset when the REM generator is silent (for review, see Vogel 1991). Most important, two independent studies found that, equated for length, REM and nonREM reports were indistinguishable (Antrimus 1983; Foulkes & Schmidt 1983). These findings indicate that REM sleep is not necessary for dreaming and in particular for dreaming with the formal characteristics (bizarreness, distortion, disorganization) that Hobson and others claim are the distinctive formal characteristics of REM dreams. Hobson’s response to this critique is that REM-like nonREM mentation is produced by REM sleep processes during nonREM sleep.

HOBSON ET AL. propose that several findings support this requirement of the ASH. Here is a point by point refutation of their proposals.

1. HOBSON ET AL. propose that circadian rhythm based increases in late night stage two activation sustain longer and more vivid nonREM dreaming. They then suggest that brain activation during nonREM sleep is a “REM-like phenomenon” (p. 56). In rebuttal, this is about brain activation, which is not a distinctive REM sleep process. Brain activation also occurs when awake. REM, dreaming during late night Stage 2 activation is not associated with a distinctive sleep process as required by ASH. Furthermore even HOBSON ET AL.’s proposed association between nonREM sleep activation and dreaming is contradicted by evidence. For example, (a) dreams are reported from nonREM stages 3 and 4, which, based on metabolic studies, are periods of low brain arousal (Pivik 1986; Pivik & Foulkes 1968; Rechtschaffen 1973); and (b) Pivik and Foulkes (1968) found that stage 3 dream recall was similar to stage 2 dream recall.

2. HOBSON ET AL. propose that nonREM dreaming occurs during pre REM slow wave sleep in association with preREM sleep PGO waves, which are prominent phenomena during REM sleep. In rebuttal, this proposal is hypothetical. Though preREM sleep PGO waves have been observed in the cat, there is no direct evidence of their occurrence in humans. Second, even if they do occur, contrary to HOBSON ET AL.’s proposal, Pivik’s review (1991) indicates that nonREM dreaming is not increased during preREM period; and Larson & Foulkes (1969) found fewer, less dream-like reports during the REM EMG drop than during control periods. Although HOBSON has theorized prudently about the mental correlates that accompany the initial activation of REM mechanisms, he has conducted absolutely no psychophysiological research to verify his accounts. Others, however, have studied the phenomenological correlates of immediately pre-REM and early REM physiology. Both Larson and Foulkes (1969) and Foulkes et al. (1980) found that early signs of REM sleep activation (e.g., the sudden loss of muscle tone) were accompanied by reliable decreases in the dreamlike quality of sleep mentation, a remarkable and direct refutation of the heart of HOBSON ET AL.’s theory.

3. HOBSON ET AL. propose that during nonREM sleep external stimuli produce PGO spikes which then cause visual imagery; the hallmark of dreams. This is speculation. HOBSON ET AL.’s work indicates that in humans acoustic stimuli during stage 2 enhance visual imagery and they cite other work indicating that in cats sound stimuli stimulates PGO. But they present no evidence of the requirement of the ASH, namely, that in humans external stimuli during nonREM sleep reliably stimulate REM-like activity in association with reported imagery. In fact, in cats, external stimuli produce isolated PGO spikes, not the long trains of PGO spikes that ASH would require of dream substrates.

4. HOBSON ET AL. cite a Pivik result that nonREM phasic spinal reflex inhibition was associated with greater recall, auditory imagery, and hostility. In contrast, Rechtschaffen’s (1973) analysis of this study concluded that there was no significant relationship of phasic variables studied (including dreamlike fantasy, sexuality, morality, thought, emotion, etc.). only hostility and auditory imagery were significantly related to phasic events. It appears that by selective reporting, HOBSON ET AL. were trying to give a positive spin to what was essentially a negative result.

5. HOBSON ET AL. cite a Rechtschaffen result that nonREM PIPs (phasic integrated potentials), were associated “with enhanced recall” of mentation. PIPs are extracranial spikes recorded from surface electrodes in humans. These spikes have morphological and distributional features like the extracranial spikes associated with PGO potentials in cats. Thus, they have been interpreted as surface indicators of PGOs in humans. But HOBSON ET AL. are wrong in their assertions about the relationship between PIPs and recalled nonREM mentation. In Rechtschaffen et al.’s work (1972), 51% of PIP awakenings and 53% of control awakenings showed recalled content, clearly no substantial differences in percentage of nonREM awakenings with recall. As Rechtschaffen (1973) pointed out, “PIPs do not appear responsible for dreaming per se” and “there is more dream activity in nonREM sleep than spike activity.” Finally, PIP bursts in nonREM sleep typically last only a few seconds. They are never long enough to account for a long nonREM dream.

The bottom line is that long, detailed dreams – visually indistinguishable from the most elaborate of REM dreams – can be elicited on awakenings from nonREM sleep with little or no evidence of distinctive or near distinctive REM-like phenomena, including (1) low voltage, mixed frequency EEG; (2) rapid eye movements; (3) tonic or phasic EMG suppression; (4) saw-tooth waves; (5) PIPs (possibly representing PGO); and (6) penile erections. Therefore, dreaming is not dependent on REM sleep physiology, and the characteristics of dreaming in terms of REM-like intrusions into nonREM sleep have speculatively relied on relatively subtle indications of such intrusions with little evidence that they are related to nonREM dream reports. This evidence indicates that REM sleep phenomena are not necessary for dreaming.

The ASH also predicts that REM sleep is sufficient for the production of bizarre, distorted, disorganized dreams. This is because the hypothesis leads us to expect that excitation of the brainstem REM sleep generators will produce bizarre, disorganized dreams. The evidence contradicts this prediction. In a large collection of studies, 17% of awakenings from REM sleep produced no dream reports. Also, dream reports may be sparse or absent on awakenings from REM periods of young children and when present, they are usually mundane and undistorted (Foulkes 1982b). Finally, as mentioned above, short REM reports are like typical nonREM reports – thought-like, mundane, undistorted (Foulkes & Schmidt 1983).

In short, contrary to the ASH, REM sleep is not necessary or sufficient for dreaming. Thus, unique REM sleep processes, such as discharge of the brainstem REM sleep generator, cannot be causes of dream production. Thus, the ASH is wrong.

HOBSON ET AL.’s neurophysiological theory of dream generation rests on what they call a mind/brain isomorphism. The theory is based in the proposition that dream distortion is caused by “random” discharge of neurons in the REM sleep generator. But we have evidence that “disordered” meaning is caused by a disordered (temporally random) discharge pattern of individual neurons. In more general terms, we do not know the neural correlates of particular sequences of mentation, ordered or disordered. We do not also know that the orderliness of mental sequences is determined by the pattern of hindbrain stimulation of the forebrain. It is possible that mentation is relatively independent of hindbrain stimulation and is primarily determined by the response characteristics of the forebrain. In any case, our ignorance about these issues is very great. In view of such ignorance, the claim that disordered (incoherent) meaning is caused by disordered (random) discharge of individual pontine cells appears to be based on verbal similarity rather than empirical findings (Vogel 1975a). Indeed, the empirical findings listed above do not support this claim.

Aside from the particular dream theories, a major premise of
HOBSON ET AL., SOLMS, and NIELSEN is that brain physiology can tell us about the psychology of dream experiences.

The idea is that the nocturnal activation of previously identified “centers” for emotionality, symbolism, integration, etc., will implicate, or fail to implicate, these physiological processes in dreaming. But the evidence that these brain “centers” actually are substrates of psychological phenomena rests on the correlation of their activity with those phenomena in the first place. Thus, if dreams prove generally to be well integrated sequences of mental activity, while brain scans tell us that alleged integrative brain centers are quiescent, then we have found, not that dreams are disorganized, but rather that contemporary neurophysiology has not yet adequately identified the neural substrates of ideational integrity. This use of brain sciences to “prove” or “disprove” psychological findings or theories is, in principle, erroneous, and since that is the main premise of this account of dreaming, the account is fatally flawed. (Foulkes, personal communication)

Finally, let us apply these methodological comments about mind/brain to Freud’s psychological dream hypothesis. This asserts that dreams are instigated by — and express — unconscious, unacceptable wishes. A test of this hypothesis will measure the empirical correlation between dream reports and unconscious, unacceptable wishes disguised in these reports. Neurophysiological findings cannot provide these data. Only reliable psychological data can. The fact that 100 years have passed without such a test suggests that Freud's hypothesis is empirically untestable and hence outside the realm of science.

The pharmacology of threatening dreams
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Abstract: The pharmacological literature on negative dream experiences is reviewed with respect to Revonsuo’s threat rehearsal theory of dreaming. Moderate support for the theory is found, although much more work is needed. Significant questions that remain include the precise role of acetylcholine in the generation of negative dream experiences and dissociations between the pharmacology of waking fear and anxiety and threatening dreams.

Revonsuo has generated a provocative and persuasively argued theory for the biological function of dreaming. The author has limited this case (not unreasonably so) to the phenomenal level. What I propose to do in this commentary is to extend the hypothesis to biological and pharmacological levels of analysis and to evaluate whether the author’s case is consistent with this literature.

Several predictions reasonably derive from the threat rehearsal hypothesis: (1) biological mechanisms should be found that subserve dreams of a threatening nature — if not in fact, then at least in principle; (2) agents which suppress those biological mechanisms should inhibit such dreams — either yielding dreams of a less threatening nature and/or eliminating dreaming altogether; (3) the withdrawal of such agents following repeated administration should lead to a reinstatement, perhaps even an exacerbation, of threatening dreams; and (4) there should be significant overlap between drugs that inhibit fear and anxiety in the waking life and those that inhibit fear and anxiety during dreams.

I will now briefly review the pharmacological evidence that is both consistent and inconsistent with Revonsuo’s hypothesis. Importantly, I will operate on his assumption that REM sleep is the typical, perhaps even optimal (though not exclusive) phase of sleep for dreams involving threat rehearsal. Because of its association with night terrors (Fisher et al. 1973) deep slow-wave sleep (SWS) will also play a prominent role in my analysis.

First of all, a number of agents with anti-anxiety properties suppress stage 4 slow-wave sleep, rapid-eye movement (REM) sleep, or both. Tricyclic antidepressants (TCAs) (Vogel et al. 1990) MAO inhibitors (Vogel et al., 1990), and selective serotonin reuptake inhibitors (SSRIs) (Nicholson & Pascoe 1988) reduce REM sleep. Barbiturates and benzodiazepines suppress deep SWS and either suppress or delay REM onset (Declerck & Watson 1990; Hartmann 1976; Kay et al. 1976). Compared to the other classes of agents listed above, the benzodiazepines are less likely to reduce REM time (Hartmann 1968; Itil 1976).

More directly relevant to this paper, both phenelzine (an MAO inhibitor) and imipramine (a tricyclic antidepressant) have been found to be useful in reducing nightmares in patients with posttraumatic stress disorder (PTSD) (Kosten et al., 1991; Ross et al. 1994). However, the antidepressant nortriptyline has no effect on REM sleep, and yet it is useful in reducing nightmares in PTSD sufferers (Gillin et al. 1999).

Benzodiazepines (e.g., diazepam) and TCAs (e.g., imipramine) suppress night terrors (Cooper 1987; Fisher et al. 1973). However, Fisher et al. (1973) found that benzodiazepines could suppress stage 4 sleep in some patients at doses that did not reduce night terrors. Also, Cooper (1987) reports a failure of diazepam in relieving night terrors in two clinical cases that, nevertheless, responded to imipramine.

A large percentage of patients with narcolepsy report vivid, frightening dreams (Lee et al. 1993). Narcolepsy is treated with TCAs and amphetamines, both of which suppress REM (Rechtschaffen & Maron 1964; Vogel et al. 1990). Since this syndrome is characterized by an atypically early onset of REM, the sleep mechanisms responsible for REM onset may also influence bad dreams. Alterations in monoamine function have been suggested in human narcolepsy. A canine model of narcolepsy implicates supersensitivity of muscarinic cholinergic receptors, specifically pontine M2 receptors (Tononi & Pompeiano 1995). TCAs are known for their anticholinergic properties (Baldessarini 1991), whereas the amphetamines have mixed effects at best on cholinergic neurotransmission (Cheney & Costa 1975). The above findings are significant since muscarinic cholinergic mechanisms are implicated in REM sleep generation and presumably dream induction as well (Baghdoyan & Lydic 1999; Hobson 1988b).

On the reverse side are agents that enhance REM and elicit bad dreams. For example, the antihypertensive reserpine enhances REM and induces nightmares in humans (Hartmann 1970). Along the lines of the previous paragraph, reserpine has been found to elevate acetylcholine, at least regionally in some species (see Pal-fai et al. 1956, for references).

The anxiogenic inverse agonist beta-CCE, which reduces chloride conductance at GABA/benzodiazepine receptors, substantially enhanced REM and SWS duration when administered to cats (Kaijima et al. 1994). In humans, a closely related inverse agonist, FG 7142, produced intense anxiety in two volunteers (Dorow et al. 1983). The authors did not investigate the dreams of subjects the night after taking this agent, so we know nothing about the subjective dream experiences produced by this class of agents.

Theory predicts that withdrawal from agents that suppress REM should lead to REM rebound, accompanied by an increase in the number and/or intensity of bad dreams. Consistent with this theory, Adams and Oswald (1989) found a five-fold increase in bad dreams accompanying REM rebound after withdrawal from the benzodiazepine triazolam (25 nights at 0.5 mg/night). Both Kales and Jacobson (1967) and Oswald and Priest (1965) showed that barbiturate withdrawal is accompanied by negative dream experiences. However, REM rebound following cessation of TCAs and low-potency phenothiazines (which also have anticholinergic properties) is not consistently accompanied by negative dream experiences (Kales & Vgonzats 1995).

A number of neurochemical systems have been implicated in anxiety and fear in animals, and in anxiety disorders in humans. These include (but are not limited to) norepinephrine (NE), serotonin, GABA, and cholecystokinin (CCK) (Charney & Bremner 1999). Any hypothesis attempting to link daytime anxiety with sleep-related anxiety must reconcile significant contradictions.
such as the suppression of locus coeruleus (NE) firing during REM sleep (Aston-Jones & Bloom 1981) with the apparent hyperactivity of NE systems in waking anxiety and fear (Charney & Brenner 1999). Some degree of consistency, on the other hand, appears to exist for GABAergic mechanisms in this context. Blockade of GABA-mediated chloride conductance is linked to anxiety and fear (Charney & Brenner 1999) and there is abundant evidence, albeit indirect, for a GABA-negative mechanism in REM sleep onset, perhaps one involving an endogenous inverse agonist (Wichlinski 1996). This system may occur either upstream or downstream (or both) from the REM generator mediated by acetylcholine, for which there is compelling evidence (Hobson 1999). This cholinergically mediated REM generator may itself be inhibited by some classes of antidepressants, including the tricyclic antidepressants and the MAO inhibitors.

It is clear that REM, stage 4 SWS, negative dream experiences and daytime anxiety are dissociable, viewed either phenomenologically or pharmacologically. Suppression of REM and/or stage 4 SWS is neither necessary nor sufficient for the elimination of negative dream experiences or daytime anxiety and fear. Moreover, those agents that are successful at eliminating daytime anxiety do not always suppress negative dream experiences. Nevertheless, pharmacological inhibition of stage 4 SWS and REM sleep tends to go hand in hand with inhibition of negative dream experiences and suppression of daytime anxiety.

The mechanisms that underlie threatening dreams most likely overlap those responsible for REM and stage 4 SWS. Moreover, it is plausible that the premature onset of normal REM mechanisms, including REM related threatening dreams, may account for night terrors seen in stage 4 SWS (Arklin 1978). Although the pharmacological data are limited and do not directly address REVONSUO’s hypothesis, the preponderance of findings thus far are consistent with it. Nevertheless, significant questions remain:

1. What is the precise role of acetylcholine in generating dreams, especially threatening dreams? Why is it that antimuscarinic agents have hallucinatory properties when theory predicts the exact opposite? Is it due to differential muscarinic subtypes or differing responses to associated GABAergic neurons (Ferry & Perry 1995)?

2. Why aren’t centrally acting anticholinergic agents useful in treating both daytime anxiety disorders and parasomnias with negative content (e.g., dream anxiety attacks, night terrors)? Or have they simply not been adequately tested for these capacities?

3. How can activation of noradrenergic systems account for both daytime anxiety and nighttime threatening dreams if the locus coeruleus shuts down during REM sleep?

It is likely that the neural mechanisms underlying threat perception – like most behaviors studied – involve a number of different neurotransmitter systems. Perhaps it is asking too much of the brain to expect it to use the same mechanisms to encode the experience of fear and anxiety in the waking state as in the sleeping state. Finally, it is useful to be reminded that anxiety and fear are not unitary states – either across or within species; therefore, attempts to generate models of brain-behavior relationships which fail to discriminate the various types of fear and types of anxiety in different species under specific conditions are bound to invite confusion (Kagan 1998).

REVONSUO has offered a provocative hypothesis for the biological function of dreaming. Much, though certainly not all, of the pharmacological data on sleep and negative dream experiences are consistent with it. Significant questions remain and further work is needed on the pharmacology of threatening dreams before a comprehensive evaluation can be undertaken on this aspect of the theory. Nevertheless, this hypothesis represents a crucial step toward an enhanced understanding of the basic mechanisms involved in dreaming and in clinical conditions associated with negative dream experiences.

**Threat perceptions and avoidance in recurrent dreams**

A. Zadra and D. C. Donderi

*Department of Psychology, University of Montreal, C.P. 6128 succ. centre-ville, Montreal, Quebec, Canada H3C 3J7; 2Department of Psychology, McGill University, Montreal, Quebec, Canada H3A 1B1.*

**Abstract:** Revonsuo argues that the biological function of dreaming is to simulate threatening events and to rehearse threat avoidance behaviors. He views recurrent dreams as an example of this function. We present data and clinical observations suggesting that (1) many types of recurrent dreams do not include threat perceptions; (2) the nature of the threat perceptions that do occur in recurrent dreams are not always realistic; and (3) successful avoidance responses are absent from most recent dreams and possibly nightmares.

**REVONSUO** agrees with Domhoff’s (1996) position that to be taken seriously, a theory of dreaming must account for the repetition dimension in dreams and asserts that his evolutionary hypothesis of the function of dreaming explains this dimension as the paradigm case of threat simulation in dreams.

Dreaming is viewed as both an organized and selective simulation of the world. A particularly well-organized form of dream content is the recurrent dream which is distinguished by its complete repetition as a remembered experience (Brown & Donderi 1986). Many kinds of dream theories (e.g., Gestaltist, object-relations, Jungian) converge in their view that recurrent dreams are associated with a lack of progress in recognizing and resolving conflicts in the dreamer’s life and that the cessation of a recurring dream indicates that the conflict has been successfully dealt with. Research results support the generic clinical dream theory that recurrent dreams are associated with the presence of unresolved stressors. Studies have shown that in both late teenagers and older adults, recurrent dreams are accompanied by negative dream content in everyday dreams and that they are associated with a relative deficit in psychological well-being (Brown & Donderi 1986; Robbins & Houshi 1983; Zadra et al. 1998). Moreover, the cessation of a previously recurrent dream in adulthood is associated with a positive rebound effect on well-being (Brown & Donderi 1986).

REVONSUO cites a study (Robbins & Houshi 1983) showing that the most frequently reported theme in a student sample of recurrent dreams is one in which the dreamer is being chased (43% of all dreams). However, most of these recurrent dreams had first appeared in childhood. Zadra (1996) conducted content analyses of 110 recurrent dreams from adulthood (i.e., reported as having first occurred after the age of 18) and 53 recurrent dreams from childhood (i.e., ceased to recur before the age of 12). Although chase and pursuit dreams were the most frequently reported theme in both samples, they represented less than 15% of the adult recurrent dreams and 42% of the childhood ones. A broader category encompassing all themes in which the dreamer is in some kind of danger has been found to characterize approximately 40% of recurrent dreams (Cartwright & Romanek 1978; Robbins & Houshi 1983). What is the thematic content of the remaining 50 to 60% of recurrent dreams? The other themes include having difficulties with house maintenance, losing the one’s teeth, discovering or exploring new rooms in a house, driving a car that is out of control, being unable to find a private toilet, and flying. In addition, 10% of all recurrent dreams contain only pleasant emotions while another 5% are described as containing no affect (Zadra 1996). Our content analyses have also shown that about 25% of negatively-toned recurrent dreams contain emotions other than fear and apprehension (e.g., sadness, anger, confusion, guilt). Finally, the content of over 50% of all recurrent dreams is idiosyncratic and in great part unrelated to any threats. Based on the range of thematic content and affective expression represented in recurrent dreams, it may be misleading to conclude that most recurrent dreams are
dissociated from the dreamer's current concerns. It would appear that a great many recurrent dreams are not realistic rehearsals of a threatening event but rather pictorial metaphors of current concerns.

Nightmares are highly unpleasant dreams which, by definition, awaken the sleeper. Although we have not conducted a systematic content analysis of the several hundred nightmares we collected from non-traumatized adults, it is our clear impression that the overwhelming majority of nightmares contain threat perceptions but not evolutionarily adaptive threat-avoidance programs. In fact, many contain no appropriate behavioral response beyond a relatively straightforward fear reaction: dreamers awaken either while trying (unsuccessfully) to escape or at the moment they are caught or attacked. Furthermore, nightmares have been described where subjects experience the total destruction of their body. These dreams appear to simulate failure rather than any form of adaptive response. As for the nature of the threats themselves, many nightmares do not contain real-life threats based on the human ancestral environment but involve unrealistic and unusual circumstances (e.g., Zadra & Pihl 1997). Nightmares may very well be one type of dream which reveals the prime importance of threat simulation mechanisms. However, REVONSOU's theory does not adequately account for the bizarre and unrealistic content of many nightmares and the fact that most do not contain reasonable and realistic adaptive behaviors. A detailed content analysis of the threatening events in nightmares as well as of the ensuing responses is needed to clarify this issue. Such an analysis is now being conducted by REVONSOU as well as our own research group.

In sum, the data indicate that many recurrent dreams, and possibly nightmares, do not include situations critical for physical survival and reproductive success. Even in those cases where they do, these dreams rarely contain constructive threat avoidance behavior or coping strategies against threats. The simulation of threat recognition during REM sleep may very well fulfill the goal of priming an amygdalocortical network to perform rapid and appropriate emotional evaluation of the potential danger. However, the second stage (i.e., rapid selection of an appropriate behavioral response and its instantiation) appears to be lacking.

That dreams can be realistic is not in doubt. Following her medal-winning performance at the 1988 Winter Olympics, Canadian figure skater Elizabeth Manley explained that she had been having difficulty with her routine, and was worried about it. The night before, she dreamed that she did the entire routine flawlessly, and when it came time to perform the routine before the judges, it was flawless enough for second place. Tholey (1991) provides evidence for the use of lucid dreaming in sports training. Real rehearsal under lucid or semi-lucid control clearly plays a role in dreams. HOBSON ET AL. discuss neuromodulation of the limbic-prefrontal axis (sects. 3.2.4, 3.2.7) as an important determinant of dream emotion and direction. They suggest that relative inhibition of the prefrontal cortex and activation of the limbic and paralimbic cortex leads to non-directed, emotionally valent imagery in dreams; lucid dreaming, by contrast, involves relatively less inhibition of the prefrontal cortex, relatively greater control over dream imagery, and self-awareness of dreaming. These are conditions where volition can guide imagery and produce conscious rehearsal. This is the raison-d'être of dreams, according to REVONSOU's theory; we see it as one, and not the most frequent, process that occurs during dreaming sleep.

REVONSOU supposes that pretermitate humans dreamed realistic threat dreams that rehearsed their control of a dangerous physical environment. With rare, athletic exceptions, the threat environment we now face is more symbolic than physical. Most threats involve language. Through metaphor and simile, language allows us to both manipulate our own mental images, and to try and control the mental images of others. Freed from goal-directing prefrontal control by the inhibitory processes associated with REM sleep, it may be that language mechanisms act on emotionally valenced memories to create the unpredictable metaphors and similes of dreams: a visual form of metaphoric and symbolic emotional free association. Many recurrent dreams and nightmares are unrealistic because they are imaginarily metaphorical and free-associative; just like our own language when freed from goal-directed constraint. If we regard Elizabeth Manley's performance anxiety about figure skating in the winter Olympics as the modern equivalent of an evolutionary threat, then her confirmatory example fits neatly into REVONSOU's theory. It was literally a perceptually and behaviorally realistic rehearsal of a threatening event. REVONSOU's theory explains Elizabeth Manley-type performance dreams, but does not explain the far more numerous anxiety dreams in which the dream images are unrealistic. Perhaps REVONSOU's answer will be that, in this type of dream, the system does not become fully activated. This answer dismisses most dreams as evolutionarily useless epiphenomena that just waste time until a dreamer, under the immediate threat of losing a medal, losing a job, or losing out to a rival, realistically rehearses skating a program, confronting the boss, or carrying out a murder.

Three questions not solved by REVONSOU's theory are: (1) Why are realistic threat perceptions absent from many if not most recurrent dreams? (2) Why are efficient or successful avoidance responses absent from most recurrent dreams and possibly nightmares? and (3) Why is the balance of mental activity during dreaming more like metaphoric and symbolic free association, and the balance of mental activity during waking more like goal-directed thought? The answer to (3) may be HOBSON ET AL.'s distinction between limbic and forebrain-directed dreaming; differences which lie along the neuromodulation (aminergic-cholinergic) dimension of their three-aspect model of physiological changes in dreams. According to HOBSON ET AL., the prefrontal cortex, vitally involved in the goal-directed planning of behavior and therefore in the streaming and directing of mental content towards a goal, is relatively inhibited during normal dream states. Limbic system activation of remembered mental content, unconstrained by goal needs, fills dream content with emotionally loaded but behaviorally non-sequential imagery.
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Abstract: Definitions of dreaming are not required to map formal features of mental activity onto brain measures. While dreaming occurs during all stages of sleep, intense dreaming is largely confined to REM. Forebrain structures and many neurotransmitters can contribute to sleep and dreaming without negating brainstem and amineergic-cholinergic control mechanisms. Reductionism is essential to science and AIM has considerable heuristic value. Recent findings support sleep's role in learning and memory. Emerging technologies may address long-standing issues in sleep and dream research.

HR1. Introduction

"Why are academic debates so acrimonious?" After a long pause the joke teller then answers his own question. "Because there is so little at stake!"

In the case of Dreaming and the brain, it is obvious that the answer must be different. Debates in this domain can be acrimonious. But it is because there is so much at stake! No interested party could or should easily cede the adequacy of any general theory of brain-mind states and especially those that propose to reduce aspects of dream phenomenology to neurobiology. The stakes are indeed high in this game. So it is no surprise that the interests and passions of the players are intense.

When, in 1986, we wrote our BBS target article on REM sleep neurobiology (Hobson et al. 1986) we were astonished by the depth and range of the responses. That experience taught us that we had much more to learn from our critics and our friends than we had ever imagined. This time, that principle has been even more solidly upheld, in part because in addition to our own target article, Dreaming and the brain, there are four other papers on closely related topics. The field of sleep and dream research is obviously undergoing an upheaval; a millennial repositioning.

As we have emphasized in our writings on consciousness, beachhead. We trust that the discussion, debate, and even the controversy that our article has inspired is both healthy and constructive of the future growth of our field.

We have organized our responsive comments in what seems to us a logical order. First (and foremost) we address definitional issues: What is dreaming and how can it be characterized and measured? Second, we take up the debate regarding the location of dreaming in the sleep-wake cycle to reiterate and clarify our recognition and understanding of the strong correlation of dream features with REM. Third, we discuss the commentaries concerning brain underpinnings of this correlation as a prelude to developing our fourth theme, the concept of isomorphism and its instantiation in the activation-synthesis and AIM models. Fifth (and most future oriented), we address the question of function with special reference to learning and memory enhancement.

HR2. Formal approach to phenomenology

HR2.1. Defining dreaming

The definition of dreaming remains unclear. As pointed out in the target article by Nielsen as well as the commentaries by Antrobus and Pagel, there is no clearly agreed upon definition of what a dream is, and as was made clear in a panel discussion at the 1999 meetings of the Association of Professional Sleep Societies, we are not even close to agreement. Our own preference is to reserve the term “dream” for mentation during sleep which has most, if not all, of the following formal features: hallucination, delusion, narrative structure, hyperemotionality, and bizarreess. This corresponds to Nielsen's innermost circle of dream definition, “apex dreaming.” We prefer to use the term “sleep mentation” for mental activity during sleep that does not meet this criterion. In doing so, we are not attempting to bind others to our definitions. Instead, we only wish to make clear what we are referring to by these terms. As will be clear in what follows, we do not restrict our discussion to just this “apex” dreaming, or even to sleep mentation. We can instead measure more detailed formal features of mental activity – like hallucinatory imagery or thinking – and map them onto our brain measures across wake-sleep states.

As we have emphasized in our writings on consciousness, we feel strongly that there is no way for cognitive neuroscience to sidestep first-person accounts of subjective experience (Hobson 1999b). If the psychophysiology and neuropsychology of mental life are to advance, we must develop the means of characterizing and quantifying the subjective experience of conscious states. The recent spate of brain imaging articles makes it clear that no amount of technical sophistication can compensate for neglect of exactly what psychological features the neurobiological data are asked to explain. For example, now that we can subtract blood flow measures in NREM and REM from those in waking, it is essential to characterize and measure the experiential aspects of waking and the two sleep states so that an isomorphic subtraction can be performed at the psychological level as well. But just as it is no longer acceptable to equate REM sleep with dreaming, it is also no longer possible to regard waking as a single state. Here again, we suggest examining discrete components of waking, like self-reflective awareness.
HR2.2. Self-reflective awareness and dream lucidity

An example that appeals to us is LaBerge and Kahan’s favorite subject, lucid dreaming. We suggest testing the hypothesis that self-reflective awareness will fluctuate with rises and falls in blood flow to the dorsolateral prefrontal cortex (DLPFC). In a PET or fMRI study, we would thus predict the following general result: both measures (i.e., self-reflective awareness and DLPFC blood flow) are high in waking, low in NREM sleep, and lowest in REM sleep. We would further predict that, within waking or REM sleep, increases in self-reflective awareness will correlate with increases in blood flow to the DLPFC and vice versa. To do this experiment, valid and reliable quantitative measures of self-reflective awareness akin to our bizarreness measure, such as the SR scale (Darling et al. 1993; Purcell et al. 1986; 1993) or the DRS scale (Kahan 1994) would need to be applied. In our view, scales based on affirmative probes (focused inquiries about the presence of subtle psychological features) are most likely to have the requisite sensitivity to produce success. Indeed, Kahan (1994) has shown that the self-rated DRS produces a higher incidence of metacognitive activity in dreaming than does the judge-rated SR scale. Using lucid dreaming to increase self-reflective awareness during REM, and fantasies (Williams et al. 1992) to decrease it during wake, would permit testing of this hypothesis.

We like this example not only because it identifies a feasible experiment and provides guidelines about how to do it but also because it illustrates two critical aspects of scientific phenomenology: (1) the focus on the form rather than the content of mental activity, and (2) the precise and explicit definition of those formal aspects of mental state which have a reasonable chance both of being measurable and of correlating well with brain activity as currently measured.

HR2.3. Dream bizarreness

Because these criteria (formal focus, measurable variables) are so rarely fulfilled, it is easy to understand why so many investigators cannot confidently distinguish between the mental content of waking, NREM, and REM sleep. To our mind, Clancey’s commentary is clearly focused on the formal level: Compared to waking, dreaming suffers from difficulties in conceiving sequences (which we measure as plot discontinuity; Stickgold et al. 1994b) and in coordinating across modalities (which we measure as dream incongruity; Hobson et al. 1987; Bittenhouse et al. 1994; Sutton et al. 1994a; 1994b). Most of the studies cited by Vogel, Domhoff, and Kramer don’t even try to achieve the goal of defining and differentiating formal features. For example, Vogel’s assertion that dreaming is “banal” is based on Snyder’s early work (Snyder 1970). Because one of us (J.A.H.) was Snyder’s collaborator at the time that study was done, it can be confidently asserted that no effort was made to define, identify, or quantify bizarreness at the microscopic level, an effort that is necessary to achieve sensitivity. While it may well be true that many dreams are concerned with mundane, everyday themes, they are interconnected in an incongruous and discontinuous manner. This feature of dreams has been recognized for hundreds of years, as the following poem, written by John Dryden in 1700, makes clear:

Dreams are but interludes which fancy makes
When monarch reason sleeps, this mimic wakes.
Compounds a medley of disjointed things
A mob of coppers and a court of Kings.

This mob of cobbler and court of kings that are compounded in the dream are banal enough (especially at the time when Dryden wrote his poem). However, we just don’t expect to find them together since they were normally segregated by social station. This is classic dream bizarreness.

Notice, too, that Dryden – being a scientific rationalist – speculated presciently about the cause of dream bizarreness, namely a decline in waking rational capacity (monarch reason sleeps), and the rise in mimicry (the fanciful imitation of reality). Now, 300 years later, we can go a step further and equate “monarch reason” with top-down frontal lobe control of the waking brain and the “mimic” as bottom-up subcortical subversion of the dreaming brain.

Vogel’s use of the dream data of the 1960s is a bit like Calk’s predecessors staining the brain with the wrong reagent, looking at it under the low power of the microscope, and concluding that all of the cells are connected to one another in a syncytium! The brain’s cellular details and the mind’s psychological details only reveal themselves when special techniques, like Golgi’s stain for cell processes and the orientational instability index of bizarreness (Sutton et al. 1994b), are applied. These two approaches are isomorphic in that they are microscopic and seek to identify the structural and functional units of brain (neurons and circuits) and mind (items of content and their association). It is worth noting in regard to the alleged similarities between wake and sleep mentation that in a recently reported analysis of 1595 reports, only 2 of 872 wake reports were incorrectly judged as sleep mentation reports, with an additional 9 judged as sleep onset reports, giving an overall accuracy of 99% for judging wake reports (Stickgold et al. 1995b). Similarly, only 7 or 236 REM reports were misjudged wake mentation reports, for an accuracy of 97%. Clearly, it is not so difficult to distinguish the two types of reports.

HR2.4. Dream emotion

Regarding Panksepp’s suggestion, the same formal and quantitative criteria must be applied to dream emotion. It is not enough to say that dream emotion is an important dimension of dreaming or that it has been neglected. We need to define and measure it. Having always felt that emotion was a crucial formal feature of subjective experience, we have worked hard – though admittedly not yet hard enough – to identify and measure emotion in reports of subjective experience (Merritt et al. 1994; Sutton et al. 1994a). We have found that affirmative probes for dream emotion are ten times more sensitive than unstructured inquiries. Continuing the microscopic power analogy, this is like switching from low to high power. Now we need to go further in pursuit of the microscopic character of dream emotion and its relationship to dream plot. We thank Panksepp for his suggestion of a “seeking” impulse linking cognition and emotion. This idea fits nicely with the finding that REM sleep dreams are always animated (McCarley & Hoffman 1981; Porte & Hobson 1996). But it doesn’t explain why the dreamers are so often lost, that robust formal dream feature of which the orientational instability factor is explanatory.

HR2.5. Dream content and dream meaning

Our interest in dream emotion gives us common cause with commentators like Greenberg, Hartmann, Kramer, Man-
cia, Shevrin & Eiser, and SOLMS who chide us for ignoring what they take to be the personal meaningfulness of dreams. We have always regarded dreaming as emotionally salient even before we knew that the amygdala, the adjacent parahippocampal cortex, and the anterior cingulate were selectively activated in REM sleep. But because we do not yet see a way of actively measuring salience (not to mention the even more slippery notion of meaning), we regard it as still outside the reach of dream science. We thus find ourselves entirely comfortable with Vogel’s emphatically negative conclusion about the scientific status of psychoanalysis. Vogel asserts that only a reliable psychological test could confirm or refute Freud’s theory, “The fact that 100 years have passed without such a test suggests that Freud’s dream hypothesis is empirically untestable and hence outside the realm of science.”

We nonetheless believe that neurobiology can – and does – inform and weaken many tenets of psychoanalytic dream theory by providing simpler and quite different explanations of many formal dream features such as:

1. Instigation of dreaming (forebrain activation in sleep vs. release of unconscious wishes).
2. Vivid visual imagery (activation of visual association cortex vs. regression to the sensory side).
3. Memory deficits (organic amnesia vs. repression).
4. Diminished cognitive capacity (inactivation of dorso-lateral prefrontal cortex and anaminergic demodulation vs. disguise and censorship of unacceptable unconscious wishes).
5. Bizarreness (disorientation and organic amnesia vs. disguise-censorship).
6. Intense emotion, especially fear/anxiety (activation of the amygdala vs. symptomatic defensiveness).

As we map these dream features to their possible neurobiological roots, the very existence of explanations at the most complex psychological level becomes uncertain, and the likelihood that these psychoanalytic explanations have any true validity becomes greatly diminished. Readers who are interested in a more detailed discussion of these issues are referred to our recent NeuroPsychoanalysis target article and response to the commentaries of Braun, Solms, Reiser, Nersessian, and Gilmore (Hobson & Pace-Schott 1999).

We appeal to our psychodynamically inclined colleagues to develop measures of emotional salience that can put their psychological theories to the experimental test using neurobiological tools in conjunction with quantitative phenomenology. Cartwright’s focus on emotional adaptation, Greenberg’s emphasis on the transparent meaningfulness of manifest dream content, and Hartmann’s construct of thick and thin boundaries are all steps in the right direction but because they only partially fulfill the two criteria noted above (i.e., focus on form vs. content; definable, measurable indices) they cannot yet be fully integrated into a program of brain-mind integration.

HR2.6. Methodological problems

The difficulty with memory that we consider to be a fundamental formal feature of dreaming does indeed pose a formidable obstacle to the development of a science of dream phenomenology that depends upon dream reporting. Having attempted our own study comparing dreams and fantasies in the same subjects (Williams et al. 1992), we certainly agree with Chapman & Underwood when they say that even the recollection of waking fantasies is not all that good. We believe that one reason for this difficulty is that fantasy is a background mental state which has to compete with foreground input-output processing. Lacking the context of external space-time may contribute to the problem of recall in both day dreaming and night dreaming just as it contributes to other dream features (Blagrove and Bednar). But night dreaming is unlike day dreaming because it has nothing with which to compete. As Rechtschaffen (1978) has shown, dreaming is impressively single-minded so that competition and attentional allocation cannot be the issue. To us, it is more likely that the limiting factors are the memory deficit within sleep and the disruption of the ongoing dream experience by the state change that is required to generate reports. As an example of a within-sleep deficit, Braun (1999) suggests that the poor memory for dreams results from a lack of contextual cues encoded simultaneously with the dream experience, a deficiency which is compounded by sleep-related deficits in working memory.

HR2.7. Sleep inertia and motivational factors

It is Feinberg who puts his finger on an important variation on this theme – the difficulty of awakening subjects, especially from non-REM sleep, early in the night. We know, from personal experience, that subjects awakened from stage IV may generate long rambling “dream” reports while their EEG shows persistent high voltage slow wave activity (unpublished observation). Some of our subjects, having spontaneously awakened from REM and given long, elaborate dream reports, reentered REM directly on going back to sleep (unpublished observation). Were they really awake? Was their memory of antecedent mentation veridical? Or did they too confabulate from a dissociated state combining, in this case, REM and wake state features. One safeguard against the inclusion of this very probably confabulated material is to insist that only those laboratory awakenings which have EEG evidence of full arousal be included in data sets aiming to compare mental content between states like NREM and REM.

Another approach, too rarely used, is subject training. The longer a subject is studied – either at home or in the sleep lab – the more that subject can easily awaken and report reliably and confidently. Subject and scorer bias is easily controlled by double-blind design. When this approach was used in our 14-day home-based Nightcap controlled study, the 16 subjects generated 1,800 reports that blindly scoring judges correctly identified as descriptions of subjective experience in waking, sleep onset or REM sleep (Stickgold et al. 1998b). The only state that posed difficulty was sleep onset and that, not surprisingly, tended to be confused with wake (Stickgold et al. 1998b). This third-person accuracy raises questions regarding Antrobus’s assertion that REM dreams increasingly come to resemble NREM mentation due to reduced reporter motivation in longer sleep laboratory protocols and again suggests that the naturalistic, home-based collection of reports yields a more accurate longitudinal sampling of sleep state-related differences in mentation (HOBSON ET AL.). Given all of the above problems, it is little wonder that there are discrepancies in the data. Our way of avoiding discouraging and erroneously negative conclusions is to use a very large, repeated measure database with each subject as his or her own control.
and focus on such internal consistency as emerges. As our most recent studies indicate, this approach pays off handsomely (Stickgold et al. 1998b, and submitted; Fosse et al., in press).

**HR2.8. Novel approaches**

To those commentators who suggest novel ways of conceptualizing dream phenomenology, we offer thanks and encouragement. Conduit et al.’s proposal to investigate attentional aspects of dreaming seem to us particularly attractive. We think that a scale that included an affirmative probe for surprise and for subtle shifts in attention would almost certainly be rewarding. This is because shifts in attention are predictable from Morrison & Sanfords’ PGO-orienting response theory (Sanford et al. 1993) and from the high scores of our own orientational instability measure (Sutton et al. 1994b). As a corollary, we would also suggest finding a way to ask subjects if they can attend to dream images or if, as we might hypothesize, their attention is instead being seized by those intrusive images.

We also like Humphrey’s whimsical commentary suggesting that dreaming is playful or even amusing, an idea already entertained by us (Hobson 1988b). We quote here Victor Turner’s (1950) definition of play and ask readers if it sounds anything like their experience in dreaming:

“Play” is neither ritual action nor meditation, nor is it merely vegetative, nor is it “just having fun”; it also has a good deal of ergotropic and agonistic aggressivity.

Notice the key words which denote dreamlike bizarreness (B) and emotionality (E); potpourri (B); incongruous (B); juxtaposed (B); intermingled (B); jostle (B); Joycean (B); surrealist (B); ergotropic (E); agonistic (E); and aggressivity (E).

**HR3. The NREM-REM controversy**

Many commentators have again raised the question of dreaming in REM versus NREM sleep. Why does this question continue to rise, phoenix-like, from its ashes? There are several reasons, many made apparent by our commentators. We will try to structure some of the claims and clarify our position on them.

**HR3.1. Does dreaming occur during all stages of sleep?**

Perhaps we should simply answer this question, Yes. But it is an ill-formed question, rife with ambiguity. Aside from the question of the definition of dreaming (e.g., do dreams, as we define them, occur in stage IV?), the very structure of the sentence is ambiguous. For example, it is very likely that English is spoken in every country of the world. For this claim to be true, only one person in each country would have to speak English. Still, many groups would take umbrage at this statement, because it has a tinge of suggesting that English is an important language or even the main language of their country. Likewise, what does it mean that we dream in all sleep stages? If this statement simply means that dreaming, even by our restricted definition, is capable of occurring in all stages of sleep, and, with at least a measureable frequency does occur in all stages, then we agree, and know of no researcher who disagrees. Thus we explicitly reject Vogel’s claim that our theories predict that “dreaming will occur only in REM sleep.” At the same time, we absolutely reject, as we believe do most other authors and all research, any suggestion that there are not major and important differences in normative sleep mentation across stages.

**HR3.3. Are some NREM reports every bit as dreamy as REM reports?**

Again, we answer, Yes. All studies show that REM sleep mentation, averaged across the night, is reported more frequently, at greater length, and with a higher prevalence of the formal dream features used in our definition of dreaming than is NREM mentation. Indeed, whether judged by length, bizarreness, narrative style, or just generic “dreaminess,” judges can readily distinguish a collection of REM reports from a collection of NREM reports (see Hobson et al.).

Antrobus notes that few studies have looked for differences in frequency of cognitive features across both states and features, correctly pointing out that “questions about across-state differences in dreaming carry assumptions about whether the pattern of these features is sustained or whether, for example, dreams in some states are more visual and in others more verbal.”

We have now begun to report the results of our 1,800 report database that examines over 25 dream features across waking, sleep onset, REM, and NREM sleep in 16 subjects studied for 14 consecutive days and nights using our NightCap sleep monitor and experiencing sampling techniques (Fosse et al., in press; Stickgold et al. 1998b; submitted). In our second report on this database, Fosse et al. (2001), we have shown that the frequency of reported thoughts in mentation reports decreases from waking to sleep onset and then further in NREM and finally REM sleep, while the frequency of hallucinations follows a reciprocal path (Fig. R1).

These data clearly indicate that a cardinal dream feature, hallucinatory imagery, and a cardinal wake feature, thinking, when considered together all but qualitatively distinguish the extreme ends of the state spectrum and co-vary negatively across that spectrum. We ask rhetorically: What clearer proof could anyone seek for the validity of the brain-mind state paradigm?

**HR3.2. On average, are mentation reports from REM and NREM sleep substantially different from each other?**

Again, we answer, Yes. All studies show that REM sleep mentation, averaged across the night, is reported more frequently, at greater length, and with a higher prevalence of the formal dream features used in our definition of dreaming than is NREM mentation. Indeed, whether judged by length, bizarreness, narrative style, or just generic “dreaminess,” judges can readily distinguish a collection of REM reports from a collection of NREM reports (see Hobson et al.).

Antrobus notes that few studies have looked for differences in frequency of cognitive features across both states and features, correctly pointing out that “questions about across-state differences in dreaming carry assumptions about whether the pattern of these features is sustained or whether, for example, dreams in some states are more visual and in others more verbal.”

We have now begun to report the results of our 1,800 report database that examines over 25 dream features across waking, sleep onset, REM, and NREM sleep in 16 subjects studied for 14 consecutive days and nights using our NightCap sleep monitor and experiencing sampling techniques (Fosse et al., in press; Stickgold et al. 1998b; submitted). In our second report on this database, Fosse et al. (2001), we have shown that the frequency of reported thoughts in mentation reports decreases from waking to sleep onset and then further in NREM and finally REM sleep, while the frequency of hallucinations follows a reciprocal path (Fig. R1).

These data clearly indicate that a cardinal dream feature, hallucinatory imagery, and a cardinal wake feature, thinking, when considered together all but qualitatively distinguish the extreme ends of the state spectrum and co-vary negatively across that spectrum. We ask rhetorically: What clearer proof could anyone seek for the validity of the brain-mind state paradigm?
longer and more dreamy, so do NREM reports (Antrobus et al. 1995). In a recent study (Fosse et al., in preparation), we have shown that the prevalence of thoughts and hallucinations in NREM reports from late in the night is nearly identical to that found for REM reports from early in the night. Antrobus (see, Antrobus et al. 1995) also raises this issue, and it is intimately connected to Borbély’s (1982) two-factor model in which both a circadian process (C) and a sleep process (S) contribute to brain-state control. This is an important point, because the outcome at the cellular and molecular level of the interaction between these two processes is largely unpredictable. The reason for this unpredictability is that most of the relevant data has been collected from cats, who are notoriously non-circadian in their sleep patterns. Thus, while we frequently act as if it were not the case, the physiological and neuromodulatory studies done in the cat provide no hint of how the underlying physiology and neuromodulation of REM and NREM sleep might vary across the 8 hr of consolidated sleep seen in humans.

A second point here involves the tendency to assume that both physiology and psychology are constant across a given REM or NREM period. This clearly is not the case. Indeed, the change in firing rates at the REM-NREM border in pontine neurons comes closer to describing a sinusoidal curve than a step function (Hobson et al. 1975), and we have reported that sleep mentation report lengths were shortest during the first 15 min in REM, but longest during the first 15 min in NREM (Fig. R2, Stickgold et al. 1994a). These results are, in fact, in agreement with those of Feinberg who reports in his commentary a 27% increase in REM report lengths (325 to 413) between 5 and 10 min into REM. For comparison, in an analysis of 88 REM reports, we found a 45% increase between the first and second 15 min of REM (Stickgold et al. 1994a) while in our more recent study, with 229 REM reports, we found a 53% increase (Stickgold et al. 2001).

Together, these findings make clear the importance of defining the times at which reports are collected for comparison. If the physiological transitions between REM and NREM are gradual, and if the physiological characteristics of the states vary across the night, it should not be surprising to find similar changes in mentation reports.

**HR3.4. Is intense dreaming confined largely to REM sleep?**

We believe that for our definition of dreaming and for the first 4 to 6 hrs of the night, the answer, again, is Yes. Antrobus’s classic study of REM and NREM reports from 77 subjects (Antrobus 1983) yielded REM reports with a median length (TRC) of 44 words and NREM reports with a median length of only 7 words. All told, 46% of the NREM reports had TRCs of 5 words or less, and over 70% had TRCs of a dozen words or less. It seems highly unlikely that any of these would meet our definition of a dream.

Figure R3 shows the distribution of report lengths (as TRC) from these reports (Antrobus, personal communication). Median lengths for the two sets of reports differed by
a factor of 6.4, with two-thirds of the NREM reports being shorter than 83% of the REM reports. Similar differences were seen in our own study (Stickgold et al. 1994a). Thus, if we were to pick an arbitrary cutoff of 50 words as a crude estimate of the minimum length in Antrobus's (personal communication) reports that would reflect a dream meeting our definition, 43% of the REM reports and only 4% of the NREM reports would qualify as dreams.

In summary, we state our substantial agreement with the following conclusions:
1. Dreaming occurs during all stages of sleep, and
2. Some NREM reports are every bit as dreamy as REM reports, but
3. On average, mentation reports from REM and NREM sleep are substantially different from one another, and
4. Intense dreaming is largely confined to REM sleep.

Having said all this, we must add a caveat. The second, third, and fourth points above assume that there is no recall bias across sleep states. In theory, all of the reported differences in sleep mentation—between REM and NREM, between early and late in the night, between early and late in a REM or NREM period, between normal and depressed subjects, and even among normal controls, might simply reflect recall and reporting bias. Indeed, several of the commentaries in this issue, including those by Antrobus, Conduit et al., Feinberg, Lehmann & Koukkou, and Schredl, raise this question. While we suspect that such biases do play some role in these differences, we find no basis for assuming that they explain the bulk of the differences. Certainly, there is no data even remotely suggesting that all people have the same intensity and quality of dreaming at all times of the night. And such findings as the reciprocal relationship seen between the frequency of hallucinations and thoughts across wake sleep states are difficult to explain in terms of recall phenomena.

HR3.5. Is dreaming the subjective correlate of REM sleep physiology?

First, we should look closely at the question itself. Unfortunately, it is another poorly framed question. First of all, “REM sleep physiology” is not a unitary state (Nielsen). The first REM period of the night may have no rapid eye movements at all, as may the first minute or two of later REM periods. And how much REM physiology do you need for dreaming? This is the question so clearly posed by Nielsen in his article. Again, we would like to make our position clear.

HR3.5.1. Dreaming can occur outside of Rechtschaffen and Kales-defined REM sleep. By any definition of dreaming, we take this to be true, even if relatively rarer and less dreamlike the further from REM sleep one goes.

HR3.5.2. Substantial components of REM sleep physiology can occur outside of Rechtschaffen and Kales-defined REM sleep. We take this to be similarly clear-cut. Aside from the transitional period, when polysomnographic signs of REM can be observed in stage II sleep (Gottesmann 1996), evidence from cat studies shows relatively slow transitions in the firing patterns of brainstem neuronal populations associated with the much more punctate state transitions (Hobson et al. 1975). In the human, no comparable data are available. In addition, there are clearly identifiable “aborted” REM periods, when the subject begins to go into REM and then fails to complete the transition (Butkov 1996). Nielsen has discussed this in much greater detail than we can go into here.

HR3.5.3. REM sleep dreaming becomes more intense later in the night, when REM sleep shows more intense physiological manifestations as well. The dream data are quite clear, as are the increases in REM period duration, REM density, and REM magnitude (Antrobus et al. 1995; Fosse et al., submitted; Stickgold et al., 2001).

HR3.5.4. NREM sleep becomes less deep later in the night, as NREM mentation becomes more dreamlike. We take the disappearance of SWS later in the night, as well as the shortening of the NREM periods as indications of this lightening of NREM sleep. To what extent the physiology of these late NREM periods become more REM-like is unknown. But as alluded to earlier, mentation reports from late NREM periods are longer, more hallucinatory, and less thought-like than are reports from earlier NREM periods (Antrobus et al. 1995; Fosse et al., submitted).

HR3.5.5. The unique physiology of REM sleep biases the brain toward the production of dreamlike mentation. We believe that everyone should be prepared to accept this statement, with an understanding that the bias factor can be larger or smaller. There must be something about the brain physiology underlying REM sleep that makes mentation reports from this sleep stage so much more frequent, so much longer (seven times longer in both our 1994 study and that of Antrobus), and so much more bizarre, emotional, and scenario-like.

Many authors and commentators on this issue have pointed to the importance of new brain imaging studies in mapping changes in dreaming back onto the underlying physiology of the brain. Indeed, Borbély & Wittmann raise the important question of how changes in regional brain activation during REM and NREM are similarly dif-

Figure HR4. Double dissociation of semantic priming. The relative efficacy of strongly related (filled circles) and weakly related (open circles) semantic primes in a semantic priming task are reversed from normal, following awakenings from REM sleep. This suggests that the rules for activating associated memories are altered during REM sleep to favor normally weak associations. PM - priming measured during the afternoon; REM - priming measured immediately following awakenings from REM sleep. Error bars are s.e.m. (from Stickgold et al. 1999b).
ferent from waking. Answering this question will help provide us with an understanding of what produces both the similarities and differences in sleep mentation across sleep stages.

Another exciting new approach, originally championed by Antrobus (1991), is to attempt to take a more cognitive approach to this question. We have recently suggested, for example, that associative mental processes are less tightly constrained in REM sleep than in NREM (Stickgold et al. 1999b).

By waking subjects from these two states and immediately testing them on a semantic priming task, we showed that the relative efficacy of weakly and strongly related primes in enhancing responses to target words was reversed following awakenings from REM sleep ($p = 0.01$, Fig. HR4). These results suggest that the neural networks underlying associative processes are altered during REM sleep compared to both waking and NREM sleep, so as to enhance the activation of weakly, as opposed to strongly related semantic links. Such a shift could be the result of parallel shifts in aminergic and cholinergic modulatory systems that are known to affect these systems at both the physiological and cognitive levels (Beversdorf et al. 1999; Clark et al. 1989). The consequence of this shift, in turn, would be an increase in the frequency of occurrence of unusual and unexpected associations in dreams, precisely the increase in bizarreness that has been frequently reported.

**HR4. Neurobiology and neuropsychology**

As we had hoped, our necessarily preliminary speculations on the neural basis of dream experience have elicited thoughtful commentary and critique from investigators whose specific expertise and perspectives differ from our own as well as some previews of exciting new findings. Given the burgeoning technology and efforts in both neuropsychological and sleep science, we can only imagine what a review on this topic might look like in another five years! As possible augury of things to come, one might note that, in a 1997 review on the neuroanatomy of cognition, Cabeza and Nyberg reviewed 73 PET articles published prior to December, 1995, while in their 2000 edition of this review (extended to December 1998), they assessed a full 275 PET and fMRI studies (Cabeza & Nyberg 2000)! Therefore, as Morrison & Sanford suggest, it is likely that different aspects of our current models will be both vindicated and contradicted by future findings.

In this spirit, we address the specifically neurobiological commentaries by focusing on the following issues:

1. How and to what extent do currently measurable tonic physiological conditions (e.g., dorsolateral prefrontal deactivation) and phasic events (e.g., REMs) of sleep reflect specific phenomenological aspects of dreaming?
2. What is the comparative contribution of the forebrain (diencephalon, limbic subcortex, basal ganglia, and cortex) versus the brainstem in the initial, causal events of dream instigation?
3. What is the relative importance of neuromodulators other than acetylcholine, serotonin and norepinephrine (e.g., dopamine) to dreaming?
4. What are the limitations of current measures in detecting correlates of dream phenomenology and what new opportunities do emerging technologies offer?

**HR4.1. Currently measurable sleep physiology and dream phenomenology**

**HR4.1.1. Hypofrontality and limbic activation.** We agree that before the neurobiology of sleep stage differences can be understood, the broad differences between wake and sleep psychophysiology need to be addressed (Borbély & Wittmann, Perry & Piggott). Clearly sleep-related deactivation of heteromodal association areas, and especially the dorsolateral prefrontal cortex, is key to the phenomenology of dreaming. This hypothesis is supported even by those who strongly disagree with our assignment of certain other dream features to subcortical substrates (e.g., Occhionero & Esposito). Borbély & Wittmann’s observation that the onset of slow wave activity in sleep following sleep deprivation is greatest in frontal EEG derivations fits well with recent neuroimaging findings of altered prefrontal function following sleep deprivation (Drummond et al. 1999; 2000) and relatively delayed prefrontal reactivation following awakening (Balkin et al. 1999).

What, however, differentiates a general sleep-associated frontal deactivation from conditions specific to REM is the selective re-activation of limbic regions in REM sleep. As noted by Nofzinger, the relative activation of anterior limbic cortex and subcortex during REM has now been widely replicated in human neuroimaging studies.

Portas presents a particularly valuable commentary on the descriptive model we propose in our target article, noting that to limit the role of the anterior cingulate in dreaming to its salience detection, valence labeling, and premotor functions leaves out its demonstrated waking roles in executive attentional systems, performance monitoring, and error detection. Portas points out that our model hypothesizes that such executive functions are lacking in dreaming and also that enhanced dream vividness and dream-wake confusion may result from lesions to this area (Solms 1997a). These are certainly valid critiques and we offer the following possibilities as a first attempt to resolve this apparent contradiction.

First, the anterior cingulate is only part of the frontal executive and attentional networks active in waking, and the key function of working memory (subscribed by the dorsolateral prefrontal cortex) remains relatively “off-line” in REM (Braun et al. 1997; 1998; Maquet et al. 1996). Although the dreamer’s attention is undoubtedly engaged by sometimes quite surprising dream events (Conduit et al.) and a certain amount of self reflective awareness and self-control is normally present (Kahan & LaBerge 1994), the nature of this executive control remains quite deficient compared to waking, perhaps in part due to deficient memory, especially working memory, and consequent deficits in orientation (Hobson 1999b).

Second, as we note in our target article, the anterior cingulate is functionally a highly heterogeneous structure with subdivisions into at least, affective, cognitive, and premotor areas as well as connectivity with many functionally and anatomically differing frontal circuits (Bush et al. 2000; Devinsky et al. 1995). Therefore, current neuroimaging techniques may lack the resolution to distinguish these subdivisions. This is important, because lesions to different regions of the anterior cingulate can produce very different behavioral consequences (Devinsky et al. 1995).

Third, an issue closely related to Portas’s points regarding the executive role of the anterior cingulate in error detection is the role of this area (along with medial aspects
of other prefrontal areas such as the orbitofrontal cortex) in decision making, social cognition, and social judgment (Adolphs 1999; Bush et al. 2000; Damasio 1996). This concept has been most clearly enunciated in Damasio's somatic marker hypothesis (Damasio 1996). This hypothesis ascribes to the ventromedial prefrontal cortex the role of "marking" complex stimuli (such as social situations) with records of past autonomic and emotional responses evoked by such situations, thereby making possible high level social judgments such as behavioral inhibition or assessment of complex social cues (Damasio 1996; Tranel et al. 2000). Portions of these ventromedial prefrontal cortices are among those areas re-activated in REM following their deactivation in NREM sometimes to levels exceeding those of waking (Braun et al. 1997, 1998; Maquet et al. 1996; Nofzinger et al. 1997) and, in this regard, it is notable that dreams are highly "social" experiences (Domhoff 1996; Hall & van de Castle 1966; Kahn et al. 2001). Therefore such activation of ventromedial prefrontal cortices may contribute to the ubiquity of salient social scenarios.

Finally, Cohen et al. (2000) have recently proposed a complex feedback loop between the anterior cingulate and prefrontal cortex which controls performance through the adjustment of cognitive control based on task demand. In their model, this loop is driven by activity in the locus coeruleus and aids in the redirecting of attention in our dreams, the sustained deactivation of dorsolateral prefrontal areas with consequent deficiencies of working memory and orientation may account for some of the bizarreness in these dreamed scenarios relative to specific task demands. It is striking that with the locus coeruleus shut down during REM sleep and the dorsolateral prefrontal cortex deactivated as well, the brain would appear to be running Cohen's circuit in an open-loop mode. Such open-loop activation might contribute phenomenologically to the failure of attentional systems and the inappropriateness (i.e., incongruity) of dream imagery, and may also contribute functionally to the testing of associative networks for emotional salience without feedback and adjustment. As such, it may contribute to some of the more complex putative memory functions of sleep which we discuss below.

HR4.1.2. NREM activation patterns and mentation. Another phenomenon noted by Borbély & Wittmann is the relatively greater activation of striate cortex in NREM compared to REM (Braun et al. 1998; Holle et al. 1997) which Holle et al. speculate may underlie NREM imagery. Steriade provides one possible mechanism by which this imagery might occur. He first gives us a view into the dynamic electrical oscillatory milieu occurring among neurons within the cortex during NREM which takes the form of a slow (0.5 to 1 Hz) alternation of a quiescent hyperpolarization phase followed by intense spike trains during a depolarized phase. Steriade proposes that in NREM just prior to REM, renewed thalamic input to the cortex (which is absent during most of NREM) in the form of PGO waves (which are known to precede the full complement of REM features) impinges on cortical neurons which are still in the slow oscillation mode and are thus primed to emit spike trains which, in turn, are experienced as vivid NREM mental imagery. Notably, this could account both for the observed activation of the striate cortex and for the transient, static but intense imagery ascribed to NREM mentation (for a recent elaboration, see Steriade 2000).

Porte provides a thoughtful discussion of NREM physiology and its possible constraints on the occurrence of "covert REM" and its concomitant mental manifestations hypothesized by Nielsen. She suggests that, during Stage 2 NREM, the sleep spindle and its refractory period may intermittently prevent REM-like processes and associated mentation but that these processes can occur during prolonged interspindle intervals. It should be noted, however, that recent lesion and stimulation studies of human thalamic nuclei suggest that the linkage between electrophysiologically measured sleep spindles and thalamocortical activity in humans may be more complex than in the cat (Arnulf et al. 2000; Santamaria et al. 2000).

HR4.1.3. Parallel neurochemical and cerebral blood flow data. It is noted by Perry & Piggott that the striate cortex contains relatively greater serotonergic innervation than limbic areas which are heavily innervated by cholinergic and dopaminergic projections. This observation chemically differentiates the same regions differentiated by relative regional cerebral blood flow in PET studies comparing REM and SWS (Braun et al. 1997, 1998). Similarly, Braun (1999) cites a primate study showing that relative cortical distribution of cholinergic synthetic and degradative enzymes - high in limbic and paralimbic regions and low in prefrontal and striate regions - roughly parallels the areas relatively activated in PET studies of REM. Such regional differences in innervation patterns may combine with state-dependent variations in neuromodulatory cell activity to produce the observed state-dependent patterns of regional brain activation and thus the changes in dream quality and frequency across states.

HR4.1.4. REM saccades and dream imagery. Herman gives careful consideration to the still mysterious relationship between REM saccades and dream imagery. His current analysis differs from our own in only minor ways. For example, while we do acknowledge that a brainstem oculomotor final common pathway integrates cortical input for many saccades, this is not necessarily the case for all saccades. Direct connectivity between subcortical nuclei (vestibular, collicular) and the oculomotor complex exists and these structures could interact independently of the cortex. The loss of leftward saccades in hemineglect patients with right parietal lesions suggests cortical mediation of their REM saccades but does not necessarily imply that the initial instigation of these saccades originates in the intact cortical hemisphere. For example, as Herman notes, Doricchi et al. (1993) suggest that, unlike some frontally commanded waking saccades, the reflexive saccades of REM sleep, although parieto-collicularly commanded at an early stage, are probably in response to endogenous signals of subcortical origin such as PGO waves. Similarly, while we agree that a vestibulocortical circuit is likely to contribute to the dreamer's sense of existing in three-dimensional space and that the inferior parietal cortex is a likely cortical node for spatial integration (Solms 1997a), it is open to question whether all dreams accompanied by REMs (e.g., those of the congenitally blind) are accompanied by such a sense. An experimental paradigm which might be able to address many of these issues would be the study of lucid dreamers with event-related fMRI techniques and instrumental awakenings as we have already suggested in section 1 of this response.
HR4.2. Contribution of forebrain versus brainstem in dream initiation

HR4.2.1. Sleep control systems include both brainstem and forebrain. In our recent overview of the neural mechanisms subserving sleep (Pace-Schott & Hobson, in press) we have fully acknowledged and reviewed findings on the role of diencephalic and other forebrain structures in regulating the complex interactions of intrinsic neuronal oscillators whose frequencies vary over a range of at least 60-80 per-second gamma EEG. In our article we concluded:

Interactions of diverse neuromodulatory systems operate in widespread subcortical areas to amplify or suppress REM sleep generation as well as to facilitate onset and offset of the control of behavioral state by the pontine REM/NREM oscillator. An ascending medial brainstem and diencephalic system of multiple nuclei with extensive reciprocal interconnections and system-wide sensitivity to neuromodulation controls the regular alternation and integration of the sleep-wake and REM/NREM cycles. (Pace-Schott & Hobson, in press)

Even before the new PET studies appeared, we had stressed that the initiation of certain REM signs as well as dreaming itself must integrate multiple forebrain inputs (e.g., Kahn et al. 1997). However, we continue to be often misperceived as holding that both derive for the most part from the pontine REM/NREM oscillator (e.g., SOLMS). For example, while Solms argues that EEG desynchronization need not arise from the pons, we too have stressed that ascending tracts from the basal forebrain constitute the cholinergic component of cortical activation. (HOBSON ET AL.; Pace-Schott & Hobson 2000). Nonetheless, the pontomesencephalic cholinergic system provides a major excitatory input to the cholinergic basal forebrain (although even this circuit carries the added complexity of a glutamatergic intermediary within the basal forebrain [Semba 1999]). Similarly, given the distribution of ascending cholinergic tracts, even that component of cortical activation derived from thalamic nuclei which are activated by the ascending tracts from the basal forebrain constitute the cholinergic component of cortical activation. (HOBSON ET AL.; Pace-Schott & Hobson 2000).

HR4.2.2. New models of neuroanatomy subserving the sleep-wake and REM/NREM cycles. We appreciate the commentaries of Morrison & Sanford and Salin-Pascual et al. emphasizing new research showing important roles of forebrain mechanisms in the mediation of sleep-wake and REM/NREM cycles. We ourselves have stressed the involvement in sleep regulation by forebrain regions such as the hypothalamus, amygdala, and basal forebrain as well as the roles of adenosine, histamine, galanin, and orexin in the initiation of NREM sleep (HOBSON ET AL.; Pace-Schott & Hobson 2000). In these papers, we extensively cite recent reviews on the hypothalamus (Shiromani et al. 1999), amygdala (Calvo & Simon-Arceo 1999; Morrison et al. 1999) and basal forebrain (Jones & Muhlethaler 1999; Szymusiak 1995) and attempt to integrate this plethora of new data in a set of connectivity schematics which recognize the complexity and plurality of the brain system represented.

We find very plausible the model of Shiromani et al. (1999) for the control of the wake-NREM transition and its link to the ultradian REM-NREM cycle. In summary, Shiromani et al. (1999) suggest that:

1. During prolonged wakefulness, accumulating adenosine inhibits specific GABAergic anterior hypothalamic and basal forebrain neurons which have been inhibiting the sleep-active, hypothalamic ventrolateral preoptic (VLPO) neurons during waking.

2. Thus, the disinhibited sleep-active GABAergic neurons of the VLPO and adjacent structures then inhibit the wake-active histaminergic neurons of the tuberomammillary nucleus (TMN) in the posterior hypothalamus as well as pontine aminergic (DR and LC) and cholinergic (LDT/PPT) ascending arousal systems thereby initiating NREM sleep.

3. Forebrain activation by these ascending arousal systems is thus disfacilitated.

4. Once NREM sleep is established, the executive networks of the pons initiate and maintain the ultradian REM/NREM cycle described by reciprocal interaction.

Regarding the role of amygdalar input in the initiation of REM (Calvo & Simon Arceo 1999; Morrison et al. 1999), we have noted that early work on the pontine cat provides evidence that REM/NREM cycling can be independent of the forebrain (Pace-Schott & Hobson, in press). Morrison & Sanford address this concern noting that decerebration may have made the pontine cat abnormally predisposed to enter REM. We remain agnostic on this point noting, however, that other investigators have identified potential REM triggers in the pontine caudolateral peribrachial area (Datta 1995; 1997b).

HR4.2.3. Multiple ascending cholinergic systems and pontine activation. With regard to ascending cholinergic activation in REM and waking, an important distinction is made by both Nozinger and Braun et al. (1997) between a posterior pontine reticular system which activates thalamocortical circuits and an anterior system, originating in the basal forebrain and hypothalamus, which activates limbic and paralimbic structures. Both suggest that forebrain activation by the anterior system may predominate in REM compared to waking. It is important to note, however, that pontine nuclei have anatomical connections with both the basal forebrain (Szymusiak 1995) and hypothalamus (Kumar et al. 1989) and the PPT/LDT provides a major source of excitatory input to the basal forebrain (Semba 1999). The functional divergence of these two cholinergic systems may, therefore, occur rostral to the pons. Given these two cholinergic systems, it seems quite plausible, as Perry & Piggott suggest, that NREM dreaming is sustained by cortical cholinergic activation from the basal forebrain plus dopaminergic activation from the ventral tegmental area (VTA) with the addition of brainstem cholinergic drive accounting for the greater intensity of REM dreaming.

Nozinger further notes the lack of relative pontine activation in REM compared to waking in PET studies. However, as noted by Portas and also by Semba (1999), much of the ascending brainstem reticular arousal systems are shared between REM and waking. Therefore, as noted by Portas, one would expect a similar degree of pontine activation in REM and wake. In contrast, the pontine tegmentum does show relatively increased activation in REM when compared to slow wave sleep (Braun et al. 1997) or to the average of NREM and waking (Maquet et al. 1996).

A major problem still confounds our efforts to integrate the cellular and molecular level analyses of pontine activity in animal models with human neurobiology. That is the uncertain relationship of PET documented blood flow changes with neuronal activity in general and the impossibility of resolving individual nuclei (like the LC, DRN, and 239
PPT) not to mention different cellular subcomponents of these nuclei. One gap-closing strategy is higher resolution imaging. Another is imaging in the animal model itself. Both are desirable.

HR4.2.4. The functional complexity of the frontal medio-basal forebrain. As noted by Doricchi & Violani, the detailed connectivity of mediofrontal subcortical and cortical regions as well as the projection patterns of aminergic and cholinergic nuclei in primates argue against Solms's (1997a; 1999c; SOLMS) assignment of dream instigation solely to mesocortical dopaminergic projections from the VTA. There are at least four observations supporting this assertion:

First, as Doricchi & Violani point out, SOLMS's clinical description of anterior mediobasal lesion patients does not effectively rule out attentional or motivational deficits contributing to their apparent global cessation of dreaming.

Second, Doricchi & Violani emphasize the multiple reciprocal subcortical-cortical connections that traverse the mediofrontal white matter area in which SOLMS claims leucotomy or stroke selectively disrupt dopaminergic cortico-petal pathways (Heimer & Alheid 1999; Kalivas & Barnes 1993; Rempel-Crouwe & Barbas 1998; Salloway et al. 1997). In addition to mesocortical dopaminergic projections from the VTA (Roth & Ellsworth 1999), these tracts contain cholinergic projections from magnocellular neurons in the nucleus basalis (Mesulam et al. 1992), histaminergic projections from the posterior hypothalamus (Rempel-Crouwe & Barbas 1998) and the corticopetal prefrontal projections of noradrenergic and serotonergic projections exiting the medial forebrain bundle (Gaspar et al. 1989; Jacobs & Azmita 1992).

Third, if lesions in the white matter of the ventral mesial quadrant of the frontal lobe which cause global cessation of dreaming (Solms 1997a; 1999c; SOLMS) were to extend just slightly posteriorly, they would damage actual basal forebrain and hypothalamic nuclei as well as aminergic tracts within the mediofrontal forebrain bundle itself.

Fourth, the thalamocortical tracts connecting the medio-dorsal nucleus of the thalamus to the prefrontal cortex, which were targeted by leucotomy, integrate many “upstream” limbic inputs. In addition to mesolimbic, reward-related input from the ventral striatum, the mediodorsal nucleus receives input from areas associated with fear, rage, and other aversive responses (e.g., LeDoux 1996). Such inputs might account for the fear and anxiety (Merritt et al. 1994) and instinctual behaviors (Jouvet 1999) which are at least as prevalent as wishing-seeking experiences in dreams.

For example, Kriechhaus describes a thalamo-subcortical system possibly involved in the construction of an evolutionarily advantageous adaptation involving the opposing, homeostatic interaction of a stress-reactive amygdala-based circuit with a subcortical system for adaptive inhibition involving the hippocampus, mammillary bodies and anterior thalamic nucleus. The amygdala-based circuit promotes reactive defense or flight whereas the hippocampus-based system inhibits such overt behavior. The relative balance of these two systems provides a substrate for evolution to fine tune adaptive behaviors such as predator avoidance.

Notably, Kriechhaus's system involves the neural substrate of instinctual defensive behaviors and their experiential correlates such as fear-anxiety rather than the appetitive circuits that are emphasized by SOLMS. As we have pointed out elsewhere (Hobson & Pace-Schott 1999), SOLMS's exclusive focus on the dopamine system can be understood as an effort to find a neurobiological substrate for Freud's highly dubious and discredited theory of dream instigation by unconscious wishes.

These facts in no way diminish our interest in the dreaming-related roles of this midline limbic region which, after all, consists of just those areas shown to be selectively activated during REM in PET studies (Nofzinger). We simply suggest, as do Doricchi & Violani, that the limbic contribution to dreaming is far more complex than just dopamine-driven reward-seeking impulses.

HR4.3. The relative importance of different neuromodulators

HR4.3.1. Neuromodulation must affect cognition. Although some scientists still minimize the role of state-dependent neuromodulatory changes in the differential phenomenology of dream and wake mentation (e.g., Antrobus), others (e.g., Morrison & Sanford) agree with us that it is illogical to assume that such massive physiological changes as noradrenergic and serotonergic demodulation in REM (and, to a lesser extent in NREM) would not cause equally massive mental effects. One need only consider the profound psychological effects of minuscule amounts of the mixed serotonin agonist/antagonist LSD (Aghajanian 1994) or the mental effects of hypercholinergic toxicity caused by exposure to organophosphates (see Perry & Piggott) to appreciate the dependency of mental status on physiological conditions (see Hobson 1999b).

Among researchers who do accept the importance of state dependent neuromodulation to dream phenomenology, there continues to be a debate as to which neuromodulators are of greatest importance (e.g., Solms 1999c). Notwithstanding the wide variation in emphasis placed on the association between REM sleep and dream quality or frequency, their strong quantitative association (see above) suggests that the physiology of REM (and of NREM) should, at the very least, be considered and well understood. In this regard, Lydic & Baghdoyan's analysis of the cholinergic contribution to REM generation using Koch's postulates of causality adds to the overwhelming experimental evidence supporting a key role for acetylcholine in the executive networks controlling the REM/NREM cycle. It is notable that Lydic & Baghdoyan's conclusion that an early stage of REM generation involves the cholinergic stimulation of the pontine reticular formation by mesopontine nuclei is exactly the conclusion drawn by Semba (1999) in her comprehensive and critical review of this literature.

HR4.3.2. Dopamine and dreaming. Contrary to some commentaries (e.g., Gottesmann), we by no means rule out the involvement of dopamine in REM sleep mentation. In recent reviews (Hobson & Pace-Schott 1999; HOBSON ET AL.; Pace-Schott & Hobson 2000) we have explored possible roles of dopamine in normal REM sleep and dreaming. Our finding is that “dopamine is as often a dream destroyer as it is a dream creator and that dreaming is enhanced as well as impeded by dopamine deficiency” (Hobson & Pace-Schott 1999, p. 215). A few examples illustrate this point as well as the likely involvement of cholinergic and other aminergic systems in the generation of normal dreaming.

HR4.3.2.1. Dopaminergic stimulation does not always enhance dreaming. There are many drugs which enhance
dopaminergic neurotransmission via reuptake inhibition which, in both experimental studies and clinical lore, are widely known to delay or disrupt sleep but are not reported to produce vivid dreams. This absence of reported dream effects is especially striking given that the psychostimulants methylphenidate, pemoline, and dexedrine have been widely used in the treatment of ADHD and narcolepsy, while the abused psychostimulants such as cocaine and methamphetamine have been widely studied by investigators concerned with the sleep effects of these agents (e.g., Brover et al. 1992; Gott et al. 1993; Gillin et al. 1973; Kowatch et al. 1992; Lukas et al. 1996; Post et al. 1974; Roehrs et al. 1998; Watson et al. 1992). A 1966–1999 MEDLINE text word search for dream effects of dopaminergic drugs yielded citations for only L-DOPA, some DA agonists, some atypical amphetamines (Thompson & Pierce 1999), and bupropion (Becker & Dufresne 1982; Posner et al. 1985). Similarly, perusal of the 1999 PDR revealed low incidences of dream abnormalities and nightmares associated with dopamine agonists but virtually no such effects for the DA reuptake inhibitors. Moreover, at least one dopamine agonist, piribedil, has been shown to decrease dream recall (Passonant et al. 1978).

HR4.3.2.2. Dopaminergic dream enhancement is non-specific. The well-known dream enhancing effects of the dopamine agonists such as L-DOPA (e.g., Moskowitz et al. 1978) which are stressed by SOLMS (1997; 1999) are also noted in patients receiving the noradrenergic beta-receptor blockers (Thompson & Pierce 1999) and the cholinesterase inhibitors (Ross & Shua-Haim 1998), both effects fully predicted by REM enhancement in accord with the reciprocal interaction model. Two other observations are also consonant with reciprocal interaction and AIM. First, as also noted by Doricchi & Violani, experimental administration of cholinergic agonist can induce REM sleep with dreaming (Sitaram et al. 1978a). Second, recent findings from our laboratory have described serotonergic suppression of dream recall frequency combined with a pattern of enhancement of dream intensity consistent with the notion of cholinergic rebound (Pace-Schott et al. 1999; 2000; 2001).

HR4.3.2.3. Dopamine deficiency does not diminish dreaming. As noted by Borbély & Wittmann, SOLMS’s dopamine hypothesis predicts a paucity of dreaming in dopamine deficient conditions such as Parkinson’s disease or neuroleptic therapy. However, the dream narratives of L-DOPA-treated Parkinson’s disease patients did not vary as a function of drug dosage (Cipolli et al. 1992) and, as Perry & Piggott note, enhanced dreaming has been observed in Parkinson’s disease independently of dopaminergic medication. Moreover, Gaillard and Moneme (1977) showed near 100% dream recall in REM awakenings of both sulphiride (a D1 antagonist) treated and placebo-matched subjects with only a small, nonsignificant reduction in recall and report length in the sulphiride group. Similarly sulphiride increased dream recall in schizophrenics (Scarone et al. 1976) and, as also noted by Wichlinski, a catecholamine depleting agent, reserpine, has been associated with excessive, bizarre dreaming (Hartmann 1966a) as well as being associated with elevation of acetylcholine levels (Wichlinski).

HR4.3.3. Resolving the dopamine-acetylcholine conflict. There are several possible resolutions of this apparent conflict between two models (i.e., cholinergic pontine versus midbrain dopaminergic instigation of dreaming). The first is to recognize, as pointed out by Greene, that “the changes in circuit function that can derive from cholinergic and monoaminergic modulation depend on our understanding of the circuit function and its relationship to cognitive function.” That is, neuromodulatory substances modify functioning neural circuits and the interactions of different neuroactive substances may vary from antagonistic, to neutral, to interchangeable, to synergistic depending on the circuitry in question. Such neuromodulatory interactions may explain the variability of sleep and dream alterations among patients with the same neurodegenerative disease diagnosis (Christos 1993; Comella et al. 1993; Perry et al. 1999), since the specific affected nuclei can vary as is the case with serotonergic and noradrenergic deficiencies in Parkinson’s disease (Nausieda et al. 1982; Valdecoriola et al. 1997). An additional source of variability in sleep and dream effects by similar pharmacological agents may be the differential brain distribution of specific receptor subtypes such as the D3 receptor (Perry & Piggott).

The second possible resolution is to note that the normal sleep and dream effects of DA may be mediated by its interactions with other neuromodulatory systems. For example, DA interacts with brainstem systems involved in the executive control of the REM/NREM cycle and with basal forebrain cholinergic cells which activate cortical and limbic structures (Hobson & Pace-Schott 1999; Perry & Piggott). In addition, dopamine has been shown to enhance cortical acetylcholine release (Moore et al. 1999; Smiley et al. 1999) while cholinergic mesopontine neurons have been shown to enhance mesolimbic dopamine release (Oakman et al. 1999). Braun (1999) has suggested that the (cholinergic) lateral habenula may play a role in coordinating serotonergic and dopaminergic interactions during sleep. Mutual facilitation between cholinergic and dopaminergic systems may serve to maintain or intensify REM sleep and/or dreaming (Hobson & Pace-Schott 1999; Perry & Piggott) especially given the continued activity of dopamine neurons during REM (Miller et al. 1983; Trulson et al. 1981).

HR4.4. Opportunities for dream studies in emerging neuroscience technologies

In our target article, we have speculated on the promise to dream psychophysiology of new techniques in neuroscience such as transcranial magnetic stimulation (TMS), event-related functional magnetic resonance imaging, magnetic resonance spectroscopy, receptor ligand PET, near infrared spectroscopy, and dipole tracing (HOBSON ET AL.). Following up on our above discussion of REM saccades and dream imagery, added power might be conferred on the study of lucid dreamers with event related fMRI techniques and instrumental awakenings by transiently deactivating the frontal eye fields using TMS. Indeed, TMS has recently been used to demonstrate involvement of striate cortex in visual imagery (Kosslyn et al. 1999).

In our target article, we cite one microdialysis study on CNS neuromodulation across the human sleep-wake cycle (Wilson et al. 1997). It is exciting to learn from PORTAS that Ungerstedt and his colleagues in Sweden are now actively combining cognitive neuroscience with human microdialysis techniques.

Depth electrode recording and stimulation in epilepsy
or Parkinson’s disease patients offer yet another possible source of discoveries on the brain basis of dreaming. For example, subdural recordings from epilepsy patients have been used to study human theta oscillations during virtual maze navigation (Kahana et al. 1999) while the sleep effect of direct thalamic stimulation used in the treatment of tremor have recently been described (Arnulf et al. 2000).

**HR5. AIM/isomorphism**

**HR5.1. Brain-mind isomorphism**

**HR5.1.1. Philosophical issues.** We need to remind our philosophically minded commentators (Franzini, Man- cia, Flanagan, Antrobus, Revonsuo) of our commitment to Antrobus’s concept of the brain-mind as a unified system. For us, the scientific study of such a system entails the mapping of features in the domain of subjective experience onto features in the domain of neurobiology and vice versa. We use the term isomorphism to denote similarity of form in the two domains (McCraley & Hobson 1977). A simple and easily understandable example would be the universally accepted isomorphism of cognitive activation and of brain network activation. This is clearly visible as factor A in our AIM model.

Because it is at present difficult to know exactly which cognitive measures to map onto which neurobiological measures, we have adopted the conscious state paradigm – with all of its imperfections and problems – as a start point for the mapping effort. We greatly appreciate Flanagan’s encouragement regarding the so-called “hard problem” of understanding how the two domains are linked. Although we can see how one might disagree (and, indeed, we disagree among ourselves), for us the hard problem is not so much imagining how the brain could give rise to consciousness as it is imagining how it could not. We think that a system that is capable of representing the complexity of the outside world as a set of dynamic neural codes and is also possessed of self-activation (factor A), input-output gating and internal stimulus generation (factor I), and a vast and differential chemical modulator system (factor M) presupposes consciousness and the differentiation of that consciousness in the multiplicity of states of which such a system is agreeable. The astronomical numbers arrived at by multiplying neuronal numbers by neuronal connections emphasize that the human brain has an almost infinite capacity for information encoding, processing, and storage and that emergent properties, as consciousness may be, are inevitable in so complex a system. No one doubts that the brain encodes the visual world or that it encodes personal history. Why, then, could not the brain use these representations as a self who sees and sees that he sees?

**HR5.2. The bogeyman of reductionism**

To our psychologically minded prosecutors, we plead guilty to the charge of reductionism. Indeed we take it as a compliment. This is because, following Churchland (1986), we take reductionism to be the very essence of science. No reductionism, no science. Reductionism is noth- ing more or less than the explanation of events at a macro level (like eye color or memory loss) by events at a micro level (like gene expression and shifting levels of neuromodulators). Reductionism is not eliminative materialism because the explanation does not make eye color or memory go away.

Reductionism can be successful within domains (as for example when dream bizarreness reduces to plot discontinuity and incongruity and these formal features further reduce to deficient executive functions including working memory), as well as across domains as when the working memory deficits of REM sleep dreams are reduced to aminergic demodulation and diminished blood flow to the dorsolateral prefrontal cortex. Within the neurobiological domain, we can even go a reductionistic step further and propose that regional brain activation and regional blood flow will reduce to changes in neuromodulatory balance because it is very likely that both activation and blood flow are controlled by neuromodulators!

We remind our psychologist critics that no one was more reductionistic than Sigmund Freud. But just because Freud could not accomplish the cross-domain reduction of mind to brain that he envisaged in 1900 does not mean that no one in the twenty-first century can.

The stepwise chain of reductionism we have just traced simply explains each level of data with the data from a lower level. This paradigm also allows us to unify events at regional level of the brain – in this case, the cortex – with events at a lower level, in this case the brain stem.

By reducing dream bizarreness to changes in neuromodulatory ratio we are neither denying nor eliminating the dream as a subjective experience, nor are we denying the forebrain’s role as dream instantiator when we show its state to be dependent on (or in REVONSO’s terms, supervenient upon) the state of the brain stem. And we are not saying that REM is superior and NREM second class. Not at all. We are only saying that dreaming favors REM sleep. REM sleep just happens to be the brain state when those physio- logical and neurochemical conditions which underlie the occurrence of dream bizarreness and other dream phenomena reveal themselves most strongly, clearly, and frequently. Each of these conditions, and sometimes all of them, can express themselves in other states.

**HR5.3. Sleep as the substrate of dreaming**

Thus we agree with Borbely & Wittmann that sleep itself entails the neurobiological substrate of dreaming. This sub- strate is now a more specifiable set of changes in the fore- brain; as sleep proceeds through the NREM phase, these conditions intensify to become maximal in REM. Because all of these conditions are brain stem and diencephalically mediated and because sleep onset and NREM sleep are progressive steps on the way to REM, we can also agree with NIELSEN when he attributes extra-REM dreaming to REM-like physiology. Repeating our ultra-reductionist claims for dreaming, the one neurobiological variable that best distinguishes wake from sleep and NREM from REM is the progressive decline in aminergic neuromodulation. That is factor M in our AIM model.

We regret that there is no psychophysiological dissociation for physiologically phobic dream psychologists to take comfort in! On the contrary, what we see is an increasing degree of association between REM brain state variables and dream mind state variables. Ultimately, we suppose the dreaming brain will be seen to be so inseparable from the dreaming mind as to force the conclusion that they are one and the same thing, as a unified system seen from the van-
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and the vantage point of the first person (the dreamer). In this sense we can envisage the mind body problem, the hard problem, and the subject-object problem to be nonexistent. Rather than claiming the problem to be “solved” we will see that there is no such problem.

**HR5.3.1. The AIM model.** Some of our physiologically inclined colleagues appreciate the AIM model (Gottsmann, Nielsen & Germain, Ogilvie et al., Perry & Piggett). Others do not (Hartmann, Morgane & Mokler, and Solms). We ourselves like it, but we are dissatisfied by it as well. We like it because it is an advance from two-dimensional models like traditional sleep graphs and our own reciprocal interaction structural and mathematical models because all of AIM’s three dimensions are realistic and measurable, at least in animals. We are dissatisfied for some of the same reasons as our critical commentators.

Of course we may need more dimensions and when we do, we will add them. But please note that with time represented as the interval between the succession of dots in AIM state space the model already has four, not just three dimensions, so it is already at least twice as realistic as its predecessors. To critics like Morrison & Sanford, who believe that any model is premature because we do not know enough about the brain, we say that so far the reciprocal interaction has served us and our pharmacological colleagues very well. We now hope that AIM will help to close the gap between basic and clinical sleep research by showing that all conditions of the brain-mind are points in a multidimensional state space.

As with dimensions, AIM may also need more neurotransmitters (like histamine or dopamine) or neuropeptides (like orexin). And we will add them if the release of those chemicals changes in a state-dependent manner that is different from the chemicals we have already modeled. AIM is not yet the Model of Everything (only of the conscious state). We say that ironically and self-effacingly, while freely admitting to Hartmann’s charge that AIM’s reach exceeds its grasp. While the model does a pretty good job with increasing hallucinatory propensity and its reciprocal deficits in memory and with thought, we cannot yet see how to deal with important conscious state variables like emotion which will almost certainly need a brain region or subregion dimension unless, as we hypothesize, regional activation is a combined function of factors I and M.

The AIM model, originally proposed in 1990 (Hobson 1990) and revised first in 1992 (Hobson 1992a) and now in our target article, is an evolving model. Its original goal is, we are convinced, still a valuable one, namely to point out that wake-sleep mentation is a continuously varying phenomenon dependent on several underlying and similarly varying neurophysiological variables. The fact that the brain tends to remain in a small region of the AIM state space for prolonged periods of time permits the identification of canonical brain-mind states, such as waking, REM, and NREM sleep. But we have assumed all along that the brain-mind is much more complex than any three dimensions might suggest. Already in our target article we have begun to talk about the differences in AIM space position of various brain regions. Indeed, all the brain imaging studies make clear that we cannot talk about a single value for level of brain activation. Similarly, neuromodulation is not constant across these regions. It would be highly inaccurate to suggest that a single ratio of aminergic to cholinergic neuromodulation describes the micromodulation of each and every brain region at a given time.

But as our understanding of the physiology and phenomenology of dreaming continues in its exceptional growth, we believe that the AIM model retains heuristic value. Physicists and chemists continue to talk of matter being made up of electrons, neutrons, and protons at the same time that they realize that this grossly underestimates the complexity of the system. Indeed, we feel as if we are in a period similar to the recent one in physics when the number of fundamental particles seemed to be increasing without limit, or the current period in neurobiological research in which the number of known neurotransmitters similarly seems to be increasing without limit. Thus in response to the friendly criticism of commentators such as Morrison & Sanford, who suggest that our AIM model is premature, we respond that it may almost be too late to develop such a model.

But we still believe that the AIM model is important heuristically because it reinforces the view that: (1) mentation and physiology are strongly linked to one another; (2) that each varies in a continuous manner with various “local attractors” where the brain and mind spend most of their time; and (3) that the three neurophysiological parameters of brain activation, modulation, and input source explain more of the variance in mental content than any comparable parameters.

One aspect of mentation that we suspect might be underrepresented in our model is that of emotion, and we assure our impatient critics like Panksepp, Kramer, and Greenberg that we are fully committed to the premise of emotional salience. This premise flows from the fact that dream emotion is not bizarre but always appropriate to the plot even when the plot itself is full of discontinuities and incongruities (Foulkes et al. 1988b; Merritt et al. 1994)! In this regard, we are struck by the PET evidence of activation of limbic and immediately paralimbic structures suggesting, à la Penfield (see Tees 1999), that emotion and its directly associated cognition are evoked by limbic autostimulation. Penfield’s observation and the dream-like mentation associated with some temporal lobe seizures show that REM-like activations of the forebrain can indeed evoke dreamlike mentation. Fortunately, most of us do not need either seizures or Penfield to stimulate our temporal lobes. We have a built-in mechanism for that purpose. It is REM sleep.

In the interest of theoretical economy, we assume that the temporal lobe activation of REM is itself a function of the drop in M and the corresponding increase in interceptive I, of which REM activity is the clearest example. In fact, PGO waves are notably epileptic (Elazar & Hobson 1985). Furthermore, they are recordable in the amygdala during REM (Calvo & Fernandez-Guardiola 1984). Finally, the pontine cholinergic system which triggers PGO activity projects heavily to the amygdala (Morrison et al. 1999).

Here again, we see the power of reductionism in explaining emotional salience. Through a chain of processes having their origin in the brain stem (but, of course, recruiting the midbrain as well as the basal forebrain and other diencephalic structures), cholinergic phasic activation is projected selectively to the limbic lobe where it triggers emotion and its cortically based cognitive correlates. These cognitive correlates may be intrinsically bizarre (owing to aminergic demodulation) but still salient because of the con-
nectivity to associated image producing structures in the temporal cortex. Obviously, REM is not the only way to set these processes in motion. It is just our favorite way to do so!

**HR6. The functions of sleep and the learning-memory controversy**

In our target article, we spoke only briefly of the possible function of sleep. But in light of the target articles of **VERTES & EASTMAN** and **REVONSUO** addressing possible cognitive functions of sleep, we would like to address this issue here. We begin with the hypothesis that sleep clearly plays a role in neuronal plasticity. The alternative theory, that the brain is left unchanged after a night's sleep, is unacceptable on its face. Indeed, we suppose that an immense number of plastic changes occurs each night. It seems self-evident to us that since so much of the night contains some form of mentation, and since this mentation is inevitably evident to us that since so much of the night contains some form of mentation, and since this mentionation is inevitably built up from images and concepts stored in one's memory, that either the entire evolved mechanism which creates and supports this activation and synthesis of memories and associations, along with its accompanying mentation, either does so for no purpose at all or else that some aspect of these memories and associations becomes altered by the process. Our scientific intuition is that whereas our subjective awareness of this processing may be gratuitous, the processing itself is not.

**HR6.1. Synaptic plasticity**

The real question then is what types of plastic changes occur during sleep and toward what ends. Sleep related changes could be (1) controlled solely at the level of individual cells and synapses, (2) involve calculations across local neuronal networks, (3) extend across the brain regions, or (4) require conscious dreaming as part of the algorithmic calculation of the appropriate plastic changes in neuronal connectivity. Similarly, the goals of these sleep-dependent changes might be to (1) erase memories, undoing plastic changes that occurred during the day and restoring the brain to an earlier state, (2) consolidate memories, stabilizing changes produced during the day, (3) fine tune discrete networks, strengthening some synapses and weakening others, or (4) introduce totally novel changes, creating neuronal configurations that had never existed before.

It is difficult to identify precisely where the target articles lie among these options. **VERTES & EASTMAN** are clearly addressing the concept of memory consolidation, probably conceptualized as occurring primarily at the levels of single neurons and local neural networks. In contrast, **REVONSUO** appears to be proposing that dreams serve to create novel connectivity within the brain. If we add the proposal of Crick and Mitchison (1983), we have examples of each of the options proposed above.

Is it conceivable that functional neuronal plasticity is occurring during sleep at all of these different levels of mechanistic and functional complexity? Without arguing that it does act at all of these levels, we do argue that it is not unreasonable to think so. Table HR1 compares possible mechanisms of synaptic plasticity during sleep with known mechanisms for modulating enzymatic activity within single cells.

On the left side of this table, one can see the range of conceptual and biochemical levels of enzymatic control. Evolution clearly found advantageous the ability to exert control at numerous points in the process. Thus, even in bacteria, enzyme activity is modulated at several levels. When product accumulates, it binds to the enzyme and inhibits further production of the product. This is an unavoidable consequence of how enzymes work. But at a more sophisticated level, enzymes evolve separate binding sites for other related molecules that can also control the enzyme. Thus, if an enzyme, $\alpha$, catalyzes the conversion of “A” into “B” as the first step in the pathway, $A \rightarrow B \rightarrow C \rightarrow D \rightarrow E \rightarrow F$, it is not uncommon for the enzyme $\alpha$ to contain an inhibitory binding site for the final product, “F,” in order to slow down the biosynthetic chain at the start when the final product builds up to adequate levels. But even more long range control systems have evolved to control the actual level of the enzyme in the cell. Thus, in our example above, “F” might be transported into the nucleus and actively inhibit the transcription of the gene coding for the enzyme $\alpha$, thus stopping further synthesis of the enzyme when it is not needed.

As another example, disparate levels of regulation can be described for the regulation of blood glucose level, which is controlled at numerous points. The table below illustrates the modalities that exist for the regulation of enzyme activity versus the possible forms of modulating neuronal plasticity.

<table>
<thead>
<tr>
<th>Regulation of Enzyme Activity</th>
<th>Sleep and Neuronal Plasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enzyme kinetics</strong></td>
<td><strong>Synaptic kinetics</strong></td>
</tr>
<tr>
<td>Substrate activation at enzymatic site</td>
<td>Newly activated synapses strengthened</td>
</tr>
<tr>
<td>Product inhibition at enzymatic site</td>
<td>Strengthening weak associations</td>
</tr>
<tr>
<td><strong>Allosteric</strong></td>
<td><strong>&quot;Relevant&quot; synapses identified and strengthened or weakened</strong></td>
</tr>
<tr>
<td>“Relevant” molecules activate or inhibit</td>
<td>Memory relocation</td>
</tr>
<tr>
<td>at regulatory subunit of enzyme</td>
<td>For example, hippocampal memories moved to neocortex</td>
</tr>
<tr>
<td><strong>Enzyme relocation</strong></td>
<td><strong>Inter-regional control</strong></td>
</tr>
<tr>
<td>For example, internalization of membrane bound enzymes</td>
<td>Emotional conflicts and unresolved issues resolved</td>
</tr>
<tr>
<td><strong>Nuclear control</strong></td>
<td><strong>through new or strengthened connectivity</strong></td>
</tr>
<tr>
<td>Transcription and translation controlled by</td>
<td></td>
</tr>
<tr>
<td>“relevant” molecules</td>
<td></td>
</tr>
</tbody>
</table>

Since the regulation of enzyme activity (left) is of great evolutionary value, a number of different levels of control appeared during evolution. If sleep-dependent neuronal plasticity (right) is similarly valuable, it is reasonable to assume that a comparable range of regulatory mechanisms would have evolved.
involves mechanisms ranging from single glucose transport molecules to a global hunger drive. It thus seems reasonable to us that evolution, having identified the value of sleep-dependent modifications of synaptic plasticity, would end up producing multiple levels at which these modifications occur.

**HR6.2. Developmental plasticity**

But how many of these putative levels of synaptic plasticity during sleep can be supported by data? At the most basic level, Shaffery et al. (1996; 1999) have proposed that REM sleep is critical for the experience-dependent wiring of binocular cells in the young kitten’s striate cortex. In this case, REM sleep serves to enhance plastic changes that are initiated during waking visual activity, as part of an evolutionarily designed developmental process. The changes occur only during a brief developmental period, and the sleep-dependent process serves a very specific purpose, namely, to reduce the susceptibility of the lateral geniculate nuclei to undesirable plastic changes during normal CNS growth and maturation. In this case, sleep-dependent neuronal plasticity would most likely be classified as involved in neither learning nor memory processes. Since selective blockade of PGO waves without disruption of REM sleep produced similar effects, they proposed that PGO waves during sleep act to minimize “undesirable variability” during an intense period of experience-dependent plastic changes. Jones has also noted this possible function of REM sleep.

**HR6.3. Experience dependent plasticity**

At the next higher level are the studies of Karni et al. (1994) and Stickgold et al. (2000a; 2000b), showing a REM sleep and SWS requirement for consolidation of a visual discrimination learning task. While this clearly qualifies as perceptual skill learning, changes may be occurring simply at the level of orientation specific neurons in striate cortex (Karni et al. 1995) and may not involve consolidation of memories as normally construed. In this case, evidence for a sleep dependency is seen in (1) the failure of any improved performance to develop over 12 hours of wake, coupled with the appearance of robust improved performance (Fig. HR5A) after a night of sleep (Stickgold et al. 2000b), (2) the absence of improvement after a night’s sleep with instrumental REM, but not SWS, disruption (Karni et al. 1994), (3) the strong correlation (Fig. HR5B) of overnight improvement with amounts of early SWS and late REM sleep (r = 0.89, p < 0.0001; Stickgold et al. 2000a; 2000b), and (4) the absence of improvement after a night of full sleep deprivation, despite two subsequent nights of recovery sleep (Stickgold et al. 2000c). In this last study, we have demonstrated that when subjects are sleep deprived the night after the training and then retested at 72 hours, after two full nights of recovery sleep, no significant improvement is seen (p > 0.3), with the average improvement being only one-fifth that of controls (controls > deprived, p = 0.014). Thus, we can now go beyond the correlational findings of our first study to state that the improved performance requires sleep within 24 hours of training.

**HR6.4. Procedural memory**

Contrary to VERTES & EASTMAN’s claims, considerable evidence does support the concept of sleep-dependent memory consolidation in various appetitive and aversive training paradigms. Specific response to VERTES & EASTMAN’s article can be found in the commentaries of Bednar, Born & Gais, Cipolli, Fishbein, Jones, Mazzoni, Morgane & Mokler, Ogilvie et al., Smith & Rose, and Stickgold. We conclude that in fact the only reasonable reading of the totality of the animal sleep and memory consolidation literature leads inevitably to the conclusion that sleep, and most clearly REM sleep, plays an important role in procedural memory consolidation, including spatial memory tasks. Much of this has been reviewed elsewhere (Smith 1985; 1995).

**HR6.5. Declarative memory**

Moving to yet more complex systems, evidence has now begun to accrue arguing for a role of sleep, although not necessarily REM sleep, in the consolidation of episodic memories. The role of NREM sleep in the consolidation of declarative memories has been discussed in the commentaries of Born & Gais, Smith & Rose, Jones, and Stickgold. Further support for this role comes from the hippocampal recordings of Wilson and McNaughton (1994) and Buzsáki’s model of a hippocampo-neocortical dialogue (Buzsáki 1996). A general discussion of the issues of REM versus NREM consolidation of procedural versus declarative memories can be found in the commentary of Stickgold (1998).

**HR6.6. Memory transfer**

As we move to yet higher levels, issues of information transfer between brain regions arise. Wilson and McNaughton
HR6.7. Problem solving

At still higher levels, we encounter theories such as that presented by REVONUSO, where sleep and possibly dreaming, are seen as part of a very high level of process of memory consolidation and integration that can lead to problem solving, conflict resolution, and creativity. Here there seems to be little agreement. Part of the problem has to do with difficulty in developing adequate paradigms for studying these issues, although both Cartwright et al. (1998a) and Smith (1993) have approached this question, albeit from very different angles. As mentioned earlier, we have begun to look at this question from still another vantage point by looking at changes in semantic priming following awakenings from REM and stage 2 NREM sleep (Stickgold et al. 1999b), and showing that REM awakenings lead to an unprecedented enhancement of the priming ability of weakly related words (Fig. HR4). These results suggest that the functional connectivity among associations in the neocortex are altered during REM sleep, as if to facilitate the identification and possible strengthening of weak, “unexpected associations.”

In summary we have shown that there are many potential roles for sleep in the functional modulation of synaptic plasticity, and that different phases of sleep may contribute differently to each of these functions. Certainly, the vast differences in electrophysiology, regional brain activation, hippocampo-neocortical communication, neuromodulators and even hormones such as the corticosteroids (see Born & Gais), point to different functional roles for different portions of the sleep cycle. From our analysis, there is now substantial evidence for the role of sleep in more basic forms of synaptic plasticity, up to the level of both animal and human learning paradigms, and tantalizing hints at all of the higher levels described. Finally, it is our very strong belief that the continued study of this question, borrowing heavily on the paradigms of cognitive neuroscience, will produce breathtaking breakthroughs in our understanding of this critical function of sleep over the next decade.

HR7. Conclusion

In the year 2000 Dream science has just completed its first century of life. The proto-scientific efforts of Sigmund Freud at the turn of the twentieth century were theoretically brilliant but empirically inadequate (Freud 1900). The field has developed particularly strongly in the last fifty years because the brain sciences have supplied some of the fundamental neurobiological material that Freud needed to accomplish his failed purpose: to create a dream psychology that was perspicacious and free from doubt. Although they are far from free of doubt, brain based theories of dreaming are certainly perspicacious in that they can account for global mental processes in cellular and molecular terms.

Now, at the turn of the twenty-first century, brain science has supplied another key piece of information: knowledge about the relative strengths of activation (and deactivation) of brain regions that regulate many of the critical aspects of cognition that are altered in dreaming. In this response, we have tried to explain, extend, and further justify our assessment of the current state of knowledge in five important areas of dream science as follows:

1. Phenomenology. More widespread and more detailed attention to defining and quantifying first person data is needed. We showcase the formal approach and urge its wider adoption.
2. Psychophysiology. In the debate regarding the ability of the NREM and REM states to produce dreaming, the emphasis should shift and be placed on the goodness of fit between the psychological and physiological levels of analysis. To our mind the emphasis on dissociation is both unjustified and counterproductive.
3. Neurobiology and Neuropsychology. The success of cellular and molecular level analyses of waking, NREM, and REM sleep provide an embarrassment of explanatory riches which now comprise many subcortical brain regions including the spinal cord, medulla, pons, midbrain, hypothalamus, and thalamus. The advent of imaging should stimulate an upsurge of attention to other subcortical regions (e.g., the amygdala) and many specialized regions of the cerebral cortex including the dorsolateral prefrontal cortex, the inferior parietal lobe, anterior cingulate and other limbic-related cortices and visual associative areas.
4. **Models and philosophy**: Dream science is now poised to advance from a descriptive to a hypothesis testing phase. Models are essential to this welcome coming-of-age. To be effective, such models must be simple enough to be understood and tested, complex enough to be realistic, and sophisticated enough to anticipate cross-domain reductionism. AIM is such a model.

5. **Learning and Memory**: It is a plain fact that the brain is processing information during sleep and empirical support for progressive, elaborate, and adaptive aspects of this processing is robust. We anticipate explosive growth of informative evidence through the combination of cognitive, cellular, and molecular neuroscience with neuroimaging techniques.

Forebrain mechanisms of dreaming are activated from a variety of sources
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Abstract: The central question facing sleep and dream science today seems to be: What is the physiological basis of the subset of NREM dreams that are qualitatively indistinguishable from REM dreams (“apex dreams”)? Two competing answers have emerged: (1) all apex dreams are generated by REM sleep control mechanisms, albeit sometimes covertly; and (2) all such dreams are generated by forebrain mechanisms, independently of classical pontine sleep-cycle control mechanisms. The principal objection to the first answer is that it lacks evidential support. The principal objection to the second answer (which is articulated in my target article) is that it takes inadequate account of interactions that surely exist between the putative forebrain mechanisms and the well-established brainstem mechanisms of conscious state control. My main response to this objection (elaborated below) is that it confutes nonspecific brainstem modulation – which supports consciousness in general – with a specific pontine mechanism that is supposed to generate apex dreaming in particular. The latter mechanism is in fact neither necessary nor sufficient for apex dreaming. The putative forebrain mechanisms, by contrast, are necessary for apex dreaming (although they are nor sufficient, in the limited sense that all conscious states of the forebrain are modulated by the brainstem).

SR0. Introduction

I very much appreciate the confirmation, amplification, and elaboration of my views that the commentators have provided. For obvious reasons, however, I will focus in this response on the outstanding areas of disagreement between the commentators and me. This provides an opportunity not only to remove misunderstandings but also to reconsider some aspects of the proposals outlined in my target article.

Considering the first three target articles together (HOBSON ET AL.; SOLMS; NIELSEN) through the lens of the commentaries, it is apparent that we all attempted to answer the same basic question: namely, what is the physiological basis of NREM dreams which are “indistinguishable by any criterion” (Hobson 1988b, p. 143) from REM dreams?

Qualitative differences between REM and NREM dreams

I should point out immediately, in view of continuing misunderstanding by some commentators (Antrobus; Clancy; Moorcroft; Panksepp; Shevrin & Eiser),4 that this question does not concern normative differences between average NREM and REM dreams; it concerns only the subset of NREM dreams that are indistinguishable from REM dreams. Few people would disagree that the average NREM dream is more “thoughtlike” than the average REM dream. The existence of thoughtlike dreams presents no difficulties for the REM = dreaming doctrine. What presents problems for that doctrine is the fact which Hobson (1988b) acknowledges in the quotation cited above, namely that some NREM dreams are REM-like. (In the remainder of this response, I use NIELSEN’s term “apex dreams” in this broad sense to denote all REM-like dreams.)

SR1. What generates NREM apex dreams?

HOBSON ET AL. and NIELSEN, after some equivocation, provide essentially the same answer to this question: They claim that NREM apex dreams (like REM ones) are caused by REM sleep control mechanisms. In other words, they claim that all apex dreams are generated by the pontine oscillator that generates the REM state. I am grateful to Hobson for stating the assumption underlying this new viewpoint so baldly: “REM physiology is relevant to dream generation even in what is called NREM sleep . . . [because] all of sleep is REM sleep (more or less)” (item 3 from the last section of his commentary; my emphasis). This claim, to my mind, is the only way in which the REM = dreaming doctrine can still be defended in the light of all the evidence showing that NREM apex dreams occur quite frequently, in both health and disease.2 There could be no other valid basis for continuing to assert (as Hobson does) that “the REM state is the optimal substrate for dreaming and therefore uniquely informative about its physiology,” and that “REM sleep and dreaming co-occur . . . [and are] two different manifestations of a single process” (Greenberg, para. 3). Fortunately, it is not difficult to test HOBSON ET AL. and NIELSEN’s new claim. Feinberg stipulates the simple criterion by which we may do so: “Unless intermediate states with REM characteristics are always present when [apex] dreamlike narratives are elicited from sleep, covert REM cannot rescue the REM-dream isomorphism” (sect. 5, para. 2 of his commentary). The evidence currently available (some of it summarized by Bosinelli & Cicogna; Ogilvie et al.; Perry & Piggott; Porte; Vogel) indicates that this criterion is unlikely to be met.

I would go further than Feinberg and suggest (with CONDUIT et al.; GOTTESMANN; and PANKSEPP) that there should be some common physiological factor which is always present in the diverse “intermediate” states hypothetically associated with NREM dreaming. Only this common factor (presumably some component or correlate of the classical REM state) could legitimately be described as the “generator” of apex dreaming. If such a factor can be identified, we will need to ascertain whether or not it is produced by the classical pontine sleep-cycle control oscillator in sporadic instances of NREM apex dreaming. The “covert REM” hypothesis leaves wide open the possibility that apex dreaming is generated by some other mechanism – including “top-down” mechanisms (of the kind postulated by NOFZINGER; SALIN-PASCUAL ET AL.; VOGEL, and others). This reintroduces the original question in a different form: What generates “covert REM”? (see Solms commentary on NIELSEN’s term “apex dreams” in this broad sense to denote all REM-like dreams.)
SEN). In short, if one really believes that “all of sleep is REM sleep” (Hobson), then the critical question as to what generates apex dreaming remains unanswered.

In my target article, I provided a different answer to the original question. I argued that the fact that apex dreams frequently occur outside of REM sleep (as classically defined by Rechtschaffen & Kales 1968) suggests that the pontine sleep-cycle control oscillator probably does not control dream generation. If one nevertheless assumes (with Gottesmann; Perry & Piggott, and others) that a mental state as distinctive as apex dreaming is likely to have a distinctive neurophysiological correlate (and I note that some commentators do appear to dispute this assumption; e.g., Ardito) then the question becomes: What other than the REM/NREM oscillator generates apex dreams?

SR2. Apex dreams in relation to other varieties of dreams

Before answering this question, I wish to emphasize again that it concerns only apex dreaming. It certainly is possible (indeed likely) that the core mechanisms of dream generation vary somewhat, in tandem with the many varieties of dream experience that actually occur in nature. Thus, although I can see why Nielsen classified me as a “one generator” theorist, I can only accept this classification with respect to apex dreams (both REM and NREM); I do not claim that all varieties of dream experience are generated by a single, invariant mechanism (cf. Antrobus; Hunt; Panksepp).

SR3. Role of brainstem arousal

One obvious way to begin answering the question “What generates apex dreams?” is to isolate the neuroanatomical structures and/or neurophysiological functions that are essential for apex dreaming to occur. There are various ways of doing this, the now-conventional ones being lesion studies, functional imaging studies, and pharmacological studies. The available evidence arising from such studies, summarized in my target article, focuses attention on the mesocortical/mesolimbic dopaminergic fibres coursing through the ventromesial quadrant of the frontal lobes. On the basis of this evidence, I suggested that the distinctive neural generator (i.e., initiator) of apex dreaming is (1) mesocortical/mesolimbic dopaminergic innervation, (2) in the context of nonspecific cerebral activation, and (3) during the state of sleep.

Those commentators who assert that I “maintain that it is the cortex alone that is responsible for dreams” (Greenberg, para. 2) and that I “divorce the pons from any role in dreaming” (Greenberg, second para. from end) overlook the second element in this equation. The same applies to Hobson’s suggestion that I think “the forebrain is free to act alone and can produce dreams independent[ly] of the activating, input-output gating and modulatory influences of the brainstem” (final section of his commentary).

Feinberg points out that Hobson et al. conflate rejections of their conception of dream physiology with rejection of the very idea of dream physiology. Likewise here, a rejection of Hobson’s view of the brainstem’s role in dreaming is conflated with a rejection of any role for the brainstem in dreaming. I do not deny that nonspecific cerebral activation (which is usually brainstem-mediated) is a necessary condition for apex dreaming to occur. What I dispute is the more specific claim that the brainstem’s contribution to apex dreaming is provided by the unique properties of REM activation (i.e., only by aminergically demodulated, pontine cholinergic activation of the forebrain). Vogel presents precisely the same argument. The essential empirical basis for this opinion is that apex dreaming not infrequently occurs independently of the REM state (classically defined; i.e., the state that Hobson & McCarley’s reciprocal interaction model was meant to explain).

Any theory of dream generation which excludes a role for the consciousness sustaining structures of the brainstem is certainly incomplete. The conscious forebrain is always modulated by the brainstem. However, we must recall that apex dreaming is not merely a state of consciousness, it is a particular variety of consciousness; and it is the particularities of the state that require explanation. I agree with Gottesmann that nonspecific brainstem arousal mechanisms support rather than cause dreaming (cf. Hunt). I therefore do not agree (with Coenen, and others) that dreaming is solely a function of high brain activation during sleep. This latter viewpoint cannot explain why dreaming so often does not occur when the brain is highly activated (e.g., during REM sleep in cases with bilateral ventromesial frontal lesions; Jus et al. 1973 – this being one “proof” of double dissociation, of the kind that Coenen asks for). Likewise, it cannot explain why L-DOPA intensifies the “apex” properties of REM dreams (vivacity, complexity, affectivity) without also intensifying the concomitant REM activation (Hartmann et al. 1980).

It is for these reasons, among others, that I suggest dreaming requires nonspecific cerebral activation during sleep plus mesocortical/mesolimbic dopamine innervation (contra Franzini and Hobson). For the same reason, I cannot accept Panksepp’s suggestion that “emotion laden dreams remain so only because of the sustaining influences of REM arousal.” It appears that apex dreaming is obliterated only by damage to Panksepp’s dopaminergic SEEKING system (notwithstanding the preservation of REM arousal in these cases) and not by damage to any of the other basic emotion command systems described by him (Panksepp 1998a) nor by the basal forebrain cholinergic systems that Hobson et al. now implicate in dream generation (see below).

SR4. Loss of REM with preservation of dreaming

I acknowledge that preservation of dreaming with loss of REM sleep has not been unequivocally demonstrated (cf. Franzini; Greenberg) but in view of the fact that cessation of REM is sometimes accompanied by the preservation of reticulo-thalamic extended activating mechanisms (and therefore consciousness; see note 8 of my target article). I expect that this clinicanoatomical dissociation can be confirmed in principle. Unfortunately, such cases are few and far between. They are also gravely ill, with the result that ethical considerations add to the difficulty in studying them comprehensively. Lack of evidence in this regard cuts both ways, of course. One might equally well ask why no one has ever been able to demonstrate an unequivocal case of cessation of REM sleep associated with loss of dreaming.
We also need to acknowledge that literally hundreds of non-dreaming cases with focal forebrain lesions have been documented.

SR5. Late morning effect in relation to REM/ NREM distinction

I did not mean to imply in my target article that Antrobus’s “late morning effect” is a specific NREM effect in the sense that it is generated by the known physiological mechanisms of NREM sleep control. When I described it as a non-REM effect, I meant that it was not mediated by REM control mechanisms. Antrobus’s clarification (echoed by Cavallero and amplified by Feinberg) to the effect that the late morning effect is orthogonal to both REM and NREM mechanisms (i.e., that apex dreaming increases across both REM and NREM stages toward the end of the night) actually underscores the point I was trying to make: namely, that apex dreaming cannot be reduced to classical pontine sleep cycle control mechanisms. (I note that Hobson and Ogilvie et al. still construe the late morning effect as if it were reducible to REM mechanisms).

SR6. Dopamine in relation to other neurotransmitters

Gottesmann and Perry & Piggott accept that mesocortical/mesolimbic dopamine plays an essential role in apex dreaming, but they suggest that this role should be contextualized in a broader formula which also incorporates noradrenergic and serotonergic demodulation and cholinergic activation (Panksepp and Rotenberg make similar suggestions). As already stated in my target article, I accept that NA and 5HT demodulation probably facilitate the “dream-on” effects of mesocortical/mesolimbic DA activation during sleep. However, in view of the fact that apex dreaming apparently also occurs during sleep stages traditionally characterized by relatively high levels of NA and 5HT activation (e.g., sleep onset and the rising morning phase of the diurnal rhythm), I do not consider these particular facilitatory effects to be obligatory for the appearance of apex dreaming.

As to the role of ACh: I cited evidence in my target article to show that dreamlike mentation is facilitated by anticholinergic drugs and by the destruction of the (cholinergic) basal forebrain nuclei that Hobson et al. now implicate in dream generation. (On these grounds I must reject Doricchi & Violani and Hobson’s suggestion that cessation of dreaming following ventromesial frontal white matter lesions might be attributable to the interruption of cholinergic fibres.) It is doubtful that ACh activation (at the forebrain level, at least) contributes to the generation of apex dreaming in any simple fashion. It is possible that ACh release during sleep facilitates dreaming indirectly via the mediation of DA mechanisms. It is even possible that basal forebrain nuclei are actually inhibited during sleep by ascending pontine cholinergic projections (see Braun 1999).4 As Panksepp points out, REM arousal mechanisms are more primitive in brain evolution than the waking circuits of the extended reticulo-thalamic activating system. It is almost certainly the case that the nonspecific activating effects of the REM state on the forebrain are mediated indirectly, perhaps largely by noncholinergic mechanisms (see Braun 1999 for a summary of evidence supporting this view).5 Either way, a cholinergic mechanism that is obligatory for the appearance of apex dreams has never yet been demonstrated.

A number of commentators draw attention to the fact that ventral terminal DA activity does not co-vary in a simple fashion with classical sleep cycle stages in rats and cats, thereby calling into question the role I have assigned to mesocortical/mesolimbic DA fibres in dream generation. This reasoning assumes that dream generation is a simple function of the classical sleep stages, which I do not accept.6 Moreover, it assumes that sleep architecture bears the same relationship to apex dreaming in rats and cats that it does in humans. This assumption might well be incorrect – especially in view of known differences in DA innervation of the forebrain across the species in question (Berger et al. 1991), and also in view of the central role that the PTO junction appears to play in the maintenance of dream consciousness. (It is questionable whether Brodmann’s areas 39 and 40 have direct homologues in other primates, let alone in rats and cats; Creuzfeldt 1995.)

Cavallero’s reminder that apex dreaming appears to be a relatively late cognitive acquisition in human development is also relevant here. I cannot emphasize enough that what I am attempting to isolate when I refer to the role of DA in dreaming is the neural correlate of the mental state of apex dreaming itself. What is required, therefore, are studies which correlate mesocortical/mesolimbic dopamine activity with fluctuations in mental state, which (sadly) can only be done in humans. How, for example, does one begin to interpret the implication for dreaming in the observation that ventral terminal DA cells in rats fire with a more variable interspike interval during REM than during slow wave sleep (Miller et al. 1983)?

In this connection, I strongly agree with Lehmann & Koukkou’s remarks to the effect that shifts in brain state need to be studied at a higher temporal resolution than in classical approaches to sleep physiology. However, I also think that “state” encompasses more relevant physiological dimensions than can be measured by EEG; we need to distinguish momentary shifts in the dynamic states of different neuromodulatory systems (cf. Franzini; Hartmann; Nofzinger).

I accept that if mesocortical/mesolimbic DA were to play an exclusive role in dream generation, then VTA dopaminergic activity (in humans) should co-vary in some direct way with dream frequency and/or intensity. However, along the lines of the formulae advanced by Gottesmann and Perry & Piggott, it seems more likely that what is decisive for the appearance of apex dreaming is not the absolute level (or pattern) of DA activation but rather the ratio of mesocortical/mesolimbic DA activity to some other modulatory variable(s). Critical tests (which Panksepp calls for) of the role of dopamine in such dynamic equations can begin from the experimental hypothesis that anything which increases or decreases mesocortical/mesolimbic DA activity (perhaps at D3 receptors in particular) should result in increased and decreased frequency and/or intensity of dreaming, respectively. This hypothesis could be operationalized in various ways, including lesion studies, advanced functional imaging, and pharmacological studies (cf. Borbély & Wittmann).

Bednar, Doricchi & Violani, and Hobson ask why I have assigned an exclusive role to mesolimbic dopamine circuits in dream generation. As should be evident from what
I have just said, and also from section 8 of my target article which summarizes the network of forebrain structures that generate dreams, I do not assign an exclusive role to the mesolimbic dopamine circuit in apex dream generation (although I do venture to assign it an obligatory role). The emphasis on the “control” of dreaming in the structure of my target article derived more from the structure of the model I was arguing against than from my own way of thinking about dreams. Doricchi and Violani (1992) correctly point out that dreaming can also be interrupted at other levels of processing (e.g., at the level of visuospatial representation).

SR7. Backward projection

Antrobus complains that I take for granted the folk psychological notion that information is “projected backwards” in dreaming, from the level of meaning generation to that of visuospatial representation (i.e., from limbic-frontal to parieto-occipital structures). He argues that an equally plausible alternative is that (parieto-occipital) image production is initially independent of (limbic-frontal) conjunct influences, and that the latter might consist in the subsequent evaluation of the visual images (“Is that a friendly or unfamiliar face?”) followed by the imagined motor responses (“Shall I run?”). This alternative seems unlikely in the light of the clinicoanatomical evidence.Lesions in the occipitotemporal structures which I place at the terminal (representational) end of the dream process are associated with dreams that are normal in every respect, apart from their lack of visual imagery (or specific components of visual imagery). If the process started with the visual images, there should be nothing for the frontal-limbic structures to evaluate (and therefore no dreams) in such cases. Conversely, lesions in the deep frontal-mesencephalic structures which I situate at the initiating end of the process are associated with cessation of dreaming, not with visual dreams sans conative associations.

It is also noteworthy in this connection that disorders of dream imagery reverse the hierarchy that characterizes disorder of waking visual perception. In waking perception, early visual (striate) cortical lesions obliterate visual perceptual consciousness; late unimodal visual (extrastriate) cortical lesions affect selective aspects of complex visual perception (colors, faces, movement, etc.); heteromodal posterior cortical lesions spare primary visual perception altogether but disturb visuospatial cognition. By contrast, early visual cortical lesions have no effect on dream imagery, late unimodal visual cortical lesions disturb selective aspects of complex visual dream imagery (color, faces, movement, etc.), and heteromodal posterior cortical lesions obliterate dream imagery completely. Nevertheless, I freely concede that this whole issue needs further study.

Rotenberg makes a point similar to that of Antrobus when he says that the correlation between some complex partial seizures and recurring nightmares does not imply that dreams are produced by forebrain mechanisms but only that they are influenced by forebrain activity. This argument overlooks the fact that the same nightmares can actually be produced experimentally—in the form of “dreamy state” seizures—by stimulating the temporal lobe focus (Penfield 1938; Penfield & Erickson 1941). Complex partial seizures are of course circumscribed forebrain events by definition. Incidentally, the powerful affective tone of these epileptic nightmares further contradicts Panksepp’s intuition that only REM dreams are emotional.

Bednar and Conduit et al.’s remarks about the role of V1 in normal visual imagery does not bear any necessary relationship to its role in apex dreaming, as the mental phenomena in question are quite different. Normal mental imagery is not hallucinatory and is highly constrained by dorsolateral prefrontal structures (among other things) which are deactivated during most apex dreaming. On the other hand, Hartmann’s intuition to the effect that waking imagery and fantasy are affectively bland and, in other respects, deficient in anoneiric patients seems to be correct (see Frank 1950, Hoppe 1977).

SR8. Importance of converging evidence

Doricchi & Violani correctly point out that I (Solms 1997a) did not directly test their hypothesis to the effect that visual-verbal disconnection underpins reported cessation of dreaming in some (left occipito-temporal) cases. This was due to the fact (mentioned in the preface to my book) that I had already completed my research some 12 months before the appearance of their review (Solms 1991). They also believe that I now “reject” the role of the PTO junction. One reason for de-emphasizing the role of the PTO junction in my target article was the fact (mentioned briefly in note 15 of the article) that the role I originally assigned to the PTO junction in dreaming was called into question by the subsequent findings of Braun et al.’s (1997) PET study which, unlike Hong et al. (1995) and Maquet et al.’s (1996) earlier studies, suggested that this region was deactivated during REM sleep. In other words, by the time I wrote my target article, the involvement of this region in REM dream generation had become controversial. (I note from Nofzinger’s commentary that he has since confirmed the earlier observation to the effect that this region is highly activated in REM sleep.) All of the PET evidence published after I completed my study, by contrast, confirmed my conclusion (based on clinicoanatomical evidence) to the effect that the ventromesial frontal quadrant of the inferior parietal lobes (and associated basal forebrain structures) are strongly implicated in apex dream generation. Incidentally, the convergence of the clinicoanatomical and functional imaging evidence in these respects is one reason to doubt Doricchi & Violani’s suggestion that the anterior cingulate activation noted in the imaging studies might be a sleep-deprivation artefact. I hope it is clear, therefore, that I have focused on the mesocortical/mesolimbic DA system for the reason that converging lines of evidence (derived from various methods) summarized in my target article, point to the conclusion that this is the component of the ventromesial frontal white matter that best explains loss of dreaming with lesions in this site. However, this should not detract from the fact that occipitotemporal (and perhaps inferior parietal) tissues are implicated in the representation of dream cognition and perception.

A number of commentators have criticized other individual aspects of my evidential base. I cannot deal with each of these specific points in detail here. I can only say that while I accept that some aspects of the evidence I cite are stronger than others, criticisms of my general conclusions have to be measured against the evidential base as a whole. This applies especially to the very important question as to
whether “cessation of dreaming” actually means “loss of recall for dreams” (Feinberg; LaBerge; Ogilvie et al.). I have considered this possibility from every conceivable methodological angle (Solms 1997a) and concluded that reported cessation of dreaming due to focal brain lesion cannot be attributed to a disorder of recent memory (see note 9 of my target article). The commentators in question seem to be unaware of this fact.

SR9. Role of dorsolateral prefrontal cortex

The convergence of clinicoanatomical and functional imaging findings also contradicts LaBerge’s speculation that the cortical motor system functions in REM essentially as it does in waking. (This, incidentally, has important implications for Revonsuo’s target argument.) Findings from both methods indicate that this region most likely plays no active role in (apex) dreaming. The apparent lack of involvement of dorsolateral frontal cortex in apex dreaming also make lucid dreamers poor subjects for clarifying the role of executive mechanisms in normal dream cognition (cf. LaBerge) for the reason that these atypical subjects are likely to be exceptional with respect to precisely the mechanisms at issue. More useful investigations of lucid dreamers in the present context than what LaBerge suggests might be to determine whether the capacity for lucid dreaming survives DLPFC lesions. (This underlines the point made by Occhionero & Esposito to the effect that the hypoactivation of the DLPFC makes a specific – albeit negative – contribution to dream cognition; I agree that my description of it as “inessential” to apex dreaming was an unfortunate choice of word.)

I take it as given that every method has its strengths and limitations, and that the most reliable conclusions are based on evidence derived from a range of different methods. The same applies, in my view, to the distinction between investigations of the subjective experience of dreaming and the neural correlates of dream experience (a distinction which a surprising number of commentators refer to: see Ardito; Hartmann; Kramer; Mancia; Pagel; Vogel). I take it for granted that some questions about dreams are best addressed by psychological methods and others by neurological ones. Nevertheless, the two approaches ultimately study one and the same “thing” and therefore must – in principal – be reconcilable with one another (see Solms 1997b, pace Franzini’s attribution to me of “extreme reductionism”).

SR10. The specter of psychoanalysis

The previous point allows me to respond pertinently to Hobson’s puzzling comments regarding my “commitment to Freud.”10 I do not think it appropriate to rule out a priori any method or hypothesis on the basis of simple prejudice. (cf. also Doricchi & Violani’s anti-psychoanaylytic opinion.) My interest in Freud’s dream theory in this regard is two-fold. First, early research findings which pointed to a REM-based (autochonous pontine brainstem) mechanism of dream generation were widely interpreted as disproving Freud’s theory (including by Hobson himself: Hobson 1985b; Hobson & McCarley 1977). If more recent research now casts doubt on the validity of the earlier findings, then it is necessary – and only fair – to re-evaluate those criticisms in the light of the new evidence. This entails a commitment to scientific truth and fair play, not to Freud.

The new clinicoanatomical and functional imaging findings do indeed seem to suggest that Freud’s hypothesis to the effect that dreaming is instigated by the arousal of instinctual mechanisms during sleep is more tenable than we previously thought. Whether Freud’s view is actually “confirmed” (Flanagan) by the new data is a different matter. I do not think this data is any more confirmatory in a definitive sense of Freud’s theory than it is of some of the other interesting hypotheses advanced by commentators in this volume, linking dreams with various attentional, orienting, curiosity, and search mechanisms (e.g., Hunt; Conduit et al.; Jones; Morrison & Sanford; Panksepp; Rotenberg). Nevertheless, by seeking to establish the neuropsychological correlates of Freud’s theory, we do at last open it to rigorous experimental testability (cf. Vogel). This is the second aspect of my interest in Freud’s dream theory. For example, now that we have identified a group of patients who cannot dream as the result of focal brain lesions, it should finally be possible to test his hypothesis that dreams function to protect sleep. It is not possible to answer Flanagan’s question in this regard (or indeed his broader question as to whether or not dreams serve any function at all) until such experiments have been performed.

Flanagan’s view that abnormalities associated with loss of dreaming in brain damaged cases cannot cast light on the function of normal dreaming for the reason that these cases have abnormal brains overlooks the conventional rationale for comparing control and experimental groups who are alike in all respects other than the dependent variable. If, for example, two groups of patients with PTO junction lesions are compared, and the dreamers sleep more soundly than the non-dreamers, then this says something about the function of dreaming in particular rather than the effects of PTO junction abnormality in general. (Kramer is therefore wrong to say that I do not provide a basis for establishing the function of the dream experience.)

SR11. Concluding remarks

In closing, I want to restate my essential theoretical conclusions as clearly as I can:

1. Dreams are generated by forebrain mechanisms. The functional anatomy of these mechanisms has been laid bare (in broad outline) by strongly convergent clinicoanatomical and functional imaging findings. The neurochemistry of these mechanisms has not yet been adequately characterized, but converging lines of evidence suggest that mesocortical/mesolimbic dopamine is an essential element in an emerging dynamic equation. The psychology of these mechanisms has not yet been adequately studied.

2. The forebrain “dream generator” can be activated from a variety of sources. REM arousal is undeniably the most common source. However, the intrinsic mechanisms of the REM state are external to dream generation itself because other sources of activation produce the same forebrain effects. These sources of activation apparently include “top down” influences, some of which may be intrinsic to the dream generator. However, it is of course likely that all such influences recruit brainstem activating mechanisms (and these may include some components or correlates of the REM generator).
I would like to thank my colleagues most sincerely for the careful attention they have given to evaluating my findings and hypotheses concerning the neuropsychology of dreaming. It appears that we truly are in the midst of a paradigm shift in sleep and dream science, and I consider myself fortunate to be part of it.

NOTES
1. I am referring to comments such as this: “There is a real danger in proceeding as if REM and NREM mentation are the same, which Solms seems to argue” (Moorcroft, para. 4).
2. Ogilvie et al. appear to think that this happens only in pathological cases.
3. This issue is obviously relevant to Conduit et al.'s question: If spontaneous arousal during sleep does not arise from the brainstem, where is its origin? Cf. Moorcroft's implicit answer: “it is possible that while these forebrain areas are preferentially activated by pontine influences during REM they may also be activated by non-pontine sources” (para. 7).
4. Likewise, when Portas draws attention to the apparent discrepancy between my observation that anterior cingulate lesions are associated with increased frequency and vividness of dreaming and the functional imaging data which show that this region is highly activated during “dreaming sleep” (REM sleep), she neglects the possibility that the observed activation is inhibitory.
5. Braun (1999) also summarized numerous “viable links” (of the kind requested by Morgane & Mokler) between the cholinergic REM-on mechanism and the putatively dopaminergic dream-on mechanism.
6. Cf. Feinberg's pregnant remark: “We reasoned that, since brain physiology is qualitatively different in NREM and REM, but the conscious experience of [apex] dreaming in the two states is not qualitatively different, the striking NREM/REM differences in neuronal firing must not involve the neural systems that can affect the quality of conscious experience” (emphasis added).
7. Here is a critical test of the obligatory involvement of DA in apex dreaming: cases with suitably located, complete lesions of the ventromesial frontal dopamine pathways and preserved apex dreaming would disconfirm my hypothesis. Incidentally, Morgane & Mokler seem to be unaware of the “unlikely” fact that all reported cases of cessation of dreaming with pure ventromesial frontal lesions did indeed sustain bilateral damage (Solms 1997a).
8. Occhionero & Esposito ask for specific examples of NREM triggers of dreaming. Complex partial seizures (which are not “stage specific” but usually occur during NREM sleep) provide an excellent example. Normal equivalents may be inferred. Incidentally, I do not see a basis for the distinction that Gottsman makes in this connection between “dreams” and “hallucinations.” Are apex dreams not hallucinations?
9. For example, Doriuchi & Violon point to the weak statistical correlation between cessation of dreaming and adynamia in a small group of deep ventromesial bifrontal cases reported in my (1997a) study, but make no mention of the ubiquity of this symptom in the vast psychosurgical literature. (Cf. Morgane & Mokler's questions concerning the putative link between dreaming and motivational mechanisms.)
10. I have responded elsewhere to his detailed criticisms of Freudian dream theory in relation to recent neuroscientific findings (cf. Holson 1999c; Solms 1999c; 2000) and therefore will not address them again.
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Abstract: Whereas many researchers see a heuristic potential in the covert REM sleep model for explaining NREM sleep mentation and associated phenomena, many others are unconvinced of its value. At present, there is much circumstantial support for the model, but validation is lacking on many points. Supportive findings from several additional studies are summarized with results from two new studies showing (1) NREM mentation is correlated with duration of prior REM sleep, and (2) REM sleep signs (eye movements, phasic EMG) occur frequently in NREM sleep. The covert REM sleep model represents one class of explanatory models that combines the two assumptions of mind-body isomorphism and a 1-gen mentation generator; its future development will depend largely upon a more detailed understanding of sleep state interactions and their contribution to mind-body isomorphisms.

NR0. Introduction

Reactions to my target article varied from the extremely skeptical to the highly supportive with as many commentators favoring it as doubting its conclusions. Eight principal themes addressed by various authors are listed in Table NR1; these are dealt with in turn in the sections that follow.

NR1. The definition of dreaming is inadequate

Some authors (Antrobus; Clancey; Kahan; Pagel; Revonsuo) expressed dissatisfaction with the definition of sleep mentation adopted in my target article. This dissatisfaction is justified to the extent that the classification scheme proposed in Figure 1 illustrates only in very broad strokes distinctions existing in the REM-NREM mentation literature that are central to my review, rather than providing a detailed classification system per se. However, as the covert REM sleep model has evolved, I have found it increasingly imperative to develop criteria to discriminate among very brief and minimal forms of mentation. To contribute to this goal, I have revised my previous Figure 1 to incorporate several concerns raised in the commentaries (see Fig. NR1).

I agree that a more theoretically neutral definition of dreaming is desirable (Revonsuo; Kahan), that is, that a definition of dreaming should be based as much as possible upon the contents of subjective experience.1 At the very least, such a definition would allow investigators of different theoretical orientations to study the same phenomenal objects in a convergent fashion. A chronic lack of agreement on the definition of dreaming has contributed much to the current confusion in the 1-gen versus 2-gen debate (cf. Pagel). Revonsuo is therefore justified in questioning my inclusion of “cognitive processes” in the classification of sleep mentation. Cognitive processes are, indeed, a theory-laden descriptor whose superordinate position in relation to other categories in Figure NR1 is based upon the hypothetical notion (e.g., Dixon 1981; Freud 1900) that most activity supporting subjective awareness occurs outside of...
that awareness. Although I signaled the tentativeness of this category with question marks in my original Figure 1, its predominance in the diagram cannot be justified on observation alone. I therefore clarify in Figure NR1 that these processes (unobservable cognitive activity) are not necessarily associated with the other categories of mentation. I also describe a second type of cognitive activity that is normally unobservable but accessible through introspective effort. Justification for the category is given below.

Revonsuo proposes an alternative definition of dreaming. “Complex, temporally progressing content” is suggested to be a relatively theory-free feature that distinguishes dreaming from other types of cognitive activity during sleep. Clancey also proposes an alternative classificatory system that includes the sequencing or progression of perceptual categories. Temporal progression corresponds to the well-known criterion of “dramatic” quality that Freud (1900) borrowed from Spitta (1882) to define dreams, that is, dreams construct a situation out of hallucinatory images (Freud 1900, p. 114). While temporal progression may indeed be a common feature of much dreaming, and especially the dreaming common to most REM sleep, it is not likely a defining feature of all dreaming. For example, the criterion of temporal progression would exclude many of the uni-
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Table NR1. Commentaries on Nielsen target article: Main themes

<table>
<thead>
<tr>
<th>Theme</th>
<th>Commentaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The definition of dreaming is inadequate</td>
<td>Antrobus, Clancey, Kahan, Pagel, Revonsuo</td>
</tr>
<tr>
<td>2. Authors add new information that supports the model</td>
<td>Borbély &amp; Wittmann, Born &amp; Gais, Cartwright, Feinberg, Gottesmann, Greenberg, Lehmann &amp; Koukkou, Pace-Schott, Rotenberg, Salzarulo, Steriade</td>
</tr>
<tr>
<td>3. Waking state processes need further consideration</td>
<td>Greenberg, Hartmann, Ogilvie et al., Schredl</td>
</tr>
<tr>
<td>4. Dreaming occurs during stages 3 and 4 sleep</td>
<td>Blagrove, Bosinelli &amp; Cicogna, Cavallero, Feinberg, Moorcroft, Ogilvie &amp; Koukkou, Stickgold</td>
</tr>
<tr>
<td>5. The model links dreaming exclusively to brainstem activation in REM sleep</td>
<td>Bosinelli &amp; Cicogna, Domhoff, Porte, Solms, Salin-Pascual et al.</td>
</tr>
<tr>
<td>6. Evidence for isomorphism is lacking</td>
<td>Hunt, Kramer, Morrison &amp; Sanford, Panksepp, Solms, Vogel</td>
</tr>
<tr>
<td>7. Elimination of REM sleep does not eliminate dreaming</td>
<td>Panksepp, Solms, Shevrin</td>
</tr>
<tr>
<td>8. The model needs validation</td>
<td>Blagrove, Coenen, Conduit et al., Franzini, Gottesmann</td>
</tr>
</tbody>
</table>

**Figure NR1.** Levels of specificity in defining sleep mentation – revised version of Figure 1 from target article. See text for details.
modal, static hallucinatory images typically reported in our studies of sleep onset mentation (Germain & Nielsen 1997; Nielsen et al. 1995), and this on a seemingly arbitrary basis. Arbitrary because the studies, including my self-observational studies of brief hypnagogic images (Nielsen 1992:1995) (http://www.crhsc.umontreal.ca/dreams/TNmodeling.htm), suggest that such static images are often endowed with a hallucinatory quality that renders them quite dream-like. The hallucinatory quality is unmistakable, even for “fleeting” images and “sleepiness” sensations that occur prior to the more fully formed hypnagogic images themselves. Hallucinatory quality is associated with the seeming sensory nature of the imagery and appears to involve a degree of apparent orientation to (“self-participation” in) the imagery (e.g., Bosinelli et al. 1974; Herman). Apparent orientation here refers to illusory sensations of a spatial distribution of objects, including, and sometimes consisting only of, the self, the apparent vertical, apparent depth, and/or apparent motion. Hallucinatory quality was to Freud as important a defining attribute as was dramatic quality, the purported “transformation of ideas into hallucinations” (Freud 1900, p. 114). In Figure NR1, hallucinatory quality defines a minimal dream, whereas temporal progression distinguishes minimal dreaming from more complex and typical forms of dreaming.

This revision in Figure NR1 also responds somewhat to Shevrin & Eiser’s comment that Freudian theory is ignored by the covert REM approach. It may also respond to Antrobus’s point that a unidimensional measure of mentation recall/non-recall is inferior to a multidimensional approach in making fair comparisons of REM and NREM mentation. The criterion of hallucinatory quality might be applied equally well to mentation in all sensory dimensions, and possibly also to emotion, pain, and other organic sensations. If so, fair unidimensional comparisons of “minimal dreaming” could still be made across sleep states using this criterion.

More generally, I believe that the continued disagreement over defining dreaming is based upon at least two methodological shortcomings. First, there is not only disagreement over how best to accomplish an accurate phenomenology of subjective experience (e.g., Dennett 1991), but all too often available phenomenological methods (e.g., Busink & Kuiken 1996; Husserl 1965) are disregarded in research. The result is that definitions are proposed without much reference to methods of deriving them (cf. Pagel), and no standardization is possible. Second, subjects in sleep mentation experiments, on whose responses definitions of subjective experience are often based, are typically naïve to the exigencies of introspective reflection. This issue goes beyond the concerns voiced in commentaries by Antrobus and Schredl that mentation reports have uncertain validity. Rather, the point is that introspectively untrained subjects simply cannot accurately report upon all microstructural constituents of hallucinatory quality that might be crucial in identifying a subjective experience as a dream. Conversely, there is today very little support for introspective approaches that involve training subjects and/or investigators to access these microstructural levels of subjective experience precisely and reliably. To reflect this concern, Figure NR1 distinguishes a type of cognitive activity that is available to awareness only with some degree of introspective effort.

In sum, although I agree that definitions of dreaming should be theory-free, I doubt that such approaches can be developed without a more concerted emphasis on introspective and self-observational methods of study that involve the training of both subjects and experimenters. Therefore, in lieu of importing definitions from consciousness research or elsewhere, the most reasonable course of action in the short-term may simply be to refine terminology that has evolved over the years within the discipline of dream research and whose connotations and nuances are thus understood more or less consensually by a large number of researchers active in the area. However, a long-term strategy for addressing this basic issue is clearly needed.

NR2. Authors add new information that supports the model

At least 12 commentaries (Borbély & Wittmann; Born & Gais; Cartwright; Feinberg; Gottesmann; Greenberg; Lehmann & Koukkou; Pace-Schott; Porte; Rotenberg; Salzarulo; Steriade) described research and/or theory consistent with or supportive of the covert REM sleep model. An important paper by Toth (1971), which was suggested by Rotenberg (1982) and another by Schwartz (1968), which was mentioned by Gottesmann, were not referred to in my target article but contain evidence fairly directly supporting the covert REM sleep model. I will briefly summarize both. Toth (1971) devised miniature electrodes which, when glued to the eyelids overlying the cornea, more than doubled the sensitivity of standard EEG recordings. This innovation allowed him to quantify very small amplitude eye movements occurring in NREM sleep (cited in Rotenberg 1982). Although this study urgently needs replication, the report suggests both a straightforward method for measuring covert REM sleep processes in NREM sleep and, if confirmed, that such processes may be more present in NREM sleep than has been appreciated.

Schwartz (1968) observed “indeterminate sleep” in both hypersomnolent patients and control subjects shortly after sleep onset during afternoon naps. Distinguishing among very slow eye movements, medium fast eye movements, and rapid eye movements he found that medium fast eye movements could be observed in all patients and controls at each sleep onset and that they were more common than very slow eye movements. Medium fast movements were recorded consistently in stage 1B and especially in stage 2, and then decreased in quantity and amplitude as slow waves predominated. They were rare in stage 3, but nevertheless often accompanied K-complexes. He noted that the voltage of these eye movements varied with electrode distance and individual differences in anatomy, thus standard EOG recordings may be insufficient to identify them under routine recording conditions. He also identified phasic EMG activity occurring immediately after the onset of EEG-defined sleep stage 1Band. These consisted of small movements or twitches of the face, hands, feet, head, shoulders, and even the abdomen, and were indistinguishable from the phasic movements of REM sleep. Schwartz noted that medium fast eye movements occur also in REM sleep, especially just before the onset of rapid eye movement bursts. Finally, he found dream recall after spontaneous awakenings from stages 1B and 2 sleep that had been accompanied by medium fast eye movements. He also cites a study by Kuhl and Lehmann (1964) in which eye movements sim-
ilar to his medium fast eye movements were studied in conjunction with hypnagogic imagery. We also report these types of events in preliminary study 2 reported in section NR8.2 (see Figs. NR3–8). Although Schwartz's study also requires replication with a larger sample of healthy control subjects, his findings concerning REM sleep-like eye movements, phasic EMG activity, and dreaming at sleep onset are strongly supportive of the covert REM sleep model. Together, our results, the findings of both Toth and Schwartz, and the neurophysiological observations concerning sleep onset eye movements contributed in the Porte commentary, all bolster two points I make in the target article: (1) rapid eye movements may not be particular only to REM sleep and (2) slow eye movements may also be a correlate of REM sleep. If so, sleep onset may be considered to be a kind of short-lived or fragmentary episode of (covert) REM sleep, and sleep onset imagery a type of brief (covert) REM dream.

Other commentators discuss findings from sleep deprivation research that are consistent with the covert model. Born & Gais and Cartwright both emphasize that REM sleep propensity is heightened after REM sleep deprivation. This covert propensity may be a critical factor in studies of deprivation effects on memory because of continued effects of covert REM sleep processes on memory consolidation, despite the apparent absence of the REM sleep state itself (Born & Gais). The improvement in mood and increased drive behaviors produced by sleep deprivation in depressed subjects may also be due to covert REM sleep (Cartwright). We have observed that healthy subjects undergoing sleep deprivation sometimes manifest REM sleep signs in their NREM sleep polysomnograms during recovery sleep (Nielsen & Carrier 2000, unpublished). To illustrate, Figure NR2 shows the sleep onset tracing and hypnogram of a 31-year-old healthy female following 40 h of sleep deprivation. The tracing contains distinct rapid, medium fast, and slow eye movements in conjunction with a background of stage 1 sleep. Cartwright also suggests that the covert REM sleep model is supported by studies demonstrating a coupling of REM sleep and dreaming under dissociated circumstances such as the NREM sleep reports of light sleepers who are in high arousal throughout sleep, and in other sleepers for whom there is a low arousal threshold following sleep deprivation or acute stress. Violent sleepwalking episodes also occur following periods of extended sleep loss and stress. Finally, sleep state dissociation is seen in subjects with REM sleep behavior disorder in which there are REM sleep signs but lapses of muscle atonia. There is a wide range of phenomena that involve dreamlike mentation in NREM sleep (see review in Nielsen & Zadra 2000) whose closer study could shed light on whether dissociated REM sleep processes are implicated in the mentation. Dissociation of REM sleep processes is discussed in greater depth in section NR5.

Several commentators suggested ways that EEG or other brain imaging methods might be harnessed to quantify covert REM processes. A figure in the Feinberg commentary illustrates very nicely how delta EEG power could serve as such an index. Delta power normally drops sharply at the onset of REM sleep episodes and then rises again with the start of the following NREM episode and repeats this variation across the night. The Feinberg figure illustrates three types of commonly observed events that are consistent with the covert model (see also Dijk et al. 1995; Landolt et al. 1996):

1. **Sleep onset REM processes**: Not only is delta power low during REM episodes, but it is similarly low at sleep onset when dissociated REM sleep processes are hypothesized to occur.

2. **"Skipped" first REM episodes**: Delta power estimates during the first 90 min of subjects' 1 and 3 recovery nights (RN) drop sharply even though the expected REM sleep episodes are not scored. Feinberg indicates that these episodes are often not scored during RN while they are scored during baseline nights (BN). Such findings support the existence of covert REM processes during “skipped” REM episodes as discussed in the target article and further suggest that they may be more likely during recovery from sleep deprivation. Delta power analyses reveal that such tendencies toward skipped REM episodes are more striking in children and young adolescents than young or middle-aged adults (Gaudreau et al., in press) and confirm that the exceptionally long REM onset latencies (up to 3–4 h) seen in young children are often likely due to such skipped REM episodes (Benoit 1981; Bes et al. 1991; Dement & Fisher 1964; Palm et al. 1989; Roffwarg et al. 1966; 1979). Palm et al. (1989), for example, found in a sample of 8–12-year-olds that on 67% of nights the first sleep cycle lacked REM sleep as traditionally scored; in 58% of these, “an abortive EEG sleep pattern was found with traits specific to REM as well as to non-REM” (p. 306). The main anomaly observed in their study was a lack of rapid eye movements during the anomalous REM episode. Other research (e.g., Carskadon et al. 1987) has suggested that long REM latencies (i.e., skipped REM sleep episodes) may interact with both the “first-night effect” (with REM latencies higher on the first night) and gender (with REM latencies decreasing over laboratory nights 1 to 3 for girls and nights 1 and 2 for boys). Skipped first REM periods also appear in adults who are under conditions of sleep loss (Berger & Oswald 1962).

3. **Pre- and post-REM covert effects**: The gradient with which delta power decreases and increases before and after REM sleep varies from subject to subject, within nights, and over experimental conditions. Subject 1’s BN plot shows that power increased moderately after the first REM episode but remained very low after the second and third. Such profiles correspond to a predominance of stage 2 sleep in the subject record. Are covert REM sleep processes more likely to manifest during these ‘lulls in delta power’? Possibly. Waterman (1992) found delta power, but not other frequency bands, to be negatively correlated with dream recall (word count) and to account for a significant portion of the REM-NREM and time of night differences in dream recall. Furthermore, these findings held for young, but not older, subjects. Salzarulo also emphasized an inverse relationship between delta power (slow-wave activity or SWA) and cognitive processing in sleep – in this case, the number of statements that comprise each dreamed “story event.” Salzarulo goes further, however, to suggest that SWA reduction across the night reflects diminution of the more general process S, and that this reduction serves as a physiological condition for cognitive experience irrespective of sleep stage. Such a 1-gen notion is, in fact, consistent with studies demonstrating increases in dream intensity later in the night (e.g., Antrobus et al. 1995), but the effect appears to be much smaller than the REM-NREM sleep difference in dream intensity (Antrobus et al. 1995).
The commentators considered various other brain imaging measures in relation to hypotheses about covert REM sleep and dream production. The suggestion that episodes of covert REM sleep are equivalent to lapses of attentional control during the waking state (Greenberg) is conceptually similar to the hypothesis that a basic dream production mechanism depends upon activation of attentional mechanisms (Morrison & Sanford; Conduit et al.), e.g., the PGO wave, and that such mechanisms may be activated sporadically in NREM sleep. Such processes may be indexed by more detailed measures of spontaneous EEG during REM and NREM sleep or by various evoked potential techniques. The dissociation of REM sleep processes into other sleep states also corresponds well with Lehmann & Koukkou's (1984) notion of momentary brain states, that is, very brief (in the order of seconds or less) changes in brain state within a sleep stage. Their work suggests that evidence of such momentary state changes may be “hidden” in rapidly changing EEG parameters, but that their decodification may be forthcoming with more sophisticated methods of quantifying the EEG. Alternatively, covert REM sleep processes may parallel rises and falls in mechanisms of brain synchrony (Pace-
Steriade points to work he published over a decade ago that supports the covert REM sleep model in suggesting that increases in the signal-to-noise ratio of PGO-related spike bursts in visual thalamus is high during pre-REM sleep transitional periods, a change that might underlie the generation of vivid mental experiences. Other brain indicators of covert REM sleep processes may be tied to deactivation of heteromodal association areas, as indicated by recent brain imaging studies (Borbély & Wittmann). Such studies implicate structures and mechanisms in covert REM events that may be beyond the capacity of present-day EEG methods to quantify.

Forté points to the need for further investigation of EEG spindle characteristics in relation to REM sleep signs and describes how the neurophysiological structure of NREM stage 2 sleep could, in fact, be compatible with the intermittent appearance of such signs. Specifically, covert REM processes may be more likely to occur between distantly spaced sleep spindles because of an inhibitory influence during the interspindle wave refractory period. This notion is consistent with our own observations in study 2 (see sect. NR8) of medium fast and rapid eye movements occurring between spindles in stage 2 sleep. However, in our study some eye movements were also observed to occur in close proximity to, if not simultaneous with, sleep spindles (see Fig. NR7), suggesting that any inhibitory influence of the spindle generator on intermittent REM sleep events may be variable and transitory. It must also be noted that non-cortical REM sleep processes such as muscle twitches, penile tumescence, heart rate variability, and other autonomic fluctuations that may manifest in NREM sleep are not likely to be affected by the spindle wave refractory period.

Of course, the development of new forms of sleep monitoring need not be restricted to the EEG. To illustrate, REM and NREM sleep are distinguished by autonomic changes, most notably an increase in sympathetic activation during REM sleep (Berlad et al. 1993). The description of such changes has until recently been severely restricted by a lack of appropriate recording methods. It is therefore noteworthy that a recently developed plethysmographic method for quantifying peripheral vasoconstriction during sleep has found that vasoconstriction is highly characteristic of REM sleep, and that its increase can be detected at least 30 minutes before the beginning of REM sleep as it is traditionally scored (Lavie et al. 2000). This finding is entirely consistent with the covert REM sleep model and suggests that the "window" around the REM sleep state during which covert processes might influence NREM sleep mentation could be larger than the 10–20 min window discussed in the Nielsen target article.

In sum, by directing attention to both micro- and macrostructural dissociations of REM sleep processes into NREM sleep, the covert REM sleep model highlights potentially fruitful directions in which bio signal imaging and interpretation methods may be developed. These methods may lead to more precise definitions of sleep stages and their relationships.
of extending the covert REM sleep model. For example, Ogilvie et al. take issue with the notion of covert REM mechanisms underlying sleep onset mentation in the first NREM-REM cycle, this based upon the presumably circadian nature of sleep onset REM periods (Sasaki et al. 2000). It is argued that waking state processes are more likely to be incorporated into sleep onset mentation that are REM sleep processes. This suggestion is feasible and consistent with some work on sleep onset mentation (e.g., Cicogna 1994) and some results from study 2 reported in section NR8.2. However, the covert REM sleep explanation cannot be ruled out in light of several studies previously described. For example, the study by Schwartz (1968) and our own preliminary findings (sect. NR8) are consistent with the assertion that REM sleep events occur at sleep onset. I agree that REM sleep processes are influenced by circadian factors, but such factors do not necessarily preclude the occurrence of extremely brief, if not fragmented, REM sleep processes at sleep onset and elsewhere. In fact, if a REM sleep potential does exist early in sleep, a very weak circadian pressure might be expected to fragment, dissociate, or diminish it rather than simply to impede its expression in an all-or-none fashion.

Hartmann suggests that dreaming mentation should be seen as part of a continuum with daydreaming and other varieties of waking mentation, and that the components of this continuum are not different enough to warrant considering them products of different mentation generators. It is true that some comparative studies of waking and sleep mentation find evidence of structural similarity (Kahan et al. 1997; Kahan & Laberge 1996) but there are in my view too few comparative studies of such features and their physiological correlates to elaborate a definitive model. The evidence in support of a REM-NREM sleep mentation continuum is controversial enough! Nevertheless, Hartmann does take some constructive steps toward specifying a global structure for one possible wake-sleep mentation continuum and of proposing factors that might describe how dreaming and waking vary on this continuum.

NR4. Demonstrations of dreaming during stages 3 and 4 sleep and their implication for the existence of mentation unique to NREM sleep

Several authors suggest that the covert REM sleep model cannot explain reports of dreamlike mentation in stages 3 and 4 sleep (or slow-wave sleep; SWS). Supporters of this notion point to, among other evidence, a study by Cavallero et al. (1992) that involves direct sampling of SWS mentation. There is much evidence reviewed in the target article and in the present reply that provides a basis for at least questioning the definitiveness of this and other such studies of SWS cognition (Cicogna et al. 2000). In general, I question how many of the mentation reports collected from SWS occurred under conditions which, according to the covert model, were demonstrably free from the potential influence of covert REM sleep? These include variables such as time from preceding REM sleep periods, time prior to next REM sleep periods (which, with today's instruments, may be impossible to calculate with any certainty), partial sleep deprivation (producing increased REM sleep pressure), sources of sensory stimulation during sleep (which are potentially numerous in a laboratory), the effects of drugs or alcohol and/or withdrawal from these, and so forth. This might seem like an exorbitant list of criteria to exclude but the approach is not unlike how a clinician proceeds in excluding possible alternative diagnoses of a sleep problem. In fact, a partial remedy to the caveats posed by the covert REM sleep model may be to routinely evaluate (and publish) pertinent details of subjects' sleep states along with the usual reporting of sleep mentation characteristics. For example, analyses of NREM sleep hypnograms or sleep tracings from the pre-awakening interval could exclude the presence of sleep fragmentation, eye movements, motor activation, and other possible REM sleep signs. Further, quantified measures of state transitions, sleep efficiency, and so forth could provide valuable information about how “dissociable” a subject's sleep is. Subjects could also be screened for frequency of nightmares and other parasomnias, especially because such subjects may be particularly inclined to participate in studies of sleep mentation. Our findings from study 2 (see sect. NR8) suggest that covert REM processes might be more prevalent or more active among nightmare sufferers.

One post-traumatic nightmare patient from our sample who demonstrated a very high number of REM sleep signs in NREM sleep also had an extremely variable hypnogram on both recording nights and reported dreaming vividly throughout the night (see Figs. NR6 and NR7).

In addition to these concerns, the Cavallero et al. study and others like it should be interpreted with caution for at least two methodological reasons. First, several subjects (17%) in the Cavallero et al. study recalled no mentation from SWS whatsoever and were excluded from the study sample. Other subjects required more than one night in the laboratory to achieve a recall of mentation from SWS. Had such observations been made for awakenings from REM sleep, they would likely have caused a significant stir and provoked further investigation to determine their clinical implications. However, for NREM sleep such a finding raises no eyebrows, is readily dismissed, yet remains completely inexplicable to a model that proposes regular SWS dreaming. Second, it is not stated whether the experimenters in this study were naive to the nature of the hypotheses. Subjects could have been pressured inadvertently by experimenters to produce mental content, as Herman et al. (1978) so clearly demonstrate. As noted in the previous section, the amount of mental activity during SWS that is stimulated either by covert REM sleep or wakefulness processes could be quite small while still seeming to produce a somewhat elaborate mentation report from SWS. Cavallero et al.'s work on SWS dreaming has made an important contribution to research in the area but it is not without its methodological limitations.

Some commentaries (Bosinelli & Cicogna; Cavallero) reiterated the argument that studies of REM/NREM mentation that have controlled for the length of the mentation report (with, for example, total word count as a covariate) have found that apparent REM/NREM stage differences are diminished or disappear altogether. The finding of residual differences that are discussed in the target article are thus seen to be artifactual, for example, the result of differences in the spreading of mnemonic activation in the two sleep states. Such research findings are interpreted as supporting the view that dreaming occurs in both REM and NREM sleep but not because of any link to possible covert REM sleep processes. Although more studies would seem to be called for, two points should be reiterated: (1) The Response/Nielsen: REM and NREM mentation
widespread use of report-length correction methods over the last decade may well be in doubt (see discussions in Nielsen and Hobson et al. target articles). Thus, the seeming diminution of stage differences with length-control may be a dramatically over-stated phenomenon. (2) My review of the literature on REM/NREM mentation comparisons in the target article resulted in no less than a dozen studies that report residual differences, despite the implementation of such report-length controls. In fact, in this literature I have found little evidence that stage differences are ever entirely eliminated with length controls.

Blagrove adds to this debate the observation that purportedly qualitative residual differences are nevertheless quantitative in nature (e.g., number of characters, visual imagery word count); there are thus no qualitative differences per se between REM and NREM reports, and a Leven hypothesis is supported. This observation points out an important problem: measurements are quantitative (usually), whereas features themselves are qualitative (usually). So a seemingly quantitative difference between groups could belie what is, in fact, an important qualitative difference. For example, it would be foolish to suggest that a group of subjects each bearing three eyes was only quantitatively different from a group of normal two-eyed subjects. Yet an eye-count measure would lead to just such a conclusion. Such comparisons must be informed by the normative context of the measurements. One solution to this type of methodological problem is discussed in the Hobson et al. target article (disallow length controls). Another is discussed by Antrobus (compare mentation reports on a multidimensional measure). Alternatively, if the use of report-length controls is justifiable, then a fair approach would seem to be to evaluate all quantitative measures in the same units as the weighting factor, for example, word count of all bizarreness text weighted by total word count (cf. Hunt et al. 1993). Such an approach could also lend itself to multidimensional comparisons because all measures would be based upon the same metric. This approach is similar to one employed by Antrobus et al. (1995).

NR5. The model links dreaming exclusively to brainstem activation in REM sleep

Several commentators (Bosinelli & Cicogna; Domhoff; Porte; Solms; Salin-Pascual et al.) suggest that the covert model implies a particular view of REM sleep as governed exclusively by brain stem sources of activation. This “bottom-up” interpretation of the model derives from the early reciprocal interaction model of REM sleep (McCarley & Hobson 1979) that places control of REM sleep in pontine “REM-on” neurons. The Solms commentary provides a clear definition of this view of REM sleep state and thus allows useful comparisons with the covert REM sleep model. Solms defines REM sleep to be synonymous with an executive mechanism that recruits various physiological events (e.g., EEG desynchronization, muscle atonia, rapid eye movements) and coordinates them into “a distinctive configuration.” He identifies the brainstem as this executive mechanism and he disputes whether it can, in fact, be responsible for the generation of dreaming. The Solms target article further addresses this claim. This view, the separation of REM sleep into a specific control mechanism and its coupled components, can be compared with the covert REM model by posing the following three key questions about the definitional concepts.

NR5.1. Are all aspects of REM sleep control located in the brainstem?

There is still disagreement as to the extent of involvement and, ultimately, of the importance to REM sleep generation of pontine brainstem regions. Salin-Pascual et al. review several studies that challenge the notion and that implicate a major role for the hypothalamus. Morrison & Sanford and Feinberg also qualify this notion with reference to forebrain structures, such as the hypothalamus, which may influence brainstem activity. Jones calls into doubt brainstem control by referring to Jouvet’s critical experiments that eliminated REM sleep by eliminating corticofugal influences on brainstem. Nofzinger describes new brain imaging findings that support forebrain involvement and that cast doubt on the specificity of brainstem involvement. Lydic & Baghdoyan, on the other hand, support the notion of brainstem control quite vigorously. This small sampling of diverse opinions reveals the wide disagreement about whether pontine brainstem should be accorded the status of a unique control mechanism for REM sleep. It also underlines the importance of distinguishing among types of executive control; for example, between mechanisms that trigger REM sleep onset and those that maintain REM state integrity over time. Pontine brainstem may well be a primary determinant of REM sleep onset (although this notion is still contested) while forebrain may affect REM sleep intensity, consolidation, or duration. Consistent with this possibility, there is evidence (Montplaisir et al. 1995) that among patients with Alzheimer’s disease, which affects basal forebrain but not pontine brainstem, REM sleep timing is normal, but REM sleep episodes are shorter than normal in duration. To reiterate the preceding, there is disagreement as to whether brainstem is the only, or even the most important, controller of REM sleep; this is largely because there are so many features of REM sleep that must be controlled.

NR5.2. Do isomorphic correlates of dreaming exist only at the level of REM sleep executive control?

Notwithstanding the previous problem, it may be premature to conclude that REM sleep control and dreaming control are isomorphic. This is because little if any research has studied the isomorphism question at these corresponding levels of complexity. In fact, most studies seeking to find isomorphic relationships in sleep have concentrated exclusively on what Solms refers to as the individual “components” of the REM sleep state. As I argue in the next section, there is in fact evidence that isomorphic relationships exist between isolated physiological variables and specific attributes of dream content. On the other hand, there are no studies that have yet managed to directly assess whether the pontine “REM-on” neurons and their presumed executive control structure are associated with dreaming.

In contrast to Solms’s view, I think it is feasible that some essential processes of dream organization occurring at a microstructural level may be found to be associated with components of the REM sleep state. By microstructural organization I mean processes governing the ordered and coherent presentation to awareness of a sequential flow of inter-connected multisensory images. To achieve this, it seems likely that the dream production system depends upon a great degree of autonomy in the local organization.
of image elements such that the integrity of every part of the (arguably complex) imagery sequence does not hinge upon the fidelity of a single, central control mechanism. Image elements may have mechanisms of attraction and repulsion that allow them to dissociate and regroup into larger units much as basic physical elements combine to create more complex molecules and substances. Elsewhere (Nielsen 1995) (www.crhsc.umontreal.ca/dreams/TNmodeling.htm), I describe a mechanism referred to as transformative priming that could fulfill such a local control function over information contained in a wide variety of modalities. Transformative priming involves one image or image element activating a conceptually related image or element (priming) and then combining with it into a completely novel form (transformation). The process, which unfolds over a time span of milliseconds, could account for the local coherence of minimal dreaming and of more complex forms of dreaming as well.

NR5.3. Can REM sleep events dissociate from the REM sleep configuration?

According to Solms’s commentary, even individual physiological events that may be correlated with dreaming should not be identified with the REM sleep state if they occur outside of that state because they are not part of the presumed brainstem control mechanism; their source is “indeterminate.” On the other hand, the notion of the covert REM sleep model is that REM sleep events that occur outside of REM sleep are somehow dissociated from the state and can continue to exert an influence; their source is somehow still “linked” to REM sleep. In fact, to the extent that the frontal and parietal structures identified by Solms are typically implicated in dreaming and are also typically associated with REM sleep, I would view his findings as completely consistent with, if not splendidly supportive of, my own model. The action of these structures Solms considers to be independent of REM sleep; the covert model would describe them as a dissociation of REM sleep processes into another sleep state. The solution to this discrepancy may lie in whether state dissociation can be proven to be a valid construct.

A substantial body of literature in fact supports the concept of sleep state dissociation (Mahowald & Schenck 1991) and thus also supports the related notion of dissociated or covert REM processes. State dissociation purportedly explains a variety of bizarre clinical phenomena involving mentation, such as the symptoms of narcolepsy, REM sleep behavior disorder, disorders of arousal (e.g., sleep terrors, sleepwalking, sleep drunkenness), automatic behavior, and “out-of-body” experiences. In most of the cases discussed by Mahowald and Schenck, however, the state into which intrusions occur is of more importance in defining the phenomenon than is the state from which the isolated intrusions originate. For example, in the case of REM sleep behavior disorder, there is very little doubt that the REM sleep state is involved, whereas the precise origin of the isolated, intruding event (absence of muscle atonia) is of less importance to the definition of the syndrome. It may be a waking-state intrusion or some unspecified type of motor activation. In the case of covert REM sleep, identification of the state from which intruding events arise is of primary importance. Thus, the REM sleep processes that may intrude upon other states vary in complexity from, on the one extreme, the absence of a single defining component (as in the absence of eye movements during “skipped” first REM periods) to, on the other extreme, the presence of a single component in a NREM sleep state (as in the presence of eye movements during stage 2 sleep). It is validation of the latter type of event, involving the intrusion of single components, that is most at issue in Solms’s commentary; instances of the former type are more obviously variations of a known state. The problem of validating many such isolated physiological events as bona fide REM sleep dissociations will require more detailed scrutiny of the events’ characteristics. To illustrate, Lavie (1990) describes episodes of penile tumescence without REM sleep in a patient with shrapnel fragments lodged in his left cerebellar hemisphere and prepontine cistern. Over five recording nights, this patient had a total lack of REM sleep on three nights, and only a single REM episode on each of the two others (REM% = 0.6 and 5.9%, respectively). The episodes of tumescence might thus seem to be “indeterminate,” that is, completely unrelated to REM sleep. Nevertheless, closer scrutiny reveals that episodes of penile tumescence were recorded (1) that followed the expected temporal REM sleep rhythmicity of about 90 min (e.g., erections were spaced 82, 150, and 101 min apart on three recording nights), (2) that occupied portions of total sleep time that were similar to typical REM sleep times (35.5, 22.9, and 26.2% on the three nights), and (3) that were coincident with REM sleep on the two occasions that REM sleep was, in fact, detected. Lavie even concluded that “in spite of the drastic reduction of REM sleep, there was an indication of a ‘REM-like’ cyclicity in penile erections” (p. 278). To Lavie, the finding “supports the notion that nocturnal penile erections can be dissociated from REM sleep” (p. 278), a notion proposed earlier by Karacan and colleagues (Karacan 1982; Karacan et al. 1976).

To extend this notion even further, the dissociability of physiological processes during REM sleep may be speculated to be a basic feature of the state. Antrobus points out that the imaging results of Braun et al. (1998) reveal a high degree of dissociation among normally associated brain structures in REM sleep. The same is true of a wide variety of autonomic systems (Parmegianni 1994). Much cognitive literature (e.g., Hecker & Mapperson 1997; Livingstone & Hubel 1987) demonstrates how components of perception and memory can be experimentally dissociated, revealing that such information is processed in parallel along anatomically separate channels in the CNS. Dissociation of information may just be a necessary condition of dreaming which, as Foulkes (1985) proposes, must draw upon a diffuse pool of “dissociated elements of memory and knowledge” (p. 27). If REM sleep is at least partly about the dissociation of normally coupled systems in the service of reorganizing them for dream formation, then perhaps we should not be surprised to see such dissociations also occurring outside of the state.

Arguments about organization and isomorphism aside, differences between Solms’s model and my own may only constitute a difference in interpretation of findings. If a given process is reliably associated with a given sleep state, say with a concordance of 85–100%, and if that relationship is highly specific to that sleep state, then it would seem appropriate to consider the attribute as a biological marker of
the sleep state. But if the relationship is not specific to the sleep state, then its role as a marker is cast in doubt. It is the degree of specificity of the process to the state that will determine whether it is trusted to be a valid marker of the state. The covert model is an attempt to more precisely identify that degree of specificity for REM sleep.

To summarize, until isolated REM sleep signs occurring in NREM sleep can be confidently excluded as (1) being “linked” to REM sleep initiation or maintenance or (2) bearing some isomorphic relationship to sleep mentation variables, I am comfortable in viewing them as “dissociated” rather than “indeterminate” events. The interpretation of these signs depends heavily upon how the REM sleep state is conceptualized as well as upon what specific and/or general features of REM sleep prove to be isomorphic with sleep mentation.

NR6. Lack of evidence for isomorphism

At least six commentators (Hunt; Kramer; Morrison & Sanford; Panksepp; Solms; Vogel) referred to the lack of evidence for isomorphic relationships between physiological variables and sleep mentation, evidence that is critical in evaluating the covert REM sleep model. Although authoritative reviews of psychophysiological isomorphism such as those by Pivik (1991) are often taken as evidence that strongly refutes isomorphism, such reviews in fact offer ample evidence supporting some types of isomorphic relationships, and even some evidence supporting the covert REM sleep model. First, whereas there is inconsistency in many findings that bear on different classes of physiological variables in relation to mentation, some classes (e.g., autonomic) appear particularly strongly associated with sleep mentation variables. Variability in respiration rate has been observed to correlate with both quantitative (Shapiro et al. 1964) and qualitative (Hobson et al. 1965; Kamiya & Fong 1962; Van de Castle & Hauri 1970) aspects of sleep mentation. Hobson et al. (1965) even observed such relationships in both REM and NREM sleep. Other autonomic indicators, such as sudden penile erections, have also been found to be associated with increased recall (Karacan 1966) and erotic content (Fisher 1966). In NREM sleep, including stages 2, 3, and 4, both the recall and hallucinatory quality of mentation has been found to be higher on awakenings that follow brief phasic inhibitions of the H-reflex (Pivik 1971). Sleep onset has also yielded associations between EEG theta bursts on the one hand and visual imagery and discontinuity on the other (Pope 1973). The physiological measures in NREM sleep (respiration variability, H-reflex inhibition, theta bursts), by virtue of their similarity to REM sleep phenomena, are good candidates for indicators of covert REM sleep processes. Note that this holds true for both stage 2 sleep and SWS. As I specified in the target article, one reason that isomorphic relationships between physiological and sleep mentation variables have not been more robust may be because methods for analyzing combinations of such variables in coherent groupings have not been available. Studies that are able to simultaneously consider variations in respiration, penile tumescence, EMG inhibition, and other autonomic indicators may well prove to demonstrate more reliable isomorphic relationships with sleep mentation at different levels of complexity.

NR7. Elimination of REM sleep does not eliminate dreaming

Two commentators (Bosinelli & Cicogna; Panksepp) and a target article (Solms) suggest that the covert REM sleep model is inconsistent with the demonstration (Solms 1999b) that elimination of REM sleep does not necessarily eliminate dreaming. This contention depends crucially on whether REM sleep can, in fact, be eliminated as claimed. Hobson et al. suggest in their target article that it cannot. They suggest, on the basis of proven difficulties in experimentally suppressing REM sleep with pontine lesions in animals, that any lesion capable of destroying the pontine REM sleep generator in humans would have to be so widespread as to eliminate consciousness altogether. Solms (1999b) himself conceded this point at a recent symposium on the neurophysiology of sleep.

Repeated polysomnography over many nights would be crucial to determining the presence or absence of REM sleep or, more precisely perhaps, the degree of presence of REM sleep. This was amply demonstrated by the case of purportedly suppressed REM sleep described in section NR5 (Lavie 1990). The subject of this case study had severely reduced REM sleep, but it was found to be totally absent on only three out of five recording nights. Experimental awakenings from sleep in subjects like this, who suffer from brainstem lesions and reduced REM sleep, could serve as a critical test of the covert REM sleep model. Subjects’ sleep records could be examined for evidence of residual REM sleep events, even in the absence of stage REM sleep as traditionally scored. As Lavie’s paper demonstrated, REM sleep signs can be detected in the absence of the full-blown REM sleep state.

NR8. The model needs validation

I agree wholeheartedly with commentators (Blagrove; Conduit et al.; Franzini; Gottesmann) calling for validation of the covert REM sleep model. I think that the Nielsen target article, many of the excellent points raised in the commentaries, and this reply to the commentaries together suggest straightforward ways in which such validation could proceed:

1. Replication of early unreplicated findings demonstrating state overlap in NREM sleep (Schwartz 1968) and at sleep onset (Toth 1971).

2. Extension of previous studies that have examined percent and type of NREM mentation recall as a function of preceding REM sleep characteristics. Time since previous REM sleep has been evaluated in several studies, but time in previous REM sleep, intensity of previous REM sleep, propensity for previous REM sleep, and so on, have not (although see results of Study 1 in sect. NR5.1).

3. Assessment of clinical phenomena in which vivid NREM dreaming occurs (e.g., stage 2 nightmares) for evidence of covert REM processes.

4. Replication of recent findings concerning the effects of during-sleep stimulation on dreaming, for example, Conduit et al.’s (1997) finding that stimulation in NREM sleep increases recall of mentation.

5. Examination of EEG parameters for evidence of brief state shifts (Lehmann & Koukou 1984) and REM sleep-like
intrusions, for example, brief EEG desynchronizations in NREM sleep.

6. Use of topographic mapping to determine simultaneous activation of NREM and REM signs in NREM sleep (e.g., central vs. frontal leads).

7. Examination of continuous delta power profiles for evidence of reduced delta and/or rapid delta fluctuations during the covert REM sleep of “missing” first REM periods (cf. Feinberg).

8. Exploration of covert REM sleep signs during REM sleep deprivation (cf. Cartwright).

9. Effects of measurements taken at home versus in the laboratory on NREM mentation; does the laboratory environment induce covert REM sleep processes?

10. Architectural assessment of covert REM signs (e.g., penile tumescence, eye movements, EMG bursts) in relation to mentation recall: do they conform to a 90-min ultradian rhythm? Is their duration from 20–25% of TST? Are they in close proximity to an overt REM sleep episode?

11. Assessment of REM-NREM content differences in subjects highly trained in introspection.

12. Effects of experimenter bias, subject verbosity, speed of awakening, and so on, on frequency and complexity of NREM mentation reports.

I undertook preliminary validation of the model in two studies that address the first three of these considerations. One study was designed to assess correlations between the amount of mentation recalled following awakenings from stage 2 sleep and the simple duration of immediately preceding REM and NREM sleep stages. The second study was an exploratory assessment of a sample of sleep records from both normal and sleep-disordered subjects for evidence of signs of covert REM sleep in NREM sleep. I briefly describe these studies below.

**NR8.1. Study 1: Is stage 2 mentation associated with prior duration of REM and NREM sleep?**

To test whether the amount of mentation recalled from stage 2 sleep would be associated with longer durations of prior REM and/or NREM sleep, we drew upon a sample of 26 healthy control subjects (20W, 6M; Mean age = 25.7 ± 6.5 years; range: 18–42) who in a previous study (Faucher et al. 1999) had been awakened from REM and stage 2 sleep to report mentation. We identified all stage 2 awakenings for which there had also occurred a preceding, uninterrupted REM sleep episode (N = 74). A trained polysomnographer scored the sleep records for two variables: (1) time in prior REM sleep, and (2) time in prior stage 2 sleep (stage 2 onset to point of awakening), according to the standard criteria (Rechtschaffen & Kales 1968). Another judge counted the number of relevant, nonredundant words in each mentation report from which total word count (TWC) and log (TWC + 1) were calculated. Correlations were calculated for the entire sample of 74 (N = 26 subjects) and for a reduced sample of 34 reports (N = 18 subjects) that excluded all TWC scores that were equal to zero.

TWC and log (TWC + 1) scores gave similar patterns of results (Table NR2). Correlations only partly supported the hypothesis that proximity to a prior REM episode (“prior stage 2 duration”) would be associated with lengthier stage 2 mentation reports. Duration of prior stage 2 sleep correlated negatively with TWC \( r = -0.315, p = 0.069 \) and log \( (TWC + 1) \) \( (r = -0.420, p = 0.014) \) when zero-recall reports were excluded, but not when they were included (both \( p = NS \)). Further, duration of the prior REM sleep episode was positively correlated with report length whether zero-recall reports were included ( \( r = 0.350; p = .0008 \)) or not ( \( r = 0.373, p = 0.030 \)). This did not seem to be due to a circadian phase effect (i.e., longer REM episodes occurring later at night) because correlations between the clock time of REM episode onset and TWC were negligible ( \( r = 0.097 \) and 0.118) for the two samples (both \( p = NS \)).

These analyses thus partly support predictions of the covert REM sleep model and replicate the findings of several previous studies demonstrating greater recall with closer proximity to REM sleep (see Nielsens sect. 3.4 “Proximity of NREM sleep awakenings to REM sleep”). They are also the first to suggest that parameters of a prior REM sleep episode other than its proximity might influence NREM mentation. Whether the REM duration measure in the present study reflects heightened REM pressure (due to awakenings for mentation recall from other REM episodes) or some other factor has yet to be determined. However, the findings together are consistent with the possibility that the presence and degree of elaboration of stage 2 sleep mentation is affected by interactions between prior REM and stage 2 sleep processes. Specifically, the present results suggest that the duration of a prior REM episode may determine whether or not content will appear in a subsequent stage 2 episode, but that the stage 2 episode’s proximity to this REM episode may determine the degree of elaboration of that content, given that it is present.

**Table NR2. Correlations between total word count (TWC) and duration of prior REM and NREM sleep episodes**

<table>
<thead>
<tr>
<th></th>
<th>TWC ( r(p) )</th>
<th>Log_{10}(TWC+1) ( r(p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>**Reports with WC(\geq0) (N=74)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior REM duration</td>
<td>+0.380 (0.001)</td>
<td>+0.335 (0.004)</td>
</tr>
<tr>
<td>Prior stage 2 duration</td>
<td>-0.138 (2.43)</td>
<td>-0.033 (0.789)</td>
</tr>
<tr>
<td>**Reports with WC(&gt;0) (N=34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior REM duration</td>
<td>+0.373 (0.030)</td>
<td>+0.255 (1.45)</td>
</tr>
<tr>
<td>Prior stage 2 duration</td>
<td>-0.315 (0.069)</td>
<td>-0.420 (0.14)</td>
</tr>
</tbody>
</table>

**NR8.2. Study 2: Do signs of covert REM sleep appear in NREM sleep?**

To examine whether REM sleep signs appear at sleep onset and in NREM sleep more generally, a polysomnographer with six years of full-time experience using the Rechtschaffen and Kales (1968) criteria evaluated a series of 35 records from 20 subjects (11W, 9M; mean age = 32 ± 11.6) for evidence of rapid eye movements and other signs in NREM sleep. Eight of these subjects (5W, 3M; mean age = 29 ± 12.5) were healthy controls, seven (3W, 4M; mean age = 27.6 ± 5.4) were patients consulting for idiopathic nightmares (INM), and five (3W, 2M; mean age = 44.6 ± 8.4) were patients consulting for post-traumatic nightmares (PTNM). The polysomnographer used Schwartz’s (1968) criteria for scoring slow, medium fast, and rapid eye move-
ments as a guide only, since the latter criteria were not found to be precise enough to apply systematically. For example, the duration criteria for the three types are slow: 1.0 to 4.0 sec; medium fast: 0.25 to 2.0 sec; and rapid: 0.2 to 1.5 sec.

Of the 20 subjects, 12 (60%) showed at least one clear example of covert REM signs either at sleep onset (No. events/11005 13) or during later stage 2 or 3 sleep (No. events/16). Examples were noted in 4 of 8 (50.0%) control subjects, 4 of 7 (57.1%) INM patients, and 4 of 5 (80.0%) PTMN patients. They occurred in 6 of 11 (54.5%) women and 6 of 9 (66.7%) men. Events were found more often in stage 2 sleep (17/30 or 56.7%) than in stage 1 sleep (12/30 or 40.0%), stage 3 sleep (1/30 or 3.3%) or stage 4 sleep (0/30 or 0.0%). More events occurred shortly after (23/30 or 76.7%) rather than before (2/30 or 6.7%) an episode of wakefulness, and before (4/30 or 13.3%) rather than after (1/30 or 3.3%) an episode of REM sleep. Some examples of these REM sleep events with their corresponding hypnograms appear in Figures NR3 to NR8 (see also Fig. NR2).

Figures NR3 and NR4 are taken from a 24-year-old male patient with long-term idiopathic nightmares (INM). Medium fast and rapid eye movements are visible in this sleep onset stage 1 epoch, with phasic tibialis activation occurring between two bursts. C3: C3/linked ears; O2: O2/linked ears; LOC: left ocular; ROC: right ocular; EMG: chin muscle activity; ECG: bipolar cardiac; RTA: right tibialis anterior. Vertical grey lines indicate 2 second intervals.

Response/Nielsen: REM and NREM mentation
INM patient. These tracings occurred within 4 min of each other only minutes after initial sleep onset. They illustrate a mixture of slow, medium fast, and rapid eye movements occurring within the same eye movement bursts. A given eye movement may be medium fast or rapid in one direction yet slow in the other. Further, these eye movement bursts are accompanied by REM sleep-like phasic tibialis muscle bursts (both Figures) and abrupt cardiac variability, as well as by spindling in the EEG (Fig. NR4).

Figure NR5 is taken from a 25-year-old female patient with INM. It displays a section of stage 1 sleep shortly after a long episode of wakefulness in the sleep onset period. Rapid and medium fast eye movements again occur in the same eye movement burst. Spindles are also present.

Figure NR6 is a section of late night stage 2 sleep from a 43-year-old male PTNM patient. This patient had the highest number of identified REM sleep signs (3 at sleep onset; 9 in late night NREM) out of the entire sample and had a highly fragmented hypnogram in general. He also reported dreaming vividly throughout the night, every night. A phasic EMG burst of chin muscle activity and a single rapid eye movement occur amidst several stage 2 sleep spindles in the
tracing. This patient displayed a second such event 9 min later, just prior to an apparently aborted REM sleep episode.

Figure NR7 is a section of stage 2 sleep from the same patient as in Figure NR6 but on the following night and transpiring less than 10 min after a lengthy REM sleep episode. The tracing shows medium fast and rapid eye movements, one of which occurs in exact synchrony with a sleep spindle. This type of synchrony suggests that inhibitory influences associated with sleep spindles (see Porte commentary) may be less generalized than is thought.

Figure NR8 is taken from a 30-year-old female INM patient. It illustrates a burst of medium fast-to-rapid eye movements coincident with a 5-sec burst of chin muscle activity against a background of relatively quiescent EMG in stage 3 sleep. This event occurred several minutes prior to a brief awakening.

This study was not undertaken to prove that eye movements and other REM sleep signs observed in NREM sleep are frequent enough to account for all the observed sleep mentation reported in this stage, although the correspondence between the fact that 50% of normal subjects had such signs and that recall of NREM sleep mentation is about 50% on average (see target article) should be noted. Rather, it was intended simply to raise doubts in a concrete
fashion as to whether REM and NREM sleep states are as completely distinct as commonly thought. The findings together do suggest that: (1) REM sleep events are common enough in NREM sleep that they warrant more careful study with more sensitive recording equipment (e.g., higher sensitivity eye movement detectors); (2) sleep onset, in particular, often resembles REM sleep, if only for brief intervals, with some of the standard scoring criteria absent; (3) covert REM signs occur in normal subjects but more frequently in sleep-disordered patients; and (4) covert REM signs are closely linked to prior wakefulness, and to subsequent (more so than to preceding) REM sleep. The importance of the last point is that subsequent REM sleep episodes are technically very difficult to predict and thus are very likely to affect NREM mentation reports.

If, as this study suggests, readily measurable peripheral signs of REM sleep occur with some regularity in NREM sleep, then there should be even more reason to suspect that less easily measurable peripheral and central signs of REM sleep may also be active outside of their normal
boundaries. There is a multiplicity of physiological systems participating in the chaos of REM sleep but only a fraction of these are ever monitored. In fact, many such processes may manifest sporadically during NREM sleep even when none of the standard criteria for REM sleep are visible. In particular, important changes in a variety of autonomic effector systems in REM sleep (Parmeggiani 1994) are often technically difficult to measure, yet these seem particularly pertinent to assessing emotional features of sleep mentation that might become dissociated from REM sleep (cf. Panksepp).

Figure NR7. Hypnogram and PSG tracing of stage 2 sleep from same patient as in Figure NR6 but on the following night. The epoch occurs less than 10 min after a lengthy REM sleep episode. Medium fast and rapid eye movements are visible; one of these occurs in exact synchrony with a sleep spindle. Legend as in Figure NR4 minus RTA.

**NR9. Conclusion**

The covert REM sleep model can be seen to be an instance of one of four alternative viewpoints on the sleep mentation question, each of which makes a different combination of assumptions concerning (1) mind-body isomorphism and (2) the presence of one versus two mentation generators (see Table NR2). Isomorphism with a 1-gen assumption describes the covert REM sleep processes model. Isomorphism with a 2-gen assumption describes the activation-synthesis and AIM models, while non-isomorphism with
1-gen and 2-gen assumptions describe Foulkes’s model and models such as that proposed by Casagrande, respectively. There is in all likelihood room for models that take intermediate positions on these two basic assumptions. For example, commentators such as Cavallero, Bosinelli & Cicogna, and Feinberg acknowledge a limited role for cortical activation in initiating sleep mentation, but they do not appear to subscribe to isomorphism beyond this general level. Because so little is known about mind-body isomorphism, it would be premature to exclude consideration of such models.

If both strict isomorphism and a 1-generator mechanism are true assumptions, then so also is the covert REM sleep model true in some form. By this I mean that some uniform set of physiological isomorphs exists that is reliably correlated with sleep mentation – regardless of sleep state. In fairness to the most adamant critics of the covert model, such physiological variables need not be the dissociated REM sleep processes that I propose. They may prove to be much subtler patterns of neural coding that have little to do with the overt measures that we routinely record from surface electrodes. Some examples are discussed in Helekar (1999). They may even be active during much of the waking state. Then again, it may prove to be convenient to adopt a REM sleep-related nomenclature if only because these variables will likely be more typical of REM than of NREM sleep, that is, they will be more prevalent, more fre-
quently, and more intensely activated in REM sleep than they will in NREM sleep – or in the waking state for that matter. This fact, the regular association of vivid imagery with REM sleep, still remains as the legacy of last century’s neurobiologically driven dream research, regardless of the convincing demonstrations of sleep mentation in NREM sleep. However, a definitive explanation of dreaming awaits a much more detailed understanding of what constitutes REM and NREM sleep, and of precisely how mind and body are inter-related as these states surge, recede, dissociate, and blend together across the sleep/wake cycle.

NOTES
1. I prefer the term “subjective experience” (cf. Helekar 1999) to “conscious experience” and especially to “subjective conscious experience” in the case of sleep mentation because the manner in which dreaming is “conscious” vis-à-vis waking consciousness has not been clearly articulated (although cf. Kahan & Laberge 1996).
2. This kind of explanation is very difficult to evaluate because verbatim mentation reports are only rarely published.
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Abstract: We believe that this has been a constructive debate on the topic of memory consolidation and REM sleep. It was a lively and spirited exchange – the essence of science. A number of issues were discussed including: the pedestal technique, stress, and early REMD work in animals; REM windows; the processing of declarative versus procedural memory in REM in humans; a mnemonic function for theta rhythm in waking but not in REM sleep; the lack of cognitive deficits in patients on antidepressant drugs that suppress or eliminate REM sleep; the disposition of conscious (dreams) and nonconscious material of REM sleep; and finally our theory of REM sleep. Although our position was strongly challenged, we still hold that REM sleep serves no role in the processing and consolidation of memory.

VR0. Seeds of our target article

Several years ago I (VERTES) carried out a series of studies in behaving rats examining the relationship between the activity of cells of the pontine reticular formation (PRF) and the theta rhythm of the hippocampus. I showed that the discharge of a subset of PRF neurons was highly correlated with theta rhythm of waking and REM and subsequently that these PRF cells are directly involved in the generation of the theta rhythm.

Prior to recording, I deprived rats of REM sleep in order to increase the amount of time spent in REM sleep (i.e., REM rebound) during subsequent recording sessions. Rats were deprived of REM for 24–36 hours using the pedestal technique. Although my sole purpose for using REMD was to boost REM during recording periods, I was surprised to observe that even 24 h of REMD produced severe detrimental effects on the rats. The rats were cold and often still wet from having fallen in the water, physically fatigued from balancing on the small diameter surface of the inverted flower pot, tired from a considerable lack of sleep (mostly REM, but both SWS and REM), and generally debilitated (much like we would be without sleep for 1–2 days). Although rats are reportedly hyperactive following REMD, I found that they were essentially immobile for at least 6 h post REMD. This experience led me to question the validity of experiments examining the effects of REMD on learning and memory; that is, if rats were so severely incapacitated following this procedure how could they adequately perform on behavioral tasks following REMD?

In 1995, Peter Shiromani asked me to participate in a forum on sleep and memory for Sleep Research Society (SRS) Bulletin. I agreed and indicated that I would be taking the “con” position: no relationship between REM sleep and memory. Of eight participants in the forum, I was the only one taking this position. Possibly based on my article in SRS Bulletin, Mike Chase invited me to participate in a debate with Carlyle Smith on this same topic at an international workshop on sleep and cognitive function sponsored by the World Health Organization in Cancun, Mexico, in 1999. The debate was fruitful and further fueled my interest in the issue of memory consolidation and REM sleep. The target article by my colleague and me developed from this background.

VR1. Early REMD studies in animals, the pedestal technique, and stress

As we discussed in our target article, there was an intense interest in the role of REM sleep in memory consolidation in the 1960–1970s, interest waned in the 1980s, and has recently resurfaced. This is now a lively topic in the sleep field. As we previously indicated, our coverage of the early REMD work in animals was not meant to serve as a detailed analysis of this area, but rather to convey a general sense of the net contribution of this work to our understanding of the possible involvement of REM sleep in memory consolida-

Table NR3. Models of sleep mentation necessitated by different assumptions about isomorphism and number of mentation generators

<table>
<thead>
<tr>
<th>Isomorphism false</th>
<th>1-generator true</th>
<th>2-generator true</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. One factor mnemonic activation model (Foulkes and others) or equivalent</td>
<td>B. Two-factor psycholinguistic model (Casagrande and others) or equivalent</td>
<td></td>
</tr>
<tr>
<td>C. Covert REM sleep processes (Nielsen and others) or equivalent</td>
<td>D. Activation-synthesis and AIM models (Hobson, McCarley, and others) or equivalent</td>
<td></td>
</tr>
</tbody>
</table>
tion. We reached two main conclusions: (1) the early studies in animals were quite contradictory with as many reports opposing as favoring a role for REM in memory consolidation; and (2) the "stress" associated with the use of the pedestal technique for REMD was a confounding factor in many studies using this technique.

It appears that, on balance, most commentators agreed with these conclusions; that is, the early work was contradictory and much of it was methodologically flawed (Born & Gais; Cartwright; Coenen; Feinberg; Mazzoni; Ogilvie et al.; Panksepp; Rotenberg; Siegel). This was well put by Born and Gais: "There are obvious flaws of REM sleep suppression paradigms which do not allow for any conclusion, either pro or contra the REM sleep-memory hypothesis."

It was generally agreed that the stress associated with the pedestal technique confounded findings obtained with it. Some however, felt that we overplayed the "stress card" (Fishbein; Greenberg; Moorcroft; Smith & Rose) or as Greenberg stated, we laid everything at the feet of the "villain" stress.

Although several commentators addressed this issue, perhaps the most insightful was that of Coenen, who has extensively examined the learning abilities of rats using the pedestal technique and has compared its use to other less disruptive forms of REMD. He essentially concludes that the detrimental effects of REMD on learning/memory primarily involve the stress of REMD procedures rather than the loss of REM, per se, pointing to a direct relationship between degree of stress and extent of learning/memory impairments. Coenen made reference to their work (van Hulzen & Coenen 1979) showing that a relatively stressful procedure (platform technique) for REMD, but not a mild one (selective hand awakening), disrupted active avoidance learning in rats. Finally, Coenen questions the use of the pedestal technique in sleep research on ethical grounds; that is, given the controversial findings obtained with this procedure, is it appropriate to continue to expose rats to it?

Fishbein argues that he ruled out stress as a possible confounding factor in pilot REMD studies in mice by the use of a modified version of the pedestal technique that produces little or no stress (Fishbein & Gutwein 1977). With this method, mice are not restricted to the pedestal as with conventional techniques, but are able to latch onto and climb about the underside of a wire mesh lid positioned above the enclosure containing the pedestal. Fishbein concluded that his demonstration that "stress-free" mice still showed learning deficits negates stress as a major contributor to the deficits. While this interpretation is possible, it seems that stress was only assessed by a single measure (open field activity), and to our knowledge, this procedure has not been used with mice outside of Fishbein's laboratory, thereby providing no independent verification of the claim that the mice are stress-free.

Smith & Rose counter the "stress argument" with the following: (1) memory deficits are present following the non-stressful pharmacological suppression of REM sleep; (2) learning impairments are seen only following four hours of REMD (i.e., REM windows; (3) animals deprived of total sleep (excluding windows) which is presumably more stressful than depriving them of four hours of REM sleep (window) show no learning/memory deficits; and (4) in some instances, REMD has been shown to improve memory. With respect to point 1, it seems unlikely that the pharmacological blockade of REM is stress free, and whatever the outcome of these studies, they do not address the question of whether stress was a major contributor to the deficits seen in reports using the pedestal technique. Regarding points 2 and 3, in our target article, we acknowledged that Smith's use of relatively short REMD periods rendered his studies less vulnerable to the stress factor, but not invulnerable. It is quite possible that even short periods of REMD are stressful to rats; that is, sufficiently stressful to disrupt learning. Regarding point 4, the findings that animals show no impairments or even improved performance following REMD would seem to indicate that in some circumstances animals can override the effects of stress.

**VR2. REM windows**

In our target article, we discussed three issues related to REM windows: (1) several conditions (e.g., species and even strain of animals, type of training tasks, number and distribution of training trials per session and/or per day) can affect the post-learning position of the window (i.e., shifting windows); (2) the phenomenon has only been demonstrated by Smith and colleagues; and (3) REM windows have not been described in humans.

Regarding the first point, several commentators (Greenberg; Moorcroft; Ogilvie et al.; Smith & Rose) questioned our “lack of appreciation” of the shifting nature of the REM window. In essence, many expressed surprise that we would expect anything less than fluctuating windows reflecting very different initial learning conditions. According to Smith & Rose, the notion of a rigid window occurring at the same time after training would be intuitively inconsistent. Borrowing from Smith & Rose, we intuitively have great difficulty with the notion of REM windows. For argument’s sake, if REM were involved in memory consolidation, why would information be selectively consolidated in one shifting four-hour block of REM-dominated time and no other. In separate studies, Smith and co-workers reported post-training REM windows of 53–56 h (Smith & MacNeill 1993) and 48–72 h (Smith & Kelly 1988). What is the utility to animals of consolidating information 2–3 days after it has been learned? Might not the information be needed in the interim? Finally, on a practical level, the shifting nature of the windows allows for the possibility that studies showing no effect of REMD on memory could be dismissed on the grounds that they missed the window.

Regarding the second point, Greenberg indicated that Pearlman described REM windows several years before Smith did, but Smith & Rose did not dispute our statement that the effect originated with Smith. Finally, with respect to the last point, other than a brief reference by Smith & Rose, no one disputed our claim that REM windows are not present in humans.

**VR3. Human studies, declarative and procedural memory**

**VR3.1. REM sleep is involved in procedural but not in declarative memory**

A number of commentators felt that we did not do justice to (or ignored) recent human studies on memory and REM
sleep (Born & Gais; Schredl; Smith & Rose; Stickgold). In our defense, a section was devoted to this, and much of the important work in this area has only recently appeared. For instance, Born & Gais admonished us for giving little attention to this work, but then cited the example that we “briefly mentioned the intriguing work of Stickgold et al. (2000b).” This report was not published at the time we submitted our target article. If our previous coverage was inadequate, we hope to rectify the situation with the present treatment.

Born & Gais point to a very useful approach to the study of memory and sleep in humans, which is to compare rates of learning following either of two equally long periods of sleep; one with high amounts of SWS (SWS-rich) and the other with high amounts of REM sleep (REM-rich). Using this approach, Ekstrand and co-workers (Barret & Ekstrand 1972; Fowler et al. 1973; Yaroush et al. 1971) and subsequently Plihal and Born (1997; 1999a) showed that there was significantly greater improvement in the recall of declarative memories following SWS-rich (first half of night) than REM-rich (second half of night) (see also Born & Gais). In addition, Born and colleagues (Plihal & Born 1997) recently reported significantly improved recall in various procedural (nondeclarative) memory tasks (mirror tracing, word stem priming) following late (REM) but not early (SWS) sleep. These findings indicate that SWS is involved in the processing/consolidation of declarative memories; REM in procedural memories.

In our target article, we described a visual discrimination task developed by Karni and colleagues that involves the identification of the orientation (horizontal or vertical) of three diagonal lines embedded in background of horizontal lines. The task has been described as a procedural learning task (Karni et al. 1994; Stickgold 1998). To date, three laboratories (Karni, Born, and Stickgold) have used this task, and have described relatively consistent findings with it. Karni et al. (1994) reported that subjects showed improved performance on the task following a period of sleep that contained REM sleep (SWS deprived) but not one lacking REM sleep (REM deprived), and concluded that REM was critical for the learning of this procedural task. In like manner, Stickgold et al. (2000b) demonstrated significant increases in amounts of SWS in the first quarter of sleep and REM in the last quarter of sleep in subjects showing improved performance on the task, while Gais et al. (2000) (see Born & Gais) reported a three-fold improvement in performance on the task in subjects with both SWS and REM sleep compared to those with only SWS (SWS-rich sleep). All three studies, then, show that REM sleep is directly involved in the acquisition of this procedural learning task, and together with those reviewed above, indicate that REM serves a critical role in procedural learning.

In line with the foregoing, Smith & Rose indicate that REM serves to consolidate some types of memories but not others; that is, according to them, “REM is not involved in declarative/explicit type memory tasks”; but serves a clear role in procedural tasks producing “impairment ranging from 20–50% in these tasks.” Stickgold fully concurs stating: “Since all proponents of REM-dependent memory consolidation agree that REM is not involved in declarative memories such as those formed in paired associates training, the failure to observe REM-dependent consolidation may simply reflect the testing of a memory system that is not REM-dependent.” In summary, leading proponents of the memory consolidation hypothesis seem to have recently come to a very similar conclusion which is that REM sleep is involved in procedural memory but not in declarative memory.

VR3.2. Contesting the position that REM sleep is involved in procedural memory

The position that REM may be uniquely involved in procedural memory is late developing and appears to largely rest on recent work using the perceptual discrimination task of Karni and associates. In our target article, we pointed out differences between the results of Karni and Stickgold using this task. As indicated above, Born and colleagues are also now using this task in studies on sleep and memory in humans. There are, however, inconsistencies among the findings of the three groups. For instance, Born (Gais et al. 2000) described a role for SWS (early sleep) but not REM sleep (late sleep) in the task; Karni et al. (1994) reported the opposite (a role for REM but not SWS) and Stickgold contends that both are involved (SWS and REM sleep).

Stickgold suggests that we unfairly highlighted minor differences between his work and that of Karni using this perceptual task. We disagree, particularly with respect to one very important difference between the findings of the two laboratories; that is, the improvement (Karni & Sagi 1993; Karni et al. 1994) or lack of improvement on the task (Stickgold et al. 2000b) in the waking state.

In an initial study devoted entirely to waking, Karni and Sagi (1993) described the important findings that improved performance on the perceptual task simply required the passage of time; no gains were seen immediately after learning but only after a period of 8–10 hrs following learning. In a follow-up report, Karni et al. (1994) replicated their earlier effect (improvement over time in waking) and further demonstrated a comparable improvement with time in REM sleep. Taken together these results indicate that the acquisition of this procedural skill requires consolidation over time but this time need not be in REM sleep. In marked contrast to these findings, Stickgold et al. (2000b) clearly indicated that there was no improvement on the task during waking, commenting: “12 hours of wake behavior was inadequate to produce reliable improvement while as little as 9 hours of sleep reliably produced improved performance.” We believe that this is a very important difference between the findings of the two groups (Karni and Stickgold), especially considering that they used an identical perceptual task.

In summary, the results of the three groups using the Karni perceptual task significantly conflict; that is, gains in performance on the task have been variously attributed to waking (Karni & Sagi 1993; Karni et al. 1994), SWS (Gais et al. 2000), REM (Karni et al. 1994), and both SWS and REM (Gais et al. 2000; Stickgold et al. 2000b). We believe that these differences undermine the findings of each of the groups and need to be resolved, especially since this task seems to be evolving as the standard for examining the role of sleep in procedural memory. At the very least, the above results indicate that REM serves no unique role in the acquisition of this procedural learning task.

Jones supports an involvement of REM in procedural memory, arguing that the rehearsal of motor sequences in REM could enhance efficiency of motor performance in waking. For instance, Jones suggests that the high amounts
of REM in the fetus may be used by animals to prepare them for meeting contingencies after birth such as locomotion and flight, and cites the example of the wildebeest who is fully mobile upon birth and immediately begins long treks with its mother in search of water. Siegel, however, describes the opposite; that is, an inverse relationship between degree of maturity at birth and amounts of REM sleep: the less mature the species, the more REM sleep; the more mature the species, the less REM sleep. Siegel refers to his recent work with the platypus and cetaceans (whales and dolphins) stating: “The immaturity of the platypus, hatching from an egg and remaining attached to its mother for an extended period after birth is consistent with its high level of REM sleep. The maturity at birth of the cetaceans, which can swim free of the mother and defend themselves immediately after birth is consistent with their low level of REM sleep.”

In summary, there appears to be general agreement that REM sleep is not involved in declarative memory. The case for a REM involvement in procedural memory seems to largely rest on the recent work of three groups (Born, Karni, and Stickgold) using the visual discrimination task of Karni. As indicated, there are marked differences in the findings of these groups, which until resolved, make it difficult to evaluate the reliability of these results.

VR4. A memory processing function for the theta rhythm in waking but not in REM sleep

We surprisingly received more comments than expected on the theta rhythm. Although comments were directed to several issues related to theta, most involved our contention that theta does not serve the same function in waking and REM; that is, a mnemonic function in waking but not in REM sleep. To paraphrase Jones: if theta plays a role in memory consolidation, it should do so in REM as well as in waking. Commentators were divided on this issue; some supported our position (Gottesmann; Lynch et al.; Rotenberg), others did not (Conduit et al.; Fishbein; Jones; Morgane & Molker; Stickgold). Gottesmann expressed some skepticism that a target structure could function differently in the presence of the same activity (i.e., theta) in two different states, but then described circumstances in which this happens. He cited work of his laboratory with animals with transections at the intercollicular level of the brainstem. This is a unique preparation in that animals are comatose yet show a continuous theta rhythm. Gottesmann argued that it is very unlikely that theta serves a memory processing function in comatose animals.

In further support of our position, Gottesmann and Lynch et al. argue that the theta rhythm cannot be viewed in isolation from events that occur with it and which undoubtedly affect its functional role in either waking or REM. For instance, Gottesmann points to well documented findings that monoaminergic neurons fire at their highest rates in waking and lowest in REM, indicating that the monoaminergic drive to the hippocampus is very different in waking and REM. This would seem to have obvious functional consequences for the hippocampus as well as for the role of theta in the hippocampus in waking and REM sleep. In like manner, Lynch et al. note that during waking there is an exquisite interplay among various field oscillations (theta, beta, gamma) which signal diverse aspects of the environment, and, also important, that: “the absence of this interplay of the different field potential oscillations during REM sleep may suggest that mnemonic functioning is absent, and theta is not functioning as it does during consciousness.” Finally, Gottesmann points out, as did we, that even though the neocortical EEG is the same in waking and REM there are significant differences in the state of the animal in the two states, notably differences in consciousness.

Jones has difficulty with our position that theta does not serve a mnemonic function in REM sleep. Interestingly, Jones also supports a role for REM in the consolidation of procedural memories (see earlier discussion). Procedural memory, however, is not thought to involve the hippocampus (see Born & Gais; Stickgold) and by extension would not likely involve the hippocampal theta rhythm. The developing view that REM is integral to the processing/consolidation of procedural memories would seem to rule out both theta and the hippocampus in these functions in REM sleep. In summary, waking and REM sleep are obviously very different states. It would seem likely that electrophysiological events common to waking and REM would serve different rather than the same functions in these two states.

VR5. Lack of effects on memory of brainstem lesions or antidepressant drugs that profoundly suppress or eliminate REM sleep

As indicated in our target article, perhaps the strongest evidence against the memory consolidation hypothesis involves the demonstration that brainstem lesions or antidepressant drugs significantly suppress or eliminate REM sleep, but do not, on the whole, adversely affect cognition/memory. These findings strongly challenge the view that REM serves a critical role in memory consolidation.

Although we described this work in considerable detail, particularly that dealing with antidepressants, few commentators addressed it. Born & Gais remarked, however, that the demonstration that the loss of REM with brainstem lesions does not noticeably impair cognition shows, at minimum, that “phenotypic REM is not a prerequisite for memory consolidation.”

While acknowledging the general lack of adverse actions of antidepressants on learning/memory, a number of commentators argued that these compounds may selectively affect certain kinds of memory and not others; that is, they may alter types of memories that were not previously tested for in patients taking antidepressants (Bednar; Greenberg; Panksepp; Revonsuo; Smith & Rose; Stickgold). For example, Greenberg described anecdotal evidence from a colleague who treated one of Wyatt’s patients on long-term MAOIs. According to the account, while being treated with MAOIs, the patient seemed to have no access to past meaningful emotional experiences and had no dreams (and no REM sleep), but upon removal of the MAOIs the patient became more connected with her emotional past and experienced intense dreams. From this, Greenberg concluded that REM suppression with MAOIs affects emotional but not “cognitive” memories. We question whether “emotional memories” exist separate from their obvious cognitive content.

Smith & Rose similarly argue that the apparent lack of learning/memory deficits in patients with brainstem lesions or on antidepressants may have involved
the failure to examine certain types of memory; that is, mainly procedural memory. For instance, Smith & Rose contended that by not distinguishing between different types of memories, we undercrit our argument that “humans with REM-eliminating lesions or REM-depriving pharmacological treatments are normal, since this cannot be established if the subjects are not tested in tasks in which REM is known to be involved.” In like manner, Stickgold states “It is not surprising that simple cognitive and psychomotor memory tests fail to show any obvious impairment of performance after administration of drugs that disrupt REM sleep. These tests classically measure working memory and declarative memory systems that we would not expect to be affected by REM deprivation. We know of no cases in which anyone, for example, tested the effects of these drugs on complex perceptual procedural learning.

Although Smith & Rose and Stickgold seem to acknowledge that antidepressant drugs do not alter declarative memory, we are not willing to concede that they affect procedural memory. As we indicated, the widespread use of antidepressants has prompted a close examination of their possible side-effects, not only cognitive, but motor. With few exceptions, most of the commonly used antidepressants seem to have little or no adverse actions on motor functions – indirectly indicating a lack of an effect on procedural memory. We nonetheless agree with Stickgold that the possible effects of these drugs on specific procedural tasks have not been examined. This should be done.

VR6. Dreams and recent imaging studies of the brain in REM sleep

In our target article, we indicated that the sole window to the cognitive content of REM sleep is dreams. We would be more sympathetic to the position that REM serves a memory consolidating function if dreams more or less faithfully reproduced waking experiences. They obviously do not. Freud (1900) grappled with this issue in The interpretation of dreams, considering, but then dismissing, the possibility that dreams merely replicate waking experiences and thus serve to store them. Freud speculates that “It might perhaps occur to us that the phenomenon of dreaming could be reduced entirely to that of memory: dreams, it might be supposed, are a manifestation of a reproductive activity which is at work even in the night and which is an end in itself.

And continuing:

But views of this sort are inherently improbable owing to the manner in which dreams deal with the material to be remembered. Strümpell rightly points out that dreams do not reproduce experiences. They take one step forward, but the next step in the chain is omitted, or appears in altered form, or is replaced by something entirely extraneous. Dreams yield no more than fragments of reproductions; and this is so general a rule that theoretical conclusions may be based on it.

Finally, Freud remarked that only in very rare instances do “dreams repeat an experience with as much completeness as is attainable by our waking memory.”

PlaVagan reached a similar conclusion that dreams are not a mechanism for the storage of information from waking, stating: “since we rarely dream about what we need to remember, the hypothesis that dreams themselves serve any memory enhancing function appears unwarranted.”

It would seem that most proponents of the memory consolidation hypothesis would agree that waking experiences are not faithfully reproduced in dreams or committed to memory through dreams. In a twist of logic, however, that we find difficult to understand, it appears that proponents of the consolidation hypothesis seem willing to acknowledge that conscious material of REM (dreams) is not stored in REM sleep, while at the same time holding that material that never reaches dream consciousness (whatever its nature) is somehow magically processed and consolidated in REM sleep.

In our target article, we reviewed recent human imaging studies of the brain in REM sleep. As indicated, the findings show a pattern of activity in REM that is consistent with dreams; that is, a suppression of major sensory inputs and motor outputs, reflecting, as termed by Braim et al. (1997) a “closed system”; a highly activated limbic system reflecting the rich emotional architecture of dreams, and strongly dampened activity within the frontal cortex corresponding to a lack of a higher order processing and integration of information in REM sleep.

As also discussed, activity within memory processing systems of the brain appears to be attenuated in REM as evidenced by the amnesia of that state, or as Jones (1998) observed: “an attenuation of processes important in episodic and working memory and perhaps explaining why, unless awakened from a dream, a sleeping person has no memory of the dream.” Reviewing the same (imaging) data, Hobson et al. (1998b) similarly concluded that: “some functional process, present and responsible for memory in waking is absent, or at least greatly diminished, in REM sleep.” We would argue that the “absent or greatly diminished” mnemonic capacity of the brain in REM affects both conscious (dreams) and unconscious material of REM sleep.

In line with the foregoing, Morrison & Sanford observed that dreaming in REM and cognitive processing in wakefulness represent very different functional states of the brain, and that the “dreaming brain” is ill-equipped to deal with the requirements of wakefulness, including memory. According to them, “one can state unequivocally that the brain in REM is poorly equipped to practice for eventualities of wakefulness through dreaming, or for consolidating into memory the complex experiences of that state.”

In summary, the foregoing indicates that the brain is in a non-encoding mode in REM sleep which accounts for the amnesic quality of dreams, and in our view, amnesia for all other cognitive material, conscious or not. We find difficulty with the position that acknowledges, on the one hand, that material reaching awareness in REM (dreams) is lost to memory, while at the same time claiming that material that does not reach dream consciousness is faithfully stored in memory in REM sleep.

VR7. Our theory for the function of REM sleep

Our theory for the function of REM sleep received considerable attention; both positive (Coenen; Lynch et al.; Ogilvie et al.) and negative (Blagrove; Clancey; Conduit et al.; Feinberg; Fishbein; Gottesmann; Hunt; Moorcroft; Morgane & Mokler; Panksepp; Revonsuo; Rotenberg). We expected that the theory would be challenged, for, among other reasons, few are willing to concede that any current theory can fully account for the intricacies of REM sleep.
Before considering specific comments on the theory, we believe it is important to address two general issues related to our theory: (1) our intent, as Hunt suggests, was not to discredit the memory consolidation hypothesis in order to advance our theory of REM sleep; and (2) the theory did not originate with the target article but as we indicated was an abbreviated summary/restatement of a theory previously published by Vertes (1986b).

To elaborate, our target article was not meant to serve a forum for our theory, but having completed a critical analysis of the memory consolidation hypothesis, we felt it important to present our hypothesis for the function of REM sleep. Morgan & Mokler stated that we did not provide necessary background material to our theory, while others indicated that we did not give due credit to earlier theories that were forerunners to ours (e.g., Cohen & Dement 1965; Ephron & Carrington 1966; Roffwarg et al. 1966; Snyder 1965). This was done in the original, complete version of the theory by Vertes (1986b).

A number of comments were directed to our statement/position that the activation of REM serves to offset the inactivation of SWS, thereby, as we proposed, preventing the brain from dwelling too long in SWS and preparing the brain for a return to consciousness. Specifically, commentators questioned our position that REM reverses the effects of SWS, pointing to well documented mismatches between SWS and REM. For instance, (1) REM is present in significantly greater amounts than is SWS in the fetus and in newborns (Blagrove; Feinberg; Hunt), and (2) relative amounts of SWS and REM do not precisely co-vary throughout the sleep cycle: amounts of SWS are high and REM relatively low in early sleep; the reverse in late sleep (Moorcroft; Rotenberg).

We address the very high amounts of REM sleep in the fetus/newborn in a theoretical treatment on the sudden infant death syndrome (SIDS) (Vertes & Perry 1993). In brief, we discussed evidence showing that the respiratory system is undeveloped in newborns and hence abnormally sensitive to the effects of hypoxia in SWS. We proposed that REM exerts pronounced stimulatory actions not only on the CNS but on the respiratory system in newborns which in part serves to prevent hypoxia-induced respiratory failure during sleep in early infancy. We cited the early work of Baker and McGinty (1977) showing that kittens exposed to hypoxic conditions for several days showed extreme irregularity and slowing of respiration in SWS that led to death unless reversed by the activation of REM sleep. Baker and McGinty (1977) drew parallels between their findings with kittens and SIDS, speculating that active sleep (AS) (REM sleep) may serve to protect human infants from SIDS. They stated: “The predominance and tenacity of the AS state in the newborn period may account for the paradoxical immunity to SIDS in the first month of life. The peak incidence for SIDS coincides with the rapid decrease in AS time between 2 and 3 months of age.” In essence, then, the need for more REM in neonates may be related to potentially greater detrimental effects of SWS at this age.

With respect to the relative differences in amounts of SWS/REM throughout sleep, we proposed that REM serves two complementary functions in sleep: it offsets SWS and promotes recovery from sleep. The shorter REM periods in early sleep would seem to be of sufficient length to periodically activate the CNS in sleep, while the increasingly longer REM periods throughout sleep would progressively prepare the brain for a return to consciousness as waking approaches.

In summary, to restate our theory, we propose that the brain/CNS is strongly depressed in SWS, particularly in delta sleep, and the function of REM is to provide periodic endogenous stimulation to the brain which serves to maintain minimum requisite levels of CNS activity throughout sleep. REM is the mechanism used by the brain to ensure and promote recovery from sleep. We further believe that theories of REM should contain two important elements: (1) the function of REM should remain constant throughout the life span and (2) as a state of sleep, the function of REM should be described entirely within the context of sleep. Our theory meets these criteria.

VR8. Other evidence supporting our position

As pointed out by Morrison & Sanford, the case for memory consolidation in REM sleep has largely been built on the rather “tenuous correlational relationship between REM occurrence and indicators of performance” and that we presented compelling arguments questioning this temporal relationship. They discussed recent findings of their laboratory that run counter to the memory consolidation hypothesis. They reported a suppression of REM sleep in rats for 1–2 h following training on a conditioned avoidance task (fear conditioning), and concluded that these findings present problems for the position that REM is instrumental in consolidating information following learning.

In an interesting comparison with waking, Morrison & Sanford posed the following question: Would the constellation of REM events transferred to waking be conducive for memory consolidation in that state? That is, would a state of wakefulness characterized by a hyperactive brain, irregular respiration, tachycardia, muscle twitches, and the uncontrolled intrusion of extraneous mental images (dreams) be optimal for the consolidation of memory?

Siegel describes phylogenetic data inconsistent with the memory consolidation hypothesis. Siegel argues that if REM were involved in memory consolidation, one might expect that learning ability would be directly correlated with amounts of REM across species, but this is not the case. Siegel reviews evidence showing that: (1) humans do not have uniquely high amounts of REM sleep; (2) animals with the largest amount of REM sleep (7–8 h/day) such as the duckbilled platypus, black-footed ferret, and armadillo are not noted for their intelligence; and (3) species with the lowest amount of REM sleep (less than 15 minutes/day) such as whales and dolphins exhibit “prodigious learning abilities.”

Finally, supporting our position, Rotenberg reports that some drugs (e.g., amphetamine) have a beneficial effect on memory but suppress REM, while others such as reserpine or neuroleptic agents have no noticeable effects on memory but increase REM sleep.

VR9. Is slow-wave sleep (SWS) involved in memory consolidation?

Several commentators raised the possibility that SWS alone (Steriade; Morrison & Sanford) or in combination with REM (Blagrove; Born & Gais; Cipolli; Mazzoni; Moor-
Response/Revonsuo: Reinterpretation of dreams

I am grateful for the stimulating and thoughtful commentaries on the Threat-Simulation Theory of dreaming (TST). As expected, the reactions to this reinterpretation of dreams vary greatly. I took note of the following general lines of criticism emerging in a number of commentaries: First, some commentators seem to believe that all the data presented in the target article can in fact be explained without assuming any adaptive biological functions for dreaming, or at least without accepting TST. Second, several commentators suggest that TST implies a restricted view of dreaming and, while TST may contain a partial truth, it ignores many other forms and functions of dreaming. A number of commentators also presented new data or reinterpretations of old data, that lend support to TST and lead to further empirically testable hypotheses and predictions. This, more than anything else, shows that a fruitful and productive research program on dreaming could be established on the theoretical foundations defined by TST. Even if the hypothesis would eventually have to be modified or discarded, it seems that TST will be able to contribute to the progress we are making in the scientific understanding of the dreaming mind-brain.

I will proceed in this response in the following order:
RR1. Random Activation Theory (RAT) does not explain the form and content of dreams
RR2. Alternative explanations of the data
RR3. Negative effects of PTSD and nightmares
RR4. Evidence from typical dreams
RR5. Evidence from recurrent dreams and nightmares
RR6. Other forms and functions of dreaming
RR7. Support for TST from multiple independent sources
RR8. How to test TST properly
RR9. TST and the philosophy of consciousness
RR10. Conclusion: Why do we dream?

In section 1, I discuss the Random Activation Theory and explain why it cannot account for the data in a convincing manner. In section 2, I reply to a variety of counter arguments against TST, and I explain why the alternative explanations of the data are not as convincing as those offered by TST. In section 3, I consider the challenge posed by the negative effects of post-traumatic stress disorder, and I explain why it is unlikely that ancestral humans would have suffered greatly from them. In sections 4 and 5, I discuss the studies about typical and recurrent dreams that were described in the commentaries, and I show that the results lend strong support to TST. In section 6, I reply to those commentators who argued that TST includes too narrow a view on dreaming and its functions. I emphasize that TST does not deny that other forms of dreaming exist; it is just doubtful that any of these forms are biologically functional. In section 7, I summarize the new lines of evidence supporting TST contributed by several commentators. In section 8, I try to describe briefly what kind of empirical tests and findings are most critical for testing TST, and what kind of tests would be ambiguous or irrelevant. In section 9, I briefly comment on the philosophy of consciousness on
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Abstract: The most challenging objections to the Threat Simulation Theory (TST) of the function of dreaming include such issues as whether the competing Random Activation Theory can explain dreaming, whether TST can accommodate the apparently dysfunctional nature of post-traumatic nightmares, whether dreams are too bizarre and disorganized to constitute proper simulations, and whether dream recall is too biased to reveal the true nature of dreams. I show how these and many other objections can be accommodated by TST, and how several lines of new supporting evidence are provided by the commentators. Accordingly TST offers a promising new approach to the function of dreaming, covering a wide range of evidence and theoretically integrating psychological and biological levels of explanation.

VR10. Conclusion

We believe that this has been a very fruitful debate on the topic of memory consolidation in REM sleep. This is obviously not the final word on this topic. We conclude with an observation of Born & Gais that we believe reflects the current state of affairs in this very important area. They stated: “REM sleep facilitates memory consolidation. Currently this is more a belief than a concept with convincing scientific support. Hence, Vertes & Eastman’s case against memory consolidation in REM sleep is a very timely contribution reflecting the true and persisting darkness in this area of sleep research.”

Cricht; Schredl; Smith & Rose; Stickgold) may be involved in memory consolidation. As discussed, Born & Gais described a role for SWS in declarative memory and REM in procedural memory, while Stickgold implicated both SWS and REM in procedural memory.

Commentators drew attention to the recent work of McNaughton and colleagues as well as Buzsáki implicating SWS in memory consolidation. Specifically, McNaughton and co-workers (Wilson & McNaughton 1994; Skaggs & McNaughton 1996) have shown that ensembles of hippocampal place cells tend to repeat patterns of activity in subsequent episodes of SWS, while Buzsáki (1989; 1998) has proposed that hippocampal sharp waves and associated high frequency (200 Hz) bursts (ripple), that are prominent in SWS, serve to transfer information from the hippocampus to the neocortex in SWS.

Steriade pointed out that SWS is not generally viewed as a state of mentation but rather one involving a global inhibition of subcortical and cortical structures. However, recent findings of his laboratory suggest that SWS may not be the “restful” state that it is commonly thought to be. He reports that, despite an absence of external input, neocortical neurons fire at high spontaneous rates and respond to internally generated signals in SWS, indicating that they may be involved in higher order, possible mnemonic, processes in SWS.

As indicated by our title, the focus of our case is memory consolidation in REM sleep. At this time, we take no position on the possible role of SWS in memory consolidation. We do, however, believe that a role for SWS in this process is far from proven, and doing so will involve re-tracing most (or all) of the steps taken by advocates of the memory consolidation in REM hypothesis.

RR0. Overview

Negative effects of post-traumatic stress disorder, and I explain why the alternative explanations of the data are not as convincing as those offered by TST. In section 3, I consider the challenge posed by the negative effects of post-traumatic stress disorder, and I explain why it is unlikely that ancestral humans would have suffered greatly from them. In sections 4 and 5, I discuss the studies about typical and recurrent dreams that were described in the commentaries, and I show that the results lend strong support to TST. In section 6, I reply to those commentators who argued that TST includes too narrow a view on dreaming and its functions. I emphasize that TST does not deny that other forms of dreaming exist; it is just doubtful that any of these forms are biologically functional. In section 7, I summarize the new lines of evidence supporting TST contributed by several commentators. In section 8, I try to describe briefly what kind of empirical tests and findings are most critical for testing TST, and what kind of tests would be ambiguous or irrelevant. In section 9, I briefly comment on the philosophy of consciousness on
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which TST is erected. In the final section, I summarize the outcome of this highly valuable open peer commentary. I conclude that the Threat Simulation Theory of dreaming seems to survive all the major challenges raised by the commentators and will be, I hope, regarded as one of the least implausible attempts to explain why we dream.

**RR1. Random Activation Theory (RAT) does not explain the form and content of dreams**

The view that dreams are nonfunctional biological epiphenomena brought about by random neurophysiological stimulation seems to be the most popular alternative to TST. It appears in various formulations in the commentaries, by, for example Ardito, Antrobus, Moorcroft, Mealey, and Flanagan. The advocates of this view argue that the content of dreams is just a haphazard by-product of brain activation during sleep. No special biological design needs to be invoked in order to explain why dreams are generated and why they have the form and content that they do.

The explanation offered by these theorists is something like this (e.g., Flanagan): Emotional centers in the brain contain specific affect programs corresponding to our basic emotions (most of which are negative). In the brain's memory networks, the most recently activated traces are more salient than other ones. The brainstem and other mechanisms actively generating sleep just happen to be so close to the memory and emotional networks that the activation related to sleep somehow by accident leaks over to them. This results in random activation of the emotional and memory networks. Since most of our basic emotions are negative, random input is more likely to activate negative than positive emotional programs. And since in our memory networks recent memories are primed, they are more likely to be activated than remote memories. This random activation is then woven into a narrative as the forebrain tries to interpret and make sense of the emotions and images that happened to emerge in dream consciousness. The organization and apparent meaningfulness of the dream is actively constructed by the forebrain giving sense to stimulation that is nonsense by its nature. Dreams are haphazard contents of consciousness that the brain was never designed to produce, but their accidental generation does not really make any difference for the brain.

**RR1.1. Dreams are organized simulations, not random activation patterns**

The Random Activation Theory (RAT) of dreams does not explain several prominent features of dreaming. It does not explain the organized form of dreams. Dreams are not noisy patterns of activation, but organized as simulations of “self-in-world”: When we dream, we find ourselves as an experientially embodied self in the center of a visuo-spatial world of objects, persons, and events. This extremely predictable and organized form of dreams requires highly coordinated interaction between several cognitive modules in the brain that are in charge of the perception of objects, faces, places, color, motion, speech, emotion, and the overall space experienced around us. The activation of multiple cognitive modules is evident also in PET images of REM sleep (as pointed out by Antrobus). The careful coordination of complex modularly organized activity is a sign that dreaming is biologically designed to be a sophisticated simulation of waking experience rather than an accidental haphazard collection of emotions and images activated entirely by chance. The central disagreement can be formulated as follows: TST conceptualizes dreaming as an “organized simulation” whereas RAT depicts it as (a result of) “random activation patterns” and “noise.” RAT theorists simply take the form of the phenomenal dream world for granted as if such remarkable organization would inevitably or self-evidently follow from sleep-related random processes in the brain and therefore would require no further explanation. The burden of proof is on the advocates of RAT to show how the random, disorganized, noisy activation that their theory assumes can regularly produce an organized multimodal phenomenal self-in-world where events show temporal progression.

Bednar suggests that a proper test of RAT would require widespread and ongoing artificial brain stimulation coupled with temporary deactivation of the frontal lobes, paralleling the activation patterns in REM sleep. Such an experiment may be difficult to carry out in practice. However, epileptic discharges in—and electrical stimulation of—temporal lobe structures induce patterns of excitation and inhibition in widely distributed neuronal networks (Gloor 1990). In these cases, the patient typically reports seeing a scene, a face, or hearing a voice or a piece of music being played. There may be actual recall or an illusory feeling of familiarity. Fear is the most common affective response, but any other emotion may be experienced as well. These experiences are clearly different from dreams and threat simulations in several ways:

Thus the experiences do not move forward in time, with the single exception of the hallucination of hearing music. Scenes are static; they do not evolve, there is no story to be told. The patient remains passive and does not feel that he actively participates in the hallucinated scene. Perceptual detail may be fragmentary or lacking... The auditory hallucination of hearing a voice is almost always without semantic content, even though the voice may sound familiar and may be identifiable. (Gloor 1990, p. 1675)

More interesting, Gloor (1990) reports an observation of direct electrical stimulation of the right amygdala in one patient, who re-experienced a threatening event from his childhood as if he had been there again: he was at a picnic in Brewer Park in Ottawa, a kid was coming to push him into water, and he experienced being pushed into the water. Fragments of this experience were first experienced with 2–3 seconds of stimulation, but the memory emerged during the third and longest (4.4 seconds) stimulation. However, the patient described it in a fragmentary manner, stressing its emotionally laden features. He did not tell a detailed story; the recollection of the event was reduced to a few of its essential elements: its locale and time and the fact that he had been physically abused by submersion into water by a stronger boy. There was no other detail and yet the experience had a subjective immediacy similar to that of the original event. (Gloor 1990, p. 1677)

It remains unclear whether there was any visual hallucination involved. When questioned, the patient denied having seen himself being chased by the big fellow. The experience seems to have consisted of the affective impact of the remembered experience and a feeling of being there and being chased, with little perceptual detail. Thus, this experience was a re-invoked emotional memory image (as would
be expected when the amygdala is stimulated) rather than a complex progressive threat simulation in which one actively participates. Although the random activation of temporal areas can sometimes produce fragmentary images and remembrances, the elicited experiences do not constitute organized and variable (threat) simulations as we know them from our dreams and nightmares. Furthermore, we should remember that these experiences occur only in seizures arising from the temporal lobe, and by no means in all of them, and that in some patients they can be elicited by stimulation in the temporal lobe but never by stimulations applied to other regions of the cerebral cortex (Gloor 1990). Therefore, truly random activation all over the cortex would most of the time elicit no experiences at all, and at best a mixture of static mental images or fleeting affective states.

In the light of these facts RAT should predict that, as a result of random activation of temporal lobe areas during sleep, we will experience various emotional states and various visual and auditory sensations or images. There is no reason why the random activation patterns should show any specific organization. This kaleidoscope of randomly activated experiential states, actually predicted by RAT, is a far cry from the organized simulation of self-in-world that constitutes dreaming. The explanation offered by RAT is that although the activated images are random, the brain somehow can “make sense” of them and construct the organization and narrative of the dream. The organization is not assumed to be in the input itself, but somehow “constructed” later on when trying to interpret the chaotic input.

This explanation is not entirely convincing either. If it were true that the brain can impose remarkable organization on random, noisy activation patterns, then we should expect that other forms of random brain activation (e.g., epileptic or migraine auras, Charles Bonnet Syndrome hallucinations) also result in the brain “making sense” of the chaos by imposing a structure and a narrative to these experiences. However, people in such cases report truly random phenomenology (varying images and sensations that are not organized to form a perceptual world or a temporally progressing narrative). Why does the brain not make sense out of these types of random activation although it succeeds so remarkably well in the case of dreams? The TST answer is that in the case of dreams the brain activation was organized to begin with and therefore resulted in well-structured phenomenology: a simulation of self-in-world. Dreaming consists of a transparently meaningful and organized perceptual world, not of random noise that the brain struggles to make sense of somehow.

**RR1.2. Dreams show unique preference for threatening events**

Furthermore, RAT does not explain the special status that threatening events have in the generation and the content of dreams. Why should random activation elicit simulations of animals, aggressive encounters, and pursuits or escapes, especially in children’s dreams? Why should the memory of a brief but life-threatening event be activated by random activation so regularly and for such a long time after the incident really happened? Why exposure to events that aroused strong emotions other than threat does not lead to similar repetition of the same emotional event in dreams? It seems that there are no recurrent “post-triumphant” dreams after great successes have been experienced in sports or business or war, or following great luck in gambling or lottery. There do not appear to be recurrent dreams specialized in simulating waking events where intensive but other than threat-related basic emotions were experienced (e.g., happiness, surprise). Since the activation is random and should not have any preference for threatening events, Flanagan’s version of RAT predicts that following positive emotional experiences, the positive “affect-programs” should be activated during dreaming as frequently as, following negative experiences, the threat-related ones are. The evidence reviewed in the target article indicates that dreams show high preference only for threatening content and are strongly modulated only by real threatening events, not by other emotional events. RAT cannot account for these systematic biases and causal relationships between real threats and dreaming.

**RR1.3. Random activation of “affect programs” or systematic activation of threat simulations**

It is apparent that Flanagan is aware of the deficiency in his version of RAT; to counter this he is prepared to accept that the “affect programs” that are randomly activated might in fact contain “scenarios pre-loaded with content of threatening creatures and situations, so that we are primed to conjure up such scenarios once the relevant affect program is activated.” Note especially that Flanagan thus attributes to “affect programs” what in TST are called “threat scripts.” Note also that a concept resembling “threat-simulation” has thus been smuggled into the RAT by talking about “scenarios” pre-loaded with content of threatening creatures and situations. But if the affect programs contain complex “threat-scenarios” that get activated whenever the program is activated, then should we not hallucinate plausible threat scenarios whenever the program is activated in the waking state?

As Flanagan explicitly mentions, the affect programs are adaptations that served awake humans who were up and about struggling to survive. It would not seem to serve reliable threat detection to have pre-loaded threat scenarios that might interfere with veridical perception; the postulated threat scenarios would not seem to serve any adaptive purpose for the awake individual. Even if such threat scenarios existed in the affect programs, RAT would not be able to explain why they are activated not randomly but in a systematic and organized manner during sleep, depending on, for example, personal history or position in sleep cycle. Children’s nightmares and recurrent dreams include ancestral threats; traumatized people have recurrent nightmares of the traumatic event; repetitive, realistic post-traumatic dreams occur early in the sleep cycle whereas other nightmares occur late (van der Kolk et al. 1984) as if these two types of threat simulations had separate slots within the schedule of the threat simulation mechanism.

These regularities would seem to reveal an organized system rather than the aimless effects of the random activation of affect programs during sleep. Flanagan’s suggestion about the affect programs containing threat scenarios seems a bit like an ad hoc assumption that must be added to RAT in order to explain the data. TST offers a much less contrived explanation: there is a separate dream production mechanism that contains threat scripts designed by natural selection to be regularly released in specific conditions. The dream...
production system is capable of constructing complex, organized simulations of threatening events whenever it is activated by ecologically valid stimulation. This “threat-simulation response” is the core of TST. Any theory of dreaming that does not explain it is like a theory of the immune system that gives no account of the immune response.

RR1.4. Flanagan’s dreams: Random gurgling of the brain or threat simulation? Incidentally, in his recent book, Flanagan (2000) reports some of his own dreams that seem to lend support to TST: When he was five years old, he had a dream of a pack of wolves chasing him; he was terrified and could not run away fast enough. This is a classical theme in children’s threat simulation dreams, and if this kind of a dream does not constitute a realistic simulation of an ancestral threat, I do not know what would. Flanagan (2000) believes that the origin of this dream was in the stories of the Three Little Pigs that were terrorized by the huffing and puffing wolf, and Little Red Riding Hood, who was deceived by the clever wolf that dressed up as the girl’s grandmother. I do not find this explanation particularly plausible: the wolves in the stories are manifestly bizarre and unrealistic whereas in the dream they are extremely realistic; the wolves in the stories behave like intelligent humans, not in the least like the pack of hunting predators encountered in the dream. If fairy-tales were the real origin of children’s threat simulation dreams, we should find that children’s dreams contain utterly bizarre animals that huff and puff and dress up as grandmothers to cheat the poor children.

By contrast, we find that, even if a child’s only experience about wolves is in the form of these bizarre representations in fairy tales, the threat simulation mechanism knows better how real wolves behave and what should be done if they were ever encountered. In one of his recent dreams, Flanagan (2000) was involved in a military maneuver where he was expected to risk his life in battle, but he tried to resist and he insisted that the government’s orders should not be followed. This threat simulation obviously flows from his later real experiences that involve threats very unlike ancestral ones and therefore resulted in a complex but not terribly realistic or ancestral threat simulation. Flanagan however does not recognize his own dreams for what they are – threat simulations – because he has made a prior commitment to the view that dreams are noisy, disorganized, bizarre and random gurglings of the sleeping brain and do not have any biological adaptive functions. In the light of TST, Flanagan’s dreams are not all that random, but practically paradigm examples of the threat simulation mechanisms at work.

RR1.5. Dreams are more organized than they are bizarre

RAT theorists (e.g., Flanagan) are eager to emphasize that REM dreams are highly bizarre and disjointed and therefore unlikely sites for realistic threat simulations to take place (this point was also brought up by Gunderson). The bizarre ness of dreams is regarded as good evidence for the disorganization of dreams and the randomness of brain activation during dreaming. Unfortunately, the high level of bizarre ness and disorganization in dreams is simply assumed, although what would be needed, before any judgment is passed, are detailed quantitative studies and evaluations about the frequency and quality of bizarre ness in dreams. Thus, we need to ask: How bizarre exactly are dreams? Is there more organization than disorganization in dreams, or vice versa? Are threat simulation dreams as bizarre as, or more realistic than, other dreams? Are all forms of bizarre ness necessarily dysfunctional?

Revonsuo and Salmivalli (1995) conducted a detailed quantification of nearly 8,000 normal and bizarre features in dream reports in order to find out how great a proportion of all dream elements are somehow deviating from the expectations of the real world (note that this is a remarkably low criterion for bizarre ness because it includes all kinds of deviations, not only physically impossible ones). The elements most commonly described in dream reports were objects, actions, persons, and places, covering 67% of all elements described. Only 15–20% of these descriptions were classified as bizarre, indicating that the vast majority (75–80%) of the dominating perceptual elements in our dreams are entirely normal. In another study on the bizarre ness of human characters in dreams (Revonsuo & Tarkko, currently in preparation), we have found that about half of the human characters we encounter in our dreams are entirely in accordance with the expectations of our waking perceptual world: they look the same, feel appropriately familiar or unfamiliar to us; if familiar, we remember who they are; they appear and disappear in a physically possible manner; they are encountered in contexts and places where they are not unlikely to appear, and they speak and behave in a manner not out of the ordinary in the waking world.

On the basis of these detailed quantifications of dream bizarre ness, we may say that dreams are remarkably organized. No random process could ever create such a complex simulation of the waking perceptual world. Bizarre ness certainly is a regular feature of dreams, but it constitutes a relatively mild deviation against the solid background of sophisticated organization; a little amount of noise within a highly organized signal. RAT can only explain the bizarre ness – the small degree of noise – but it cannot explain the high degree of organization in which the bizarre ness is embedded. Dreams are much more organized than they are disorganized. A proper theory of dreaming should explain both the organization and the disorganization of dreams.

As Flanagan (2000) himself notes, all that natural selection really cares about are mechanisms that work pretty well, but not necessarily optimally:

It would be a mistake to assume optimal functioning for any human capacity even at the times and in the places for which such capacities were designed to do their job. And it is an even greater mistake to complain that a capacity is not functioning well when it doesn’t need to (Flanagan 2000, p. 38).

Thus, to complain about the fact that our present-day ordinary dreams contain bizarre features is a mistake, for in the absence of ecologically valid cues, the dream production system does not need to function particularly well. However, when the threat simulation mechanism is activated by the proper cues, bizarre ness decreases and realism increases: as for example, recurrent dreams of ancestral threats and post-traumatic dreams show, threat simulation dreams tend to be more realistic than ordinary dreams, exactly as predicted by TST, revealing that threat simulation is a special function of the dream production system.

Furthermore, as Cheyne suggests, some forms of bizarre-
ness may not be noise at all but functional exaggerations that test the limits of the system or that make the simulation more demanding than a real situation. He makes the important observation that dreaming as a practice mode may have some advantages over play. One purpose of the practice mode is to test the physical limits of the system's capacities, which would be risky during ordinary play. However, dreaming allows exaggerated emotions, reactions, and motor programs to be simulated without any of the risks that would be involved with them during wakefulness. Therefore, it is possible that some forms of bizarreess are not simply nonfunctional noise but functional exaggerations that are used during enhanced threat simulations in order to practice extreme maneuvers by pushing the system to its limits.

A fairly common observation in chase dreams is that you suddenly have heavy and slow legs that don't seem to take you anywhere just when you should run for your life at full speed, which makes you struggle: you try harder and harder. This is reminiscent of some forms of sports training where the athlete runs carrying a heavy backpack, sometimes on soft and sinking ground or uphill to make the task even harder. The hypothesis that threat simulation uses exaggerated maneuvers to make the rehearsal more efficient could be tested, for example, by finding out how frequent the "heavy legs syndrome" is in dreams and whether it selectively appears only in connection with threatening events. If it appears frequently and selectively in escape situations, it could be considered as enhanced threat simulation in the sense that Cheyne suggests.

To summarize, RAT disregards the organized form and content of dreams and emphasizes bizarreess in order to make dreams seem as "just noise, like the gurgling of the stomach" (Flamagan 2000, p. 24). But an earnest exploration of the empirical evidence reveals that, in actual fact, dreams are highly organized simulations of the perceptual world, specialized in the simulation of threatening events. Therefore, dreams are beyond the explanatory powers of RAT.

**RR2. Alternative explanations of the data**

The commentators raised several questions about the ability of TST to account for the data and they suggested alternative explanations that they deemed more plausible. In the following I will explain how these points can be explained by TST and why the alternative explanations are not all that plausible.

**RR2.1. Cognitive biases and the unreliability of dream recall**

There are a few skeptical commentators who try to cast doubts on the validity of the data that TST tries to explain. Thompson, Mealey, Bednar, and Conduit et al. argue that we do not really know what dreams are like because dream recall is inherently unreliable and heavily biased. Thompson takes this line even further and asks "Why do we assume that there is anything that is the dream apart from the subject's reporting it?" He says that he seems to be unaware that these sorts of criticisms could be entertained by behaviorists against TST. On the contrary, I am well aware of behaviorist and verificationist attacks on dreaming. In fact, such theories used to be very influential in the philosophy of mind: Malcolm (1956; 1959) denied that there is any phenomenon of consciousness behind the reported dream, and more recently Dennett (1976) argued that dreams may not be experiences at all, but only false memories activated at the time of awakening. I did not bother to mention these theories in the target article, because in an earlier paper (Revonsuo 1995) I have shown that the results of modern dream research have made Malcolm's and Dennett's views utterly implausible. (I have to admit that they were not terribly plausible to begin with.) Furthermore, the philosophical starting point of the research program I advocate is that consciousness is a real natural biological phenomenon (Revonsuo 2000), and I have explained elsewhere why the elimination of consciousness or Dennett's neobehaviorism are not compatible with such a research program (e.g., Revonsuo 1994a; 1994b). Hence I am not particularly worried about behaviorist attacks against TST, for behaviorists have in any case placed themselves outside any reasonable research program on subjective phenomenal consciousness.

Mealey and Conduit et al. stress the unreliability of dream recall and claim that because of biases in dream recall and dream scoring techniques, we do not know the true form of dreams. This general criticism of course is not a problem only for TST but for all dream research in general. However, it is one of which dream researchers are well aware. There are a number of studies comparing the content of dreams recalled in different situations (home/laboratory/Nightcap) and from different stages of sleep and different conditions of awakening. All of the methods have their own problems. Home-reported dreams show more aggression than laboratory reports, whereas laboratory reports often show elements related to the experimental situation (Weisz & Foulkes 1970). The differences between dreams reported at home and in the sleep laboratory are, however, not all that great, and in any case they have been well documented. Therefore, I think it is an exaggeration to say that we do not know what the true form of dreams is like. A wide ranging survey of the dream research literature, such as the one in the target article, including many different kinds of studies, surely gives us a reasonably good picture of what dreams are like. If that is not the case, then the content of dreams must be beyond the reach of systematic empirical investigations altogether. Mealey's plea for ignorance about the "true" content of dreams is thus not particularly persuasive, nor does it appear to me as a particularly fruitful approach to the study of dreams.

Mealey's more specific criticism is that, first, we are biased to remember only highly salient dreams and that any dreams containing survival-related threats will be highly salient because threats are perceived, attended to, and remembered better than other types of material. Second, cognitive biases in attending to threat result in biases in dream content analyses (also Schredl claims that dream emotions just seem negative because of biases in the studies; Conduit et al. claim that selective memory and attention provide an explanation for the overrepresentation of threatening content in dreams; and Montangero argues that spontaneously remembered dreams constitute a biased sample and that therefore the Hall & Van de Castle (1996) results are not pertinent). Mealey claims that we do not have an appropriate null model that includes the effects of these cognitive biases. In contrast to Mealey, I think that it is not all that difficult to find an appropriate null model or...
control condition against which we can compare the frequency of threatening events in dreams. As Chapman & Underwood point out in their insightful commentary, an excellent baseline is provided by everyday memory for waking states, because everyday memories also are systematically distorted in the same manner as dream recall is. According to Chapman & Underwood, there are huge levels of forgetting for mundane events and, conversely, selective retention of events including high degrees of threat and unpleasantness. Therefore, in order to find out whether there is a bias for threatening events in dreams as compared to waking life, we simply have to find out the quantity and quality of threatening events in dream recall as compared to everyday memories.

It would thus not be impossible (or even very difficult) to demonstrate empirically that threatening events are truly overrepresented in dreams in a way completely independent of biases in dream recall or other cognitive processes. We can define a category of severe threats where the dreamer’s life or physical well-being is in danger. Such events are very rare in the everyday lives of most Westerners. Let us assume that during a specified period of, for example, a couple of weeks, a group of subjects does not report having been involved in any such events in their waking lives. Again, if their dream reports from that period (or another period of comparable length) do include such severely threatening events, then severe threats undeniably are overrepresented in dreams. Even if the subjects have forgotten some of their more mundane dreams (and waking events), it would not change the fact that during the period of time covered by the study, the subjects have been involved in highly dangerous events in the dream world more frequently than in the waking world. If in my dreams I have to run for my life to escape an aggressive attacker once per week or once per month, but in the real world, maybe at most once in a decade, then the threatening event “being chased and running for my life” surely is overrepresented in my dreams. The same applies to any other life-threatening events. They are so rare in real life that if they occur with almost any frequency at all in dreams, they are very likely to exceed the frequency of occurrence in real life. The possible biases in memory cannot confound this result, for the biases help us to remember all highly threatening events, which speaks against Schredl’s assumption that the bias to simulate threatening events could not be properly quantified and compared to waking life, and, although additional studies are needed about the frequency and severity of dream threats, all the facts that we currently have show that threatening events truly are overrepresented in dreams compared to waking life.

Schredl attempts to explain away Gregor’s (1981) results by implying that the study on Mehinaku dreams suffers from methodological weakness such as recalling dreams that occurred quite a long time ago so that very vivid and negatively toned dreams which could be memorized more easily were reported to the researcher. Schredl probably did not check how the reports were collected in the original study of Gregor (1981), because Gregor’s method of dream collecting does not suffer from the methodological weakness assumed by Schredl: the Mehinaku dreams were actually recalled and recorded every morning immediately after awakening:

“According to the Mehinaku, dreams occur when the soul leaves its home in the iris of the eye to wander about through a nocturnal world peopled by spirits, monsters, and the souls of other sleeping villagers. In the morning the villagers are careful to recall the adventures of their souls, since they are a clue to the future . . . Each morning, the Mehinaku remember their dreams and often recount them to their families and housemates. This penchant for recall and immediate verbalization is ideally suited for research, as it insures that the night’s dreams are not lost in the cloud of amnesia that follows waking for most Westerners. During my research, the villagers made superb informants as I circulated through the houses each morning to harvest the previous night’s crop of dreams.” (Gregor 1981, p. 354)

Gregor admits that the dream narratives were collected under less favorable conditions than Calvin Hall’s data for example, but he believes that the reports nevertheless accurately reflect the dream themes, settings, characters, and emotional tone. Therefore, the high proportions of threatening events in the Mehinaku dreams cannot be dismissed on methodological grounds. Schredl’s assumption that dreams recorded immediately upon awakening should show a balanced ratio of negative and positive emotions probably applies to Western people living in nonthreatening environments, but there is no reason to believe that it should apply to hunter-gatherer populations that live in an environment much closer to the ancestral one.

RR2.2. The resort to dream symbolism

An alternative explanation as to why (especially children’s) dreams contain an abundance of animals and strangers is offered by Blagrove, Humphrey, and Greenberg: per-
haps these elements are actually symbolic representations of something else. Animals in dreams might well be simplified proxies for human beings (Humphrey), wild animals are in fact a symbolic expression of internal fears (Greenberg), and strangers are symbols for failures to recognize familiar people (Blagrove). In my view this kind of resort to dream symbolism is unwise, for once we refuse to take the dream images for what they are, it is impossible to determine in any objective manner which dream images should be regarded as “symbols” and what exactly they might symbolize. One can always get rid of dream elements that do not fit in with one’s favorite theory by saying that they actually stand for something else (most likely for something that the favorite theory happens to be able to explain very neatly). If TST could be justifiably criticized by saying that some of the threatening dream elements that seem to be in accordance with the theory in fact lend no support to the theory because they are symbols for something else entirely, then TST could be defended as justifiable by claiming that some of the nonthreatening elements in dreams are in fact symbols for threatening elements, which neatly supports TST. This absurd scenario makes it clear that any serious scientific theory of dreaming must explain the contents of dreams as they are actually experienced and reported, and not enter the slippery slope of dream symbolism which only too easily leads to theoretically baseless distortion of the actual data.

**RR2.3. Dreams are not proper simulations**

Dreams are not appropriate for the simulation of threat perception and avoidance, Clancey claims, because they lack goal-directed sustained attention that orients interpretation and action, and dream experiences are not sequentially coordinated. Again, these characterizations of dreams are, unfortunately, presented without providing any supporting data or references. However, if we look at typical threat-simulation dreams, we see that these characterizations are simply not true.

Consider the following threat simulation dream by a Finnish university student:

“I was in a bus. I had my schoolbag, another large bag, and a plastic bag. The bus stopped at a bus stop where I was supposed to get off. I had so much to carry that I decided to take the plastic bag and the large bag out first. When I was about to take my schoolbag, a big crowd of schoolkids were leaving the bus so that I could not fetch my bag. I saw the bus leaving the bus stop where I was standing. I remembered that in the school bag there was my wallet with $100 in it, and all my anatomy textbooks.

Next, I was at home and I called the lost and found and some ordinary people came to my house. I asked my mother what other places I should call, and we decided to call the bus company.”

This dream, contrary to Clancey’s assertions, does show sequential coordination, goal-directed attention, and action; very reasonable measures are taken by the dreamer to fight the threatening event (the loss of valuable personal property). This dream also does not support Clancey’s claim that threat simulation dreams only reinforce an unthinking way of responding to threat situations. Therefore, it is unsound to assert what threat simulations in dreams are like without first carefully looking at the actual data. Such assertions may reveal what the widely held beliefs about the nature of dreams are, but they do not necessarily tell us what threat simulations during dreaming actually are like. In order to find that out, we need objective content analyses of threatening events in dreams. Only careful empirical investigations, not our personal hunches, can reveal what is and what is not possible (or typical) in threat simulation dreams.

**RR2.4. Threat simulation would have been unnecessary**

Another kind of critique against TST is made by Clancey, Schredl, and Montangero. They suggest that there was no need for training threat perception and avoidance in the ancestral environment. Schredl (and also Domhoff) says that classical conditioning in avoidance tasks occurs immediately and therefore no training is needed. However, it is clear that threat perception and avoidance are much more complex skills than what is involved in classical conditioning. We not only need to learn the relationship between, say, a certain perceptual cue and expected negative consequences, but we need to recognize and classify threatening objects accurately and quickly, and immediately activate the kind of response that is most adequate to the situation in question. We need to rehearse the speed, accuracy, and intensity of employing these complex skills, because such features are the currency for survival in real situations.

Clancey insists that rehearsal during dreaming is futile since average ancestral humans were in any case constantly confronted with threatening events, and consequently their everyday experience surely provided enough practice to develop well-honed, adapted skills. It is not difficult to see why this proposition cannot be taken very seriously. It ignores the very reason why all behavioral simulations are valuable: a simulation, unlike the real event, does not involve the high risks and costs that real situations always entail. If a skill can be made faster, more reliable, and more efficient without taking any of the risks that the real event necessarily involves, the individual is much better off every time it needs the skill in reality. An ancestral human who only trained his threat avoidance skills in real situations probably did not live long enough to leave any offspring, whereas those who had gone through repeated threat simulations during sleep every night were much better prepared to begin with, and were not as easy to catch as their unfortunate and untrained fellow.

To demonstrate the usefulness of training, we may think about it in the context of sports: would you cheerfully enter the boxing ring without having had any training because, instead, you have booked for yourself so many prize fights in the near future that surely you will get all the training you’ll ever need? The problem of course is that your boxing career will be far too short to allow you to get any better. Analogously, the career of those ancestors who only trained their threat avoidance skills in real situations was so short that they never had the opportunity to get significantly better. That is why the tendency to simulate dangerous events without any costs during dreaming (and play) are built into present-day humans.

**RR2.5. The continuity hypothesis**

Schredl argues that the data presented in the target article could be accounted for by the “continuity hypothesis” and biases in dream reporting. He thinks that if we examine the total input that an individual receives (e.g., through the
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TV), we might find the basis for the negative bias in dream content. Both Blagrove and Rotenberg suggest that the origin of threat-related themes and biases is not in the ancestral environment, but in fairytales, cartoons, TV, movies, and newspapers. In the target article, I showed why this is an unlikely explanation for the content of children’s dreams (see n. 6 in the target article. See also my comments on Flanagan’s explanation of his childhood dream above). To repeat: Children have dreams where they personally encounter realistic threats (wild animals, aggressive male strangers, pursuits) corresponding to ancestral ones. These biases become weaker as the child ages. Unlike threatening dream animals, the animals in fairytales and cartoons are often human-like and otherwise highly unrealistic; unlike the concrete threats in dreams that typically victimize the dreamer, all forms of fiction and media present rare and exotic threats that happen to distant strangers or story characters; unlike the frequency of ancestral-like threats in children’s dreams, the exposure to films and news and other materials with a high degree of aggressive and violent content increases with age. All of these facts speak against the explanation that threat simulations would originate in the exposure to fiction and media. If that were the case, small children would mostly dream about friendly TeleTubbies or Moomins going about their peaceful business, or at worst some bizarre cartoon animals chasing each other, but there would not be any fierce wild animals, monsters, or male aggressors on the point of attacking the dreamer. Furthermore, with age the biases in dreams should change in step with the growing exposure to more and more violent types of fiction and mass media programs, which it does not do.

Fortunately, this is an issue that could easily be investigated by comparing dream reports from children with different degrees of exposure to fairytales or the mass media. For example, a study on typical anxiety dreams conducted in the 1940s (Harris 1948) shows that the very same theme, being chased or attacked or threatened by a dangerous environmental object, was by far the most typical theme in the anxiety dreams of both children and adults at a time when people were not exposed to mass media to the same extent as they are today. (Similar results from modern studies are reviewed by Germain et al.) Rotenberg claims that images of wild animals are absent from Bedouin children because they have no experience of fairytales. If that were truly the case, it would constitute remarkable evidence against TST. Unfortunately, Rotenberg provides no data or references to back up his claim. In fact, the only published study on Bedouin children’s dreams that I am aware of (Levine 1991), shows that they dreamed about nonhuman opponents (including animals) in their dreams significantly more often than children from the two other cultures that were studied. In Levine’s (1991) study, even a sample dream report from a Bedouin child includes an aggressive encounter with a wolf. Rotenberg’s assertion thus simply flies in the face of the available evidence.

Another way to test empirically whether fiction and media are the main sources of threat simulations is to do a content analysis of threatening events in dreams and try to evaluate what the source of the depicted threats might be. We have actually done exactly this kind of a study (Revonsuo & Valli 2000). We classified 672 threatening events in dreams according to the likely source of information in real life to learn about the kind of event that the dream represents. The vast majority (63%) of these threatening events were based on the personal life of the dreamer; that is, they were the kind of events that the dreamer or a person in a similar position (an average Finnish student) could in principle encounter in his or her own life. The mass media accounted for 33% of the threats, whereas fiction and fantasy covered only 4%. Thus, the more unrealistic and distant from our personal life a threat is, the less probably it will be included into threat simulations during dreaming. This result makes it even more unlikely that children’s dreams would be primarily constructed on the basis of fairytales, cartoons, or TV.

Schredl further argues for the Continuity Hypothesis that since almost all murderers are male, it is no wonder that this pattern of male aggression is reflected in dream content. First, we should note that the preponderance of male aggression is itself rooted in evolution (see, e.g., Campbell 1999). Second, the real issue with dream content was not that most aggression is with male characters, but that most interactions with male strangers (and animals) in dreams are aggressive, although that is not the case in waking life (see Domhoff’s [1996] concept of “dream enemies”). Schredl confuses here the statement “most aggressors are male” (true about the waking world) with the statement “most males are aggressors” (true about unknown males in the dream world but false in the waking world). The point that argues against the continuity hypothesis is that the latter statement is not true in our waking world: we may encounter hundreds of unknown males as we do business or participate in various social situations, without a single aggressive encounter with any of them, whereas in dreams an interaction with an unknown male is much more likely to be aggressive than friendly (Domhoff 1996). The same goes for animals: in the waking world we mostly encounter harmless wild animals or friendly pets, but in dreams the animals we encounter are much more likely to be aggressive than friendly (Domhoff 1996). Yet, not many of us adults (let alone small children) have regularly been targets of aggression by the animals or the male strangers we have met in the real world, which speaks against the continuity hypothesis.

RR2.6. Do animals practice survival skills during REM dreaming?

Doubts are expressed by Domhoff, Morrison & Sanford, and Blagrove that the behavior of cats during REM sleep with atonia is evidence for dreaming and survival skill practice during sleep. Domhoff simply asserts that it is highly unlikely that animals dream and refers to Foulkes’s (1999) view. I have explained in Note 5 in the target article why I do not agree with Foulkes’s dismissal of animal consciousness, so I will not repeat it here. Morrison & Sanford and Blagrove base their doubts on some of the experimental findings, such as that the site of the lesion modulates the type of oneric behavior observed, and that some of the cats also exhibited altered waking behaviors. Morrison & Sanford admit that the oneric movements are expressions of well-organized behavior and that the brain in REM is most like the brain in very alert wakefulness, although they do not believe that waking behaviors are being practiced in this state because they see REM as a state not optimal for the formation or consolidation of memory traces. Oneiric behavior has been studied mainly in two laboratories, Morrison’s and Jouvet’s. The latter originally
described the phenomenon in 1965. In a recent book, Jouvet (1999) offers a summary and an interpretation of these studies, providing a slightly different view from that of Morrison & Sanford.

According to Jouvet (1999), after the brainstem lesions there is no obvious motor or behavioral disturbance in the cats during waking. The oneric behaviors begin at the same instant when the first PGO waves appear: the cat opens its eyes, raises its head, and looks around. The behavioral patterns that follow are stereotypical but unpredictable: hunting, stalking, running as if chasing imaginary prey; predatory aggression, aggressive attack (fighting with an imaginary enemy), fear and defensive posture, rage. By contrast, sexual behaviors, shivering, panting, vomiting, or sneezing have never been observed during oneric behavior. Jouvet (1999) points out that it is very difficult to find out what the relationship is between different behavioral patterns and the PGO activity, because we do not know whether the randomly looking PGO activity contains some kind of a “code” that could be deciphered. Jouvet’s findings on the PGO waves show that there is simultaneous motor programming and excitation of sensory areas. He concludes:

Thus, the hypothesis that a cat dreams of actions characteristic of its own species (lying in wait, attack, rage, flight, fright, pursuit) during its paradoxical sleep is quite plausible. (Jouvet 1999, p. 92)

Directly relevant to TST is the observation that when we humans are in a corresponding state to the one that the cats were in these experiments (REM Sleep Behavior Disorder, see target article), we do experience vivid threat simulation dreams and our bodies do act out the dreamed actions. This undeniable correspondence between dream content and externally observable oneric behavior renders Jouvet’s hypothesis even more plausible. What would be needed are more studies on the oneric behaviors of other mammals besides cat (if technically possible). TST is directly concerned only with the function of human dreaming, but the evidence we currently have about oneric behaviors in cats and humans supports the idea that animals also dream, and during dreaming they practice species-specific behaviors that are important for their reproductive success in their natural environment.

Thus, there seems to be considerable evolutionary continuity in the function of dreaming in different species. Panksepp offers some support to this view by pointing out that he has repeatedly found similar archetypal REM dream themes in humans to those expressed by the oneric behaviors in cats. However, he also poses the question as to why predatory mammals should exhibit more REM sleep than their prey. Part of the correct answer probably has to do with prey-predator relationships: large prey who lack hiding places must remain vigilant at all hours. Thus, horse and giraffe have a total daily sleep time of only 2–3 hours, but 0.5 hours from that is REM sleep, which makes the proportion of REM sleep similar to other mammals with longer sleep times. Rabbit spends 1 hour, rat 2.5 hours and hamster, cat, and dog 3 hours in REM sleep per day (Zepelin 1993). There should thus be plenty of time for survival skill simulation during REM sleep in different mammalian species, but the exact amount of REM sleep (and total sleep time) probably depends on multiple factors other than the pressure to practice defensive reactions or threat recognition.

RR2.7. People without dreams

It is suggested by Domhoff that there are people who sleep adequately without dreaming and therefore it is doubtful that dreams have any adaptive function. However, the issue is not whether people without the ability to have dreams can sleep adequately or survive in the present-day world but whether or not such people would have been worse off as to reproductive success in the ancestral environment. We could just as well argue that since people who are physically unable to run (due to overweight, knee problems, etc.) survive in our society, running has no adaptive function. But if such people should suddenly be transported 100,000 years back in time, they would quickly find out that running does serve important functions, and that people unable to run will not be as successful in the original environment as those who are fast runners and have physical stamina. According to TST, the same applies to dreaming: in the original environment, people who were unable to have dreams were thereby unable to rehearse important threat perception and threat avoidance programs during sleep, and therefore were less likely to leave offspring.

Domhoff’s argument ignores the ancestral environment and thus, is not an adequate test of TST. Furthermore, he argues that it is unlikely that trauma could stimulate the development of dreaming, since children with tense home environments or personal problems did not report more dreams or more negative dreams in one study. “Tense home environment” or “personal problems,” however, hardly constitute ecologically valid cues for the threat simulation system and therefore this study is not a proper test of the hypothesis that real threats may trigger dream development. Clinical observations by Nader (1996) of children who have experienced true trauma do support it, but new systematic studies on this question certainly will be demanded.

RR2.8. Are threat simulations useful and adaptive?

Domhoff asserts that threat simulation dreams “rarely” contain successful defensive actions and therefore cannot be adaptive. In the same spirit, Hunt says that it is difficult to see how our “widely described” paralyzed fears, slow motion running, and escape tactics based on absurd reasoning could be a rehearsal of anything adaptive. Unfortunately neither of these commentators back up their assertions with any systematic or quantified data; therefore their claims appear premature. In order to be able to pass any judgments on the matter, we would first have to have some criteria as to what should count as an adaptive response in a certain situation. Hunt seems to think that “paralyzed fears” are inherently nonadaptive, but actually the proper behavioral response to fear includes an initial freezing response which is adaptive in situations where a danger (e.g., a predator) has been noticed at a distance (Panksepp 1998a). Furthermore, we need to find out how often threat simulation dreams actually contain successful defensive actions and how often not.

In a recent study, we tried to estimate this by conducting an analysis of the reactions of the dream self to threatening events in dreams (Revonsuo & Valli 2000). First, we found out that if the dream self reacts in some way to the threatening event, the reaction includes in almost all cases (94%) an appropriate action, whereas irrelevant reactions and physically impossible reactions were rare (6%). Second, we
found that there was a statistically significant relationship between the severity of the threat and the probability of the dream self taking relevant action. A relevant reaction to the threat was significantly more likely than no reaction at all (67% vs. 33%) if the event was life-threatening for the dream self, whereas if the event was not life-threatening, relevant reaction and no reaction were about equally likely (47% vs. 53%). The results reported in Revonsuo & Valli (2000) apply to students’ home-reported dream threats, but more studies would be needed to find out what happens in the threat simulation dreams of special populations (e.g., children’s dreams, post-traumatic dreams). In any case, we should not make any hasty judgments on issues that have not yet been properly investigated. In the light of the data that are presently available, threat simulation dreams may well contain useful and adaptive defensive reactions.

**RR2.9. The connection between actual dangers and threat simulation**

It is suggested by Montangero that the fact that some people have frequent nightmares without having encountered any real threats constitutes evidence against Proposition 3 (that real threats activate the threat simulation system in a qualitatively unique manner, dissimilar from the effects on dreaming of any other stimuli or experience). He further points out that many people deliberately expose themselves to dangers (e.g., they speed although they know it’s dangerous) but do not suffer from nightmares. The point of Proposition 3 was not to state that the threat simulation system could never be activated without encountering a real danger; in fact TST postulates “threat scripts” that sometimes can be activated in almost anyone, especially during times of stress. The point was to deny that there is any other type of experience apart from real threats that would influence dream content as dramatically as threats do.

Real threats, if severe enough, are immediately incorporated into dreams and frequently repeated during dreaming even for years after a single exposure to such an event. No other type of experience will be incorporated in this manner into dreams. The reason why speeding by car or crossing the street does not cause threat simulations is that such events, although dangerous in the light of traffic accident statistics, do not constitute ecologically valid cues for threat recognition or simulation. Such events do not naturally invoke in us a sense of severe threat or intense fear; therefore they are not salient for threat simulation. Instead, our threat recognition systems are naturally tuned to recognize ancestral threats. People are much more fearful, for example, of snakes, or being alone in dark woods at night, than traffic, although in the modern world it is much more probable to die in a traffic accident than be killed by a snakebite or by nocturnal predators in the woods. However, involvement in a real traffic accident where one’s life is in danger will most likely trigger threat simulations about similar situations.

**RR3. Negative effects of PTSD and nightmares**

In their thoughtful commentary, Nielsen & Germain correctly observe that the function of nightmares is a past evolutionary function rather than a current regulatory one. They argue, however, that although idiopathic nightmares could plausibly be viewed as evolutionary adaptations, nightmares induced by trauma (PTSD nightmares) are not, for the latter is a dysfunctional state with debilitating pathology (e.g., insomnia), and therefore could not have been adaptive during our evolutionary past (also Levin and Kramer present this argument). This is an important issue and deserves careful consideration. I think that the resolution will be found by examining different kinds of post-traumatic dreams and by trying to find out what would have been the case in the ancestral environment.

The question is: Can threat simulation be biologically adaptive if it results, after trauma, in a state involving insomnia, daytime sleepiness, and impaired daytime performance? To answer this question we need a cost-benefit analysis about the relative advantages and disadvantages of threat simulation, as well as an estimation as to how probable it is that ancestral humans frequently suffered from severe PTSD.

First, I will argue that ancestral humans were not particularly prone to suffer from the adverse effects of PTSD, for they were adapted to higher levels of stress throughout their lives, and the threats in the ancestral environment were, for them, mostly familiar and predictable, and did not involve such strong and prolonged fear and terror inducing simulation as do the worst threats (e.g., wartime combat, imprisonment in concentration camps) that cause the most severe and persistent PTSD in our world (e.g., Rosen et al. 1991; Wilner 1996). Therefore, our ancestors arguably had frequent nocturnal threat simulations about threats from the natural world, which nevertheless were not likely to severely disturb their daytime activities. This seems to be the case also for present hunter-gatherer populations such as the Mehinaku Indians (Gregor 1981): they have very frequent threat simulations in their dreams, but are not in general inflicted with PTSD.

Second, even if ancestral humans sometimes did suffer from PTSD-like symptoms, it is unlikely (as I argued in the target article) that this cost would outweigh the benefits. If an ancestral human broke his leg, the pain made him suffer and decreased his ability to move about efficiently for some time, but it also gave time for the leg to heal; if he was suffering from an infection, a high fever may have made him temporarily unable to forage but eventually he may have got rid of the infection. Biological defense mechanisms often make us temporarily disabled and vulnerable, but in the long run and on the average it is worth while. Therefore, immediately after a severe trauma, one may sleep less well for a few days or weeks, but after the most intensive threat simulations are accomplished, the individual is, on the average, better off now, equipped with more efficient threat perception and avoidance programs in case similar threats should return. I will now present these arguments in more detail.

**RR3.1. Were ancestral humans prone to suffer from PTSD?**

We should remember that not all post-traumatic nightmares indicate PTSD: there is a crucial difference between acute post-traumatic nightmares and the repetitive nightmares of chronic PTSD. The former type of nightmares occur after a single traumatic event and at first they contain repetitions of the original trauma, but the nightmares change with time and gradually become more infrequent
and less disturbing (Hartmann 1998). PTSD nightmares, by contrast, are chronic, repetitive, and their content does not show substantial change through time. They are typically seen in war veterans who were exposed to extremely threatening conditions for a prolonged period of time. Most of the studies on PTSD-related sleep disturbances have been made on war veterans. There is no consistent pattern of sleep laboratory findings that has emerged in all or most studies (Hurwitz et al. 1998, Ross et al. 1989, 1994; van der Kolk et al. 1984). Therefore, it is difficult at this stage to say whether, and exactly how, the objective sleep patterns are altered in PTSD, and whether the effects of other factors (substance abuse, drugs, alcoholism, aging) have been adequately controlled. Let us assume, however, that at least some PTSD patients do show altered and abnormal sleep patterns and experience severe insomnia, and that this is due to the PTSD itself rather than other confounding factors. What are the implications for TST? Does this mean that ancestral humans suffered from severe chronic PTSD and therefore were less adapted to their environment?

There are good reasons to believe that ancestral humans did not suffer from the adverse effects of PTSD nearly to the same extent as some present-day humans do. Ancestral humans lived in a world which was full of dangers from the natural world. The constant presence of predators, natural forces, rival bands, and risky activities was part of their everyday life, and the death or physical injury of local group members must have occurred rather often. Therefore the average Pleistocene human must have been adapted to significantly higher levels of trauma and stress from early childhood on than we are. By contrast, modern humans in the Western world are adapted to low levels of stress and a low frequency of life-threatening events in their everyday lives. Furthermore, some threats in the modern world, such as combat activities or concentration camp conditions, are probably more terrifying than ancestral threats were, because these highly non-natural threats involve prolonged periods of simultaneous exposure to several extreme stressors, for example, sleep deprivation, physical exhaustion and injury, undernutrition, imprisonment, torture, victimization, observing mass murder and other atrocities, sounds of deafening explosions, and so on. Typical ancestral threats, no matter how dangerous they were, did not reach such extremes of prolonged and severe fear stimulation. Thus, in the modern world the baseline level of stress is considerably lower than in the ancestral environment, whereas the conditions known to induce the worst PTSD symptoms in our times involve a higher degree of more prolonged stress and fear than any natural condition ever did.

There is evidence indicating that only individuals with preexisting low levels of stress tolerance continue to have PTSD nightmares decades after exposure to combat (Brill & Beebe 1955, quoted in van der Kolk et al. 1984). Thus, the difference between the stress levels we are adapted to in our everyday lives and the peak levels induced by the highly traumatizing conditions prevalent in our world is much greater than what was the case for ancestral humans. I suggest that post-traumatic nightmares can more easily develop into a severe and chronic dysfunction in our environment where individuals who are used to very low levels of stress are suddenly exposed to extreme threats, and, consequently, the dream production system will get stuck, even for years, with a few inordinately salient memory traces (see sect. 6.3 in the target article). Paradoxically, the modern world contains both much more protected and much more horrifying environments than any ancestral one, and an individual who moves from one extreme to the other is in special danger of later suffering from chronic PTSD nightmares. It is unlikely that our ancestors would have become severely dysfunctional with PTSD after encountering threats that always had been a natural part of their world and their relatively short lives. It is more likely that they had acute post-traumatic nightmares that constituted a temporary, functional threat-simulation response but did not develop into chronic PTSD with severe insomnia.

Levin points out that modern living still provides numerous approximates of ancestral threats (e.g., rape, physical beatings, natural disasters). He suggests that TST would be supported by evidence showing that people recover quicker from traumas resembling ancestral threats than ones completely unlike them. This prediction is worth testing, but it should be noted that even these cases are far from perfect models of what was going on in the ancestral world. Unlike most modern humans, for our ancestors the ecologically valid threat cues were not rare exceptions that intruded into an otherwise peaceful existence. Instead, they were a part of the ever-present everyday reality.

**RR3.2. Are some features of PTSD adaptive in a dangerous environment?**

PTSD includes some symptoms which, although dysfunctional in our environment, may have been useful in a more dangerous one. Individuals with PTSD are more sensitive to threatening stimuli and contexts. They show increased autonomic responses to sudden stimuli, which is a defensive response that increases the organism's preparation for motor activity. Hypervigilance, another typical PTSD symptom, is a manifestation of heightened readiness to respond to threatening stimuli or situations (for a review, see Pitman et al. 2000). These characteristics would have been adaptive and useful in conditions with continuous exposure to natural threats. In exaggerated form they are also part of PTSD symptoms, but they become dysfunctional especially after returning from an environment with high levels of threat to a completely safe environment (which did not exist for ancestral humans). A relatively high arousal level and sensitive responses to threats probably were useful rather than harmful in the ancestral environment.

**RR3.3. Does threat simulation necessarily cause disturbing nightmares?**

The clinical definition of “nightmare” includes the idea that the terrifying dream awakens the sleeper from REM sleep, and thus disrupts sleep. This definition may be clinically valuable, but theoretically we would need to find out how frequently threat simulation dreams occur after traumatic events, regardless of whether the dreams awaken or otherwise disturb the sleeper. That is, we would need to have an estimation of the frequency of threatening content both in dreams that do not radically disrupt sleep and in disturbing nightmares. Then we could compare the frequency and content of nondisturbing nightmares to ones that actually wake up the dreamer and cause insomnia. The prediction derived from TST is that the nightmares that radically disrupt sleep are only the tip of the iceberg; the exception
rather than the rule. The frequency of nightmarish dreams with threat simulations but without considerable debilitating consequences should be higher than the frequency of such nightmares that severely disrupt sleep and cause grave insomnia. This would ensure both that the threat simulations will accomplish, without premature interruptions, rehearsal of the relevant threat avoidance skills and that the individual will not be unduly deprived of sleep. This prediction should hold primarily for threats that are reminiscent of ancestral ones as to their nature and severity, and for individuals who have been used to living in environments where such threats are constantly present. We should remember that the Mehinaku Indians seem to have nightmarish content appearing very regularly in their dreams (see target article, sect. 4.1), but Gregor (1981) who stayed in the Mehinaku village collecting the dreams does not mention that these people would have suffered from any kind of sleep disturbances or other symptoms of PTSD. There is no reason to believe that our ancestors would have been constantly debilitated by PTSD, although they were likely to suffer from occasional nightmares as side effects of the efficient threat simulation in which their dream production system was continually engaged.

RR3.4. The correlation between nightmares and psychological problems

It is pointed out by Schredl that there is a correlation between psychopathology, low life satisfaction, and negative dream emotions. Levin notes that frequent lifelong nightmarish nightmares sufferers demonstrate considerable psychological dysfunction. Thus, people who are more troubled and who have mental health problems tend to have more unpleasant and negative dreams. Schredl argues that negative dreams are associated with poor adjustment and therefore the idea that threatening dreams serve an adaptive function is not supported. However, this argument is not entirely convincing, for it ignores two crucial issues: First, TST does not imply that threat simulation dreams should promote psychological or social adjustment to present-day environments, or increase an individual’s happiness or satisfaction. TST only claims that threat simulation dreams increased the inclusive fitness of ancestral humans in the ancestral environment: it says nothing at all about any other type of adaptation or adjustment than biological, nor about dream functionality in any other type of environment than the ancestral. Hence, the facts presented by Schredl are not proper tests of the actual claims included in TST. Second, a correlation between threat simulation dreams and psychological problems or psychopathology is just that: a correlation. It is not the same as causation: there is no evidence that frequent threat simulations would actually cause psychopathology; although they may be indicative of the presence of psychological problems.

Then why does threat simulation co-occur with psychological troubles? The simplest explanation is that people who suffer from high levels of anxiety, phobias, fearfulness, depression, stress, and so on, feel extremely threatened, whether by imagined or real threats. Therefore, it is no miracle that the threat simulation system is intensely active in such circumstances, trying to simulate the perceived threats and prepare the individual to overcome them (although perhaps to little avail in some of these cases). Schredl’s argument that the correlation between psychological problems and negative dreams is evidence against the adaptive function of nightmarish dreams could be compared to an argument about the immune system: there is a correlation between immune responses and multiple injuries and infections present in an individual. In fact, the less physically healthy the individual is, the more likely it is to find that massive immune responses are taking place in his body. Thus, since there is a high correlation between ongoing immune responses and low degrees of physical well-being, the immune response cannot be adaptive. I guess anyone can see what the problem with both arguments is: if the immune response and the threat simulation response are biological defense mechanisms, they are biologically programmed to co-occur with physical and psychological problems, respectively, because they fight the adverse effects of such conditions. But the regular correlation is hardly any evidence against their biological functionality; on the contrary, it is evidence for it.

RR3.5. The costs and benefits of threat simulation

Levin suggests that nightmare sufferers “retain a closer link to their ancestral vestige of the early fight-flight patterns than do other individuals.” I agree, but would rather say that the threat-simulation system is more sensitive or more highly activated in individuals with chronic nightmares. Schredl argues that the group of frequent nightmare sufferers should have increased by natural selection, but since in actual fact this group is small, threat simulation has not been selected for. This argument disregards the fact that genetically transmitted phenotypic features usually show variation within the population so that selection can work on them. Most features involve both benefits and costs, relative to the environment where they are expressed. Thus, individuals with a very sensitive threat simulation mechanism perhaps enjoy the benefit of having extremely primed threat perception and threat avoidance programs but suffer the cost of somewhat disrupted sleep or severe PTSD more easily than individuals with less sensitive threat simulation systems. By the same token, individuals with an extremely sensitive immune system may more easily fall prey to severe allergies or autoimmune diseases. Natural selection does not exclusively favor sensitive immune systems or threat simulation mechanisms over less sensitive ones, for at some point or in some environments the costs of increased sensitivity will exceed the benefits. Therefore, the fact that chronic nightmare sufferers represent only a small proportion of the total population is in accordance with the normal distribution in the population of the sensitivity of the threat simulation mechanism.

RR4. Evidence from typical dreams

Interesting data on the most prevalent themes in dreams are provided by Germain et al. In order to be able to interpret the results properly, it is important to understand what these studies reveal and what still remains unknown. The data were collected by having the subjects fill in a questionnaire where they check off from a list of 55 typical dream themes the ones that they have experienced. Thus, this method basically measures what kind of dream themes
the subjects can remember having experienced at least once in their lives. To check off a theme, it is sufficient to have experienced it only once or a few times, but in such a way that it has had a lasting effect on long-term memory. Therefore, the results do not reveal anything about the absolute or relative frequency of the themes that are checked off. We cannot tell which dream themes perhaps occurred only very rarely but were highly memorable and which ones perhaps recur regularly almost every night. Thus, we should keep in mind that this measure cannot distinguish the memorability from the frequency of dream themes. Once this reservation is granted, we will see that none of the results pose serious problems for TST, on the contrary, the better part of them seem to directly support it.

The results reviewed by Germain et al. reveal that as much as 67–86% of undergraduate students remember dreaming about being chased or pursued, and that this is the leading remembered theme in their dreams. The result is of course very well in accordance with the predictions of TST. It could be interpreted as strong evidence for the existence of universal threat scripts in the human dream production system, and for the occasional activation of these scripts in almost everyone, regardless of whether the person has ever actually encountered any ancestral threats comparable to the content of the threat scripts.

The results show that contemporary concerns are also among the most prevalent dream themes. Germain et al. say that it is not clear why dreaming should so often represent contemporary concerns if its function is geared toward dealing only with ancestral sources of threat. However, as I explained in section 6.2 of the target article, TST does explain why and how current concerns get incorporated into our dreams: they are mild threats and have higher saliency for dream production than completely neutral or positively charged themes. All memory traces with negative emotional charge and/or recent activation are salient for the dream production mechanisms and therefore, in modern populations, also the traces representing current concerns frequently end up being themes of threat simulation. The high prevalence of current concerns cannot be regarded as evidence against TST.

Still, some dream themes with high prevalence are not related to threat simulation: especially sexual experiences and flying. Falling is more ambiguous and could well be part of a threat simulation dream, since falling from cliffs or other high places obviously constituted a serious risk to physical health in the ancestral environment. How much serious evidence against TST do these results constitute? Not very serious, for we should now remember that prevalence is not the same as frequency. While threatening events in dreams have both high prevalence and high frequency, sexual experiences and flying have only high prevalence but very low frequency. In a recent study, we calculated the frequency of all kinds of threatening events in 592 home-based dream reports from 52 Finnish university students (Revonsuo & Valli 2000). We found that there were altogether 672 threatening events described in these reports, on the average 1.2 threatening events per dream report, although some reports contained several threats and one third of the reports contained none. All the subjects had at least some threatening events in their dream reports.

These results confirm that threatening events not only have high prevalence but also high frequency in dreams. By contrast, this does not seem to be the case for sexual dreams. In the Hall & Van de Castle normative sample, only 4% of the dreams reported by female subjects and 12% by male subjects contained any sexual activity. Furthermore, as Domhoff (1996, p. 60) notes, "sexual interactions in dreams are far more likely to be fraught with negative emotions than popular stereotypes suggest." Therefore, the presence of sexual activity in a dream by no means excludes the possibility that it is a threat simulation dream depicting for example, threat of being raped, other types of sexual harassment, or current concerns about one’s sexual potency or desirability. The frequency of flying in dreams is even lower, with about 0.5–1% of dream reports containing it (Domhoff 1996). The high prevalence in this case obviously reflects the high memorability rather than high frequency of the theme.

Germain et al. mention that only about 20–30% of undergraduates remember ever dreaming about snakes, wild violent beasts, or insects and spiders, but they correctly note that this can be explained by the general trend, with age, towards lower frequency of animals in dreams if the actual environment contains few. And of course, we should not expect undergraduates to recall what kind of animals they were dreaming about when they were small children. However, Germain et al. then raise the question of why natural disasters have low prevalence in dreams, and (although we need more data on this) it appears that even children do not very frequently dream about natural disasters. Our own studies on the frequency of threatening events in dreams confirm this (Revonsuo & Valli 2000). Of the 672 threatening events that were identified in the students dream reports, only 2.5% represented "catastrophes" (uncontrollable natural, technological or social forces that pose a threat). Why might this be the case? I think we need to consider the original ancestral environment once again.

There is wide agreement that the most important geographical area in hominid and human evolution is Africa, especially sub-Saharan, eastern and southern Africa. This area is not located at the margins of the earth’s crustal plates where structural stresses may be released as frequent earthquakes and intense volcanicity. Therefore, earthquakes and volcanic eruptions have probably been too infrequent to pose a constant selective pressure on ancestral human populations. Furthermore, it is unclear whether there would be any effective responses available against the threats posed by large-scale disasters, such as earthquakes, that could have been rehearsed during dreaming. Tornadoes, strong winds, forest fires, and tidal waves have probably been more frequent than earthquakes, but still much more infrequent than encounters with the ever-present predators, other dangerous animals, or aggressive humans. There has been a considerably higher selective pressure to train the skills needed in perceiving and avoiding the latter types of dangers than natural disasters. Furthermore, there are several readily available behavioral patterns that can be used and rehearsed for efficient avoidance of predators, dangerous animals, and aggressive attacks. Therefore the threat scripts and other biases in our threat simulation system primarily reflect that kind of ancestral threat. We can even formulate a prediction from this: if paleoecological studies identify an ancestral threat that occurred with high frequency in the ancestral environment and posed a significant selective pressure on ancestral humans and was the kind of
threat where skilled avoidance behavior did make a difference for the inclusive fitness of the ancestral individual, then we should find that the same theme is frequently simulated by the threat simulation mechanism during dreaming. Conversely, if such ancestral threats are discovered but we never dream about them, it would constitute disconfirmatory evidence against TST.

Germain et al. wonder why the threat simulation system should adjust its simulations to better fit the actual environment; they say that such change would not serve any obvious function. On the contrary, I would say that it does serve a rather obvious function. It would be advantageous to have a somewhat flexible threat simulation system that is sensitive to possible changes in the environment and to the threats it contains. For example, in ancestral populations climatic changes or migration to new habitats may have introduced new types of threats that involved great selective pressures for the population but had not been encountered previously and did not belong to the innate repertoire of the threat simulation system. A flexible threat simulation system will make an attempt to simulate these new types of threats as well, whereas an inflexible one would continue simulating only the threats contained in the original repertoire. It appears that the flexible system would be able to solve a greater number of adaptive problems than the inflexible one. Germain et al. also wonder why children raised in environments completely free from threat do not cease to have threat simulation dreams altogether. The answer is that the threat simulation system is a biological defense mechanism that is always ready to react to possible threats. It evolved in an environment where certain types of threats recur over and over again for hundreds of thousands of years. This very long evolutionary history left a lasting mark in our dream production system that the present, “non-natural” environment cannot wipe out, at least it has not been able to do it in the very short period of historical time (less than 1% of the whole human evolutionary history) during which ancestral threats have ceased to present major selective pressures on humanity. The threat simulation system, just like the immune system, cannot be turned off for good even if no inappropriate enemies are presently in sight. Our threat simulation system will make an attempt to simulate whatever current concerns are encountered, and the immune system attacks whatever invaders are discovered within us (sometimes only harmless pollen). From our point of view it might be more adaptive if these defense systems could simply be turned off by will, but they cannot, and they will stubbornly try to do the job that natural selection designed them to do, even if it appears that in the modern world they have sometimes been sent on a fool’s errand.

In sum, I think Germain et al. have done a valuable service by reviewing the data from the prevalence of typical dream themes. However, since the study is based on what people remember about the dreams that they have had, not on the quantitative content analysis of systematically collected dream reports, the results must be taken with proper caution and combined with studies of the frequencies of such themes in reported dreams. When this is done, the data offers remarkably strong support for TST. The worries that Germain et al. have about the low prevalence of natural disaster dreams, the high prevalence of other than ancestral themes in dreams, and the change of dream content with time did not prove to be difficult to explain by TST.

**RR5. Evidence from recurrent dreams and nightmares**

The content of recurrent dreams is informatively reviewed by Zadra & Donderi (see also Zadra 1996). There are several features in this data that lend support to TST. First, being chased is the most common theme in the recurrent dreams of both children and adults. Negative affect was far more common than positive affect (about 80% vs. 10%), fear or apprehension was the most frequently reported emotion (occurring in 79% of childhood recurrent dreams), and misfortune far more frequent than good fortune (42% vs. 4%). All of this is in accordance with the view that the most typical recurrent dreams are powerful threat simulations. Furthermore, there were interesting differences between childhood and adult recurrent dreams: in childhood dreams the dreamer was more often in danger than in adult dreams (65% vs. 42%). The most frequent childhood recurrent dreams contained severe threats that would have been highly relevant to a child’s survival in the ancestral environment (being chased; death of family members; being alone and stuck or trapped; facing natural forces). The recurrent dreams of adults contained a lower degree of ancestral threats but a higher degree of current concerns for example about house maintenance and personal competence. This again demonstrates the malleability of the threat simulation system to incorporate other than ancestral threats that frequently occur in the present environment. Ancient concerns, the default values in the threat simulation system, are slowly (but never completely) replaced by milder current concerns.

In the light of these results, there is no doubt that most (though not all) recurrent dreams can be regarded as threat simulations. Recurrent dream themes that may have other roots are: flying, losing one’s teeth, and being unable to find a private toilet. It should be noted that the latter two themes only occur in adults’, not in children’s recurrent dreams, and although both themes depict rather peculiar threats, there are plausible physiological explanations for both. Stimulation from a full bladder during REM sleep might sometimes get incorporated into a dream, and thus modulate dream content, creating this type of recurrent dream where one feels the need to find a private toilet. Bruxism, or toothgrinding, occurs in 70% of all people during sleep, it is more severe during times of stress, and it occurs in all stages of sleep (Stepanski 1993). I am unaware whether there are any relevant studies in this area, but I would hypothesize that dreams about losing one’s teeth are triggered by episodes of bruxism during sleep when the sensations elicited in the mouth are incorporated into the dream. Thus, the origin of these peculiar recurrent themes is most likely physiological, and the existence of these themes does not change the fact that most recurrent dreams are threat simulations of ancestral or current concerns.

Zadra & Donderi report that in their database of several hundred nightmares, they find threat perceptions but not adaptive threat avoidance programs, because the dreamers awaken either while trying to escape or at the moment they are caught or attacked. However, they have not made any quantitative analysis of the data yet. Furthermore, they say that many nightmares contain bizarre and unrealistic elements. As Zadra & Donderi note, to evaluate these issues we would need to conduct quantitative content analyses of nightmares. I would add that such analyses
should be made on dreams from different populations, especially children’s nightmares and nightmares from populations that live in environments that contain ecologically valid cues of ancestral threats. It is only such studies that could tell us whether the threat simulation system might have worked appropriately in the ancestral environment. Furthermore, we need to analyze not only nightmares that woke the dreamer up but also completed threat simulations that were not disrupted by awakening. It is clear that we will not find appropriate responses to threats in nightmares if the dream was disrupted before there was any time to respond. Thus, we need to make content analyses of threatening events in such dreams and nightmares that were not disrupted but were experienced and reported in full, and we also need to find out how often there are threat simulations that do not disrupt sleep compared to those that do.

We have recently reported a study on threatening events in the dreams of university students (Revonsuo & Valli 2000) that sheds some light on the issues raised by Zadra & Donderi. Of the 672 threatening events that we identified in the dream reports, 17% were disrupted and 14% discontinuous, which means that it was not possible to properly evaluate the response to, or the consequences of, the threatening event. In some dreams, the dream self was not present in the scene of threat or otherwise did not react to the threat. However, in 54% of the threatening events the dream self was reported to react somehow to the threatening event. Ninety-four percent of these reactions were appropriate and relevant to the threatening situation, whereas irrelevant reactions (4%) and physically impossible reactions (2%) were rare. Furthermore, a relevant reaction by the dream self (as opposed to no reaction) was significantly more likely to be associated with life threatening situations than less dangerous ones, showing that when the threat simulation system is properly activated by a highly dangerous threat, then the dream self probably reacts in some way that would be relevant in a corresponding real situation. Also this issue should be studied in detail in children’s dreams and in the dreams of people exposed to ancestral threats; TST would predict an even higher proportion of relevant reactions in their dreams.

Another issue raised by Zadra & Donderi is that the consequences that the dream self suffers because of threat simulation may be severe, such as total destruction of the body. Our study (Revonsuo & Valli 2000) does not support such a conclusion. Most threat simulations are not reported to have any consequences. Severe consequences were extremely rare: there were no cases among the 672 threatening events where the dream self would have suffered fatal injuries or death, and only in less than 2% was there serious injury or death of significant others. Threatening events do not often simulate severe losses; in fact, the threat simulation system does not seem to show that much interest in simulating what happens after the immediate threat is over. Neither do our data support Zadra & Donderi’s view that threat simulations would usually be bizarre or unrealistic. When we evaluated the sources of the threatening events, only 4% could be traced back to unrealistic sources (e.g., fantasy, science fiction, horror stories, mythology), whereas 63% depicted events that belong in the dreamer’s everyday world.

Zadra & Donderi do not seem to be satisfied with the answer that the threat simulation system becomes fully active only under some special circumstances, because they think that it dismisses most dreams as evolutionarily useless epiphenomena that just waste time. However, we should remember that in the ancestral environment (for which the dream production system was designed) humans could rarely enjoy the luxury of periods completely free from threats. Modern human populations now have artificially created environments free from ancestral selective pressures where the simulation of ancestral threats is no longer really required. The dream production mechanisms (or TST) should not be blamed for that. We ourselves have made dreams less important by removing ancestral threats from our environments. If one day humankind will be able to remove all infectious micro-organisms from its environment, the immune system might become largely useless as well, because it is not essential in a completely sterile environment. But this will not make the immune system a biological epiphenomenon since it is an evolved adaptation in origin. Furthermore, there are several biological adaptations that are useful only during quite limited periods of time. For example, female breasts are not particularly useful unless the woman has recently given birth to a child. If we take a “representative sample” of females of all ages, we will probably find that, at the time of the study, breasts serve no function for most of them. Even so, we would not be justified to conclude that most breasts are therefore mere biological epiphenomena. Some of them may already have ceased to serve their function, some may one day become fully active and start to serve their function, if certain conditions are met. The same applies to human sperm cells: countless billions of them never have the slightest chance to fulfill their biological function, fertilization, yet the wasted sperm cells are not biologically epiphenomenal.

Analogously, a representative (and indiscriminate) sample of dreams may not reveal what the dream production system is tuned to do under certain special circumstances: many biological adaptations only become active under specific circumstances. Dreams that do not simulate threats are not “evolutionarily useless epiphenomena” to any greater extent than female breasts that do not give milk, or the billions of male sperm cells that never fertilize an egg cell. The real question about biological functionality is whether these biological systems would react otherwise if certain conditions were met (if the need to prime threat perception, to feed a baby, or the opportunity to enter an egg cell, should arise). To point out, for example, as Montangero does, that since most dreams deal with nonthreatening situations, the function of the majority of dreams cannot be threat simulation is to misunderstand the nature of biological functionality. Furthermore, the claim that “most dreams deal with nonthreatening events” may turn out to be incorrect: our recent study shows that most dreams (66% of dream reports in our sample) do include threatening events (Revonsuo & Valli 2000).

**RR6. Other forms and functions of dreaming**

Several commentators regard TST as implying too restricted a view of dreaming and dream function. Hunt complains that TST ignores or denies many other forms of dreaming, such as lucidity, creative-imaginative dreaming, and problem-solving dreams. He also protests that there are dream-centered societies that have different kinds of dreams and cultivate dreaming for other purposes than the
Mehinaku Indians. In order to reply to these accusations, let me explain what kind of claims TST actually implies and what it does not. TST is a theory about the biological functions of dreaming and it identifies the kinds of dreams and dreaming that would have had adaptive value for ancestral humans in the original environment. TST does not claim that other forms of dreaming than threat simulation do not exist. That would be outright silly, for obviously other forms of dreaming do exist: there certainly are lucid dreams, dreams certainly have inspired creative thinking, perhaps in a few rare cases dreaming has contributed to scientific advances (in fact, some of my own threat simulation dreams contributed to the formulation of TST, so I can testify that dreams have helped in the discovery of this particular theory!). In some cultures these types of dreams may be regarded as more interesting or significant or valuable than threat simulation dreams.

Still, these other forms of dreaming have no biological function. The culturally invented functions of dreaming are independent of the biological function. The Mehinaku Indians do not regard their own dreams as threat simulations, but, instead, as clues to the future, symbols of events to come, that can be decoded with the help of complex metaphoric equivalencies of color, shape, and action (Gregor 1981). There is no doubt that other cultures have invented other uses for their dreams; that is by no means questionnable, or denied by TST, as vented other uses for their dreams; that is by no means.

However, I am not aware of any other present-day dream-centered societies — that could be regarded as reasonably good models of ancestral hunter-gatherer societies — the theoretically most crucial source of data for testing TST. A dream-centered society that leads a life completely different from the hunter-gatherer way of living may not have any particular relevance to testing TST (which of course is not to say that it would not be interesting to study such societies and their dreams for other purposes).

Many commentators were prepared to accept the view that dreams are simulations, but they argued that it would be useful to simulate also other types of activities than threat perception and avoidance. Humphrey, Cheyne, and Peterson & DeYoung all regard dreaming as closely similar to play.¹ Peterson & DeYoung suggest that dreams may be positive, exploratory, creative play and thus part of the process of adjustment to novelty. Humphrey argues that dreams can help in the development of social skills, empathy, and interpersonal understanding; a child can apply the developing theory of mind to the characters encountered in dreams and can introduce introspectively observable mental states that are as yet unfamiliar in real life. Nielsen & Germain argue that dreaming might simulate multiple, cognitive, and socio-emotional functions that are pertinent to our species today: the simulation of interactive character imagery would constitute adaptive simulation of attachment relationships; simulation of self-imagery may facilitate functions related to ego development or motor competence; place imagery may facilitate spatial learning and orientation. Blagrove argues that rehearsing positive things is as important as threat simulation, and Clancey suggests that peaceful activities (such as could be found in the Mehinaku dreams) are as important for survival as threats so perhaps it would be useful to simulate them as well. Peterson & DeYoung propose that since nightmares are easily recalled and communicated to others, perhaps the function of dreaming is to let the whole community know about these current problems and threats so that they could be solved with the help of the whole social group.

Rotenberg (and also Greenberg) advocates the idea that REM sleep and dreams are related to the restoration of search activity. The concept is somewhat vague, characterized as including for example flight, flight, and creativity but excluding “stereotyped behavior,” “freezing” or “panic behavior.” However, it is difficult to figure out exactly how “search activity” is related to threat perception and avoidance, since adaptive fight or flight responses to threats may include initial freezing (to avoid being detected by a potential enemy), panicky escapes from mortal dangers, or stereotyped defensive actions. The concept of “search activity” should be clarified substantially before it is possible to evaluate its relation to TST. Shevrin & Eiser support the Freudian view that dreams deal not with external threats but with internal conflicts, and sometimes succeed in their wish fulfillment; they regard bad dreams as failures of dream function. Shevrin & Eiser (and also Ardito and Montagnero) support the idea that the function of dreams is to protect sleep.

First and foremost I want to emphasize that TST certainly does not show or claim that other functions of dreaming than threat simulation do not exist or are not possible. Having said this, I hasten to add that, although I find some of the above proposals fascinating, unfortunately the case for them does not seem to be very strong. If these suggestions are offered as serious candidates for being biological functions of dreaming, then they will have to be subjected to a similar evolutionary cost-and-benefit analysis as threat simulation. These suggestions suffer from one serious weakness: it is difficult to imagine what the selective pressures would have been in the ancestral environment that would have increased the inclusive fitness of individuals with the kinds of alternative dream simulations suggested by the commentators. The crucial difference between threat simulation and all other cognitive or social simulations is that real threats involve fatally high risks, and therefore encounters with them have costs too high to allow much rehearsal in the real world. All the other activities and skills that were mentioned as possible functions of dreaming involve little cost if explored and practiced in the real world. Therefore, it is difficult to see what the advantage, in terms of increased fitness, would have been to simulate them during dreaming if the real thing was available all the time, and with little cost, during waking (or, conversely, what the disadvantage would have been of the failure to simulate these things).

I would welcome any carefully formulated hypotheses on other biological functions of dreaming, as long as they are backed up by convincing empirical evidence. Those who claim that dreaming has other biological functions than threat simulation have the burden of proof to show that their hypothesis is supported by a wide range of evidence from normative dream data, typical dreams, recurrent dreams, post-traumatic dreams, children’s dreams, hunter-gatherer dreams, and so on. The task for TST is not to prove that other biological functions of dreaming do not exist. TST only shows that at least threat simulation is a biological function of dreaming. So much the better for dream theory if other plausible hypotheses can be formulated, but I am not tempted to give it a try, nor do I believe it to be an easy task. So far as I can see (which may not be very far), it is not viable to make as strong a case for any other biological function of dreaming as for threat simulation. The sheer
variety of the different proposals, the disagreements be-
tween them, and the fact that none of them covers as wide
a range of data as TST does, make it difficult to see which
proposals, if any, should really be taken seriously.

RR7. Support for TST from multiple
independent sources

So far, I have concentrated on responding to the critical
points raised against TST in the commentaries. However, I
was happy to note that many commentators also provided
evidence supporting TST and formulated new hypotheses
that could be tested in future studies. Whether or not TST
will be accepted by the research community in the long run,
at least it is capable of generating new testable predictions
at multiple levels of description, and therefore seems to be a
hypothesis well worth taking seriously.

Humphrey’s and Panksepp’s views on the function of
dreaming appear to be in broad agreement with TST. Both
acknowledge the importance of an evolutionary approach,
and Panksepp emphasizes the role of emotions in the ex-
planation of REM sleep and dreaming. His view of the
REM state as an ancient form of waking consciousness, an
emotionally guided state of mind, is not in conflict with
TST. Bednar suggests that a modification of the model by
reversing the sequence of perceptual content leading to
emotional response would simplify the model without giv-
ing up the basic idea of the theory. I am open to the possi-
bility that Bednar’s proposal might work just as well as the
original one. The difficulty is in devising empirical exper-
iments that could contrast these two hypotheses with each
other. In any case, we do need more precise explications of
the learning mechanisms involved in threat simulation, and
Bednar’s suggestion is a viable option.

Shakelford & Weekes-Shackelford accept the evolu-
tionary psychological perspective of TST and they propose
further testable predictions concerning the content of
dreams. Their hypothesis is that male and female psychol-
ogy might generate different kinds of threat scenarios for
the dream production mechanisms to simulate. That is a
definite possibility that will have to be addressed in future
studies. In our recent study (Revonsuo & Valli 2000), we did
not find significant gender differences in the relative distri-
bution of different kinds of threats, apart from the higher
proportion of direct physical aggression in the threatening
events reported by male subjects (this gender difference
has been reported in numerous studies before). However,
we did not look into dreams about sexual infidelity sepa-
ately. My impression is that such a theme was not frequent
in our sample of threatening dream events. A more com-
mon threat theme in female dreams appeared to be being
involved in sexual activity with, or having an intimate com-
mitment to, an undesirable partner. This might well be a
sex-specific threat theme with a clear evolutionary ratio-
ne, but it is too early to say for sure until a proper quanti-
tative analysis of such threats is conducted in a sufficiently
large sample of dreams.

As discussed above, the results from studies on typical
dreams (Germain et al.) and recurrent dreams (Zadra &
Donderi) provide substantial positive evidence for TST,
especially if they are combined with detailed studies, such
as our own, on the frequency of threatening events in
dreams (Revonsuo & Valli 2000). Furthermore, Zadra &
Donderi provide a beautiful example of a fully realistic
dream a figure skater had during the Winter Olympics. In
this case, the dream apparently constituted a useful re-
hearsal of complex motor performance in the face of a
threatening failure. Cheyne supports the idea expressed
in the target article that several sleep disorders can be bet-
ter understood if they are interpreted as inappropriate
activation of the threat simulation mechanisms. Garfield
interprets depression as involving decreased activity of
dream production and threat simulation, whereas in REM
sleep behavior disorder and in some cases of violent be-
havior during sleepwalking we are dealing with an overac-
tive or inappropriately timed activation of the threat simu-
lation mechanisms. Cheyne points out that sleep paralysis
associated with hypnopompic hallucinations very frequently
involves intense fear and an experience of being assaulted
by an intruder or at least the sense of a malevolent unseen
threatening presence. In these cases the threat simulation
mechanisms appear to be strongly activated as well. Taken
together, TST seems to unify this new data from a variety
of sources in a theoretically meaningful way.

Wichlinski explores the implications of TST at the neu-
rochemical and pharmacological level of description, and
provides several significant observations that seem to sup-
port TST. Most pharmacological agents that reduce REM
sleep also reduce nightmares and, conversely, many agents
that enhance REM induce nightmares. The REM rebound
that occurs after pharmacological REM suppression can
dramatically increase the frequency of bad dreams. Thus, it
would appear that pharmacological REM suppression and
enhancement correlate with the level of activity of the
threat simulation mechanism.

Wichlinski is rightly rather cautious in the interpreta-
tion of this data, since many questions about the complex
neurochemical mechanisms that mediate these effects re-
main open. In any case, it is encouraging that TST is con-
sistent with data from a completely independent source
dealing with the level of pharmacological and neurochem-
ical mechanisms. Kriechhaus seems to accept the core as-
sumptions of TST with some minor modifications. He ar-
gues that the neuroanatomical basis of the threat simulation
system is to be found in the Papez circuit, and the compe-
tition between hippocampus and amygdala. I agree that the
interaction between amygdala and hippocampus seems to
have an important role in dream generation, but it is prob-
ably too early to anatomically localize the threat simulation
mechanisms with any certainty.

RR8. How to test TST properly?

TST can explain (or at least is consistent with) a vast amount
of data from a variety of sources. However, it is clear that
the theory must be rigorously tested in future studies in or-
der to find out its strengths and potential weaknesses. New
falsifiable empirical hypotheses and predictions, derived
from the theory, must be formulated. (This is indeed possi-
ble, contrary to Hunt’s assertion that the theory is “inher-
tently untestable”). Here we must be very clear about the
claims and the predictions of the theory in order to find out
what would constitute disconfirmatory or confirmatory ev-
idence for the theory.

TST postulates that there is a dream production mecha-
nism that brings about organized simulations of the per-
ceptual world during sleep. The biological function of this system is to produce organized threat simulations. These are constructed from two sources: threat scripts depicting ancestral dangers, and emotionally charged, recently activated memory traces of real threatening events encountered in the environment. The threat simulation system has default values consistent with the ancestral environment and ancestral threats. The default values dominate threat simulations in children’s dreams, but if there are no ancestral threats in the real environment, then whatever other types of threats there are will slowly take the lion’s share of the threat simulations. The threat simulation system can be activated in different degrees. The lowest level of activation should occur in an environment where the individual’s life and physical well-being is seriously threatened. The optimal functioning of this system occurs in individuals whose life resembles the life of ancestral humans in that there are threats from the natural world corresponding to ancestral ones, and that they have been constantly present from early childhood on so that the individuals are well adapted to a constant level of stress. Since the life expectancy of ancestral humans was barely 25 years, we should expect the threat simulation mechanism to work optimally in children and adolescents for whose survival the system made a difference in the ancestral conditions. There was no age-group there that would resemble the elderly people of our world; therefore, the threat simulation system may not be activated in the elderly people to the same extent as in people under 20 years of age.

How do we test whether the threat simulation mechanism really exists and whether it behaves the way the theory postulates? What are the most crucial tests and what kind of tests are not so revealing? How to separate the predictions of TST from the predictions of competing theories? TST postulates that threatening content constitutes special, unique input for the dream production system, whereas the random activation theory (RAT) and the continuity hypothesis deny this. By contrast, they postulate that all emotions are represented in dreams to the same extent that they are represented in the waking world (or in autobiographical memory thereof). No type of emotion has a special status in dream production. The central tenet of TST is the existence of a specific threat simulation response to perceived external threats. TST predicts that if an individual experiences real events, each one of which elicits different (positive and negative) strong emotions, the events that represent serious threats for the individual or significant others (e.g., physical assault, serious accident) will be incorporated into dreams as threat simulations significantly more often, and such dreams will persist significantly longer than any dreams incorporating the events involved in nonthreatening emotional events. If threatening and nonthreatening events that both involve strong emotions were found to be incorporated into dreams to the same extent, then we would have evidence that threatening real events do not have any special status in the construction of dream simulations, that is, there is no special threat simulation response as postulated by TST. If one really desires to falsify TST once and for all, the best way to do it would be to show that there is no such thing as a specific threat simulation response.

Blagrove and Price (2000) report that happy skilled individuals tend to have happy dreams. Does this constitute falsifying evidence against TST? First, we should note that the data in this study were collected with a questionnaire, which gives a limited view of the variety of dreams that people have. Second, the correlation between waking happiness and dream happiness, although significant at the p < 0.05 level, was relatively low, only .19. The correlation between traumatic life-events and threat simulation dreams (nightmares) would appear to be much stronger. In any case, it is quite likely that happy, skilled people also live in an environment that is relatively free of severe threats, therefore it would not be surprising to find that their threat simulation system is not particularly active. Thus, this study does not properly test TST, for TST would not predict a high frequency of threat simulation dreams in such a population.

A proper test of TST would be along the lines described in the previous paragraph: the responses of the dream production system to similar intensities of different kinds of emotions should be compared. If the system does not show a special response to threatening content, then the prediction derived from TST would be disconfirmed and those derived from competing theories would be confirmed.

Blagrove argues that a proper test of the theory would be to find threat themes in people who are not hunter-gatherers or traumatized. But what can we expect to find in such cases where TST predicts that the threat simulation system is not highly activated? TST postulates that there are ancestral threat scripts dormant in everyone’s dream production system, even in people who never were traumatized or practiced the foraging way of life. These scripts may become active every now and then in almost anyone. The most convincing evidence of the existence of these scripts are the uncontestable and highly replicable findings (see the commentaries by Germain et al. and Zadra & Donderi) that as much as 80–90% of ordinary young adults (most of whom probably had not been traumatized and certainly none were hunter-gatherers) have had dreams of being chased or pursued and that over 40% have had recurrent dreams of this type, especially during childhood. This is the most frequently reported dream theme in studies of both typical dreams and recurrent dreams. The explanation provided by TST is that this reflects the activation of the ancestral threat scripts built into the threat simulation mechanisms. Competing theories, RAT and the continuity hypothesis, are unable to account for these findings, for there is nothing random in these highly organized threat simulations, and very little that forms a continuum with the everyday life of school children or typical college students in the modern world.

Thus, any study that properly tests TST must carefully take into account the actual predictions that can be derived from this theory before some intuitively plausible counterexamples which nevertheless are not in conflict with the theory. For example, as I have tried to explain in the target article and in this response, the following facts do not constitute disconfirmatory evidence against TST:

1. There are many dreams that do not simulate threats.
2. There are some threat simulations that have negative effects and disturb sleep.
3. Many dreams contain bizarre features.
4. Having nightmares or recurrent dreams correlates with psychological problems.
I will not here recapitulate why these facts do not disconfirm TST; the arguments can be found elsewhere in this treatment. However, the following facts, if confirmed, would pose problems for the theory:

(a) There is no special or unique threat simulation response that would be any different from the effects of non-threatening, positive events; all highly emotional real events elicit a similar dream simulation response where there are frequent dreams about the emotionally charged event.

(b) There were ancestral threats which posed serious and continuous selection pressures on humans and for which they had potentially efficient behavioral avoidance strategies that were rehearsable, but we never dream about such threats. Here TST would thus predict the existence of a corresponding threat script.

(c) The dreams of children and adolescents who have been exposed to ancestral-like threats since early childhood do not simulate the threats or efficient responses to them.

(d) There is a population of hunter-gatherers that is a good model of ancestral human way of life, but whose dreams only infrequently simulate ancestral threats.

(e) There is a culture whose members never have threat simulations in their dreams or never experience nightmares.

(f) Threat simulations make no difference to perceptual and motor skills and do not support or improve later performance in similar threatening situations.

The most important empirical task now is, as noted by several commentators, to conduct detailed quantitative content analysis studies that describe in detail the frequency and nature of threatening events in the dreams and nightmares of different populations, especially children, traumatized individuals, and hunter-gatherer populations. Our own recent study was carried out in this spirit (Revonsuo & Valli 2000); we developed a detailed rating scale to identify and describe threatening events in dreams. The first results on students’ dreams are consistent with the predictions of TST. We will continue similar studies with dreams collected, for example, from traumatized children.

The most difficult aspect of TST to test empirically is the claim that threat simulations are causally responsible for better performance in comparable situations. We can test this claim indirectly by investigating the role of REM sleep in implicit learning. As mentioned in the target article, there is evidence that REM sleep deprivation impairs implicit learning. Panksepp furthermore points out that REM-deprived animals are deficient in the shuttle avoidance task, which supports TST. Schredl suggests that it may be possible to traumatize animals and see whether nightmares can be induced in them and whether such animals learn an avoidance task more easily. We will certainly need many imaginative ideas like this before the issue about threat simulations and improved threat perception and avoidance skills can be settled. We should be able to somehow measure the performance (e.g., reaction times and error rates) in threat perception and threat avoidance tasks that are more or less naturalistic (requiring, e.g., visual search for cues of potential threats, sustained attention, and rapid response selection). Consequently, performing such a task should induce similar threat simulation dreams. This may be very difficult to achieve and, even if achieved, such an experiment may be ethically problematic as it might induce persistent recurrent nightmares in the participants.

Perhaps some sort of virtual-reality game that presents threatening events and requires fast and correct responses would be technically possible. If it is realistic and immersive enough, perhaps it would elicit true emotions in the subject and result in true threat simulation dreams. If the level of performance improvement in such a game correlates with the frequency of threat simulations about the game in an individual’s dreams, then TST would gain support. It remains to be seen whether any such threat simulation game will ever be a practically feasible option as an experimental method to test TST.

RR9. TST and the philosophy of consciousness

Gunderson raises some philosophical issues that TST must face, since TST is not a philosophically innocent theory of dreaming but includes metaphysical assumptions and commitments concerning the nature of consciousness in general. I am grateful to Gunderson for bringing these questions to the forefront, for I believe that the philosophical implications of a theory on dreaming are at least as important as the empirical ones. Although this is not the place to develop a full-scale philosophical theory (some initial ingredients can be found in Revonsuo 1995; 2000), I will briefly clarify my position. Gunderson argues that TST suffers from what he calls “perspectival problems.” He says that instructive simulations need a participating subject or perspective, but that it cannot be identified in the dream, at least not any such subject that would also exist in the real world. My view is that, as empirical evidence shows (e.g., Foulkes & Kerr 1984), the vast majority of dreams is experienced from the first-person point of view, as a personal embodied presence in the dream world. The experience we have of being present and embodied in the waking world is practically identical. Therefore, the phenomenal body image that provides us with the experienced presence in a world is, I believe, the same, but during dreaming it is modulated by a short causal chain that originates in the activation of the body representations in the brain, whereas during waking it is modulated by a longer causal chain that originates in the sensory organs and sensory nerve endings all over our actual flesh-and-bones body. Thus, it is the same phenomenal subject, me, both in the dream world and in the waking world. It is an uninteresting grammatical question who, in that case, is the person or self or subject who dreams. The facts are that sometimes I find myself present in the waking world, sometimes in the dream world. Perhaps it would be best to say that it is the brain that is either awake or dreaming, but in both cases I myself am simply present in a world, whether a dream world or a real one. As Rodolfo Llinas once put it in a talk: “Life is but a dream guided by the senses.”

Gunderson is on to something when he says that I treat the whole of subjective experience or the phenomenal level of organization as a mechanism; a neurobiological mechanism that is also a subject with a perspective. I have expressed this metaphysical position elsewhere in more detail (e.g., Revonsuo 2000); the core idea is that consciousness is a real, natural biological phenomenon and should be conceptualized as the phenomenal level of organization in the brain. I am painfully aware that this position needs to be worked out in much more detail than I have been able to
do so far. However, I do not think that this position will lead
to the difficulties that Gunderson points out at the end of
his commentary. He seems to think first that if TST regards
consciousness as a neurobiological mechanism, then we
have ceased to discuss in terms of phenomenal conscious-
ness altogether, and second, that we have erroneously ob-
jected to the subjective self in terms of a mechanism.

Let me put it this way: By treating consciousness as a bi-
ological phenomenon, my aim is not to objectify it as a
standard neurobiological mechanism, but, on the con-
trary, to subjectify some neurobiological phenomena to
such an extent that there is room for phenomenal con-
sciousness amongst the complex and layered micro-macro
levels of organization in the brain. Since the different lev-
eels of organization in the brain are closely related and de-
pendent on each other, dreaming of course has complex
nonconscious mechanisms hidden beneath the surface of
the subjective phenomenal dream world. However, when
threat simulation is rehearsed, the threatening event must
be realized at the phenomenal level of organization, be-
cause threatening agents, the emotional intensity of threat
they pose, the potential escape routes and the defensive
movements can only be represented in a perspectival sys-
tem: there is a self-in-world in whose presence also the
threatening agent is. The actual perceptual and motor pro-
grams that will be modulated and primed through re-
peated threat simulations reside at lower levels of organi-
zation, but that does not render the phenomenal level
irrelevant.

The philosophical point is precisely that we need to get
rid of the categorical opposition between consciousness and
neurobiological mechanisms and, instead, learn to treat
subjective phenomenal consciousness as an integral level of
organization in the brain, densely interconnected with and
constituted by the lower nonconscious levels of organiza-
tion. The brain requires perspectival, embodied represen-
tations of self-in-world when trying to guide the flesh-and-
bones body in the world towards prosperous trajectories
and away from disastrous ones. Dreams, threat simulations,
and the rest of the contents of consciousness are just the
phenomenal surface of what in actual fact are complex bi-
ological phenomena at multiple levels of organization in the
brain, trying to perform this formidable task. The important
point is that we should not treat consciousness as just an-
other ordinary biological phenomenon, we should treat it
instead as a very special one with several puzzling and
amazing features, but a biological phenomenon all the
same.
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I. Overview

It is important that persons seeking to theorize on the neural bases of dreaming be grounded in the most current findings on the neurobiology of sleep from the level of its molecular and cellular neurophysiology through the macroscopic regional activity patterns that more directly inform the study of its neuropsychology and phenomenology. In this volume, Hobson et al. have provided a primer on these neurobiological topics with a focus on the REM-NREM cycle and, in less detail, on the sleep-wake cycle. Hobson et al. (sections 3.1 & 3.2) review literature postdating the extensive reviews provided by Hobson and Steriade (1986) and Steriade and McCarley (1990) and approximately predating the year 2000. Far more extensive reviews focusing on specific neurochemical systems and anatomical networks can be found in the contributions to two recent books edited by Lydic and Baghdoyan (1999) and Mallick and Inoue (1999) as well as in the third edition of Kryger et al. (2000). An overview of more recent (approximately year 2000) literature can be found in Jones (2000), Pace-Schott and Hobson (2002), and Saper (2000). The current section is intended to briefly review the most recent (2000–2001) literature on the neurobiology of sleep most relevant to dream science in order to maximize the reference value of this volume for the contemporary (mid-2002) student of this discipline.

II. New findings on the cellular neurophysiology of sleep

Although the prominence of cholinergic and aminergic neuronal populations in the control of the REM-NREM cycle is well accepted, the intricate modulation of the physiological components of these cardinal sleep stages by a wide variety of neurotransmitter substances continues to be investigated, with many new findings being recently reported. In the following section, we will briefly summarize some of these findings and refer the reader to major reviews of each neurochemical system in Lydic and Baghdoyan (1999), Mallick and Inoue (1999), and other recent publications.

A. Reciprocal interaction between brainstem aminergic and cholinergic populations

An updated model of the reciprocal interaction model of the REM/NREM sleep cycle is provided in the Hobson et al. target article, section 3.2 (see Figures 3B and 4). Recent findings are supportive of this model and emphasize that, in the initiation and augmentation of REM, intermediate synaptic steps may intervene at both the level of REM-on mesopontine neurons and REM-off pontine aminergic nuclei. Evidence for a glutamatergic-cholinergic self-excitatory loop in the PPT/LDT is reviewed in Hobson et al. section 3.2. Luppi et al. (1999b) reviews evidence that GABAergic inputs to both the dorsal raphe nucleus and the noradrenergic locus coeruleus may be the final synaptic step responsible for the shutting down of serotonergic and noradrenergic REM-off cells during REM sleep. Moreover, there is now evidence for a GABAergic “switch” between waking and REM located in the nucleus pontis oralis (Xi et al. 2001).

The roles of aminergic and cholinergic neurotransmitters in the REM/NREM and sleep/wake cycles continue to be actively investigated (e.g., Sakai & Crochet 2001; Sakai et al. 2001; Kubin 2001). A review of recent findings is provided in Hobson et al. (target article), Jones (2000), and Pace-Schott and Hobson (2002), with greater detail available on the following: cholinergic systems (Semba 1999; Capece et al. 1999); noradrenergic systems (Luppi et al. 1999a); and serotonergic systems (Jacobs & Forjal 1999).

B. Neurotransmitter and neuromodulatory systems

1. Dopaminergic systems. Given the key role assigned to dopamine (DA) in reward-based (Solms, target article) and psychotomimetic (Gottesmann, commentary) theories of dreaming, elucidation of this important CNS catecholamine’s role in sleep will have major implications for theories of dream biology. There have not been comprehensive recent reviews of DA in sleep and dreaming; however, the beginnings of such can be found in Gottesmann (1999), Hobson et al. (target: section 3.2.3, response: section HR4.3.2), Hobson and Pace-Schott (1999), and Rye (1997).

Recently, there has been increased interest in DA as evidenced by an entire symposium on DA in sleep at the 2001 Association of Professional Sleep Societies meetings at which D. M. Edgar, E. Mignot, D. B. Rye, and E. R. De-Long presented provocative recent findings on this topic. Renewed interest in DAs role in sleep arises, in part, from the dopaminergic action of agents used to treat narcolepsy, including the newest agent modafinil (Wisor et al. 2001) as well as the efficacy of dopaminergic agents in treating...
sleep-related movement disorders such as restless leg syndrome (e.g., Allen & Early 2001).

Although, as is often noted, the dopaminergic neurons of the midbrain do not alter their firing rate with changes in behavioral state (see Hobson et al. section 3.2.3), GABAergic neurons in the dopaminergic ventral tegmental area (VTA) have recently been shown, compared to waking, to decrease firing during slow wave sleep and to increase firing during REM with a possible concomitant role in state-dependent changes in cortical arousal (Lee et al. 2001). Moreover, an increasing complexity of cholinergic-dopaminergic interactions is emerging from studies such as those showing a muscarinic inhibition versus excitation of midbrain dopaminergic neurons (Fiorillo & Williams 2000) and regulation of striatal dopamine release by nicotinic receptors (Zhou et al. 2001). Perhaps most interesting from the point of view of sleep and dreaming is the description by Freeman et al. (2001) of a “mesothalamic” (in addition to mesostriatal, mesolimbic, and mesocortical) dopamine system whereby axon collaterals of dopaminergic neurons of the mesostriatal system synapse on motor and limbic-related thalamic nuclei, thus linking the mesostriatal dopaminergic system directly to ascending systems involved in behavioral state control.

The connection of dopaminergic neurotransmission and behavioral state is also suggested by recent receptor-ligand binding PET findings of reduced striatal dopaminergic terminals in patients with idiopathic REM behavior disorder (RBD), a sleep disorder now thought to herald Parkinsonian neurodegeneration, a hypo-dopaminergic condition (Albin et al. 2000). Because RBD is associated with vivid dreaming, this finding might be seen as evidence against a dopaminergic origin of normal dreaming as proposed by Solms (target article). However, the striatal DA system is not directly implicated in Solms’s hypothesis. These findings suggest that endogenous dopamine may indeed affect the sleep/waking cycle in some ways and that the role of dopamine in sleep will be a topic of continuing interest to dream science.

2. GABAergic systems. The highly heterogenous sleep-related roles of GABA (Hobson et al. section 3.2.3) have recently been reviewed by Jones and Muhlethaler (1999), Jones (2000), Luppi et al. (1999a), and Pace-Schott and Hobson (2002). GABAergic inhibition plays both facilitatory and inhibitory roles in both the sleep-wake and REM-NREM cycles.

For example, GABAergic inhibition (e.g., by the reticular nucleus of the thalamus) plays a central role in generating the intrinsic thalamocortical oscillations of slow wave sleep hypothesized to underlie NREM sleep mentation, sleep maintenance, and neuropsychiatric events associated with learning and memory (Steriade 2000, 2001, this volume-commentary). Similarly, GABA, along with the neuropeptide galanin, plays a key role in sleep onset and maintenance via the suppression of wake-active regions of the posterior hypothalamus and brainstem (for recent reviews, see Salin Pascual et al. 2001, Saper et al. 2001, Shiromani et al. 1999, and Szyniszewski et al. 2001]). Moreover, most hypnotic drugs enhance GABAergic neurotransmission via their action at GABA receptors (Lancel 1999).

In the case of REM sleep, GABAergic inhibition of aminergic REM-off populations has been recently reviewed for both the locus coeruleus (Luppi et al. 1999b; Mallick et al. 1999) and the dorsal raphe (Luppi et al. 1999b). Recent findings in the locus coeruleus suggest that local GABAergic populations are excited by cholinergic afferents and, in turn, these inhibit the noradrenergic REM-off cells (Mallick et al. 2001).

Paradoxically, however, GABA also can suppress cholinergic mesopontine REM-on networks [reviewed in Datta (1999) and Rye (1997)], and in humans, GABAergic hypnotics suppress REM sleep as well as the delta frequency oscillations of deep NREM (Lancel 1999). Moreover, in another region of the brain, the nucleus pontis oralis of the pontine brainstem, a GABAergic mechanism may promote wakefulness at the expense of REM sleep (Xi et al. 1999, 2001).

These seeming paradoxes illustrate an important point with regard to the ubiquitous and fast-acting amino acid neurotransmitters. These substances play many highly site-specific roles in the CNS whose net results on behavioral state and cortical arousal can contrast with their activating or inhibiting effects at the microscopic level (e.g., via disinhibitory processes). As a microscopically excitatory example, the thalamocortical oscillations of NREM sleep operate at the synaptic level in part via glutamatergic mechanisms (Steriade 2000).

3. Orexinergic systems. Perhaps the most dramatic recent finding in sleep biology has been the discovery of a new excitatory wake-promoting neuromodulatory system originating in orexin (or hypocretin)-producing cells of the lateral hypothalamus. Since the original reports that deficits in this system underlie animal models of narcolepsy (Chemelli et al. 1999, Lin et al. 1999), a multitude of reports on its role in human as well as animal sleep have appeared. [For reviews, see Kilduff and Peyron (2000) and Siegel et al. 2001.]

In the rat, intracerebroventricularly injected orexin (Piper et al. 2000) as well as microdialysis perfusion of orexin into the basal forebrain (Thakkar et al. 2001) has been shown to increase wakefulness in a dose-dependent manner. Moreover, in the rat, the densest projection of orexinergic cells is to the locus coeruleus (Horvath et al. 1999) whose noradrenergic output favors the cortical arousal of waking but opposes the arousal associated with REM (Hobson et al., target article). Projections from the suprachiasmatic nucleus of rat to orexinergic cells of the lateral hypothalamus have recently been described suggesting that orexin may also play a role in arousal associated with the circadian regulation of the sleep-wake cycle (Abrahamson et al. 2001).

A distribution pattern of orexinergic neurons (in the perifornical, lateral, and medial hypothalamus) and their projection pattern (densest to the locus coeruleus) similar to those in animals has now been described in humans (Moore et al. 2001). Moreover, compared to normals, human narcoleptics display a large reduction in number of lateral hypothalamic orexinergic neurons (Peyron et al. 2000; Thannickal et al. 2000) as well as a CSF orexin deficiency (Nishino et al. 2000).

4. Other neurotransmitter and neuromodulatory systems. Although by no means less important to the REM-NREM and sleep-wake cycles, recent findings on other neurotransmitter and neuromodulatory systems in the past year have been less dramatic than the discovery of orexin, less
Voluminous than, say, reports on GABA, or less relevant to the current topic, dreaming than studies on dopamine. Recent reviews of these systems will, therefore, be cited here, interspersed with a few examples of pertinent new findings.

Many reports focus on adenosine, the putative endogenous somnogen whose accumulation in the brain during prolonged wakefulness may constitute a physiological basis of homeostatic sleep need (Porkka-Heiskanen et al. 1997) or "process S" (Borbely 2001). Recently, a remarkable degree of site-specificity in the sleep-promoting effect of sleep deprivation or experimentally induced adenosine accumulation has been demonstrated in the basal forebrain of the cat (Strecker et al. 2000; Porkka-Heiskanen et al. 2000).

A histaminergic arousal system originates in the tuberomammillary nucleus of the posterior hypothalamus and innervates the entire forebrain and brainstem regions known to be involved in behavioral state control [for recent reviews see Salin-Pascual et al. (2001), Saper (2000), Saper et al. (1997, 2001), and Shiromani et al. (1999)].

Since the discovery that glycine, another inhibitory neurotransmitter, regulates postsynaptic inhibition of somatic motoneurons during REM atonia (Chase et al. 1989), details of this mechanism continue to be reported [for recent reviews, see Gottteissmann (1997), Lai and Siegel (1999), and Rye (1997)]. As an example of recent findings, an important role for glycine (as well as for GABA) in the neuronal inhibition underlying the sensory blockade of REM sleep has been described by Soja et al. (2001). This afferent blocking role of glycine, thus, parallels its role in the gating of motor output during REM.

As noted above, glutamate, the most ubiquitous CNS excitatory neurotransmitter, may widely interact with cholinergic and cholinceptive neurons to generate the exponential increase of mesopontine and pontine reticular activity associated with REM sleep activation [for a review, see Semba (1999)]. The glutamatergic roles in REM sleep atonia have been reviewed by Lai and Siegel (1999) and Rye (1997), and its role in the thalamocortical oscillations of NREM is described in Steriade (1999, 2000, 2001, this volume-commentary). One notable recent finding is that the Purkinje cell responsivity to glutamate is greatly reduced during NREM sleep (relative to waking) in the cerebellum (Andre & Arrigil 2001), a brain structure that is underresearched with respect to variations with behavioral state but is generating growing interest in regard to psychopathology and emotion (e.g., Schmahmann 2000).

Nitrile oxide, a diffusible gaseous transmitter that can enhance synaptic release of neurotransmitters such as acetylcholine and enhance capillary vasodilation may play a role in maintaining the cholinergically mediated REM sleep state (Leonard & Lydic 1999; Leonard et al. 2002). For a recent review, see Leonard and Lydic (1999).

A wide variety of neuropeptides have been implicated in regulation of the sleep-wake and REM-NREM cycles. These include: galanin (Saper et al. 1997); orexin (see earlier discussion); vasoactive intestinal polypeptide [reviewed in Steiger and Holsboer (1997)]; and numerous hormones [reviewed in Krueger et al. (1999) and Obal and Krueger (1999)] and cytokines, some of which, like adenosine, have been proposed as endogenous somnogens [reviewed in Inoue et al. (1999) and Krueger and Fang (1999)]. As one example, corticotropin releasing factor (CRF) participates in the ponto-medullary control of REM atonia (Lai & Siegel 1999), and receptors to this substance have recently also been identified on important arousal-related amnergic and cholinergic systems in the pontine brainstem and basal forebrain (Sauvage & Steckler 2001).

Much of the future excitement in sleep research, as in all of basic and clinical neuroscience, is likely to move well beyond the neurotransmitter and its receptors toward the roles of intracellular second messengers (e.g., Capece et al. 1999) as well as gene transcription factors and other intranucial systems [for reviews, see Bentivoglio and Grassi-Zucconi (1999), Prospero-Garcia et al. (1999), Schiabler and Tafti (1999), and Tononi and Cirelli (2001a)].

Recent examples of important molecular findings in sleep research include the following:

1. The discovery of the role of orexin in sleep regulation (see earlier discussion) arose from identification of narcolepsy-associated genes in animal models (Chemelli et al. 1999; Lin et al. 1999).
2. Molecular mechanisms by which sleep may promote the neuropsychology underlying learning and memory have recently been proposed (Graves et al. 2001; Tononi & Cirelli 2001b).
3. Immediate early genes, such as the gene coding for c-fos, modulate transcription of other genes (Bentivoglio & Grassi-Zucconi 1999; Cirelli & Tononi 2000; Tononi & Cirelli 2001a) and are selectively expressed during waking in most brain neurons (Cirelli & Tononi 2000; Tononi & Cirelli, 2001a). One notable exception, the sleep-dependent expression of c-fos in the ventrolateral preoptic (VLPO) area of the hypothalamus, formed the basis of the discovery that this region was the hypothalamic sleep portion of a sleep-wake switch [for a review, see Saper et al. (2001)].
4. An extensive screening of the rat genome for genes selectively upregulated during sleep or waking has shown state-dependent changes in fewer than 1% of genes, a majority of these selective upregulate during wakefulness, and among these, as might be expected, are genes coding for elements of synaptic neurotransmission (Tononi & Cirelli 2001a).
5. As one recent example of important molecular findings in sleep research, binding of adenosine to A1 receptors in the basal forebrain has been shown to increase DNA binding of a specific transcription factor, NF-kB, thereby potentially extending knowledge on the physiological basis of sleep debt into the cell nucleus (Basheer et al. 2001).

III. Selected new findings on the physiology of sleep

A. Electrophysiology

Among the many new discoveries on the electrophysiology of sleep, the elucidation of the details of corticothalamic interactions in NREM by Steriade’s group using animal models is of particular interest to the debate in this volume on the similarities versus differences between REM and NREM dreaming. This pattern has been recently described by Steriade in several extensive reviews (Steriade 1999, 2000, 2001; see also his commentary in this volume) as follows: In the cat, as presumably also in humans, disfacilitation due to decreased ascending arousal and GABAergic inhibition by thalamic reticular nucleus neurons suppresses firing of thalamocortical relay neurons following sleep onset and allows the emergence of underlying thalamocorti-
cal oscillatory rhythms. Thalamic neurons exhibit burst firing patterns first in spindle (12–14 Hz) and later in delta (1–4 Hz) frequencies as NREM deepens from Stage 2 to delta sleep. The cortex constrains these spindle- and delta-wave-generating thalamocortical bursts by a newly described slow (<1 Hz) oscillation recently also described in humans (Achermann & Borbely 1997). This slow oscillation occurs among neurons within the cortex during NREM, which takes the form of a slow (0.5–1 Hz) alternation of a quiescent hyperpolarization phase followed by intense spike trains during a depolarized phase. Steriade proposes that in NREM just prior to REM, renewed thalamic relay input to the cortex (which is normally absent during NREM) in the form of the PGO waves (which are known to precede the full complement of REM features) impinge on cortical neurons that are still in the slow oscillation mode and are thus primed to emit spike trains, which could be experienced as vivid NREM mental imagery (Steriade 2000, 2001). This could account for some aspects of the observed activation of the striate cortex in slow wave sleep (Hofle et al. 1997) and for some of the imagery ascribed to NREM mentation (e.g., Cavallero et al. 1992). This would, however, only apply to the immediate pre-REM period. Notably, this neuronal pattern presumably underlying some aspects of NREM mentation and imagery – an intracortical alternation of activity and quiescence (Steriade 2000) in the absence of subcortical activation or distinct cortical activity outside V1 (Braun et al. 1997) – differs markedly from the pattern of subcortical brainstem and limbic activation with highly selective cortical activity (and excluding V1) presumed to underlie REM sleep dreaming (reviewed in Hobson et al., target article).

The preceding focus on slow wave sleep relates to the REM-NREM mentation controversy in this volume and is not meant to minimize the importance of recent electrophysiological studies focusing on sleep in humans, for example:

1. discovery of a reliable electrophysiological correlate of homeostatic sleep drive, slow wave activity (Borbely 2001; Borbely & Achermann 2000), as well as a marker of increasing homeostatic sleep pressure during extended waking, theta/low-frequency alpha (Aeschbach et al. 2001);
2. the alpha band in REM (e.g., Cantero et al. 2000);
3. ERP studies on cognitive processing during sleep (e.g., Atienza et al. 2000);
4. EEG correlates of slow eye movements in the sleep-wake transition (De Gennaro et al. 2000);
5. localization of source generators of human sleep spindles (Anderer et al. 2001);
6. the association of gamma frequency oscillations with the brain-activated states of REM and waking and, within REM, with phasic versus tonic periods (Gross & Gotman 1999);
7. relating to the unique features of dream mentation attributable to hypofrontality in REM, a loss of synchrony in the gamma range between the frontal cortex and posterior perceptual areas in REM compared to NREM and waking has been hypothesized to contribute to the bizarre ness of REM sleep dreaming (Perez-Garcì et al. 2001).

Similarly, in animal models, there have been a wealth of new electrophysiological findings in addition to the work of Steriade’s laboratory described earlier. For example, possible roles of the newly described rat equivalent of the feline PGO wave (Datta et al. 1998) have now been advanced (Datta 2000; see also the later discussion herein). Similarly, synchronization between two cardinal indicators of REM sleep, hippocampal theta and PGO waves, has recently been described in the cat (Karashima et al. 2001). Behavioral-state related changes in regions of the subcortex that were previously poorly studied in relation to sleep, such as the cerebellum (e.g., Andre & Arrighi 2001), are also continually emerging.

B. Neuromodulatory effects on cognition

The neuromodulatory basis of altered dream cognition has been elucidated by some recent findings on specific neuromodulatory systems known to vary with sleep state. A recent human fMRI study by Furey et al. (2000) may offer a partial solution as to why the cholinergic enhancement of REM sleep promotes hallucinatory experience and illogical thought while at the same time, in waking, acetylcholine is essential to the ability of the brain to respond appropriately to demands placed on attention (Baxter & Chiba 1999), and ACh-deficient states promote hallucinosis (Perry et al. 1999). In a visual working memory task, these workers found that cholinergic enhancement using physostigmine increased recruitment of posterior (extrastriate) perceptual areas of putative working memory networks in the brain while, at the same time, decreasing recruitment of dorsal prefrontal “executive” working memory areas, presumably due to reduced demand, resulting from the cholinergic enhancement of the efficiency of upstream posterior areas (Furey et al. 2000). Therefore, during dreaming, a cholinergic bias might enhance extrastriate activity while diminishing frontal activity as is seen in the neuroimaging studies of REM (Braun et al. 1997, 1998; Maquet et al. 1996). In contrast, noradrenergic neurotransmission, at its minimum in REM, continues to be described as enhancing memory (e.g., Gibbs & Summers 2000) and attention (e.g., Usher et al. 1999) and as having a specific relationship to the executive areas of the prefrontal cortex (Aston-Jones et al. 2000). Recently, a tight interdependence of attention and working memory has been shown in a variety of experimental contexts (Awh & Jonides 2001; de Fockert et al. 2001). Because both of these cognitive modules are, at least in large part, subserved by prefrontal areas (Goldberg 2001), one might speculate that impairment of either of them might impact the other, further promoting the characteristic features of dreaming such as discontinuities (impaired attention) and amnesia (impaired working memory). For a recent argument for a dopaminergic contribution to normative dreaming, see Solms (2001) and Gottesmann (2000). In addition, recent studies have begun to look at specific dream effects of pharmacologically induced neuromodulatory changes via drugs such as the SSRIs (Pace-Schott et al. 2001).

C. Circadian rhythms

Recent years have also shown some dramatic findings on the circadian control of the sleep-wake cycle. First, using a forced desynchrony protocol, it has been shown that the endogenous human circadian rhythm has a nearly 24-hr periodicity in contrast to the widely held notion that the endogenous rhythm slightly exceeds the length of the astronomical day (Czeisler et al. 1999).
Recent findings have begun to elucidate the genetic and neural bases for the circadian regulation of arousal. First, genetic control of the mammalian circadian pacemaker in cells of the suprachiasmatic nucleus (SCN) of the hypothalamus has now been described [see Reppert and Weaver (2001) for a review]. This system allows precisely timed translation and transcription of a group of identified genes utilizing feedback inhibition and promotion via their protein products [see Reppert and Weaver (2001) for full details]. Second, melatonin has been identified as the circadian photoreceptor present in the retinal ganglionic cells, which are themselves now believed to be the primary circadian photoreceptor of the retina (Hamill et al. 2002). Third, findings on the translation of this circadian signal to hypothalamic systems controlling various biological rhythms have now begun to appear (e.g., Lu et al. 2001; Aston-Jones et al. 2001).

For example, projections from the suprachiasmatic nucleus to hypothalamic orexinergic cells were described earlier (Abrahamson et al. 2001). In addition, retrograde tracer studies using pseudorabies virus have shown a circuit extending from the suprachiasmatic nucleus through the dorsomedial nucleus of the hypothalamus to the locus coeruleus, whose noradrenergic output is a well-known promoter of arousal (Aston-Jones et al. 2001). Interestingly, this circuit may also recruit orexinergic neurons in the dorsomedial nucleus of the hypothalamus (Aston-Jones et al. 2001). Finally, the neuronal basis for circadian control of REM sleep propensity, described experimentally in humans by Czeisler et al. (1980), is now being elucidated in animal models (e.g., Wurtz & Edgar 2000). Similarly, an ultradian rhythm in daytime arousal with a 3–4-hr periodicity has recently been described (Chapotot et al. 2000).

### D. Sleep and neuroplasticity

The role of REM sleep in memory consolidation and other forms of neuroplasticity is controversial, and arguments can be raised opposing such a role for REM as detailed in the target article by Vertes and Eastman. Specifically, Vertes and Eastman suggest that REM deprivation (REMD) effects on learning in animal models may represent generalized stress-related short-term performance deficits resulting from the experimental REMD techniques traditionally employed by investigators. Similarly, they note that the well-documented REM suppressant effects of the three major classes of antidepressants are not associated with memory deficits in humans treated with these agents. These authors propose the alternative hypothesis that REM provides a periodic CNS stimulation during mammalian sleep, which promotes rapid recovery of the brain from the disfacilitated conditions of slow wave sleep. Nonetheless, publications in 2000–1 have continued to report empirical relationships between sleep and memory in both humans and animals [for a complete review see Peigneux et al. (2001a)], and Stickgold et al. (2001) have offered specific rebuttals to Vertes and Eastman’s arguments against sleep-dependent learning. Reviews of work preceding the late 1990s can be found in Peigneux et al. (2001a), Smith (1985, 1993, 1995), and Stickgold (1998).

Since early reports on the replay during sleep of neuronal firing patterns recorded in the rat hippocampus during prior waking (Wilson & McNaughton 1994), there have been additional animal studies reporting on how sleep might promote consolidation of learning as well as the emergence of a theoretical framework for explaining how memories are consolidated via a neocortical-hippocampal dialog [Buzsáki 1996; for reviews, see Peigneux et al. (2001a, 2001b) and Stickgold (1998)]. For example, Siapas and Wilson (1998) have shown a temporal correlation of fast (200Hz) hippocampal “ripples” and cortical NREM sleep spindles suggesting transfer of hippocampally encoded short-term stores into longer-term cortical stores. Similarly, Poe et al. (2000) have shown that the experience-dependent firing of hippocampal place cells during REM sleep occurs in relationship to REM theta oscillations with a changing pattern over time suggestive of early long-term potentiation followed by later long-term depression as the putative transfer of hippocampal information to the neocortex is completed. Loosie and Wilson (2001) have demonstrated reactivation of hippocampal neurons during REM occurring with the neurons firing in the same temporal sequence and over an equivalent time scale as they fired during prior waking. Steriade (2000) postulates that the alternating hyperpolarization and burst firing of neocortical neurons during NREM may play a role in neuroplasticity associated with learning and memory. Datta (2000) has shown an increase in pontine P-waves (considered a rodent equivalent of the feline PGO wave) following a period of avoidance task training as well as a correlation between P-wave density and degree of learning, suggesting that this aspect of REM sleep in the rat favors consolidation of learning in the forebrain structures targeted by such waves. Similarly, Sanford et al. (2001) have shown that fear conditioning increases the amplitude of elicited PGO waves in REM sleep, further suggesting a role for PGO waves in experience-dependent neuroplasticity. Moreover, rats exposed to rich sensorimotor experiences during waking display elevated levels of the plasticity-associated immediate-early gene, zif-268, during subsequent REM and slow wave sleep (Ribeiro et al. 1999).

Recent studies on a visual discrimination task (Karni & Sagi 1991) have shown a requirement for sleep in order for procedural learning to occur (Stickgold et al. 2000a). Subjects who were sleep deprived on the night following training, but were allowed two subsequent nights of unrestricted recovery sleep, showed no significant task improvement (Stickgold et al. 2000a). In addition, specific requirements have been shown for REM sleep (Karni et al. 1994; Stickgold et al. 2000b) and slow wave sleep (Gais et al. 2000; Stickgold et al. 2000b) on the night following training in order for next-day improvement on the task to be observed. These findings have been conceptualized in terms of an earlier theory based on animal studies (Giuditta et al. 1995) in which a two-step process involving both REM and SWS was hypothesized (Gais et al. 2000; Stickgold 1998; Stickgold et al. 2000b). Most dramatically, a recent H215O PET study by Maquet et al. (2000) has shown in humans, as has been shown in the rat by Louie and Wilson (2001), a reactivation during REM sleep of the same brain areas activated during previous waking performance of a cognitive task. These findings have since been extended to include demonstration of experience-dependent changes in parieto-frontal functional connectivity during REM sleep following task training (Laureys et al. 2001).

A number of recent reviews and theoretical pieces have addressed the question of how neuronal activity during
sleep might favor the molecular changes leading to long-term consolidation of information acquired in waking (Graves et al. 2001; Sejnowski & Destexhe 2000; Tononi & Cirelli 2001b). Moreover, recent depth electrode findings in humans have begun to examine unit activity in hippocampal and surrounding cortical areas during sleep (e.g., Staba et al. 2000), while experimental studies in humans have begun to dissect the contribution of neocortical versus hippocampal systems for information processing during sleep (Stickgold et al. 2000b).

IV. New findings on the neuroimaging of sleep

A. Normative sleep

Since the landmark PET neuroimaging studies of Braun et al. (1997, 1998), Maquet et al. (1996, 1997), and Nofzinger et al. (1997), additional functional neuroimaging studies have corroborated their findings. In the transition from waking to NREM, studies by Andersson et al. (1998), Bootzin et al. (1997), additional functional neuroimaging studies have confirmed the previously described pattern of decreased thalamic, prefrontal, and multimodal parietal association cortex blood flow accompanying the onset and deepening of NREM sleep [see also reviews in Buchsbaum et al. (2001) and Schwartz and Maquet (2002)].

In the case of REM, the general pattern of lateral prefrontal deactivation and limbic midline activation has also been replicated (however, see discussion of 18FDG PET findings). For example, frontal deactivation has now been described in the first fMRI study of REM sleep (Lovblad et al. 1999). Newer studies continue to report that portions of the ventromedial, limbic-related prefrontal cortices, and closely associated medial subcortex and cortex reactivate in REM following their deactivation relative to waking in NREM (Buchsbaum et al. 2001; Nofzinger et al. 1999, 2001; Smith et al. 1999; Wu et al. 1999, 2001). Nofzinger et al. (1999) have termed this area the “anterior paralimbic REM activation area.” This area has recently been extensively studied as a biological indicator of responsibility to antidepressant therapy (Nofzinger et al. 1999; Wu et al. 1999, 2001). For example, patients responding to the antidepressant effect of one night’s total sleep deprivation (TSD) show higher medial prefrontal activation during baseline waking and a greater decrease in medial prefrontal activation following TSD than did nonresponders (Smith et al. 1999; Wu et al. 1999, 2001). Similarly, unlike normals, depressed patients did not show an increase in medial prefrontal activation from waking to REM (Nofzinger et al. 1999) but, following successful treatment with bupropion, this relative medial prefrontal activation from wake to REM was restored via a decrease in waking medial prefrontal activity (Nofzinger et al. 2001). For a recent review on the functions of a major component of this anterior paralimbic REM activation area, the anterior cingulate cortex, see Paus (2001).

In addition, a recent study using near infrared spectroscopy (a new method of imaging surface cortical blood flow) has reported strong activation of the visual cortex during REM, which these authors hypothesize reflects ongoing dream imagery (Igawa et al. 2001). With regard to the search for PGO-like activity in humans, a recent H215O PET study has shown a REM-related blood flow pattern suggestive of PGO activity in the human (Peigneux et al. 2001b).

B. Prefrontal cortical deactivation, sleep, and dreaming

A sleep-related deactivation of prefrontal cortices has emerged as a descriptive and explanatory factor in findings on sleep physiology and psychology extending from sleep onset, through the NREM-REM cycle of normal sleep, to the postsleep awakening processes. Frontal deactivation characterizes the transition from waking to NREM as measured by H215O PET (Braun et al. 1997; Maquet et al. 1997), 15FDG PET (Nofzinger et al. 2000), or quantitative EEG (Werth et al. 1997; Finelli et al. 2001; Borbely 2001). Moreover, the frontal cortex has been shown to be particularly sensitive to sleep debt independently of circadian factors (Cajochen et al. 2001). Deactivation proceeds with the deepening of NREM sleep (Holle et al. 1997) and in H215O PET studies, is maintained in the transition from NREM to REM (Braun et al. 1997, 1998; Maquet et al. 1996). Moreover, there is now evidence of a further decoupling of the frontal cortex from the rest of the brain in the transition from NREM to REM (Perez-Garei et al. 2001). Upon awakening, the PFC lags behind other regions in achieving waking levels of activation (Balkin et al. 1999). However, the failure to find such widespread lateral frontal deactivation in REM relative to waking using 18FDG PET (Nofzinger et al. 1997) continues to be reported (Buchsbaum et al. 2001), and future research needs to reconcile 18FDG PET findings with the results using other neuroimaging and quantitative EEG methods.

In a striking parallel to these findings on normative sleep, neuroimaging studies have found profound effects of one night’s total sleep deprivation on prefrontal areas (Drummond et al. 1999, 2000; Petiau et al. 1998; Smith et al. 1999; Thomas et al. 2001; Wu et al. 1999, 2001), which sometimes parallel measured declines in prefrontal task performance (Drummond 1999; Petiau et al. 1998; Thomas et al. 2001). Moreover, one night’s acute total sleep deprivation has been shown to degrade performance on neuropsychological tasks believed to be subserved by the prefrontal cortex (Blagrove et al. 1995, 1996; Harrison & Horne 1997, 1998, 1999, 2000; Harrison et al. 2000; Herskovitch et al. 1980; Horne 1988, 1993; May & Kline 1987; Wimmer et al. 1992) although some populations may not show such deficits (Binks et al. 1999; Pace-Schott et al. 2002a, 2002b). Two very recent reviews have summarized evidence that sleep disruption results in impairments of prefrontal functioning (Beebe & Gozal 2002; Harrison & Horne 2000b). Beebe and Gozal (2002) summarize the growing body of evidence showing a link between a characteristic group of neuropsychological deficits in executive functions and physiological stressors associated with obstructive sleep apnea, which include sleep disruption as well as cardiovascular and blood metabolic changes. Harrison and Horne (2000b) provide a comprehensive review of the studies on sleep deprivation and executive deficits with a specific focus on executive skills relating to decision making.

These converging findings, along with the lack of dream effects following lesions of the frontal cortex (Doricchi & Violani 1992; Solms 1997) suggest that frontal deactivation
must play a key role in any neurocognitive theory of dreaming. This holds equally true whether they are REM sleep-based theories (Hobson et al., target article; Nielsen, target article) or those based on a generalized picture of the brain in sleep (Solms 1997, and target article).

The concept of sleep as involving disengagement of prefrontal systems from posterior unimodal and multimodal associative sensory systems potentially holds great value for explaining dream phenomenology. This is especially compelling if one imagines that posterior systems contribute to powerful integrative synthetic cognitive capacities of the brain in sleep. These posterior systems, along with certain medial subcortical and prefrontal areas (see discussion later), may be capable of generating not only a virtual reality with a rich (albeit visually biased) sensory palette but also with a capacity for generating an organizing narrative, albeit one lacking in full self-reflective awareness, executive control of much of one’s behavior, selective attention, and, most importantly, lacking in full reality testing. One is usually not aware that one is dreaming. Although, as noted by Kahan and LaBerge (1994), there remains a large degree of here-and-now self-reflection and control in dreams, that is, one reflects on one’s behavior and decides on one’s actions within the dream’s reality, what is missing, except in the case of full lucidity (a fragile and transient condition), is the awareness that one is dreaming and an awareness of a reality outside of the dream – most often, one’s bedroom.

It is likely that this qualitative change in consciousness, from dreaming to waking, is subserved by the reengaged functions of certain prefrontal neural systems, possibly the more dorsolateral ones. The dorsolateral portion of the prefrontal cortex has been argued to be the terminus and executive motor output center of the “dorsal stream” of sensory processing (Goldman-Rakic et al. 2000), in which “where” or spatial information from various sensory modalities is processed (for reviews of dorsal and ventral cortical processing streams, see Mesulam (1998, 2000); for reviews of frontal executive systems, see Goldberg (2001), Fuster (1997), and Roberts et al. (1996)]. Interestingly, a posterior integrative node of this dorsal system is the temporoparieto-occipital junction, including Brodmann’s areas 39 and 40, the angular and supramarginal gyri of the inferior parietal lobe (Mesulam 1998, 2000) – the very area whose sole destruction has been shown to be sufficient to produce global cessation of dreaming (Doriche & Violani 1992; Solms 1997).

The ventral stream, the “what” or object identification stream, is also argued to have dedicated termini in the prefrontal cortex (Goldman-Rakic et al. 2000) and includes visual associative areas that remain active in REM (Bram et al. 1998), are associated with waking hallucinosis (Flyte et al. 1998), and may account for the visual hallucinosis of dreams as evidenced by the occurrence of nonvisual dreaming when they are destroyed (Solms 1997). Ventral portions of the visual associative cortex include face processing regions in the fusiform gyri (Haxby et al. 2000; Kanwisher 2000), while ventral portions of the prefrontal cortex include limbic-related regions subserving social judgment (Damasio 1996; Tranel et al. 2000). Moreover, the anterior paralimbic REM activation area (Nofzinger et al. 1999) is that portion of the subcortex and cortex subserving instinct and emotion (Damasio et al. 2000), functions often deployed in our interactions with others. Dreams are highly social phenomena (e.g., Kahn et al. 2000, 2002), and it is interesting to speculate that just as dreams are visually biased when one considers the full range of sensory modalities, they may correspondingly be “people-biased” when one considers the full range of objects available in the world, one’s memory, and one’s imagination.

The prefrontal cortex has been suggested to be the area of the brain that makes us distinctively human (Goldberg 2001). It is the region proportionately most developed in the great apes, including the human, compared to other mammals and primates (Goldberg 2001; Semendeferi et al. 2002). Given that other mammals have well-developed posterior systems (albeit lacking temporal language areas), one might speculate that oneiric behavior in animals (Jouvet 1999) as well as their waking consciousness itself may resemble, in some ways, our non-self-reflective dream life!

V. New findings from neuroimaging of conditions related to sleep and dreaming

In addition to sleep-wake and sleep stage comparisons, cognitive neuroscientists have begun looking at other global states of consciousness using neuroimaging techniques. In some of these studies, the concept of hypofrontality, as in sleep, emerges as an explanatory principle of nonnormative mental states in which executive function may be weakened. Such findings encourage the student of sleep and dream science to take a closer look at neuroimaging studies of altered waking states. These include states sometimes considered sleep-like, which can be induced in normals such as meditation, hypnosis, quiet waking, and anesthesia as well as the symptomatology of neuropsychiatric disorders such as epilepsy, schizophrenia, and autism. A sampling of recent findings in this area will be addressed here, aiming not to provide an exhaustive review but rather to suggest to the reader the wealth of evidence now emerging from the cognitive neuroscience of waking, which might inform our understanding of dreaming.

A. Meditation and religious experience

Meditation is particularly informative because it appears that its corresponding regional cerebral activation pattern resembles sleep to a greater or lesser degree depending on the specific method used to produce this state. Although most meditative practices result in the subjective experience of the “relaxation response” (Benson 1979) objectively measurable by autonomic (e.g., Lazar et al. 2000) or EEG (e.g., Lou et al. 1999) indices, some techniques promote a REM-like hypofrontality while others do not.

In a recent fMRI study by Lazar et al. (2000), subjects practiced a technique based on closely attending to one’s breathing and silently generating one mantra to each inhalation and another to each exhalation. The resulting regional activation pattern (when subtractively compared to either a control task or an earlier stage of this meditation), unlike NREM sleep, activated anterior midline attentional structures (e.g., the anterior cingulate and the medial frontal gyrus) and, unlike REM, activated portions of the dorsolateral prefrontal cortex (e.g., BA9). Moreover, unlike sleep, activation of parietal attention-related (BA7), motor (BA4), premotor (BA6), and somatosensory (BA3) cortex as
well as arousal-related midbrain structures was increased. These authors suggest that this activation pattern reflects a hyperattentive state associated with the concentration required by this technique of meditation.

Lou et al. (1999) studied yoga meditation using \( H_2^{15}O \) PET. In contrast to the attentive, volitional method of Lazar et al. (2000), their subjects listened to an audiotape of Lazar and demonstrated an effortful attending to the meditative practice. A somewhat Newberg et al. interpret this activation pattern as reflecting meditation compared with baseline. As in Lazar et al.’s study, iteral prefrontal cortices as well as thalamic increases during experiencing have, similarly to the Lazar study, showed activation in terms of the hypofrontality under discussion here, their authors remark on the similarity of the brain activation pattern they observed during meditation to that of REM sleep attributing, however, the absence of anterior cingulate activation to the emotionally bland character of their meditation compared to dreaming. In terms of the hypofrontality under discussion here, their technique lacked the volitional effort of Lazar et al.’s technique and, correspondingly, also lacked prefrontal activation despite robust activity of posterior systems.

Two more recent studies of meditation and religious experience have, similarly to the Lazar study, showed activation of prefrontal circuits. Using SPECT, Newberg et al. (2001) studied Tibetan Buddhist meditators and report increased regional blood flow to cingulate, orbitofrontal, and dorsolateral prefrontal cortices as well as thalamic increases during meditation compared with baseline. As in Lazar et al.’s study, Newberg et al. interpret this activation pattern as reflecting an effortful attending to the meditative practice. A somewhat different pattern of prefrontal activation was noted by Azari et al. (2001), who studied, with \( H_2^{15}O \) PET, fundamental Christians attending to a biblical psalm that reliably evoked, for these individuals, a subjective religious experience. In these subjects, the religious experience was accompanied by activation of dorsolateral and dorsomedial cortices but not limbic-related ventral areas. These authors suggest that, for their subjects, religious experience was an attributional, thought-based state versus a state of affective or autonomic arousal that, in contrast, is a general characteristic of REM sleep dreaming (Hobson et al., target article).

From these studies, therefore, it appears that although religious experiences can occur in dreams, waking religious experience or meditation does not resemble the hypofrontality and accompanying executive deficits experienced during sleep and dreaming. A notable exception to this occurs when a great degree of passivity or visual imagery characterizes the meditative practice, as in the case of Lou et al. (1999).

### B. Hypnosis

Unlike the majority of the studies of meditation just discussed, but with some similarity to REM sleep, Maquet et al. (1999), using \( H_2^{15}O \) PET, have reported that hypnotized subjects show increased activation of posterior cortices with no corresponding increase in frontal areas. The hypnotized state following its induction (indexed objectively by slow roving eye movements) was compared subtracively to a baseline alert condition of imagining, with audio prompts, pleasant autobiographical memories. After hypnotic induction, subjects showed mostly left-sided increases (left-sided except when otherwise noted) in activity of: extrastriate occipital (BA18, bilaterally; 19; 37), inferior parietal (BA40), motor and premotor (BA4; 6; 43), deep ventrolateral prefrontal (BA45) and anterior cingulate (right-sided, BA24; 32) cortical activation but decreased temporal (BA20; 21, bilaterally, 22R; 38; 39), medial prefrontal (8; 9; 10), premotor (right-sided BA6; 8), and posterior cingulate/precuneal (BA39; 7) cortices. Although this pattern bears some similarity to REM in that posterior visual association areas are more active and some frontal areas are less active, these authors note the lack of subcortical limbic activation seen in REM and emphasize the similarity of this cortical pattern to waking visualization (Maquet et al. 1999). They also note the complete absence of EEG signs of Stage 2 NREM.

A second recent \( H_2^{15}O \) PET study of hypnosis, by Rainville et al. (1999), reports a generally similar pattern to the Maquet study with the interesting additional recruitment of frontal cortices by the addition of an analogic suggestion to the hypnotic state. Interestingly, in this study, as in the Maquet et al. (1999) study, widespread increases in extrastriate occipital (bilateral BA18; 19) regional cerebral blood flow (rCBF) were also reported, even though no explicit instructions to visualize were given. These authors note that this occipital activity correlated positively with delta EEG activity, a correlation they note is also seen in slow wave sleep (Hoffe et al. 1997). Noting that such an increase also correlates with prolonged performance of an auditory vigilance task (Paus et al. 1997), Rainville et al. (1999) speculate that the increase in occipital rCBF may be a general correlate of relaxation or decreased arousal, may be explained as a decrease in cross-modal suppression, and may be permissive of spontaneous visual imagery. Moving more anteriorly, during hypnosis compared to baseline, Rainville et al. (1999) note a decrease in posterior parietal/precuneal/posterior cingulate rCBF (BA7; 40; 31), which they attribute to decreased attention to extrapersonal and somatic stimuli and an increase in right anterior cingulate (BA24) rCBF. The addition of analogic suggestion (which they subjectively dissociate from the painful experimental stimuli alone) caused widespread increase in left frontal rCBF, which they interpret as engagement of executive processes to maintain a verbal suggestion and reinterpret a noxious perception accordingly.

Compared with sleep (see Table 2, Hobson et al., target article), hypnosis produces a pattern of activation with some similarities to NREM (occipital rCBF correlation with delta activity; Rainville et al. (1999)], REM (extrastriate and anterior cingulate activation, both studies), or sleep generally (precuneal and posterior cingulate deactivation, both studies), but also some distinct differences, including a lack of the subcortical limbic activation of REM and, most notably, the engagability of the frontal cortex by volitional activity (Rainville et al. 1999).

Interestingly, a pathological waking condition possibly related to hypnosis, depersonalization dissociation, is characterized mainly by occipital and parietal changes when
compared to normal waking (Simeon et al. 2000) and thus also fails to mimic conditions seen in sleep versus waking. In contrast, sleepwalking, an abnormal NREM sleep condition, is characterized by reactivation of thalamocingulate pathways in the persistence of generalized cortical inactivation (Bassetti et al. 2000).

C. Conscious resting state

Another interesting comparison to both sleep and altered waking states is the elusive notion of a “baseline” conscious resting state (Binder et al. 1999). In an fMRI study in which such a state was defined by the absence of attending to a perceptual or a semantic processing task, a distinctive network of left hemispheric heteromodal areas appear to be more active during the resting and semantic processing conditions compared to the perceptual processing task (Binder et al. 1999). These included the inferior parietal lobe, posterior cingulate, and dorsal and ventromedial prefrontal cortices. Binder et al. (1999) suggest that these are components of a “conceptual processing” network that, in the absence of perceptual input, sorts, organizes, and prioritizes the contents of consciousness, including recent perceptual inputs, toward ends of adaptive value to the individual. Such a state clearly differs from REM sleep in that prefrontal and other heteromodal areas are activated while visual association areas are not.

D. Anesthesia

A recent H215O PET study by Finset et al. (1999) has investigated brain changes during the loss of consciousness induced by the anesthetic propofol. Correlating with increasing levels of anesthetic, these authors report decreasing rCBF in the thalamus, parietal (BA7; 39; 40), posterior cingulate (BA30; 31), ventral prefrontal (BA11) with a small number of regional increases in the anterior cingulate (BA24), temporal pole (BA20), and cerebellum. These authors note the particularly strong correlation of increasing anesthetic levels and thalamic deactivation and argue for a similarity between the progressive deactivation of the reticulothalamic system seen in descending NREM and that seen in the induction of anesthesia (Finset et al. 1999).

E. Emotional experience

The activation pattern associated with waking emotional experience is relevant to the current discussion because:

1. Dreaming can be a highly emotional state (Hobson et al., target article).
2. REM sleep dreaming is accompanied by activation of limbic and paralimbic structures (Braun et al. 1997, 1998; Maquet et al. 1996; Nofzinger et al. 1997).
4. Dreaming itself may have functional significance for emotional regulation (Cartwright et al. 1998; Kramer 1993).

Interestingly, in neuroimaging paradigms using script-driven imagery to generate specific emotional states in normals, the expected subcortical/cortical limbic/paralimbic activations are sometimes accompanied by deactivation of certain brain areas, which are also deactivated relative to waking in REM sleep, such as portions of the lateral prefrontal cortex and the posterior cingulate (Damasio et al. 2000; Liotti et al. 2000; Mayberg et al. 1999). Mayberg et al. (1999) and Liotti et al. (2000) have suggested that such patterns represent a limbic-cortical reciprocal inhibition, which may underlie reciprocal relationships between strong emotions and cognitive functions such as attention in both normal feeling states and depression and anxiety disorders. For example, decreased waking activity of ventral anterior cingulate areas (e.g., subgenual area 25) accompanies successful treatment of depression by either sleep deprivation (Nofzinger et al. 1999; Wu et al. 1999, 2001) or pharmacological treatments (Mayberg et al. 1999; Nofzinger et al. 2001). Such normal regional reciprocity might be speculatively linked to the observed activity patterns of REM sleep either by hypothesizing a suppression of executive areas by limbic activation or a release/disinhibition of limbic activity by executive deactivation.

F. Can regional cerebral activity patterns closely mimicking sleep occur in normals during waking?

From the studies described, the answer to this question appears to be negative. Although the progression of anesthesia appears to closely resemble NREM (as does coma), it cannot be considered waking. Among the studies of waking states, the characteristic activity pattern of REM sleep (high activation of extrastriate cortex and Nofzinger’s anterior paralimbic REM activation area accompanied by dorsolateral prefrontal deactivation) is not seen in passive meditation, hypnotosis, or depersonalization (lacking anterior paralimbic activation) or concentrative meditation, hypnotosis with suggestion, or the conscious resting state (recruitment of prefrontal areas). Nevertheless, some very interesting parallels occur, such as the prominent extrastriate activation seen in the relaxed states of passive meditation and hypnotosis and anterior cingulate activation seen in concentrative meditation, hypnotosis, and even anesthesia. Combined with the distinct neuroimaging (see Hobson et al., target article) and electrophysiological differences (see earlier discussion) between REM and other states, it appears safe to speculate that REM sleep represents a truly unique brain state and encourages its study in relation to the unique cognitive features of dreaming with which it is correlated (albeit quantitatively and statistically versus exclusively) (Hobson et al., target article). Furthermore, the uniqueness of the REM (and, for that matter, the NREM) cerebral activation pattern argues strongly against the view sometimes expressed that the dream state constitutes an omnipresent baseline that emerges in the absence of cognitive-perceptual input (e.g., Reinsel et al. 1992).

G. Neuropsychiatric disorders

1. Schizophrenia, hallucinosis, and delusions. The utility of comparing dreaming to any particular neuropsychiatric disorder, as opposed to any attempt to equate the two global states, is to gain a better understanding of the brain mechanism of particular cognitive phenomena by considering their putative neural substrates in two different states, one generated by normative behavioral state alternation and the other by pathophysiological processes (Hobson 1999, 2001). In the case of schizophrenia, such features include
“positive symptoms,” such as hallucinosis and delusionality, as well as “negative symptoms,” such as prominent executive deficits (Mitchell et al. 2001).

A recent review of fMRI studies of schizophrenia (Mitchell et al. 2001) cites evidence that auditory hallucinations arise from a failure of executive dorsolateral prefrontal systems to monitor auditory processing in middle temporal regions (Mitchell et al. 2001). Interestingly, Fosse et al. (2001) have shown that as one progresses through the sleep-wake and REM-NREM cycles, hallucination and thought follow a reciprocal pattern of frequency in mentation reports. Therefore, the predominance of hallucination during REM, the time in the sleep cycle when the relative activity difference between a hypoactive prefrontal cortex and an active visual association area may be greatest, may have a formally similar cortical mechanism to visual hallucinosis in psychosis.

The possible connection between the limbic activation of REM sleep and dream delusionality (see Hobson et al., target article) and the delusionality of schizophrenia is suggested in a recent theoretical paper by Mujica-Parodi et al. (2000). These authors suggest that, rather than a failure of logical reasoning processes, the delusionality of schizophrenia arises when the “acquisition and evaluation of inputs” is distorted by excessively affect-driven cognition. In the case of schizophrenia, this includes biases in the acquisition of information or deficits in the ability to “filter” information (Mujica-Parodi et al. 2000). In either case, inappropriate inferences arise not from faulty logic but from having defective inputs that one’s reasoning capacities then must then explain (Mujica-Parodi et al. 2000). Defective inputs may be perceptual, in which case a hallucination may occur, or a failure to attend to differences between objects or concepts, in which case illogical connections or ideas of reference arise (Mujica-Parodi et al. 2000). This sort of error bears a striking resemblance to the bizarre transformations of dreaming that have been shown to be constrained by visual similarity between dream images irrespective of their logical equivalence (Rittenhouse et al. 1994). Moreover, the similar condition of distorted or uncertain perceptual input in the presence of strong affective biases might, on the one hand, lead to delusions (such as misperceived threat) in the schizophrenic (Mujica-Parodi et al. 2000), while, in the normal dreamer, it might lead to irrational ad hoc explanations of dream objects and events (Williams et al. 1992).

The relationship of dopamine to psychotic symptoms and disorders has been well known since the advent of traditional neuroleptics in the treatment of schizophrenia [see Hobson (2001) for a historical account] and the use of L-DOPA and other dopamine agonists in the treatment of Parkinsonism [see Hobson & Pace-Schott (1999) and Solms (1997) for recent reviews]. Recent findings continue to stress the role of mesolimbic and mesocortical dopamine systems in psychotic disorders [for recent reviews, see Tzschentke (2001) and Moore et al. (1999)]. However, a purely dopaminergic hypothesis of psychosis is problematic. For example, some dopamine agonists fail to provoke psychotic symptoms in normals or in schizophrenics (e.g., Depatie & Lal 2001). Moreover, the roles of other neurotransmitters in psychotic disorders have become increasingly evident since the advent of the atypical neuroleptics, which possess both serotonergic and dopaminergic (as well as noradrenergic and cholinergic) properties (e.g., Ashby & Wang 1996). For example, both glutamatergic (Olney et al. 1999; Coyle 1996) and serotonergic (Aghajanian & Marek 2000; Bantick et al. 2001) neurotransmission may play key roles in psychotic disorders via their interaction with each other (Aghajanian & Marek 2000) as well as with dopaminergic systems (Kapur & Remington 1996; Vollenweider et al. 2000). Therefore, although dopamine clearly plays a role in the generation of waking psychosis, and, speculatively, the psychotomimetic properties of dreaming (e.g., Gottesmann 2000), it is clearly a complex interaction of multiple neurotransmitter systems that produces the resultant hallucinations and delusions in either state (Hobson 2001; Vollenweider 1998).

2. Autism. Autism presents a particularly instructive example of frontal deficits in psychopathology because its specific pattern of prefrontal deficits may, in some sense, be a mirror image of deficits in dreaming. While autistic patients may show deficits similar to those seen in orbitofrontal and ventromedial prefrontal disorders while preserving some of the putative capacities of dorsolateral prefrontal regions (Stone et al. 1998), the dreamer may show pronounced deficits in functions subserved by the dorsolateral prefrontal cortex (e.g., logical reasoning and working memory) and dorsolateral hypoperfusion (Hobson et al., target article) but a preserved capability for social reasoning and forming a “theory of mind” [the ability to attribute mental and affective states to others (Baron-Cohen 1995)].

There is evidence that the capacity to form a theory of mind (Baron-Cohen 1995; Fletcher et al. 1995; Goel et al. 1995), as well as its more refined sequelae in the social competencies of adult humans, is subserved at least in part by ventral (e.g., orbitofrontal) and medial (e.g. BA 32) portions of the prefrontal cortex (Damasio 1996; Tranel et al. 2000). These are anatomically or functionally proximal to areas that: (1) are selectively reactivated in REM sleep (Braun et al. 1997, 1998; Maquet et al. 1996; Nofzinger et al. 1997, 1999, 2000, 2001); (2) are shown to be sensitive to sleep deprivation (Smith et al. 1999; Wu et al. 1999); and (3) when lesioned, are associated with profound augmentation (anterior limbic) or attenuation (ventromedial prefrontal disconnection) of dreaming (Solms 1997).

Recent studies by Roger Godbout’s laboratory (Godbout et al. 1998, 2000; Daoust et al. 2001a, 2001b) on sleep and dreaming in patients with Asperger’s syndrome (a pervasive developmental disorder thought by some to be related to high functioning autism) suggest another potential avenue for investigating the neuropsychological basis of dreaming complementary to the lesion studies of Solms (1997) and Doriuchi and Violani (1992). It is notable that in our dreams we preserve our capacity to attribute mental states to others (i.e., the characters in our dreams), that is, to form a “theory of mind” (Pace-Schott 2001). This is especially notable in that other executive capacities, such as logical reasoning, and more basic building blocks of executive capacities, such as working memory and attention, are impaired during dreaming (Hobson et al., target article).

Patients with autism and Asperger’s syndrome show both deficient theory of mind capacities (Baron-Cohen 1995)
and highly attenuated dreaming (Craig & Baron-Cohen 1998; Daoust et al. 2001a, 2001b; Godbout et al. 1998). This attenuation has been hypothesized to reflect theory of mind deficits in individuals with autism spectrum disorders (Daoust et al. 2001a; Godbout et al. 1998). If impoverishment of dreaming in the autistic spectrum disorders proves to be generally found, it will provide a fascinating parallel to reports of global cessation of dreaming in ventromedial prefrontal disconnective lesion patients (Solms 1997).

3. Hypofrontality, psychopathology, and dreaming. An imbalance between prefrontal and posterior cortical or limbic activation has emerged as an explanatory principle for the symptomatology of a wide variety of neuropsychiatric disorders. For example, mesolimbic activation in the face of impaired prefrontal function is a prominent theory of both positive and negative symptoms in schizophrenia (Weinberger 1995). Similarly, suppression of prefrontal areas by limbic hyperactivity has been suggested in affective disorders (Mayberg et al. 1999). In addition, the ictal phase of epilepsy (during which hallucinations occur) is characterized by frontal hypoperfusion in the presence of hyperfusion of more posterior seizure loci (Rabinowicz 1997). Prefrontal areas have also been shown to be affected by delirium (Lerner & Rosenstein 2000; Trzepacz 2000), the psychosis most formally similar to dreaming (Hobson 1999). Frontal deficits are widely hypothesized to underlie specific deficits in autism (Stone et al. 1998; also see earlier discussion). Finally, Schwartz and Maquet (2002) note that certain bizarre dream features involving character misidentification bear marked similarity to neurological conditions such as Fregoli syndrome or Capgras delusion, both of which often involve a degree of frontal pathology. Therefore, the concept of hypofrontality, often in the presence of accentuated limbic or posterior perceptual cortical activity, may offer a convergent explanatory principle linking dreaming with a wide variety of psychopathological conditions.

Conclusions and future directions

One organizing premise of this brief update is that the combined study of phenomenology, cognitive neuroscience, and neurochemistry across a wide variety of normal (e.g., dreaming, waking), alterable (e.g., meditation, hypnosis), and psychopathological states may provide a synergistic understanding of the phenomenology of any one of these states, in this case, dreaming. For example, one such hypothesis suggested here is that the deactivation of prefrontal cortical areas and, possibly, a reciprocal intensification of cortical or subcortical limbic and posterior perceptual cortical activity may underlie a wide variety of dream-like states as well as normal dreaming itself. An extremely fruitful future direction may be the neurobiological study of waking states as close as possible to dreaming (e.g., hypnotic suggestion of intensified imagery) as well as dream states as close as possible to waking (e.g., full lucidity in experienced practitioners of lucid dreaming).

The preceding update is intended to give the reader a flavor of the immensely rich and exciting convergent findings emerging in the fields of sleep and dream science, cognitive neuroscience, and clinical neuroscience. As detailed in Hobson et al.’s target article and response to commentary as well as Pace-Schott’s commentary, emerging technologies in basic and clinical neuroscience will undoubtedly provide many breakthroughs in the coming years. Therefore, one can expect updates, such as this one, to be needed on a regular basis in order for the student of dream science to remain fully grounded in all the explanatory possibilities offered by current neurobiology.
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