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Series Preface

Our goal in creating the Frontiers in Neuroscience Series is to present the insights
of experts on emerging fields and theoretical concepts that are, or will be, at the
vanguard of Neuroscience. Books in the series cover topics ranging from genetics,
ion channels, apoptosis, electrodes, neural ensemble recordings in behaving animals
and even robotics. The series also covers new and exciting multidisciplinary areas
of brain research, such as computational neuroscience and neuroengineering, and
describes breakthroughs in classical fields like behavioral neuroscience. We want
these books to be the books every neuroscientist will use in order to get acquainted
with new ideas and frontiers in brain research. These books can be given to graduate
students and postdoctoral fellows when they are looking for guidance to start a new
line of research.

Each book is edited by an expert and consists of chapters written by the leaders
in a particular field. Books are richly illustrated and contain comprehensive bibli-
ographies. Chapters provide substantial background material relevant to the partic-
ular subject. We hope that as the volumes become available the effort put in by us,
the publisher, the book editors, and individual authors will contribute to the further
development of brain research. The extent that we achieve this goal will be deter-
mined by the utility of these books.






Preface

The major goal of this book is to create a comprehensive multidisciplinary review
and in-depth, up-to-date analysis of the study of the neurobiology of memory. The
world’s leading specialists share some of their scientific experience in the field,
covering a wide range of topics relating how molecular, genetic, behavioral, and
brain imaging techniques have been used to investigate the ways by which cellular
and brain circuits may be modified by experience.

The opening chapter by James L. McGaugh, one of the leading researchers in
the field of memory consolidation and brain plasticity, offers an interesting intro-
duction to the main issues. McGaugh gives us a historical overview of the field of
memory consolidation, formally initiated 100 years ago, and its enormous expansion
during the last three decades. His chapter emphasizes the methodological and con-
ceptual problems inherent to the study at different levels of analysis, from the cellular
mechanisms to the systems interactions for the representation of long-lasting mem-
ories.

Subsequent chapters contain interesting reviews of the putative genetic and
molecular mechanisms of cell plasticity. Several authors elaborate on how experience
may induce gene and protein expression and describe the role of experience in
synaptic plasticity underlying memory formation. Specifically, the authors reveal
how cell circuitry is modified and modulated by electrical activity or exposure to
novel spatial environments. Martha L. Escobar and Brian Derrick review work on
the synaptic communication elements described as susceptible to be modified by
activity and experience. In particular, they give us a journey through up-to-date
studies on one of the more exciting and heuristic models of brain plasticity, long-
term potentiation (LTP) and its reverse counterpart, long-term depression (LTD). In
addition, they put forward important questions regarding the hypothesis that these
models may be related to brain plasticity underlying memory formation. Similarly,
Victor Ramirez-Amaya summarizes recent research examining gene and protein
expression in brain circuits. With up-to-date techniques, he proposes the steps by
which a particular ensemble of neurons becomes interconnected with others after
spatial experience and how these interconnected ensembles may stand for spatial
memory representations in the hippocampus.

In the following chapters, several investigators address the question of how
putative modifications of brain circuits and synaptic elements through experience
can become relatively permanent and hence improve brain function. A major dis-
covery made in recent decades was the seminal finding regarding brain modification
after experience by Mark R. Rosenzweig. His chapter relates a historical approach
to functional, biochemical, and structural transformations in some brain areas after
exposure to enriched environments during animal development. Similarly, the chap-
ter by Jerome L. Rekart, Matthew R. Holahan, and Aryeh Routtenberg reviews how



brain modifications occur in both developing animals and in adult animals in rela-
tively short periods after spatial learning. In particular, they explore how axonal
sprouting and dendrite spine modification of adult animals are induced in certain
areas of the hippocampus during spatial memory formation.

The following section includes interdisciplinary reviews focusing on how nerve
cell circuitry, molecular expression, neurotransmitter release, and electrical activity
are modified during the acquisition and consolidation of long-term memory. In
“Electrophysiological Representation of Taste Memory,” Takashi Yamamoto and
Yasunobu Yasoshima examine ongoing research on cellular changes in specific brain
areas induced by experience. In particular, they use a model known as conditioned
taste aversion — one of the most useful and effective methods for enabling animals
to remember tastes. They review electrical changes in several brain areas after taste-
illness experiences; specifically, they analyze how cortical and amygdalar cells
change their responses to tastes after aversive experiences. In the same area, Maria
Isabel Miranda reviews the literature related to the release of several neurotransmit-
ters as measured with state-of-the-art methodologies such as in vivo microdialysis
during different stages of memory formation, i.e., acquisition, consolidation, and
retrieval. Her chapter explains how differential releases of various neurotransmitters
and molecules help us to better understand and eventually modify memory formation
and retrieval.

Subsequent chapters deal with receptor activation and deactivation via different
neurotransmitters that enable the intracellular activation of second messengers during
memory formation. The chapters by Milagros Gallo and Roberto A. Prado-Alcala
and co-workers deal with brain inactivation at different stages of memory formation.
In particular, Gallo tracks down the development of methodologies to analyze brain
functions and memory formation such as reversible pharmacological inactivation,
protein synthesis blockers, and genetic inactivation techniques. Prado-Alcald and
co-workers describe pharmacological approaches for the better understanding of the
underlying mechanisms of aversively motivated memory formation and introduce
the hypothesis that it is possible to protect the brain against the effects of amnesic
drugs by enhancing learning experiences.

Interestingly, Ivan Izquierdo and co-workers challenge the hypothesis that short-
term and long-term memories are serial events leading to memory consolidation as
previously proposed. Instead they suggest that short- and long-term memories are
parallel events. This proposal is based on recent findings in which intracerebral
administration of different agonists and antagonists of several neurotransmitters
produce disruptive effects on short- but not on long-term memory in the same
animals. In addition, they support this hypothesis with data showing differential
susceptibilities of LTM and STM to extinction and novel experiences.

The chapter by Rodriguez-Ortiz and Bermudez-Rattoni summarizes recent
research examining the new and hot topic of post-retrieval memory consolidation,
the so-called reconsolidation process. The reconsolidation hypothesis suggests that
consolidated memory returns to a labile state similar to recently acquired memory
each time it is retrieved and is susceptible to disruption by the same treatments or
drugs that disrupt memory consolidation. Their chapter reviews and challenges the
reconsolidation hypothesis by proposing that retrieved memory can be modified as



part of a mechanism for incorporating updated information into previously consol-
idated long-term memory.

Chapters in the last section of the book summarize current research on the
modulation and regulation of the formation and consolidation of memory by different
neurotransmitters and stress hormones. In her chapter, Carmen Sandi proposes that
the memory dysfunctions observed after stress and aging may be related. She
provides interesting evidence that some of the neural mechanisms of memory dis-
ability from stress are similar to the neural mechanisms found in memory impair-
ments from aging. The chapter by Christa K. McIntyre and Benno Roozendaal
analyzes current research on the effects that systemic and central stress hormones
have on the formation and consolidation of lingering memories and their possible
therapeutic use for post-traumatic stress syndrome in humans.

At the end of this section, human research on memory formation is analyzed
under the framework of immune system responses and brain communication; the
methods by which brain sexual differences during emotional memory formation are
studied via brain imaging techniques are also discussed.

For some time it has been known that stress and/or depression induce immune
response deficits to diverse immunological challenges. In this regard, Gustavo
Pacheco-Lépez and Manfred Schedlowski unveil interesting aspects of the so-called
neuro-immune associative learning. Their chapter reviews a number of experiments
showing how animals and humans are able to associate immune responses with
specific stimulus (environments, tastes) and modify their immune responses for
longer periods.

A number of studies ranging from laboratory animals to humans indicate that
endogenous stress hormones and the amygdala interact to modulate memory con-
solidation for emotional events. Within this framework, Larry Cahill explores brain
activity modifications during memory formation with the use of newly and highly
sophisticated methods of brain imaging in humans, namely positron emission tomog-
raphy (PET) and functional magnetic resonance (FMR). In his chapter, he analyzes
several lines of investigation leading to the conclusion that males and females do
not process emotional memories in the same way in particular brain areas like the
amygdala. He clarifies that sexual differences are very important and should be taken
into account when exploring the neurobiology of emotional memory formation and
eventually improve treatments for related clinical disorders.

I would like to thank Dr. James McGaugh and Dr. Roberto A. Prado-Alcald for
their valuable comments and ideas and Israela Balderas, Vanesa Cruz, and B.A.
Yahan for reviewing certain chapters. I also want to thank Dr. Sid Simon and Dr.
Miguel Nicolelis, editors of the Frontiers in Neuroscience series and Barbara E.
Norwitz and Jill Jurgensen of Taylor & Francis Group for their support.






Editor

Federico Bermudez-Rattoni studied medicine at the Universidad Nacional
Auténoma de México (UNAM) in Mexico City and earned a Ph.D. from the Uni-
versity of California at Los Angeles. After obtaining his Ph.D., he established his
laboratory in the Department of Neuroscience of the Instituto de Fisiologia Celular
at UNAM in Mexico City. Since his student days, he has worked on the molecular
mechanisms involved in memory formation and neural plasticity.

During his career, Dr. Bermudez-Rattoni has written nearly 100 papers and 3
books about his specialty. He has been invited to present about 80 speeches at
symposiums and magisterial conferences around the world and has organized several
international symposiums and courses related to his specialty. His laboratory has
hosted graduate students, postdoctoral fellows, and visiting scientists from many
countries.

For his outstanding contributions to his field, he has been elected a fellow of
the John Simon Guggenheim Foundation of New York City and received the National
University Prize and the Syntex Prize for medical research. He serves as chair of
the Department of Neuroscience and is currently the vice president of the Mexican
Society for Neurosciences and a visiting fellow of the Center for the Neurobiology
of Learning and Memory at the University of California, Irvine.
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’l Searching for Memory in
the Brain: Confronting
the Collusion of Cells
and Systems

James L. McGaugh
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How are memories made? How and where are they maintained? How are they
retrieved and how do they initiate and control behavior? These questions have been
asked for many centuries; the Egyptians, Greeks and Romans all offered suggested
answers, both fanciful and wrong. The emergence of empirical scientific physiolog-
ical inquiry in the 18th and 19th centuries created the understanding and acceptance
that memory is the province of the brain, rather than the heart or other bodily organs.
Memory was then firmly placed in the tissues of the brain and not in the ventricles
— a previously popular notion. That previous idea was guided then, as ours are now,
by facts and metaphors created by current technology. After all, before the 18th
century a great deal was known about the functioning of fluids, but cells had not
yet been discovered and studies of electrophysiology had not even been imagined.

1.1 ONE HUNDRED AND FIFTY YEARS OF
CONTROVERSY

At the beginning of the 19th century, Franz Joseph Gall offered the then novel idea
that different brain regions were responsible for different psychological functions
including memory. As his colleague Spurzheim wrote, “It is certainly impossible to
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deny the mutual influence and dependence of the different organs; and, in fact none
can insist upon this truth more than we [i.e., Gall and Spurzheim] do. There is,
however, a great difference between the correct assertion, that the different organs
exert a mutual influence upon each other, and the incorrect one, that each part does
not exert its particular function.”!

Although this conclusion may seem quite reasonable from our current per-
spectives, it was in the 19th century greeted with scientific skepticism and even
ridicule. The knowledge, concepts, and technology required for investigating Gall’s
hypothesis were not yet available. Techniques for investigating brain functioning
were not yet developed. Psychology as an empirically based science of human
and animal behavior did not emerge until much later in the 19th century. Thus,
the psychological functions to be attributed to specific brain regions were not
derived from inquiry or systematic theory but, rather from lists of psychological
personality traits and common sense attributes such as imagination, pride, affec-
tion, secretiveness, faith, destructiveness, conscience, love of offspring, wit, lan-
guage, and superficial knowledge.

Pierre Flourens? subsequently used his newly developed technique of experi-
mental ablation of brain tissue to mount a vigorous attack against Gall’s ideas. In
experiments with chickens and pigeons, he investigated the effects of brain ablations
on the abilities of the animals to eat, walk, hear, see, or fly — functions quite
observable and quite different from those of interest to Gall. In partial agreement
with Gall he concluded that the brain does consist of some different and distinct
organs; the cerebellum is the locus of locomotor coordination and the cerebrum is
the seat of intelligence. However, importantly, in sharp disagreement with Gall he
concluded?® that, “Indeed, not only do all ... the intellectual facilities reside exclu-
sively in [the cerebrum], but they all reside there coextensively, and without any one
being separable from the others” [italics mine].

Despite Broca’s finding* of a small cortical area that is critical for speech as
well as the conclusions of Fritsch and Hitzig® and Ferrier® based on their pioneering
electrical stimulation and ablation studies, that different cortical regions are
responsible for sensory and motor functions, Flouren’s idea that all cognitive
functions reside co-extensively in the brain continued to influence thinking well
into the 20th century.

A second salvo against localizationalist views was initiated by S.I. Franz’ whose
findings based on cortical ablation of rat cortex suggested that learned habits are
not located in any specific region of the cortex. In support of Flouren’s views, Franz
wrote, “... mental processes are not due to the independent activities of individual
parts of the brain, but to the activities of the brain as a whole. ...We have no facts
which at present will enable us to locate the mental processes in the brain any better
than they were located fifty years ago” [page 328].

For the next several decades Karl Lashley, who had worked with Franz, used
the cortical ablation technique in his classic studies of cortical functioning in learning
and, as is well known, found that the lesion-induced impairment was related to the
size of the lesion and not its locus.®® Lashley’s research on brain functioning and
memory was dominant during the first half of the 20th century and during that time
the view that different brain regions may have different roles in learning and memory
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gained few supporters. In summarizing the status of research on brain and memory
in the Handbook of Experimental Psychology in 1951, Clifford Morgan'® concluded,
“Why there is a correlation with mass, but not the locus of the lesion, is a vexing
problem. ... Here let us simply note that there is no simple localization of memories
in different parts of the brain” [page 784]. That conclusion ended an era.

1.2 THE GREAT DEBATE: WHAT IS LEARNED?
KNOWLEDGE OR RESPONSES?

For almost a century and a half between Gall’s proposals and Lashley’s conclu-
sions, little was learned about brain processes underlying learning and memory.
Although there remained little doubt that memories are, at least in part, the products
of cortical functioning, research at the middle of the 20th century provided few
clear clues as to how the brain creates, maintains, and uses memories. Progress
was made, however, in understanding learning and memory at a conceptual level.
Although experimental studies of memory were in their infancy in the late 19th
century, William James!' managed to contribute rich insights: he offered the
distinction between primary (recent) memory and memory proper or long-term
memory, and by discussing memory and habits in widely separated chapters
anticipated the distinction between procedural and cognitive learning and memory
honored in current research and theory.!>!3

The experimental studies of human memory launched by Herman Ebbinghaus!4
and Miiller and Pilzecker,'> as well as studies of animal learning pioneered by
Pavlov'®!7 and Thorndike!® at the turn of the century firmly established that learning
and memory are subject to experimental inquiry.

For several decades, research stimulated by findings of Pavlovian and instru-
mental conditioning was, except for that of Lashley, largely devoid of inquiry about
underlying brain processes. The great debate between Clark Hull'® and Edward
Tolman? that dominated animal (i.e., rat) research on learning from 1920 to 1950
centered on the issue of whether all learning was based on the acquisition of habits!®
or knowledge.?® They did not base their theories on physiological hypotheses; both
explicitly rejected the idea that understanding neurobiological mechanisms was
required in order to provide an account of learning. As Tolman? put it, “A rat running
amaze; a cat getting out of a puzzle box ... a psychologist reciting nonsense syllables
... these are the behaviors. ... And it must be noted that in mentioning no one of
them have we referred to or, we blush to confess it, what were the exact muscles
and glands, sensory nerves and motor nerves involved” [page 8].

Hull”® suggested that in attempting to understand behavior it is helpful to ...
consider the behaving organism as a completely self-maintaining robot, constructed
of material as unlike ourselves as may be (and) to consider the various problems in
behavior dynamics that must be solved” [page 27]. Clearly, Hull and Tolman were
searching for rules that guide behavior, not mechanisms. Neither proposed any ideas
about the involvement of the brain.

Experimental investigation of their hypotheses engaged the efforts of a great
many disciples and other researchers for several decades in a battle that yielded no
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clear victory. In place-versus-response experiments commonly used as the “battle-
field” for this conflict, rats were rewarded with food in one alley of a T-maze (starting
from the south). To test whether the learning consisted of a turning response or,
alternatively, knowledge of the location of the food, the starting arm of the T-maze
was moved to the other (north) side of the alley. When tested, the animals would,
thus have to make turning responses different from those used during training in
order to enter the arm where they had been rewarded with food. In many experiments
the rats demonstrated place learning, that is, they made turning responses different
from the one acquired during training in order to go to the place where food had
been located, but in other studies, they appeared to have learned responses. Although
it became clear from studies such as these that rats can learn by acquiring knowledge
of their environments and outcomes of their behavior, it also seemed clear that
animals can acquire motor habits, as William James’s writings implied and Hull
insisted. Toward the end of this great debate, Tolman ultimately acknowledged that
there is more than one kind of learning.?! His conclusion was clearly prescient, as
research in the subsequent decade revealed.

1.3 BRAIN SYSTEMS AND FORMS OF MEMORY

Events in 1949 signaled a new era in research on brain substrates of learning and
memory. Hebb’s book, The Organization of Behavior,? offered novel ideas that
attempted to provide an understanding of how brain cells might cooperate to provide
a basis for learning in a manner generally consistent with the evidence of functional
equipotentiality suggested by his mentor, Lashley. Hebb proposed the idea (based
on findings of Lorente de N6%3) that distributed assemblies of neurons in the brain
activated by stimulation engage in reverberatory firing and provide a basis for recent
memory. With repeated or sustained activation the cell assemblies stabilize and
provide a basis for lasting memory. A key assumption required for Hebb’s “dual-
trace” hypothesis is that some change is required at junctions between neurons in
order to provide the stabilization.

The process he proposed to account for that induced stability is now well-known
as the Hebb hypothesis??; it states, “When an axon of cell A is near enough to excite
a cell B and repeatedly or persistently takes part in its firing it, some growth process
or metabolic change takes place in one or both cells such that A’s efficiency, as one
of the cells firing B, is increased” [page 62]. Initially, the main influence of Hebb’s
hypothesis was conceptual. It provided a way of thinking about how cells might
participate in the creation of memories. Although Hebb’s dual-trace hypothesis may
have been the more original and important idea, his hypothesis accounting for
stabilization clearly had, as discussed below, greater influence on research investi-
gating neural mechanisms of memory.

For researchers interested in the neurobiology of memory in the early 1950s,
Hebb’s writings helped fill a void created by Lashley’s failed quest for a locus of
memory. The perseveration—consolidation hypothesis Miiller and Pilzecker'® pro-
posed a half century earlier failed to generate much inquiry. Perhaps at least in part
because of recognition that the consolidation hypothesis was very much like Hebb’s
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dual-trace hypothesis, it gained increased attention after the publication of Hebb’s
book, but, by coincidence, another important influence appeared in 1949.

Carl Duncan published a seminal paper reporting that electroconvulsive shock
stimulation applied to rats after they were trained induced retrograde amnesia.?* The
findings of this study and a great many subsequent studies using other kinds of
treatments administered posttraining provided strong evidence that initially fragile
memory traces stabilize or consolidate over time, as suggested by Miiller and
Pilzecker® and Hebb.?>?> Such findings also stimulated studies investigating the
neurobiological conditions that modulate (enhance as well as impair) memory
consolidation? as well as mechanisms essential for such consolidation.

The search for the locus of memory traces was, of course, not abandoned when
Lashley quit his quest, but rather was joined, as noted above, by efforts to understand
how memories are formed as well as efforts to understand the participation of brain
regions other than the cerebral cortex in creating and maintaining memories. In
subsequent decades Richard Thompson’s extensive research using brain ablation and
many other techniques including electrophysiological recording of neuronal activity
to investigate the involvement of the cerebellum in motor learning revealed that the
interpositus nucleus deep within the cerebellum is a critical site of neuroplasticity
mediating the learning of a discrete motor response, eyelid conditioning.?” These
more recent findings clearly served to indicate that, at the very least, the cerebral
cortex does not have the sole responsibility for learning and memory. Moreover, the
findings fit well with growing evidence that the systems engaged in learning and
memory depend on the kind of information acquired.

Besides contributing the dual-trace hypothesis and the “Hebb synapse” Hebb
made an additional crucially important contribution to research on memory: He
suggested that his graduate student, Brenda Milner, conduct neuropsychological
testing of patients of the neurosurgeon W.B. Scoville who were treated with bilateral
medial temporal lobe surgery. Her studies, especially those based on patient H.M.,?8
revealed the remarkable and now well-known findings summarized in virtually every
behavioral neuroscience textbook. Although the lesions resulted in blocked or sig-
nificantly attenuated ability to form new explicit (declarative) memories they left
William James’s primary (recent) memory and memory proper (remote) intact.
Additionally, and importantly, the learning of perceptual motor skills was unaffected.
Subsequent studies determined that this type of amnesic syndrome is common to
other patients who have medial temporal lobe damage.?

The findings of the selective effects of medial temporal lobe lesions on some
aspects of memory but not others provided important new insights into memory
and significantly changed the kinds of questions asked in subsequent research on
memory.

Milner’s findings provided a new target for investigations of brain regions and
memory: the medial temporal lobe — especially the hippocampus. Initially, most
animal experiments used only the technique (lesions of the medial temporal lobe)
without applying the key information Milner’s study revealed. Clearly, her findings
suggested that some kinds of learning would be affected whereas others would not.
That lesson was slowly learned. More than two decades later, Mortimer Mishkin
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published the first evidence of H.M.-like symptoms in monkeys with medial temporal
lobe lesions.>

With renewed (or delayed) insight, research on medial temporal lobe involve-
ment in memory focused on the effects of brain lesions on the learning of explicit
and declarative information rather than on the learning of whatever kind of arbitrary
task the specific experimenters typically favored. Experiments using rats found that
hippocampal lesions impaired their ability to learn to swim to a specific location in
a pool of water’! and to remember the location of recently rewarded and non-
rewarded alleys of a maze.3? Such studies led to a growing acceptance of the idea
that the hippocampus is involved in the learning of some kinds of information,
especially those concerning contextual cues and the relationships among cues.?

What about the learning of perceptual-motor responses and habits, that do not
seem to require contextual or relational learning? Studies investigating this issue
found that lesions of the striatum impair such learning without affecting the learning
of tasks impaired by disruption of hippocampal functioning.’*3> Such findings pro-
vide an explanation of why the place-versus-response experiments provided evidence
for both the Hull and Tolman theories. Inactivation of the hippocampus (with
lidocaine) prior to testing prevented the expression of place learning acquired early
in T-maze training. The inactivation of the caudate nucleus prior to testing prevented
the expression of response learning acquired later in training.’® The findings of such
double-dissociation experiments provided compelling evidence of functional disso-
ciation of brain regions mediating different forms of memory.

1.4 BRAIN SYSTEMS AND MEMORY FUNCTIONS

Milner’s research findings reported soon after the middle of the 20th century trig-
gered a new era of research on brain and memory in which experiments investigated
the functions of brain systems in different forms of learning and memory. It became
clear that the important issue of the locus of memory traces that dominated Lashley’s
research is but one of many that needed to be addressed in attempting to understand
brain processes enabling memory. The finding that medial temporal lesions did not
destroy either immediate or remote memories clearly indicated that the hippocampus
and adjacent regions are not loci of very recent or long-term memory. That finding
also suggested the novel and important idea that the medial temporal region is
critically involved in the formation of new lasting memory located in other brain
areas, with the cortex generally considered as a most likely site.3740

Studies of the effects of selective brain lesions also suggested that the amygdala,
another structure in the medial temporal region, is involved in learning induced by
emotional arousal.*! Extensive evidence suggests that the lateral nucleus of the
amygdala is critically involved in such learning and may be a locus of neuroplasticity
mediating the learning of associations of discrete cues with aversive stimulation.*>*3
Extensive evidence also indicates that activation of the basolateral complex of the
amygdala (BLA) modulates the consolidation of different aspects or forms of mem-
ory processed in other brain regions.*

The findings also provide strong evidence that the BLA plays a key role in drug
and hormone influences on memory consolidation. Duncan’s paper (1949) reporting
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that posttraining ECS treatments induced retrograde amnesia stimulated investiga-
tions of the effects of posttraining drug administration on memory consolidation.?643
Many drugs including those acting on the GABAergic, opioid peptidergic, and
noradrenergic systems are now known to enhance or impair consolidation.*-*3 Post-
training administration of epinephrine and corticosterone, the adrenal stress hor-
mones normally released by emotion-arousing stimulation, also enhanced memory
consolidation.*® Lesions of the BLA or infusions of B-adrenoceptor antagonists into
the BLA blocked drug and stress hormone influences on memory, and norepinephrine
(NE) infused into the BLA posttraining enhanced retention.’>>! Moreover, findings
of experiments using inhibitory avoidance training indicate that such training induces
the release of NE within the amygdala and that the increase in NE release induced
by the training correlates highly with subsequent retention of the training.>?

Several kinds of evidence support the hypothesis that activity of the BLA
modulates memory consolidation by influencing the activity of other brain regions
engaged in processing newly acquired memory.>*® First, drugs infused posttraining
into the BLA enhanced memory assessed in a wide variety of training exercises
known or thought to be mediated by different brain systems. These included spatial
tasks and response tasks as well as fear conditioning and object recognition learning
that were known or thought to be mediated by different brain systems.>!**3 Second,
lesions of the stria terminalis, a major amygdala pathway, block the memory mod-
ulating effects of drugs administered systemically or intra-amygdally.>6-® Third,
lesions of the BLA or -adrenoceptor antagonists infused into the BLA prevented the
memory modulatory effects of drugs infused posttraining into many other brain
regions including the hippocampus, entorhinal cortex, rostral anterior cingulate
cortex, and insular cortex.>-62

In the present context, the importance of such findings is that the BLA plays
an important role in memory by serving to modulate the consolidation of long-
term memory. Many other brain regions are also suggested as playing important
roles of various kinds in memory, although, as with the BLA, they serve other
functions as well.

The BLA has reciprocal connections with many brain regions including the
medial prefrontal cortex and nucleus basalis, as well as the hippocampus. Thus,
activation of the BLA also influences the functioning of these other systems involved
in processing memory. The medial prefrontal cortex is known to be involved in
working memory as well as the extinction of learned responses.®*-% The acetylcho-
line supplied by activation of the nucleus basalis is critically important for cortical
functioning such as that studied in the learning of the significance of auditory and
taste and nociceptive information.”*"2

Brain imaging techniques, especially positron emission tomography (PET) and
functional magnetic resonance imagining (fMRI) techniques developed and refined
in recent decades, have enabled investigation of brain systems activated by different
forms and aspects of learning including the encoding and retrieval of different kinds
of information. Studies using PET imaging as well as fMRI have found that the
amygdala is activated by emotionally arousing information and that the degree of
activation correlates very highly with subsequent memory of the arousing informa-
tion.”>7* Furthermore, the findings indicate that emotional arousal-induced activation
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of the amygdala is correlated with increases in hippocampal activity.”>’¢ These
findings are highly consistent with findings of the animals studies discussed above.
Recent findings have also revealed that the amygdala and hippocampus interact with
the cortex during the retrieval of emotionally arousing information.””-® Thus, brain
imaging studies have provided significant additional evidence that the amygdala
interacts with other brain regions in influencing memory.

1.5 CELLS AND SYSTEMS

The word collusion as used in the title of this chapter refers to its definition as a
“secret understanding” or “playing together.” As was fully recognized by Hebb, a
major problem in the neurobiology of memory is discovering how the activation of
neurons in the brain leads to the formation of knowledge and actions. How, that is,
do cells collude with brain systems to produce memories that enable changes in
behavior? Experience-induced changes in neuronal firing could, he proposed, pro-
vide a starting point for an explanation.

Another major discovery in recent decades was the seminal finding by Bliss and
Lomo?®° that brief activation of hippocampal cells induced a change in the connec-
tivity of existing synaptic connections with other cells — a finding now well-known
as long-term potentiation (LTP). Various forms of LTP and the reverse effect, long-
term depression (LTD) have been the subjects of extensive investigations for several
decades. The quest of such research is to find synaptic mechanisms mediating the
creation of Hebb synapses that may provide cellular bases for memory.

Progress in understanding molecular genetics has led to the development of new
methods for investigating cellular processes mediating such neuroplasticity. How-
ever, creating memory involves more than changing synaptic connections. Sets of
neurons must become interconnected with other sets of neurons to create organized
systems that serve to represent memory. Although memory is no doubt based on
experience-induced neuronal changes, the consequences of the changes must also
depend on the functions of the brain system of which they are a part. Collusion of
cells and systems is required.

Within a system, the firing of some cells is no doubt involved in inducing synaptic
changes enabling memory. The activity of other cells that project to other brain
regions can act to modify the functioning in those distal regions. For example, the
firing of cells in the BLA of a cat is increased greatly by a single foot shock and
the increased firing lasts at least 2 hours.?! Such increased firing may serve to
modulate memory processing in efferent brain regions including the entorhinal cortex
and hippocampus.??# In support of this view, electrophysiological studies have
reported that noradrenergic stimulation of the BLA enhances the induction of long-
term potentiation LTP in the hippocampus and that disruption of the BLA with
lesions or a B-adrenoceptor antagonist blocks the induction of such LTP.3435 Other
recent findings indicate that noradrenergic stimulation of the BLA that enhances
memory consolidation also increases dorsal hippocampal levels of activity-regulated
cytoskeletal Arc protein,?® an immediate-early gene implicated in hippocampal syn-
aptic plasticity and memory consolidation processes.?” Additionally, inactivation of
the BLA with infusions of lidocaine impairs memory consolidation and decreases
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Arc protein levels in the dorsal hippocampus.? Clearly, the BLA is a major player
in the collusion of cells and brain systems involved in memory consolidation.

1.6 TWO CENTURIES OF PROGRESS IN RESEARCH ON
BRAIN AND MEMORY

As noted earlier in this chapter, a little over a century ago Franz’ concluded that,
“We have no facts which at present will enable us to locate the mental processes in
the brain any better than they were located 50 years ago.” Clearly many discoveries
of the past century, especially in the last few decades, now suggest a very different
conclusion. Many different brain regions are involved in different aspects and forms
of memory. Also, Gall was proven at least partially correct in conclusions drawn
almost two centuries ago. Although he was wrong about the kinds of cognitive
functions represented in the brain, he was correct in his assertion that the systems
of the brain very clearly interact and that each has specific responsibilities.?® Dis-
covering the different roles of brain systems is one of the major outcomes of research
on memory in the past two centuries as well as one of the most important areas for
future research.

REFERENCES

1. Spurzheim, J.G. The Physiognomical System of Dr. Gall and Spurzheim. Baldqan,
Cradock and Joy, London, 1815.

2. Flourens, P. Reserches experimentales sur les proprietes et les functions du system
nerveux dans les animaux vertebras, 2nd ed. J.B. Balliere, Paris, 1842.

3. Flourens, P. Psychologie Comparee, 2nd ed. Garnier Freres, Paris, 1864.

4. Broca, P. Sur le siege de las faculté du langage articulé. Bull. Soc. Anthropol., 6, 337,
1861.

5. Fritsch, G. and Hitzig, E. Uber die elektrische Erregbarkeit des Grosshirns. Archiv.
Fiir Anatomie und Physiologie, 1870, 300-332; in von Bonin, G., Ed., Some Papers
on the Cerebral Cortex (translated as On the Electrical Excitability of the Cerebrum),
Charles C Thomas, Springfield, IL, 1960.

6. Ferrier, D. The Functions of the Brain, 2nd ed. Smith, Elder, London, 1886.

7. Franz, S.I. New phrenology. Science, 35, 321, 1912.

8. Lashley, K.S. Brain Mechanisms and Intelligence. University of Chicago Press,
Chicago, 1929.

9. Lashley, K.S. In search of the engram. Symp. Soc. Exp. Biol., 4, 454, 1950.

10. Morgan, C.T. The psychophysiology of learning. Handbook of Experimental Psy-
chology. John Wiley & Sons, New York, 1951, pp. 758-788.

11. James, W. Principles of Psychology. Henry Holt, New York, 1890.

12. Packard, M.G. and Knowlton, B.J. Learning and memory functions of the basal
ganglia. Annu. Rev. Neurosci., 25, 563, 2002.

13. Poldrack, R.A. and Packard, M.G. Competition among multiple memory systems:
converging evidence from animal and human brain studies. Neuropsychologia, 41,
145, 2003.

14. Ebbinghaus, H. Uber das Gedichtnis. Drucker & Humblat, Leipzig, 1885.



10

15.

17.
18.

19.
20.
21.
22.
23.
24.

25.
26.

217.
28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

Neural Plasticity and Memory: From Genes to Brain Imaging

Miieller, G.E. and Pilzecker, A. Experimentalle beitrage zur lehre vom gedachtnis.
Z. Psychol., 1, 1, 1900.

Pavlov, I.P. The physiology of digestion, in Nobel Lectures: Physiology or Medicine,
1901-1921. Elsevier, New York, 1967.

Pavlov, L.P. Conditioned Reflexes. Oxford University Press, London, 1927.
Thorndike, E.L. Animal intelligence: an experimental study of the associative pro-
cesses in animals. Psychol. Rev., Monogr. Suppl. 2, No. 8, 1898.

Hull, C.L. Principles of Behavior. Appleton-Century-Crofts, New York, 1943.
Tolman, E.C. Purposive Behavior in Animals and Men. Century, New York, 1932.
Tolman, E.C. There is more than one kind of learning. Psychol. Rev., 144, 1949.
Hebb, D.O. The Organization of Behavior. John Wiley & Sons, New York, 1949.
Lorento de N6, R. Analysis of the acitivity of chains of neurons. J. Neurophysiol., 1,
207, 1938.

Duncan, C.P. The retroactive effect of electroshock on learning. J. Comp. Physiolog.
Psychol., 42, 32, 1949.

McGaugh, J.L. and Herz, M.J. Memory Consolidation. Albion, San Francisco, 1972.
McGaugh, J.L. Time-dependent processes in memory storage. Science, 153, 1351,
1966.

Thompson, R.F. In search of memory traces. Annu. Rev. Neurosci., 56, 1, 2005.
Scoville, W.B. and Milner, B. Loss of recent memory after bilateral hippocampal
lesions. J. Neurol. Neurosurg. Psychiatr., 20, 11, 1957.

Squire, L.R., Stark, C.E. and Clark, R.E. The medial temporal lobe. Annu. Rev.
Neurosci., 27, 279, 2004.

Mishkin, M. Memory in monkeys severely impaired by combined but not by separate
removal of amygdala and hippocampus. Nature, 273, 297, 1978.

Morris, R.G., Garrud, P., Rawlins, J.N., and O’Keefe, J. Place navigation impaired
in rats with hippocampal lesions. Nature, 297, 681, 1982.

Olton, D.S., Mazes, maps, and memory. Am. Psychol., 34, 583, 1979.

Eichenbaum, H. How does the brain organize memories? Science, 277, 330, 1997.
Packard, M.G., Hirsh, R., and White, N.M. Differential effects of fornix and caudate
nucleus lesions on two radial maze tasks: evidence for multiple memory systems. J.
Neurosci., 9, 1465, 1989.

White, N.M. and McDonald, R.J. Multiple parallel memory systems in the brain of
the rat. Neurobiol. Learn. Mem., 77, 125, 2002.

Packard, M.G. and McGaugh, J.L. Inactivation of hippocampus or caudate nucleus
with lidocaine differentially affects expression of place and response learning. Neu-
robiol. Learn. Mem., 65, 65, 1996.

Squire, L.R. and Alvarez, P. Retrograde amnesia and memory consolidation: a neu-
robiological perspective. Curr. Opin. Neurobiol., 5, 169, 1995.

Tyler, T.J. and DiScenna, P. The hippocampal memory indexing theory. Behav. Neu-
rosci., 100, 147, 1986.

McClelland, B.L., McNaughton, J.L., and O’Reilly, R.C. Why there are complemen-
tary learning systems in the hippocampus and neocortex: Insights from the successes
and failures of connectionist models of learning and memory. Psychol. Rev., 102,
419, 1995.

Buchel, C., Morris, J., Dolan, R.J., and Friston, K.J. Brain systems mediating aversive
conditioning: an event-related fMRI study. Neuron, 20, 947, 1998.

Weiskrantz L. Behavioral changes associated with ablation of the amygdaloid com-
plex in monkeys. J. Comp. Physiol. Psychol., 49, 381, 1956.

LeDoux, J.E. Emotion circuits in the brain. Annu. Rev. Neurosci., 23, 255, 2000.



Searching for Memory in the Brain 11

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

Davis, M. The role of the amygdala in conditioned and unconditioned fear and anxiety,
in Aggleton, J.P., Ed., The Amygdala, Oxford University Press, Oxford, 2000.
McGaugh, J.L. Memory consolidation and the amygdala: a systems perspective. TINS,
25, 456, 2002.

McGaugh, J.L. and Petrinovich, L.F. Effects of drugs on learning and memory. Int.
Rev. Neurobiol., 8, 13, 1965.

McGaugh, J.L., Introini-Collison, I.B., Cahill, L., Kim, M., and Liang, K.C. Involve-
ment of the amygdala in neuromodulatory influences on memory storage, in Aggleton,
J.P, Ed., The Amygdala, John Wiley & Sons, New York, 1992, pp. 431-451.
McGaugh, J.L. et al. Involvement of the amygdala in the regulation of memory
storage, in McGaugh, J.L. et al., Eds., Plasticity in the Central Nervous System:
Learning and Memory, Lawrence Erlbaum Associates, Hillsdale, NJ, 1995, pp. 17-40.
McGaugh, J.L. and Cahill, L. Emotion and memory: central and peripheral contri-
butions, in Davidson, R.J. et al., Eds., Handbook of Affective Science, Oxford Uni-
versity Press, Oxford, 2002, pp. 93-116.

McGaugh, J.L. and Roozendaal, B. Role of adrenal stress hormones in forming lasting
memories in the brain. Curr. Opin. Neurobiol., 12, 205, 2002.

Hatfield, T. and McGaugh, J.L. Norepinephrine infused into the basolateral amygdala
posttraining enhances retention in a spatial water maze task. Neurobiol. Learn. Mem.,
71, 232, 1999.

LaLumiere, R.T., Buen, T.V., and McGaugh, J.L. Posttraining intra-basolateral
amygdala infusions of norepinephrine enhance consolidation of memory for contex-
tual fear conditioning. J. Neurosci., 23, 6754, 2003.

Mclntyre, C.K., Hatfield, T. and McGaugh, J.L. Amygdala norepinephrine levels after
training predict inhibitory avoidance retention performance in rats. Eur. J. Neurosci.,
16, 1223, 2002.

McGaugh, J.L. The amygdala modulates the consolidation of memories of emotion-
ally arousing experiences. Annu. Rev. Neurosci., 27, 1, 2004.

Hatfield, T. and McGaugh, J.L. Norepinephrine infused into the basolateral amygdala
posttraining enhances retention in a spatial water maze task. Neurobiol. Learn. Mem.,
71, 232, 1999.

Roozendaal, B., Okuda, S., Van der Zee, E.A., and McGaugh, J.L. Glucocorticoid
enhancement of memory requires arousal-induced noradrenergic activation in the
basolateral amygdala. Proc. Natl. Acad. Sci. USA, 103, 6741, 2006.
Introini-Collison, I.B., Arai, Y., and McGaugh, J.L. Stria terminalis lesions attenuate
effects of posttraining oxotremorine and atropine on retention. Psychobiology, 17,
397, 1989.

Liang, K.C., McGaugh, J.L. and Yao, H.-Y. Involvement of amygdala pathways in
the influence of posttraining amygdala norepinephrine and peripheral epinephrine on
memory storage. Brain Res., 508, 225, 1990.

Roozendaal, B. and McGaugh, J.L. The memory-modulatory effects of glucocorti-
coids depend on an intact stria terminalis. Brain Res., 709, 243, 1996.

Roozendaal, B. and McGaugh, J.L. Basolateral amygdala lesions block the memory-
enhancing effect of glucocorticoid administration in the dorsal hippocampus of rats.
Eur. J. Neurosci., 9, 76, 1997.

Roozendaal, B., Nguyen, B.T., Power, A., and McGaugh, J.L. Basolateral amygdala
noradrenergic influence enables enhancement of memory consolidation induced by
hippocampal glucocorticoid receptor activation. Proc. Natl. Acad. Sci. USA, 96,
11642, 1999.



12

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

Neural Plasticity and Memory: From Genes to Brain Imaging

Roesler, R., Roozendaal, B., and McGaugh, J.L. Basolateral amygdala lesions block
the memory-enhancing effect of 8-Br-cAMP infused into the entorhinal cortex of rats
after training. Eur. J. Neurosci., 15, 905, 2002.

Miranda, M.I. and McGaugh, J.L. Enhancement of inhibitory avoidance and condi-
tioned taste aversion memory with insular cortex infusions of 8-Br-cAMP: involve-
ment of the basolateral amygdala. Learn. Mem., 11, 312, 2004.

Fuster, J.M. Memory in the Cerebral Cortex: An Empirical Approach to the Neural
Networks in the Human and Nonhuman Primate. MIT Press, Cambridge, MA, 1995.
Fuster, J.M. Distributed memory for both short and long term. Neurobiol. Learn.
Mem., 70, 268, 1998.

Hikosaka, O., Miyashita, K., Miyachi, S., Sakai, K., and Lu, X. Differential roles of
the frontal cortex, basal ganglia and cerebellum in visuomotor sequence learning.
Neurobiol. Learn. Mem., 70, 137, 1998.

Roozendaal, B, Okuda, S., de Quervain, D.J.F., and McGaugh, J.L. Glucocorticoids
interact with emotion-induced noradrenergic activation in influencing different mem-
ory functions. Neuroscience, 138, 901, 2006.

Arnsten, A.F. and Li, B.M. Neurobiology of executive functions: catecholamine
influences on prefrontal cortical functions. Biol. Psychiatr., 57, 1377, 2005.

Quirk, G.J., Garcia, R., and Gonzalez-Lima, F. Prefrontal mechanisms in extinction
of conditioned fear. Biol. Psychiatr., 60, 337, 2006

Milad, M.R. and Quirk, G.J. Neurons in medial prefrontal cortex signal memory for
fear extinction. Nature, 420, 70, 2002.

Weinberger, N.M. The nucleus basalis and memory codes auditory cortical plasticity
and the induction of specific, associative behavioral memory. Neurobiol. Learn. Mem.,
80, 268, 2003.

Bermudez-Rattoni, F., Okuda, S., Roozendaal, B., and McGaugh, J.L. Insular cortex
is involved in consolidation of object recognition memory. Learn. Mem., 12, 447,
2005.

Malin, E. and McGaugh, J.L. Differential involvement of the hippocampus, anterior
cingulate cortex and basolateral amygdala in memory for context and footshock.
Proc. Natl. Acad. Sci. USA, 103, 1959, 2006.

Cahill L. et al. Amygdala activity at encoding correlated with long-term, free recall
of emotional information. Proc. Natl. Acad. Sci. USA, 93, 8016, 1996.

Canli T., Zhao Z., Brewer J., Gabrieli J.D., and Cahill L. Event-related activation in
the human amygdala associates with later memory for individual emotional experi-
ence. J. Neurosci., 20, RC99, 2000.

Kilpatrick L. and Cahill L. Amygdala modulation of parahippocampal and frontal
regions during emotionally influenced memory storage. Neurolmage, 20, 2091, 2003.
LaBar, K.S. and Cabezz, R. Cognitive neuroscience of emotional memory. Nat. Rev.
Neurosci,. 7, 54, 2006.

Smith, A.P., Stephan. K.E., Rugg, M.D., and Dolan, R.J. Task and content modulate
amygdala-hippocampal connectivity in emotional retrieval. Neuron, 49, 631, 2006.
Greenberg, D.L. et al. Co-activation of the amygdala hippocampus and inferior frontal
gyrus during autobiographical memory retrieval. Neuropsychologia, 43, 659, 2005.
Dolcos, F., LaBar, K.S., and Cabeza, R. Remembering one year later: role of the
amygdala and the medial temporal lobe memory system in retrieving emotional
memories. Proc. Natl. Acad. Sci. USA, 102, 2626, 2005.

Bliss, T.V.P. and Lomo, T. Long-lasting potentiation of synaptic transmission in the
dentate gyrus of the anaesthetized rabbit following stimulation of the perforant path.
J. Physiol., 232, 331, 1973.



Searching for Memory in the Brain 13

81.

82.

83.

84.

85.

86.

87.

88.

Pelletier, J.G., Likhtik, E., Filali, M., and Paré, D. Lasting increases in basolateral
amygdala activity after emotional arousal: implications for facilitated consolidation
of emotional memories. Learn. Mem., 12, 96, 2005.

Paré, D., Collins, D.R., and Pelletier, J.G. Amygdala oscillations and the consolidation
of emotional memories. TICS, 6, 306, 2002.

Pelletier, J.G. and Paré, D. Role of amygdala oscillations in the consolidation of
emotional memories. Biol. Psychiatr., 55, 559, 2004.

Ikegaya, Y, Saito, H., and Abe, K., Requirement of basolateral amygdala neuron
activity for the induction of long-term potentiation in the dentate gyrus in vivo. Brain
Res., 671, 351, 1995.

Ikegaya, Y, Nakanishi, K., Saito, H., and Abe, K., Amygdala beta-noradrenergic
influence on hippocampal long-term potentiation in vivo. Neuroreport, 8, 3143, 1997.
Mclntyre, C.K. et al. Memory-influencing intra-basolateral amygdala drug infusions
modulate expression of Arc protein in the hippocampus. Proc. Natl. Acad. Sci. USA.,
102, 10718, 2005.

Guzowski, J.F. et al. Inhibition of activity-dependent arc protein expression in the rat
hippocampus impairs the maintenance of long-term potentiation and consolidation
of long-term memory. J. Neurosci., 20, 3993, 2000.

Gold, P.E. Coordination of multiple memory systems. Neurobiol. Learn. Mem., 82,
230, 2004.






2 Long-Term Potentiation
and Depression as
Putative Mechanisms for
Memory Formation

Martha L. Escobar and Brian Derrick

CONTENTS
2.1 INEOAUCHION «.euviitiieietetetet ettt ettt sttt 15
2.2 Long-Lasting Forms of Synaptic Modification: Methodological

APPIOACKH ...t et 16

2.2.1 Long-Term Potentiation (LTP)........cccooceivieniiiiniiiieicieceeeeee, 16

2.2.2  Long-Term Depression (LTD) ....ccccoevevenenicnienienieieicieieeeeeceeen 19
2.3 LTP and LTD: Triggering, Expression, and Maintenance Mechanisms....... 20
2.4 Persistent Synaptic Plasticity: Metaplastic Point of View ........c.cccecceveneenee. 23
2.5 Role of Activity-Dependent Synaptic Plasticity in Brain Function.............. 25
2.6 Substrates of LTP and LTD: Structural Plasticity.......c.ccccceeveniecieneenencenne. 27
2.7 Neurotrophins and Synaptic PlastiCity ..........ccccovererenenenieneneieieieeeennenn 29
2.8  Experience-Dependent Modifications: Is LTP Involved in Learning

ANA MEIMOTY? ...ttt ettt ettt et e bt sbeebeseeens 31
Outstanding Questions and New DIirections .........c.ceccvvevvererenienienienieneecreeeeeennenn. 39
ACKNOWIEAZIMENLES......c.viviieriiieieteieietet ettt sttt et 39
RELEIEIICES .....oveiiiiiiiiieteetcec ettt e 39

2.1 INTRODUCTION

Experience-dependent changes in behavior are thought to derive from lasting
changes in synaptic strength and neuronal excitability. This chapter attempts an
overview of the mechanisms underlying induction and maintenance of long-lasting
activity-dependent synaptic modifications as at least one of the key mechanisms by
which experiences modify neural circuit behavior. We consider the important yet
complex regulation of long-term potentiation and depression by prior synaptic activ-
ity as well as the influence of some neurotrophins as regulators of synaptic efficacy
crucial issues concerning the contribution of long-lasting forms of synaptic modifi-
cation to learning and memory.

15
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2.2 LONG-LASTING FORMS OF SYNAPTIC
MODIFICATION: METHODOLOGICAL
APPROACH

2.2.1 LoNG-TerRM PoOTENTIATION (LTP)

Tim Bliss and Terje Lomo!? first reported the phenomenon of long-term potentiation
(LTP), an increase in synaptic efficacy following synaptic activity, over 30 years
ago. Since then, LTP has generated enormous interest as a potential mechanism of
memory, primarily because it exhibits numerous properties expected of a synaptic
associative memory mechanism, such as rapid induction, synapse specificity, asso-
ciative interactions, persistence, and dependence on correlated synaptic activity.
Given these important features, LTP remains only a model of the synaptic and cellular
events that may underlie memory formation. Although LTP-like phenomena are
appealing as models of the synaptic changes in learning and memory, one question
crucial to this research is the contribution of LTP to learning and memory. While
this issue has been the subject of numerous behavioral studies since LTP was
discovered, more recent studies combining advanced methodologies offer new ave-
nues and compelling data that offer the potential for defining the role of LTP in
hippocampal function, learning, and memory.

Many features of LTP as a phenomenon make it a compelling candidate for the
synaptic processes underlying neural information storage. First, LTP is induced
rapidly. Soon after its induction (which usually involves postsynaptic depolarization
induced by high frequency stimulation of a sufficient number of afferents), LTP
appears within minutes. In some situations, the actual development of LTP is
obscured by short-term potentiation (STP), an exponentially decaying increase in
synaptic strength that appears to involve NMDA receptors as well,? but decays within
5 to 20 min (Figure 2.1). Prior evaluations of STP and LTP determined the onset of
LTP by subtracting STP. Hanse and Gustafsson* suggest that it develops incremen-
tally, reaching asymptotic levels by approximately 5 to 20 sec, depending upon the
synapse studied.

LTP is not always rapidly expressed and can show incremental growth over a
period of 10 to 20 min. The precise reasons why such incremental LTP is observed
in some cases and not others is unknown.

Our experience is that the methodology used to induce LTP can determine initial
LTP magnitude. For example, rapid LTP induction is seen with direct stimulation
of afferents in both commissural and perforant path inputs to the CA3 region.
However, a slowly developing, incremental LTP often is observed when LTP is
induced in an associative manner by pairing weak commissural or perforant path
trains with a strong tetanus to a convergent CA3 afferent system.> Thus, while LTP
develops relatively rapidly, it can take some time to develop fully. In line with these
observations, the emergence of both place cells in the CA1 region and the appearance
of place field expansion, a gradual increase in the place field that reflects earlier
firing of place cells with experience, also occur over a duration of 5 to 10 min. This
is a crucial point because these processes are thought to involve associative synaptic
changes and possibly LTP.57
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FIGURE 2.1 LTP and heterosynaptic LTD in the dentate gyrus. Point plot representing
magnitude of extracellular synaptic responses (slope of field EPSP, mV/ms) in awake behaving
rats evoked once every minute. High frequency stimulation of the lateral perforant pathway
(arrow) induces STP and LTP of lateral perforant path dentate field synaptic responses (O).
By contrast, synaptic responses evoked in the medial perforant pathway (®) not stimulated at
high frequencies displayed heterosynaptic LTD induced by high-frequency stimulation of the
lateral perforant path.

It should be noted that STP is not necessary for LTP to develop, and LTP is
often observed even in the absence of STP. Our own experience is that STP is a
phenomenon that, like rapidly induced LTP, is seen in vivo only following rather
extended intense trains. For example, STP is observed following 0.5- to 1-sec bursts
of 400 Hz, whereas STP is rarely observed in perforant path projections with brief
bursts of stimulation given at 200 msec intervals that mimic theta thythm (or so-
called theta burst stimulation.?). Thus it remains to be determined whether STP
reflects a process that can normally occur with endogenous patterns of synaptic
activity, and, if so, whether it has any role in learning or memory.

Another feature is that LTP is associative. If high frequency stimulation of one
set of afferents induces LTP, individual active synapses can also be recruited to
express LTP — provided that the synapse is coactive within a delimited window.
Associativity can be derived from the requirements for activation of the NMDA
receptor (specifically, both glutamate and postsynaptic depolarization essential for
relieving the magnesium block of the NMDA channel).

The property of associativity can be derived directly from and is essentially
identical to the property of cooperativity,’ indicating that LTP has a threshold and
a threshold number of afferents must be active to induce LTP. That LTP can be
induced in “cooperating” synapses is indicative that associativity is an inherent
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property of this phenomenon. While it has been suggested that the term associativity
refers to cooperative LTP involving distinct sets of afferents, it should be noted that
this first demonstration of cooperativity used two distinct afferent systems to the
dentate gyrus: the medial and lateral perforant pathways.® However, because inter-
actions among a critical number of afferent fibers may underlie this effect, it is
probable that the cooperativity term was chosen out of prudence since the associa-
tivity term as envisaged by Hebb tacitly implies a post-synaptic integration of
presynaptic activity at the postsynaptic element — something that cannot be ruled
out in the cooperativity effect. Perhaps a more realistic and convincing demonstration
of associativity is provided by studies showing that the pairing of low frequency
afferent activity with induced postsynaptic depolarization also induces LTP.!°

Input specificity is a crucial property of virtually all forms of LTP and refers to
the fact that LTP is synapse-specific and restricted only to synapses of activated
afferents (Figure 2.1). This is in contrast to the nonassociative phenomena such as
sensitization in which specificity of stimuli (or afferent input) is absent and a more
general facilitation of responses is observed in other afferent inputs. Obviously, input
specificity is an important feature given that information storage capacity is increased
when plasticity can be regulated at individual synapses.

Another feature of LTP is that it is remarkably persistent. Prior to its discovery,
the only activity-dependent electrophysiological change that came close to LTP
in duration was post-tetanic potentiation (PTP) a primarily presynaptic phenom-
enon lasting from seconds to minutes. By contrast, LTP in the hippocampal
formation can persist from hours to weeks or months, depending upon the stim-
ulation parameters.

In intact animals, LTP is decremental and usually decays within 1 to 2 weeks.!!
While this is certainly too brief a period for the storage of long-term memory, several
points should be made with respect to LTP longevity. First, LTP in the hippocampus
need not be permanent. Current findings support the view that, as is suspected in
humans, the hippocampus has a time-delimited role in memory; persistent long-term
memory is gradually consolidated in neocortical areas.'? In this view, memories
formed by the hippocampus are transferred to and consolidated in the neocortex,
possibly during slow wave or REM sleep states.!>!* This usually occurs within 2
weeks in rats, as indicated by both lesion and imaging data.!> Thus, if the hippo-
campus indeed serves as a temporary repository of information, LTP may not last
long simply because it may not need to. In fact, any long-term retention of infor-
mation within the hippocampus beyond the usual several weeks may even be detri-
mental to hippocampal-based memory, resulting in interference with previously
stored patterns of synaptic activity.

How long then can LTP last? It is reported that LTP decay is an active process
mediated by NMDA receptors, and blocking these receptors can prevent LTP decay.!®
Although it is not known for certain, many forms of long-term depression (LTD)
— which, like LTP is a long-term change in synaptic strength — reduces synaptic
strength. Like LTP, LTD usually requires the activation of NMDA receptors. Thus
LTD may mediate LTP decay. However, because LTP decay is an active process that
requires NMDA receptor activation (and possibly the induction of LTD), LTP is
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theoretically, permanent and may last as long as the synapse itself, provided that it
is not erased by subsequent synaptic activity and NMDAR activation.

2.2.2 LoNG-TerM DepressioN (LTD)

LTP is particularly noteworthy in that its induction follows the rule of pre- and
postsynaptic associativity as formalized by Donald Hebb.!” However, a mechanism
serving to increase synaptic strength cannot operate alone; otherwise the strength
of synapses could only increase, eventually reaching a point of saturation. Other
mechanisms that permit either the reversal or the inverse of LTP are likely to be
necessary. Such a phenomenon is observed at the same synapses that display LTP
and is termed long-term depression (LTD). LTD was noted in early studies,
although its possible role in information storage was only suggested.'® As it became
apparent that any device that serves as a temporary repository for information
must have some way to decrease synaptic strength, LTD became a focus of many
studies in the 1990s."

In contrast to LTP, distinct forms of LTD were noted early on in these studies,
as evidenced by the distinct mechanisms of their induction. Homosynaptic LTD is
used to describe LTD that follows synaptic activity and typically is induced by
repetitive low frequency (0.5 to 5 Hz) stimulation. In most synapses, homosynaptic
LTD is, like LTP, input-specific, dependent upon NMDA receptor activation,? asso-
ciative,?!?2 and also requires calcium, although the levels of calcium influx necessary
for LTD induction appear to be lower than those for LTP. This may reflect the
modulation of phosphatases associated with LTD induction by calcium, which
require much smaller changes in calcium concentration.

LTD also is observed when either synaptic activity or LTP occurs at neighboring
synapses. This form of LTD is referred to as heterosynaptic in that it is observed at
synapses that are not potentiated (and even are inactive). Heterosynaptic LTD is
usually most evident in the perforant path projections to the dentate, where induction
of LTP in one set of afferents (such as the medial perforant path) can induce
heterosynaptic LTD of responses evoked by a separate inactive set of afferents (the
lateral perforant path), and vice versa (Figure 2.1). Here, LTD induction appears
sensitive to both NMDA receptors and the voltage-dependent calcium channels,?32*
suggesting that low levels of calcium necessary for LTD may be provided by VDCCs
activated in response to NMDA receptors, perhaps via distinct NMDA receptors at
distinct extrasynaptic locations (such as the NR2B variant of the NMDA receptor
or similar receptors on dendrites or the spine base and neck).?

In addition, a distinct form of LTD in the CA1 involving metabotropic glutamate
receptors, specifically Group I metabotropic receptors in addition to NMDA recep-
tors, has been reported.?® This type of LTD is seen with application of mGluR1/5
agonists and is blocked by mGluR1/5 antagonists. Likewise, in the mossy fiber
pathway, one form of LTD appears to depend on postsynaptic factors, including
postsynaptic calcium,?’-3° whereas another form appears to depend on the activation
of presynaptic metabotropic glutamate receptors.?!

The diversity of types or forms of LTD induction mechanisms may reflect distinct
roles for these forms of plasticity in hippocampal function and memory. As noted
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earlier, utilizing a mechanism that serves to increase synaptic strength would be
expected to be accompanied by other mechanisms that reverse LTP or weaken
synapses; otherwise interference would follow the progressive saturation of synaptic
plasticity. As graceful degradation rather than catastrophic interference appears to
be characteristic of many neural systems,? this serves as another indicator that
synaptic potentiation within the hippocampus is tightly regulated and likely utilizes
an activity-dependent mechanism that serves to weaken synaptic strength.

Thus LTD may play a role in reversing LTP (also referred to as depotentiation).
However, LTD may also play a role in normalizing synaptic strength (synaptic
scaling; see below), a factor that would ensure that the net excitatory input to a
neuron is maintained. This is thought to be a crucial aspect of neuronal homeostasis:
maintaining the dynamic range of neuronal output. Thus LTP induced in a set of
synapses on a neuron may result in a concomitant, and equivalent “net” decrease in
the strength of other inactive synapses on the same neuron. LTD also may play a
role in sparse coding,’® ensuring that only the most active synapses increase in
strength in response to a given input. Other less active synapses are depressed,
preserving the sparse encoding essential for distributed memory systems that employ
the Hebb rule. In this view, heterosynaptic LTD and homosynaptic LTD may con-
tribute to both synaptic scaling and sparse encoding.’*

2.3 LTP AND LTD: TRIGGERING, EXPRESSION, AND
MAINTENANCE MECHANISMS

While LTP is often equated with memory, it is nothing but a model. In this case,
LTP is thought to reflect an artificially induced manifestation of the cellular
processes that occur during normal synaptic transmission and that normally under-
lie the synaptic changes that mediate memory. As such, it is often criticized on
methodological grounds, but often for the wrong reasons. For example, it is noted
that LTP is often induced using massive stimulation of a single afferent system,
an event that is decidedly nonphysiological and unlikely to occur in anything but
pathological states. However, LTP need not be induced this way; simply pairing
low frequency afferent activity with postsynaptic depolarization or cell firing is
sufficient to induce LTP.3 Massive afferent stimulation usually is employed as a
method to induce LTP or LTD, merely to achieve levels of postsynaptic depolar-
ization necessary to activate NMDA receptors. As noted with the studies of
cooperativity, a critical number of fibers must be activated to induce LTP.’ It has
been estimated that in order to reach the LTP experimentally, a sufficient number
of afferent inputs must be activated. Experimentally, it appears that this threshold
is close to the stimulation intensity necessary to bring granule cells near their
thresholds for firing, as indicated by the evocation of a “population spike” in field
recordings.’ Extrapolating from this, it is likely that the postsynaptic depolarization
necessary for eliciting LTP is near the cell threshold for eliciting an action poten-
tial. The fact that actively firing principal cells are frequently observed in behaving
animals shows that the levels of post-synaptic depolarization necessary for NMDA
receptor activation and LTP induction likely occur quite frequently during normal
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hippocampal operation. Thus it is likely that LTP is not a rare event and is likely
to occur during normal hippocampal functioning.

An astonishing amount of effort has been put forth in an attempt to delineate
the molecular mechanisms of LTP induction and expression. However, any delinea-
tion of processes must be tempered by the knowledge that LTP has a variety of
forms, and any single molecular cascade is unlikely to reflect the diversity of
processes mediating LTP, even among synaptic populations in the hippocampus.
Roughly, a general scheme for LTP induction can be described for the factors that
are important for LTP induction. These include an increase in postsynaptic
depolarization® and an increase in postsynaptic calcium.’” This is usually provided
by the NMDA glutamate receptor, although postsynaptic calcium appears to be
critical for LTP induction even at synapses that display LTP not mediated by
NMDAR activation.*3° The subsequent activation of a number of kinases including
calcium—calmodulin kinase II (CamKII), MAP kinase and ERK, PKA and PKC are
also implicated in LTP development, although it should be noted that over 100
molecules have been implicated in the processes collectively described as LTP.4°

The roles of these kinases are twofold, with the first possibility remaining that
rapid effects are due to direct actions of kinases and phosphorylation of AMPA
subunits*! that may affect channel properties directly or may be essential for AMPA
subunit trafficking.*?

The second role is phosphorylation of transcription factors, such as CREB.*
Subsequent protein synthesis initiated by these transcription factors is thought to
result in the synthesis of mRNA and proteins at the soma and the eventual targeting
of these molecules to the potentiated synapse. It should be noted that an extensive
amount of protein synthesis occurs locally within dendritic regions shortly after LTP
induction. Although it is possible that these locally translated proteins participate
directly in enhancing synaptic strength, they may serve as synaptic “tags”** necessary
for targeting somatically synthesized proteins to potentiated synapses.

Is LTP a singular phenomenon? Although the LTP term often is used collectively
to describe any increase in synaptic strength, it has become clear that LTP can be
expressed at many synapses in the nervous system following high frequency synaptic
activity. While many forms of LTP involve NMDA receptors, this is not always the
case.® Furthermore, the cellular mechanisms implicated in LTP induction differ even
among synapses within the hippocampal formation. For example, the expression of
the immediate early genes (IEG) Arc, Homer, and Zif268 (egr-1) is observed with
LTP induction in the dentate, but is not observed following LTP induction at Schaffer-
CAL1 synapses.* It thus appears that LTP may actually be a collection of synaptic
phenomena that, while appearing similar in phenomenology, utilize distinct mech-
anisms of induction and possibly expression in different synaptic populations.

Many now refer to distinct forms of LTP. Likewise, LTD displays distinct forms
that can be expressed at many different synapses by a variety of receptor mecha-
nisms.3® The assignment of forms of LTP must be distinguished from temporal phases
of LTP. Following NMDAR activation and LTP induction, the initial or early phase
of LTP (E-LTP) requires the activation of NMDARs, but decays relatively rapidly.
The later (> 3 hr) phases of LTP (L-LTP) are dependent upon protein synthesis.*’*°
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Thus NMDAR-dependent LTP appears to be expressed via a concatenation of pro-
cesses that mediate LTP maintenance.

The assignment of forms of LTP has been rooted in the different mechanisms
of induction and the particular synapse under study. Thus it is not too speculative
to suggest that these distinct forms of LTP induction also involve distinct molecular
mechanisms of expression and maintenance. Conversely, it is also possible that the
various forms of LTP induction seen in the hippocampal formation may simply
reflect differences only among induction mechanisms and yet share common down-
stream maintenance mechanisms. In this case, the distinct mechanisms of LTP
induction may serve distinct functions by defining the precise synaptic conditions
necessary to induce LTP in a particular synaptic system. For example, sustained,
protein synthesis-dependent LTP observed at mossy fiber synapses appears to require
high frequency mossy fiber activity in order to provide postsynaptic depolarization,*
postsynaptic calcium,’" and the release of opioid peptide co-transmitters.>

As peptide co-transmitters often require repetitive presynaptic activity for their
release from dense core vesicles, LTP at this synapse appears to display a strict
requirement for high frequency mossy fiber activity.’> As bursting in granule cells
is also a rare and highly regulated event,> this novel induction requirement may
serve to impose tight constraints on plasticity in this sparse synaptic system. It is
easy to imagine that such constraints may be necessary to maintain sparse activity
among mossy fiber input lines, given that one principal function of the mossy
fibers is thought to be the encoding of sparse orthogonal representations in the
CA3 region.”*>

That LTP involves multiple effector systems, kinases, and genes leads to impor-
tant questions: are each of these kinases essential for establishing or maintaining
the increase in synaptic strength? Or do some of these factors regulate other aspects
of LTP such as its persistence? Or do some processes mediate metaplastic effects
that regulate LTP or LTD thresholds following prior activity?’® All these questions
along with the view that LTP may involve a number of distinct induction and
expression mechanisms indicate that the mechanisms of LTP are not only complex,
but are unlikely to be delineated into a single sequential molecular process. Meth-
odological issues also complicate analysis of LTP because the techniques used to
induce LTP (namely high frequency afferent activation) are also likely to induce
other processes and other effector systems unrelated to LTP expression. For example,
LTP can be induced in the mossy fibers following high frequency stimulation.
However, this same stimulation also induces mossy fiber synaptogenesis®’ and
increases granule cell neurogenesis.”® In such cases, analysis of the kinases and
genes expressed presents a number of difficulties. Which genes generated by stim-
ulation are essential for LTP as opposed to neurogenesis or synaptogenesis? Is mossy
fiber synaptogenesis a distinct process, or is it perhaps the end point of mossy fiber
LTP? It appears that the concomitant characterization of other synaptic processes
altered with high frequency activity will be essential to dissect the myriad cellular
processes induced by activity necessary for the induction and expression of LTP.

Further work will no doubt elaborate on the differences in the molecular machin-
ery underlying LTP induction and expression, and make us reconsider classification
of LTP based only upon only induction mechanisms. It should be noted that the
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majority of studies addressing LTP expression and maintenance have looked at time
points under 3 hours. Because this is the time period prior to protein synthesis that
is essential for sustained LTP,*# it is entirely possible that the mechanisms under-
lying LTP expression and maintenance after 3 hours and even after several days,
may be completely different. Thus, not only may the mechanisms of LTP mainte-
nance differ among the various forms of LTP induction, but LTP at a given synapse
may involve a concatenation of numerous maintenance processes over time that may
change as LTP persists from hours to days.

It is also premature to assign LTP forms based on the specific synaptic population
under study. Distinct forms of LTP expression can be observed at a given synapse,
depending on induction variables such as the high frequency stimulation used or the
behavioral state of the animal during LTP induction. In the former case, it is reported
that high frequency stimulation that mimics the natural theta rhythm produces a
“nondecremental” form of LTP at Schaffer-CA1 synapses,® possibly by inducing
multiple forms of LTP.>°-¢! In the latter case, the temporal characteristic of LTP can
depend on behavioral state of the animal when LTP is induced. While LTP in
perforant path—dentate synapses typically persists for 5 to 7 days following a single
session of stimulation,!! the duration of LTP is extended to about 2 weeks if dentate
LTP is induced while the animal is actively engaged in learning (such as during the
initial exploration of a novel environment.5?)

The mechanisms underlying this effect remain to be elucidated, although it
appears that monoamines likely play a role in this facilitating LTP longevity.536* In
both cases, when LTP is induced with theta bursts or induced in novel environments,
it displays a distinct extended time course. This tacitly implies that distinct molecular
mechanisms (or the modulation of a common molecular mechanism) mediate LTP
maintenance when induced in these conditions. Not only do different synapses
display different forms of LTP, depending on behavioral state or means of induction,
but a given synapse may display distinct forms of LTP, depending upon the behav-
ioral conditions during induction. The present challenge is to determine necessary
mechanisms common to the different forms of LTP and the possible functional roles
of distinct forms of LTP induction or maintenance normally occurring in the normal
operation of the hippocampal formation in learning and memory.

2.4 PERSISTENT SYNAPTIC PLASTICITY: METAPLASTIC
POINT OF VIEW

The most remarkable property of synapses lies in their capacity to modify the
efficiency with which they transmit information from one neuron to another. This
property, known as synaptic plasticity, is the basis of information storage in the
brain. It enables us to store and use vast amounts of information in the form of
learned behaviors and conscious memories.

Synaptic plasticity can be modulated, sometimes dramatically, by prior synaptic
activity; this property is named metaplasticity.”® It is induced by synaptic or cellular
activity, but it is not necessarily expressed as a change in the efficacy of normal
synaptic transmission. Instead, it is manifest as a change in the ability to induce
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subsequent synaptic plasticity, such as long-term potentiation or depression. Thus,
metaplasticity is a higher order form of synaptic plasticity.

Another mechanism that could help maintain relatively constant activity levels
is if neurons increased the strength of all excitatory connections in response to a
prolonged drop in firing rates and vice versa. Such bidirectional plasticity of synaptic
currents has recently been demonstrated in cultured cortical and spinal networks and
occurs through a scaling up or down of the strength of all of a neuron’s excitatory
inputs. This form of plasticity has been termed synaptic scaling.®

Classical Hebbian plasticities (such as LTP and LTD) that are rapid and synapse-
specific coexist with other long-lasting modifications of synapses (such as metaplas-
ticity and synaptic scaling) that work over longer time scales and are crucial for
maintaining and orchestrating neuronal network function. Metaplasticity and syn-
aptic scaling are parts of the homeostatic plasticity mechanisms that stabilize neu-
ronal activity. Bienenstock, Cooper, and Munro put forth one proposal (the BCM
theory) to account for such homeostatic regulation in their model of visual cortical
receptive field plasticity during development.® They suggested that the “modification
threshold” or ® m (level of post-synaptic response below which gives LTD and above
which gives LTP) is dynamically regulated by the average level of post-synaptic
activity (Figure 2.2).

For example, if visual cortical neurons suffer prolonged reductions in their
activity because of visual deprivation, then the modification threshold would be
correspondingly reduced. This adaptive response allows the preservation of a broad
range of LTP and LTD responses despite treatments that restrict the firing repertoires

potentation
n
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0
LTD
* NMDA-dependent concentration of Ca?
* Frequency of conditioning stimulation (Hz)
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FIGURE 2.2 Bidirectional modification of synaptic plasticity as predicted by BCM theory.
NMDA-dependent concentration of Ca?* or frequencies of conditioning stimulation represent
experimental approaches through which the function can be reached. (Modified from Abra-
ham, W. and Bear, M., Trends Neurosci., 19, 126, 1996.) ®©m = modification threshold.
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of those neurons. A converse process involving an elevated modification threshold
occurs if a neuron’s level of activity is increased over a prolonged period.

It is now widely accepted that the trafficking of AMPA-type glutamate receptors
mediates rapid synaptic modification in the classic Hebbian forms of plasticity, LTP
and LTD. Several other cellular and molecular changes have been implicated in
synaptic homeostasis but one common feature of many forms of homeostatic plas-
ticity is an alteration in the number or complement of NMDA-type glutamate
receptors. A series of new studies has revealed that NMDA receptors cycle rapidly
into and out of synapses and that regulated trafficking of NMDA receptors working
cumulatively and over longer time scales can effectively modify the number and
composition (NR2A/NR2B subunit ratio) of synaptic NMDA receptors as demon-
strated in the visual cortex by Quinlan et al.” and Philpot et al.%® Thus, an emerging
concept is that activity-dependent alterations in NMDA receptor trafficking contrib-
ute to homeostatic plasticity at central glutamatergic synapses (Figure 2.3).

Experience-dependent regulation of synaptic strength has long been hypothe-
sized to be the physiological basis of learning and memory. Accordingly, an increase
in synaptic strength accompanies learning in vivo as demonstrated by Rogan et al.
in the amygdala® and persists in brain slices ex vivo as shown by the observations
of McKernan and Shinnick-Gallagher in the same pathway’ and by Rioult-Pedotti
et al. in the motor cortex.”! Learning-induced potentiation of synaptic strength is
also accompanied by an increase in the threshold for further synaptic enhancements.

These dual changes in synaptic function are thought to initiate and maintain the
memory encoded by experience. In this regard, studies of the insular cortex (IC), a
region of the temporal cortex implicated in acquisition and retention of conditioned
taste aversion (CTA), demonstrated that induction of LTP in the basolateral amygda-
loid nucleus (BLa)-IC projection previous to CTA training enhances the retention
of this task.”> We recently showed that CTA training prevents the subsequent induc-
tion of LTP in the BLa-IC projection for at least 120 hours (unpublished data). These
findings provide evidence that CTA training produces a change in the ability to
induce subsequent synaptic plasticity on the BLa-IC pathway, supporting the notion
that the mechanisms responsible for behaviorally induced synaptic changes are
similar to those underlying electrically induced LTP. Accordingly, the activity history
of a given neuron influences its future responses to synaptic input.

2.5 ROLE OF ACTIVITY-DEPENDENT SYNAPTIC
PLASTICITY IN BRAIN FUNCTION

While NMDAR-dependent LTP and LTD in the CAl region of the hippocampus
remain the most extensively studied and therefore prototypic forms of synaptic
plasticity, it is now clear that additional forms of LTP and LTD may share some,
but certainly not all, of the properties and mechanisms of NMDAR-dependent LTP
and LTD. Therefore, when discussing LTP and LTD, it is necessary to define at
which specific synapses these phenomena are being studied, at what time point
during development, and how they are triggered. Indeed, it may be most useful to
conceptualize LTP and LTD as a general class of cellular/synaptic phenomena.”
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FIGURE 2.3  Experience-dependent changes in NMDA receptor subunit composition may
underlie the sliding synaptic modification threshold. (a) Dynamic trafficking of NMDA
receptor composition. (b) Model relating NMDA receptor subunit switch to changes in
synaptic plasticity thresholds. Activity below the modification threshold (©m) results in
synaptic weakening (LTD); activity above ©m leads to synaptic potentiation (LTP). The ©m
crossover point is dynamic and can be shifted by changes in the NR2A: NR2B ratio. (Modified
from Philpot, B.D. et al., Neuron, 29, 157, 2001.)

LTP and LTD are experimental phenomena that can be used to demonstrate the
repertoire of long-lasting modifications of which individual synapses are capable.
Given the ubiquity of various forms of LTP and LTD at excitatory synapses through-
out the brain, it seems virtually certain that the brain takes advantage of neuronal
capability to express long-lasting activity-dependent synaptic modifications as at
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least one of the key mechanisms by which experiences modify neural circuit behav-
ior. Largely through correlational studies involving genetic and pharmacological
manipulations, it is possible to begin to establish that in vivo experiences generate
synaptic modifications analogous to LTP and LTD and these modifications are
required for the behavioral or cognitive plasticity generated by the experience.

As mentioned above, the BCM theory suggests that the depression of deprived-
eye inputs in visual cortex is specifically triggered by presynaptic activity when it
fails to consistently correlate with a strong evoked postsynaptic response. Indeed
the BCM theory was the motivation behind the ultimately successful search for
homosynaptic LTD in the hippocampus and visual cortex. The idea that depression
of responses in visual cortex is actually caused by activity in the deprived eye was
tested experimentally by Rittenhouse et al.”* Additional evidence that the mecha-
nisms of LTD underlie sensory deprivation has come from studies of the
somatosensory’>’¢ and visual cortices.”’

Naturally occurring response potentiation can also be observed in the sensory
cortex. For example, chronic recordings from adult mouse visual cortex have shown
that closing one eye enables a gradual experience-dependent enhancement of the
responses to stimulation of the other eye. The effect persists for many days after
opening the deprived eye and fails to occur in mice with reduced expression of
NMDA receptors in the superficial layers of the visual cortex.”

It has become apparent that the neural mechanisms underlying adaptive forms
of learning and memory likely also play a critical role in the pathophysiology of
addiction.”8 In this regard, it has been found that administration of single doses of
several classes of drugs of abuse caused significant increases in synaptic strength at
excitatory synapses on mesolimbic dopaminergic cells that are critical for mediating
several forms of long-lasting, drug-induced behavioral plasticity. These increases
share mechanisms with LTP, involving for example the up-regulation of AMPA
receptors.?:82 Additionally, drugs of abuse can also modify the triggering of LTP
and LTD of the mesolimbic system. Thus, long-lasting synaptic plasticity is thought
to be a principal mechanism by which functional properties of the nervous system
are expressed.

2.6 SUBSTRATES OF LTP AND LTD:
STRUCTURAL PLASTICITY

Since LTP and LTD appear to play a role in plasticity in a variety of behaviors and
structures, what are the consequences of this in the induction of LTP and LTD and
the cascade of numerous kinases thought to be involved? Studies over the past 10
years have attempted to address the locus of LTP and focused on the locus of change
(pre- or postsynaptic). It is generally accepted that postsynaptic mechanisms are
essential for LTP induction, and the primary putative mechanisms that serve to
maintain increased synaptic responses also involve the postsynaptic element.
Evidence currently implicates postsynaptic mechanisms in LTP induction and
expression. In addition, even though many of the effects revealed by quantal analysis
suggest presynaptic changes, considerable evidence indicates that these apparent
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presynaptic changes reflect a postsynaptic recruitment of “silent” synapses. Silent
synapses possess only NMDA receptors, possibly the NR2B heteromers that have
sustained calcium conductance. It is thought that the activation of NMDA receptors
by activity and ambient glutamate, presumably provided heterosynaptically by active
neighboring synapses, may initiate the translocation of calmodulin kinases to post-
synaptic density, allowing for the assembly of functional receptors and the conversion
of silent synapses to functional synapses that express both NMDA and AMPA
glutamate receptors.?? Currently, the trafficking of subunits and alterations of AMPA
and NMDAR receptor stoichiometry at existing functional synapses will turn out to
be one of the most compelling and comprehensive of the current models of LTP
expression. 83

While silent synapses may explain the apparent presynaptic effects seen with
quantal analysis, the abundance of more recent data suggesting presynaptic
changes®-* cannot be ignored. The most parsimonious view is that changes take
place both pre- and postsynaptically. Such a view is prudent since most studies of
the mechanisms of LTP maintenance and expression have been restricted to the
earliest time points in LTP expression (usually within 1 hour after its induction). As
noted above, it is quite possible that the later protein synthesis-dependent phases
that maintain LTP for days and weeks may use entirely different mechanism for
later LTP expression, including presynaptic mechanisms.

One mechanism that appears crucial for both LTP and LTD expression involves
AMPA receptors — multimeric ionotropic receptors that serve as the principal
receptors mediating fast excitatory synaptic transmission at glutamatergic responses.
Currently, the primary candidate mechanism for the increases and decreases is seen
with LTP and LTD is thought to involve trafficking of AMPA subunits and the
formation and alteration of AMPA glutamate receptors. These multimeric ionotropic
receptors are the principal receptors that mediate fast glutamatergic responses. Of
particular interest are the GluR1 and GIuR2 subunits of this receptor that appear to
be regulated in several ways. Also crucial is the activation of the type II cal-
cium—calmodulin kinase (CamKII), a kinase that requires both calcium and calm-
odulin. A process thought important in both these mechanisms is a translocation of
CaMKII to postsynaptic density®'? that can dramatically alter both its activity and
its regulation by both calcium and calmodulin.

The mechanism of LTP expression that has received the most interest is AMPA
receptor trafficking, an idea that likely originated with the discovery of subunit
trafficking following the activation of silent synapses. It has been shown that after
LTP, AMPA subunits are inserted or move laterally into the PSD immediately
following LTP induction.”® Conversely, these receptors are internalized via endocy-
tosis with LTD.** In this process, it appears that both GIuR1 and GluR2 subunits
are transported with LTP induction, whereas GluR2 trafficking may occur alone
during normal processes of synaptic homeostasis.®> [85]. It is of historical note that
in 1983 Gary Lynch and Michel Baudry presented a “new and specific” hypothesis
of LTP, suggesting that LTP was a postsynaptic phenomenon involving the expression
of new receptors into the postsynaptic density. This hypothesis was not only pre-
scient, but notable in that Lynch and Baudry based their molecular hypothesis on
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established cellular mechanisms that had not been considered in terms of synaptic
function.”

A crucial component of this process appears to be CaMKII binding to the PSD
via interaction with the NR2B NMDA receptor subunit that can “lock” CamKII
in an active conformation.’! In this way, CamKII is in an ideal position to phos-
phorylate existing AMPA subunits. Alternatively, the CaMKII molecule may be
part of a more extensive scaffolding device attached to the NR2B subunit that
promotes translocation of AMPA subunits into synaptic regions and the PSD.%
Although both subunit phosphorylation and receptor trafficking mechanisms are
viable candidates for mechanisms that underlie LTP and LTD, perhaps these two
mechanisms, AMPA phosphorylation and AMPA insertion, represent two mecha-
nisms or forms of LTP within a heterogeneous synaptic population and reflect
potentiation for extant and silent synapses, respectively. Another alternative is that
such phosphorylation works in tandem with CaMKII to allow rapid insertion or
removal of phosphorylated subunits.®’

In addition to AMPA subunits and receptors, another aspect of trafficking is the
insertion of NMDA receptors following LTP induction. While such an effect may
play a crucial role in increasing synaptic efficacy, it is possible that the dynamic
modification of NMDA receptors may play other roles in inducing or maintaining
plasticity. For instance, alterations of NMDARs may mediate metaplastic effects
(see above) that allow the alteration of LTP or LTD thresholds in response to recent
synaptic activity.’®

2.7 NEUROTROPHINS AND SYNAPTIC PLASTICITY

Neurotrophins constitute a family of structurally related proteins that includes nerve
growth factor (NGF), brain-derived neurotrophic factor (BDNF), neurotrophin-3
(NT-3), and neurotrophin 4/5 (NT-4/5) identified in the mammalian brain. The
signaling and biological functions of these molecules are mediated primarily by the
Trk receptor tyrosine kinases. NGF binds to TrkA; BDNF and NT-4/5 to TrkB; and
NT-3 to TrkC (Figure 2.4).

Neurotrophins play diverse roles in regulating neuronal structure, function, and
survival during development and into adulthood. One unexpected facet of neurotro-
phin actions was elucidated in the early 1990s, when Lohof et al.” discovered that
exogenously applied BDNF and NT-3 enhanced synaptic efficacy at the Xenopus
neuromuscular junction. Since then, experiments from many laboratories have dem-
onstrated that neurotrophins indeed play important roles in synaptic development
and plasticity.

Recent studies suggest that one of the neurotrophins, BDNF, plays a critical role
in long-term synaptic plasticity in the adult brain. BDNF acutely enhances
glutamatergic synaptic transmission and increases phosphorylation of the NR2B
subunit of the NMDA receptor in postsynaptic densities isolated from cortex and
hippocampus. NMDA receptor-dependent long-term potentiation is associated with
the up-regulation of BDNF and its TrkB receptor in the hippocampus of awake freely
moving rats, as well as in hippocampal slices. In BDNF knockout mice, LTP is
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FIGURE 2.4 Neurotrophins and their ligand binding preferences for each member of the
TrK receptor family.

markedly impaired, but the changes are restored by either adenovirus-mediated
transfection or by the bath application of BDNF.

Moreover, the application of exogenous BDNF to slices enhances electrically
induced LTP in rodent hippocampus. In a series of studies using bath perfusion of
BDNF onto hippocampal slices, Schuman and colleagues demonstrated long-lasting
enhancement of transmission at Schaffer collateral-CA1 synapses.!? Furthermore,
using intrahippocampal infusions of BDNF in intact rats revealed a robust long-
lasting potentiation at perforant path—granule cell synapses in the dentate gyrus.!%!
Thus, a combination of genetic and pharmacological approaches has revealed mul-
tiple and distinct contributions of BDNF signaling to LTP.

These actions may be classified as permissive or instructive.'%> Permissive refers
to effects of BDNF that make synapses capable of LTP in the first place, but which
are not causally involved in generating LTP. In contrast, instructive refers to BDNF
signaling that is initiated in response to HFS and causally involved in the develop-
ment of LTP. Recent findings suggest that BDNF is a key protein synthesis product
needed to carry on the necessary functions for long-lasting modification of hippo-
campal synapses'®® and drives the formation of stable protein synthesis-dependent
LTP, a process referred to as synaptic consolidation.!??

BDNF and its TrkB high affinity receptor are also abundantly expressed in
neurons of the neocortex of the mammalian brain. BDNF also influences the devel-
opment of patterned connections and the growth and complexity of dendrites in the
cerebral cortex. Electrophysiological recordings made in slices of visual cortex have
implicated BDNF in synaptic plasticity during the critical period for the formation
of ocular dominance columns.'® BDNF participates in the activity-dependent scaling
of cortical synaptic strengths and adjusts the relative balance of cortical excitation
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and inhibition. BDNF enhances the magnitude of LTP induced by tetanic stimulation
in visual cortex and also induces long-lasting potentiation of synaptic transmission
in the visual cortices of young rats.!%

It is considered that memory process involves short- and long-term changes
in synaptic communication, including alterations in electrical properties and struc-
tural modifications. Since BDNF significantly modulates both forms of synaptic
changes, it may play an important role in learning and memory. In this regard, it
has been demonstrated that spatial learning is associated with an increase in BDNF
mRNA levels in the hippocampus. Furthermore, the expression of its TrkB receptor
in the hippocampus was selectively increased in response to spatial learning.
Tokuyama et al.!'% recently reported that BDNF mRNA is up-regulated in the
inferior temporal cortex during the formation of visual pair association memory
in monkeys. Previous studies of one of the authors demonstrated that acute intra-
cortical microinfusion of BDNF in anesthetized adult rats induced a lasting poten-
tiation of synaptic efficacy in the insular cortex, an area that has been implicated
in the acquisition and storage of different aversive learning tasks.!”” Moreover, as
mentioned above, we showed that induction of LTP in the Bla-IC projection
previous to CTA training enhanced the retention of this task.”? In a similar manner,
recently we showed that acute intracortical microinfusion of BDNF (in a concen-
tration capable of inducing a lasting potentiation of synaptic efficacy in the insular
cortex) enhanced the retention of CTA.!08

Although the signaling pathways of BDNF/TtkB activation in learning and
memory formation remain to be determined, modulation of NMDA and non-NMDA
receptor functions and the expression of synaptic proteins required for exocytosis
may be implicated. The mitogen-activated protein kinase (MAPK) signaling pathway
appears to be involved in pre- and postsynaptic BDNF actions.!® Studies of Min-
ichielo et al.''? provide genetic evidence that TrkB mediates hippocampal plasticity
via recruitment of phospholipase C (PLC) and by subsequent phosphorylation of
CAMKIV (calcium—calmodulin-dependent kinase IV) and CREB (cAMP response
element-binding protein). Recent experimental evidence indicates that BDNF/TrkB
signaling converges on MAPK pathways through the activation of extracellular-
regulated kinase (ERK) to enhance excitatory synaptic transmission in vivo as well
as hippocampal-dependent learning in behaving animals'"! (Figure 2.5).

Taken together, this evidence suggests that BDNF and other neurotrophins
may represent a class of neuromodulators that regulate activity-dependent synaptic
efficacy.

2.8 EXPERIENCE-DEPENDENT MODIFICATIONS: IS
LTP INVOLVED IN LEARNING AND MEMORY?

Although most research into LTP and LTD focused on the cellular and molecular
mechanisms surrounding its expression, these questions tacitly assume LTP is
involved with learning. However, the cellular mechanisms underlying the induction
and expression of LTP and LTD may be entirely moot if these phenomena are not
involved in information storage in any appreciable way. Thus, principal among the
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FIGURE 2.5 Signaling pathways of BDNF/TrkB activation in learning and memory. Activ-
ity increases BDNF expression and release from pre- and postsynaptic sites. BDNF binds to
TrkB receptors located on presynaptic axons, leading to its auto-phosphorylation and activa-
tion of the signal transduction MAPK pathway, facilitating neurotransmitter release. BDNF
also binds to postsynaptic TrkB, leading to the activation of AMPA and NMDA receptors
through the activation of the MAPK and PLC pathways that lead the subsequent phosphory-
lation of PKA, CAMK, and CREB. (Modified from Yamada, K. et al., Life Sci., 70, 735, 2002.)

many issues that surround LTP is whether LTP contributes to learning and memory.
A definitive demonstration is lacking, and no one has yet seen a synapse display
LTP with learning or a loss of synaptic LTP with forgetting. Clearly, such a dem-
onstration presents technical difficulties we have yet to overcome. However, the
convergence of confirmatory studies undertaken in the last 20 years supplies com-
pelling evidence for the view that LTP is involved in learning and memory.

Morris and McNaughton proposed three crucial experimental findings that are
necessary to establish LTP as a memory mechanism. First, blocking LTP induction
should impair acquisition without impairing retention of previously encoded infor-
mation. Second, if LTP serves as a mechanism of encoding, saturating LTP should
impair acquisition of new memories. Third, the selective erasure of LTP should
disrupt the retention of established memories, but not impair acquisition of new
information.

The first postulate suggests that blocking LTP induction should impair acquisi-
tion without impairing retention of previously encoded information. The pioneering
work by Morris and colleagues!!'>!!3 using NMDA antagonists has remained one of
the most solid collections of studies implicating LTP in learning. In sum, it appears
that both LTP induction and spatial learning are impaired by NMDAR antagonists
(here AP-5). Importantly, dose response analysis of antagonist effects shows that
AP-5 is effective in attenuating memory, but only at concentrations that also effec-
tively block LTP.!!3
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While numerous studies offer support for the dual effects of NMDAR antagonists
in LTP and learning, it is appropriately noted in these studies that the simple fact
that a drug blocks both LTP and learning does not denote causality; thus one cannot
yet conclude that blocking LTP blocks learning. There always remains the possibility
that treatments may exert effects on a third unknown variable crucial for learning,
but separate from LTP, that also may be altered by NMDAR antagonists.

The disruption of other synaptic processes by the drug may also impair learning.
The possibility that emerges is that theta rhythm, a 5- to 12-Hz frequency oscillation
considered crucial for mnemonic hippocampal functions, may be a confound because
a number of studies indicate that theta rhythm (specifically, type 2 theta, which is
thought to reflect activity within the CA3-CA3 system)!!' is attenuated by systemic
administration of NMDAR antagonists.!!>!16 Because blocking theta rhythm (for
instance, with scopolamine, a muscarine antagonist) impairs learning, there remains
the possibility that some of the effects of NMDAR antagonists on behavioral mea-
sures of learning may arise from alterations in theta rhythm rather than LTP.

Transgene knockouts have provided useful techniques for assessing the contri-
butions of various proteins to LTP. Deletion of a number of genes including genes
for NR1 NMDA receptors,'!” the alpha isoforms of CamKII''® and CREB,* support
the view that these proteins are necessary for the full expression of LTP.

While a number of reviews dealt with the various genetic manipulations and
their effects on LTP and learning, several studies of note are based on methodologies
using several levels of analyses. In one study, Silva and colleagues demonstrated an
attenuation of both LTP and learning following a point mutation of the auto-phos-
phorylation site of CamKIL.'"® Crucially, the normal phosphorylating ability of
CamKII appears unaltered. As previous accounts have suggested important roles for
CamKII auto-phosphorylation in LTP, a sustained CamKII functioning could serve
to maintain LTP by maintaining CamKII in an active state long after synaptic
activation. In addition, it is proposed that the formation of CamKII assemblies and
“hyperphosphorylation” of this assembly at their auto-phosphorylation sites may be
a mechanism that serves in AMPA subunit trafficking to insert AMPA receptor
subunits to the post-synaptic density.%

While the deletion of the NR1 subunit would certainly be expected to impair
LTP, a novel methodology employing these same knockouts is presented by
Nakazawa'?® and remains an excellent example of combining genetic, electrophys-
iological, and behavioral methodologies to address LTP and its contribution to
learning from an information—theoretic view.

The NR1 subunit was “conditionally deleted” in the CA3 region, a region with
extensive recurrent connections that is thought to operate as an autoassociative
device. Such devices are of interest in that they can perform pattern completion, that
is, an entire stored pattern is recalled from only a subset of the original pattern. LTP
among CA3 connections was impaired, as would be expected. However, the inves-
tigators went one step further and trained the animals on a spatial maze task that
relied on extra-maze cues. Tests of recall involved removing some of the extra-maze
cues. While animals with the normal complements of NMDA NR1 subunits showed
only minor deficits, animals with NR1 knockouts in the CA3 region showed signif-
icant impairment in recalling the maze when these cues were removed. Together
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these data indicate that NR1 subunit deletions impaired LTP and learning and also
that plasticity among the recurrent CA3 synapses prevented recall with a subset of
patterns — evidence that firmly supports the view that the CA3 recurrent system
performs its hypothesized autoassociative function.

The second postulate is that saturating LTP should both disrupt previously
encoded memories and also impair acquisition of new memories. The first study
to address this postulate!?!' reported that repeated stimulation of the perforant path
saturated dentate LTP. Over the time LTP was saturated, deficits were observed
in spatial memory tasks. Importantly, following the decay of LTP, these same
animals were then able to acquire the task. However, initial attempts to replicate
this study using the same methodology met with little success. This is likely due
to procedural details.

While LTP was saturated by stimulation of perforant path fibers at one site in
the study of Castro et al., stimulation with a single electrode in the angular bundle,
a substantial tract containing virtually all of the perforant path fibers that project to
the hippocampal formation, is unlikely to activate all perforant path inputs to the
dentate.'?> As the dentate and hippocampal formation are particularly resilient to
damage,'? a characteristic of distributed memory systems, the remaining unstimu-
lated fibers and synapses within the angular bundle likely were sufficient to sustain
spatial learning. Subsequent studies modified the methodology and used multiple
stimulating electrodes that afforded a near-complete stimulation of the angular
bundle. This, combined with lesions of the contralateral hippocampus, provided
positive results confirming the prediction that saturation of LTP impairs the acqui-
sition of a spatial task.!>*

The third crucial experiment is that the selective erasure of LTP should disrupt
the retention of established memories, but not impair acquisition of new memories.
However, the technical knowledge of selectively erasing LTP is not yet available.
Nevertheless, the inverse of this prediction is that enhancing LTP persistence should
also enhance the persistence of memory. One study'® first showed that CPP, an
NMDA antagonist, blocks the decay of perforant path—dentate LTP induction in
behaving animals when administered 1 hour after LTP induction and daily thereafter
for 6 days. Thus, sustained blockade of NMDARSs prevented the decay of LTP over
a 1-week period.

This is significant in that it indicates that LTP decay is an active process mediated
by NMDA receptors. This finding tacitly suggests that, at least theoretically, not
only is LTP permanent, but that the decay of LTP in the dentate is an active process,
suggesting it is important for the normal operation of the dentate gyrus, possibly
operating to prevent interference of newly acquired information with older accrued
synaptic changes in the dentate. Because NMDAR antagonists block LTP decay and
LTP is thought to manifest physical changes that constitute memory, it would be
predicted that sustaining LTP also would sustain memory. This appears to be the
case; animals trained to criteria on an eight-arm radial maze were then returned to
their home cages for 1 week, during which they received either CPP daily at a dose
effective in blocking LTP decay or the water vehicle. Following this 1-week period,
the animals were then returned to the radial maze. During the first session, animals
that received the vehicle only showed significantly more errors than animals that
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received CPP. Importantly, the performance of the CPP-treated animals in terms of
maze errors was identical to scores observed on the last day of training to criterion
1 week earlier. Thus sustaining LTP also sustains memory, although it remains to
be determined which synaptic populations affected by CPP were crucial for preserv-
ing the spatial memory, as systemic administration of CPP was used.

As more sophisticated techniques of analyzing hippocampal operation evolve,
new opportunities to address the role of LTP in learning will arise as well. This is
the case with hippocampal place cells. Simultaneous with the discovery of LTP was
the discovery of hippocampal place cells, principal cells of the hippocampus (pyra-
midal cells, granule cells) that fire in complex bursts in particular regions of an
environment.'? While place cells were in the process of being characterized about
the same time as LTP was first touted as a possible mnemonic device, only recently
have there been any successful attempts to link place cells with LTP. This may be
due in part to the absence of data indicating the dynamic aspects of place cells.
Early in their discovery, it was believed that place fields were “hard wired” due to
their rapid emergence. However, subsequent studies using high density recording
revealed in the mid 1990s that place cells show dynamic changes with experience,
suggesting they can be plastic in their firing features.!? Subsequently, a number of
studies attempting to link LTP with place cells emerged. Some studies attempted to
determine whether treatments that impair LTP also impair the characteristics of place
cells and their place fields. For instance, knockouts and transgenic point mutations
of a number of proteins thought crucial for LTP (such as NMDA receptor NR1
subunits, CamKII, CREB, and GIluR2) were consistent in their effects in that they
did not prevent place field formation, although they appeared to disrupt selectivity
of place cells, producing irregular and diffuse fields, even though these same treat-
ments reduced LTP expression.'?’

If place fields depend upon information embedded within the synapses of hip-
pocampal networks due to LTP, then it would be expected that a disruption of
established plasticity using LTP would similarly disrupt established place fields. In
studies in the spirit of the LTP saturation experiments, Buzsaki and colleagues'?®
induced LTP following the establishment of place fields in an environment. LTP was
induced by stimulation of the ventral hippocampal commissure (which contains
primarily commissural fibers from CA3 that project to both CA3 and CA1). Subse-
quent analysis of place fields revealed that after tetanization, re-exposure to the
environment led to remapping. Importantly, LTP was measured at various electrode
sites and revealed various degrees of LTP at different sites following stimulation. It
was observed that place fields were more likely to be altered in regions showing
larger degrees of LTP. This experiment is a variation of one of the hypotheses of
Morris and McNaughton® indicating that saturating LTP should disrupt previously
encoded memories. These results offer compelling evidence that LTP is involved
with the dynamic behaviors of place cells.

A curious finding in this study was that once LTP decayed, the alterations in
place cell responses disappeared as well. This is in stark contrast to the endogenously
formed place fields that, once established, remain stable indefinitely, even with
subsequent learning. The reasons for this discrepancy are unknown, but several
possible explanations exist. First, LTP in this study was induced using standard
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bursts of 200 Hz. While that level is sufficient for LTP induction, a number of studies
noted that induction by theta bursts produced a more sustained LTP,} possibly by
inducing multiple forms of LTP.%-¢0

Second, certain behavioral states and neuromodulators are crucial for the for-
mation of both stable LTP and stable place fields. For instance, the presence of
essential neuromodulators (such as dopamine, norepinephrine, and serotonin) asso-
ciated with attention or arousal may be crucial for the normal stabilization of place
field firing. Such factors may not only serve a permissive role in plasticity; their
absence may preserve stability such that stable synaptic strengths (and place fields)
predominate unless subsequent synaptic plasticity occurs in the presence of specific
neuromodulatory signals. Such an effect would suggest plasticity and stability states
regulated by neuromodulators and behavioral states and may reflect a partial solution
to the stability—plasticity dilemma. In support of this view, we have reported that
when LTP is induced while animals explore novel cages, both LTP magnitude and
longevity are increased dramatically.®? Thus, had LTP been induced in an aroused
condition or in a novel environment, sustained LTP and sustained place fields might
have been observed.

Of particular relevance to learning are the studies investigating the phenomenon
of place cell remapping. Normally, place cells fire within circumscribed regions;
cell activity remains stable and the cells retain their place specificity with repeated
exposures to the same environment. This selective activity will persist, even with
removal of a subset of cues. However, if the environment is changed beyond a
threshold or an animal is placed in an unfamiliar environment, the most common
result is a complete remapping of cells within that environment, frequently in a
pattern that bears no resemblance to the original distribution of place fields.

Obviously, the remapping effect suggests rapid plastic interactions among prin-
cipal cells that map features of the altered or new environment and as such would
be expected to involve LTP. However, the results here are somewhat confounding.
In a study by Kentros et al.,” the effects of CPP, an NMDA antagonist, on the
remapping of place fields was addressed. Normally, remapping occurs when animals
are then placed in a novel environment. These remapped place fields in both envi-
ronments are stable among the distinct environments for days, and do not interfere
with each other.

Would blocking LTP also block remapping? This was addressed by administering
CPP and exposing an animal to a novel environment. As noted above, CPP had no
effect on established place fields. However, the surprising result is that CPP did not
alter initial remapping; in fact, this new remapped state persisted for 90 min after
exposure. Clearly memory occurred in the presence of an NMDAR antagonist.
However CPP did eliminate this stability of the newly formed map 24 hours later,
such that reintroduction to the same novel environment 1 day later resulted in another
distinct remapping of the environment. Thus NMDARs appear necessary for the
long-term stability of place fields. A similar effect is seen with protein synthesis
inhibitors that specifically block establishment of the late phase of LTP.#’* Here,
as in the studies with NMDAR antagonists, anisomycin, a protein synthesis inhibitor,
similarly blocked the long-term stability of place fields.
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These studies suggest NMDARs and protein synthesis are necessary for the
long-term stability of remapped place fields, a finding that fits with the view that L-
LTP, which is mediated by NMDARSs and protein synthesis, is involved in sustaining
newly generated place fields. However, the most interesting aspect of this study is
that NMDARs, and, presumably, LTP, apparently are not involved in the rapid
experience-dependent formation of such fields. This is a peculiar result, given that
remapping involves conditions in which LTP would be an ideal mechanism (specif-
ically, rapid, associative and activity-dependent induction that usually precedes the
later protein synthesis-dependent L-LTP). While these studies suggest the importance
of LTP, particularly late or L-LTP, in long-term stability of place fields, the more
important finding is that LTP, or more accurately, NMDARSs, appear not to be
involved in the rapid formation of place cell representations.

What plastic process, then, may underlie initial rapid remapping? If CPP blocks
long-term stability (and presumably, L-LTP), how could L-LTP be involved in this
later stability in the absence of the initial E-LTP? One possible explanation is that
E-LTP is indeed involved in this process, although NMDAR blockade may not alter
its induction. As an example, mossy fiber CA3 LTP and its presumed role in encoding
offer a plausible framework to explain these results. A common theme in models of
hippocampal function is that the CA3 region serves an autoassociative function by
virtue of its extensive recurrent (CA3-CA3) excitatory connections. The view first
formalized by Marr>* that autoassociative processes are performed by the CA3 region
remains a feature of most models of hippocampal function.3>1?°

These recurrent connections constitute the majority of excitatory inputs to CA3
pyramidal cells and can display Hebbian LTP.5> Representations within the CA3
autoassociative system is thought to involve the formation of attractor states (or
ensembles of active recurrently connected CA3 cells) as a result of plastic changes
among CA3-CA3 synapses. Importantly, the formation of CA3 attractors is thought
to occur via LTP of CA3-CA3 synapses by the coincident activity of the dentate
mossy fiber projection, whose synapses are thought to act as powerful “detonator
synapses.”333130 The concurrent activation of CA3 pyramidal cells by detonator
synapses is thought to mediate associative LTP induction of only those CA3-CA3
synapses that immediately preceded mossy fiber activity. Thus mossy fibers serve
to establish a sparse ensemble of co-active CA3-CA3 cells thought to reflect a
hippocampal “representation” within the CA3 region.

In the above context, how can the lack of an effect of NMDAR antagonists on
remapping be explained? First, it should be noted that mossy fiber LTP was one of
the first to be deemed a distinct form of LTP due to its independence from NMDARs
and its unusual time course in vivo.*>13! Second, our studies demonstrate an unusual
property of associative LTP. If LTP is induced in a synaptic population in an
associative manner, in this case by pairing weak synaptic activation of one pathway
with a more intense activation of a separate set of converging afferents, LTP is
observed in both pathways. However, the induction of LTP in the weak or “associ-
ated” pathway appears to be sensitive only to manipulations that block LTP induction
in the other more intense, associating pathway used to induce LTP.

For example, NMDA receptor antagonists such as CPP normally block LTP
induction in medial perforant path projections to the CA3 region. By contrast,
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projections arising from the lateral perforant path are unaffected by these antago-
nists.!32133 However, if LTP is induced in lateral perforant path-CA3 synapses by
the strong coactivation of the NMDAR-dependent medial perforant path, NMDAR
antagonists effectively block LTP in both pathways. Conversely, if LTP is induced
in this NMDAR-dependent medial pathway by strong activation of the NMDAR-
independent lateral perforant pathway, CPP has no effect on associative LTP at
medial perforant path synapses and LTP is observed in both lateral and medial
perforant path-CA3 synaptic populations.

Extrapolation of this feature of associative LTP with current models assigning
a detonator (or associating) function to mossy fiber synapses suggests the possibility
that rapid encoding does indeed involve NMDAR-dependent LTP. However, during
encoding, as NMDAR-dependent LTP among CA3-CA3 recurrents is thought to be
induced in an associative manner via activation of the NMDAR-independent mossy
fiber detonator synapses, it is possible that rapid remapping is unaffected by the
NMDAR antagonist simply because associative LTP may have been induced by the
coactivation of the mossy fiber detonators. Because the mossy fiber synapses display
LTP that is insensitive to NMDAR antagonists, NMDAR antagonists may have had
no effect on CA3-CA3 LTP or initial remapping due to the associative induction of
NMDAR-dependent LTP by the stronger NMDAR-independent mossy fiber path-
way.

Taken together, evidence for the role of LTP in establishing place fields is
supportive; however, it is likely that a more definitive role for LTP in establishing
place cells fields will emerge as details of place cell dynamics are revealed. Other
than remapping, plastic processes associated with place cells and their fields are
apparently quite subtle. Studies addressing such subtle changes in place cell dynam-
ics have emerged; in particular, place cells can display dynamic changes with
experience. In particular, if a rat runs along a linear trajectory that sequentially fires
cells A, B, and C, repeated experiences with this trajectory result in an asymmetric
“expansion” of the place field in the opposite direction of the animal’s trajectory.
Thus, over time, the activity of cell B slowly shifts in the direction of A, such that
place cell B fires closer to the A place field earlier in the trajectory.” Because this
phenomenon experience-dependent, it is not unreasonable to assume associative
plastic processes may underlie its development. In addition, the closer association
of sequences of cells would be expected with associative experience-dependent
plastic changes, making LTP a likely candidate.

The phenomenon of asymmetric place field expansion also fits with the features
of LTP seen experimentally. One aspect of LTP seen in addition to an increase in
the amplitude of synaptic responses is a reduction in the latency of the population
spike. Cells fire earlier at potentiated synapses after LTP induction, presumably due
to the increases in synaptic strength. Thus asymmetric place field expansion and the
earlier firing of recently activated cells within a sequence may be consequences of
the reduced latency to cell discharge that normally follows LTP induction.

The property of asymmetric expansion fits well with the view that an associative
process underlies this phenomenon. Subsequent studies revealed that in contrast to
remapping, systemic administration of NMDAR antagonists blocks the asymmetric
expansion of place fields.!* Again, as noted for LTP, caution must be used when
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interpreting the effects of NMDAR antagonists and possible confounds because they
appear to alter theta rhythm.!'>!1® Ag place cell firing is tightly coupled to theta
rhythm even within a place field, it is entirely possible that the temporal aspects
place cell activity and their plastic coupling may depend on the integrity of theta
during learning.

This progress is illustrative of an important heuristic approach to linking LTP
with memory; many of the negative findings observed in studies linking LTP with
behavioral learning arise primarily as a result of our rudimentary understanding of
subtleties in the processes of LTP (such as the finding that the induction of associative
LTP is determined exclusively by the receptor mechanisms of the stronger coactive
pathway). Likewise, studies attempting to link LTP and place field formation are
hindered by our lack of understanding of both the mechanics of LTP and the role
of place cells in memory and their dynamic changes with experience. Future studies
that integrate newly discovered features of place cell dynamics (Guzowski et al.!?)
with behavioral manipulations clearly serve as avenues that will contribute to our
knowledge of LTP and our understanding of hippocampal function in general.

OUTSTANDING QUESTIONS AND NEW DIRECTIONS

By elucidating the underlying mechanisms of LTP and LTD, it seems possible to
reconstruct some of the subcellular events triggered by experience and deprivation
to alter neuronal function. It is also likely that more information about LTP and
hippocampal function in general, will follow the studies of place cell dynamics and
their plastic properties, particularly during remapping. The coming years will bring
further understanding of the factors regulating the induction, maintenance, and
distribution of long-lasting synaptic modifications and their contributions to normal
adaptive behavior.
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3.1 INTRODUCTION

Learning a new behavior and acquiring information from the environment require that
specific patterns of neural activity induced by experience are maintained through plas-
ticity in specific neural networks.' The persistence of the acquired information depends
on how long the plastic changes are preserved. It is believed that persistent forms of
synaptic plasticity, including structural synaptic plasticity among others, occur in spe-
cific neuronal ensembles, in order to maintain the information in long-term memory.

Neural activity leads to a series of molecular events such as the activation of
certain neurotransmitter and kinase systems, Ca2+ influx, induction of gene expres-
sion, translation and regulation of proteins, and many others that are essential to
establish the plastic changes underlying long-term memory. In this chapter I will
review some of the molecular events that are relevant for the persistent forms of
synaptic plasticity.

3.2 EARLY SIGNALS

Throughout the process of memory consolidation, structural changes may be driven
by the initial activation of one or several neurotransmitter receptors. Probably the
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most important excitatory neurotransmitter system for cognitive-related plasticity is
the glutamatergic system. Its involvement in persistent forms of synaptic plasticity
is well accepted.>® During development, dendritic spines are highly motile and it
has been observed that stimulation of either o-amino-5-hydroxy-3-methyl-4-isox-
azole propionic acid (AMPA) or N-methyl d-aspartate (NMDA) receptors inhibit
this motility.*

By the use of time-lapse imaging of fluorescent glutamate receptor subunits,
Washburne and colleagues® demonstrated that NMDA and AMPA receptor subunits
are present in motile filopodia before and during synaptogenesis and the activation
of this glutamatergic receptors inhibits their motility.® This suggests that glutamater-
gic transmission is important for stabilizing synaptic contacts and also that the
formation of new synapses may depend on glutamatergic-related activity.

Consistent with this interpretation, in the adult brain LTP induction alters the
structure of synapses’ and inhibition of LTP with an NMDA receptor antagonist,
D(-)-2-amino-5-phosphonovaleric acid (APS), prevents this structural change.’
Behavioral studies show similar results; for example, water maze overtraining
induces changes in the distribution of mossy fiber boutons in the CA3 region of the
hippocampus!® and these changes are blocked by pre-treating animals with the
NMDA receptor antagonist MK801.!!

Increased spine density in the hippocampus is observed 24 h after trace eyeblink
conditioning, and again, NMDA receptor antagonists block these changes.'? This
supports the idea that glutamatergic transmission may be an important first step in
the mechanisms underlying structural synaptic plasticity.

Another interesting feature of glutamatergic transmission that may be of impor-
tance for the persistence forms of memory is that the number of AMPA and NMDA
receptor molecules in the postsynaptic membrane is a function of the activity history
of the synapse.'3-1¢ The regulation of glutamate receptor density in the postsynaptic
membrane has been implicated in a special form of synaptic plasticity known as
synaptic scaling.!”-!° This is a homeostatic regulation, in which the strength of the
synaptic inputs across the dendrite are modulated, while preserving their relative
weights. This mechanism homeostatically adjust the postsynaptic dendrite to recent
changes in the efficiency of the synapse, and it is required to stabilize the plastic
changes in the neural network.!”2°2? In this way, the mechanisms that regulate the
endocytosis, aggregation, and trafficking of glutamate receptors in the postsynaptic
membrane is involved in this persistent form of synaptic plasticity and consequently
in long-term memory.

Studies of LTP using inhibitory avoidance tasks, the Morris water maze, and
conditioned taste aversion indicate that the progress of memory formation requires
early involvement of NMDA, AMPA, and metabotropic glutamate receptors that
may be regulated by cholinergic and GABA-ergic transmission.??

An interaction of cholinergic and glutamate receptors has been postulated. Their
activity converges, as demonstrated by studies of the multiple signal transduction
pathways mediated by these receptors.?*> It is possible that different signal trans-
duction cascades of fast (glutamatergic) and modulatory (cholinergic) neurotrans-
missions are both necessary for long-term synaptic plasticity and may converge in
a given neuron.?® Moreover, it has been suggested that this convergent signaling may
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promote morphological changes in such neurons.?” This led to the hypothesis of a
cholinergic regulation of long-term synaptic plasticity, suggesting that cholinocep-
tive cells can undergo changes in their dendritic structures as a result of ACh receptor
activation by inducing the degradation of MAP-2 structures.?’ It is suggested that
such structural changes may occur during memory consolidation and may be respon-
sible for long-term memory storage. Recently, it has been demonstrated that cho-
linergic receptors mediate NGF-induced excitatory synaptogenesis,?® supporting the
idea that ACh can be related with molecular signals leading to morphological
plasticity.

Postnatal lesions of the nucleus basalis magnocellularis in rats that produce
robust cholinergic deafferentations in the cortex alter the differentiation of cortical
neurons and synaptic connectivity that persist into maturity and contribute to altered
cognitive behavior.?® In the honey bee brain, it has been observed that treatment with
pilocarpine, a muscarinic agonist, induced an increase in the volume of the neuropil
similar to that observed after foraging behavioral experience.*® This represents some
of the most direct evidence of a possible role of ACh in structural synaptic plasticity.

Other neurotransmitter systems may also contribute to triggering or modulating
persistent forms of synaptic plasticity.?! It is possible that synergistic actions
between various systems may be required to trigger long-lasting synaptic changes.
Nevertheless, these initial signals may converge in certain common cellular events
such as the influx of calcium and the activation of the kinase—phosphatase system
among others.

2.3 CAZ?* AND ITS TRANSDUCER

After the activation of neurotransmitter receptors, several downstream signals are
triggered. Probably the most prominent signal for synaptic plasticity is calcium
which has the ability to interact with the actin cytoskeletons of dendrites and through
this interaction regulates structural synaptic plasticity (for review, see Oertner and
Matus??). However, after synaptic activation, the influx of calcium ions (Ca?") into
cells through ligand- and voltage-gated calcium channels or from internal reservoirs
results in a complex set of transitory and oscillatory signals. This complex signal
requires a molecular device to transform it into a more stable and perdurable mes-
sage. Such a device should be capable of activating the intracellular cascades
involved in the stabilization of synaptic plasticity.

The Ca?*/calmodulin-dependent protein kinase II (CaMKII) is a ubiquitous and
broad specificity Ser/Thr protein kinase highly enriched in the central nervous
system. This enzyme is highly concentrated in the post-synaptic density and is
considered an important Ca?* detector in the postsynaptic region.’* The unique
regulatory properties of CaMKII make it an ideal interpreter of the diversity of Ca*
signals. Evidence has shown that CaMKII can interpret messages coded in the
amplitude and duration of individual Ca?* spikes and translate them into distinct
amounts of long-lasting Ca?*-independent activity.3*

In a nonactivated state, CaMKII is auto-inhibited, but when it interacts with
Ca?*/CaM complexes, the blockade is released. After activation, CaMKII phospho-
rylates other proteins but also displays an important autophosphorylation activity.
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When CaMKII is autophosphorylated, the dissociation rate with CaM decreases; the
enzyme is able to remain active even after CaM has dissociated from it. Thus,
autophosphorylation generates a constitutive active form of CaMKII able to translate
a transient Ca* signal into a persistent and independent one (for review, see Cam-
maroto et al.’3). The ability of CaMKII to maintain phosphorylation activity for a
prolonged period through autophosphorylation®® represents an important way to
sustain signaling and may have great relevance for the consolidation of long-term
synaptic plasticity.

Interestingly, CaMKII mRNA is located in the dendrites and accumulates in their
active regions.?” It is well-known that polyribosomal complexes are selectively local-
ized beneath postsynaptic sites in dendrites,*“° and their activation can be regulated
by glutamatergic activity.*! The translation of CaMKII mRNA in dendrites is regulated
by synaptic activity’’® and depends on NMDA receptor activation.*?

The active form of CaMKII is found in the postsynaptic density*® where it
interacts with different molecules important for the structures and functions of the
postsynapses. The molecules include PSD-95,% densin-180,*4 F-actin,*’ and par-
ticularly the NMDA glutamate receptor.

After CaMKII is activated in the postsynaptic density, it interacts with NMDA
glutamate receptors.*® This interaction is very important because it increases CaMKII
autophosphorylation and its ability to become hyperphosphorylated.*® For this reason,
CaMKII-NMDA interaction has several consequences important for synaptic plastic-
ity. It increases the affinity of CaMKII and the NMDA receptor subunit NR2B, making
this interaction to last longer.** It will enhance AMPA receptor conductance by phos-
phorylating AMPA receptors.”® Hyperphosphorylation can also increase the period of
activation by saturating local phosphatase molecules, preventing dephosphorylation.!
Finally, hyperphosphorylation of CaMKII may increase the interactions between
NMDA and AMPA receptors.’! The interactions may induce the insertion of AMPA
receptors into synaptic sites that already contain NMDA receptors.>?

These functional properties of CaMKII are highly relevant for the proposal that
CaMKII may work as a memory switch, in which CaMKII activity changes between
a transitory to a stable state depending on the interaction between CaMKII and the
NMDA receptor.>® Recent evidence has shown that this may indeed be the most
prominent feature of CaMKII.> After stimulation CaMKII transiently translocates
to the synapses where it binds the NMDA receptor at its substrate binding S-site;
in this condition CaMKII activity is Ca2+/CaM-dependent, but after prolonged
stimulation a persistent interaction between CaMKII and the NMDA receptor can
be formed where NR2B binds at the T286-binding site, keeping the autoregulatory
domain displaced and enabling Ca2+/CaM independent kinase activity.

Together, this evidence supports a crucial role of CaMKII in the persistent forms
of synaptic plasticity. In agreement, induction of LTP in the CAl region of the
hippocampus is known to rapidly increase the synthesis and accumulation of
CaMKII** and also induces its autophosphorylation activity.>>>° Administration of
Ca?*/CaM in the postsynapse induces synaptic potentiation and the maintenance of
this potentiation depends on the activity of CaMKIIL.*>’ Also, the induction of LTP
causes the redistribution of GIuR1 from intracellular pools into dendritic spines.*®
This redistribution may be important for the stability of LTP and can be mimicked
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by the activation of CaMKIL>? It is noteworthy that local translation of CaMKII
protein is required for late-phase LTP,>° which further emphasizes the central role
of CaMKII in long-term synaptic plasticity.

One of the ways synaptic plasticity may persist is through structural synaptic
changes. Evidence has shown that CaMKII participates in structural synaptic plas-
ticity. The induction of LTP along with sensory stimulation promotes rapid growth
of dendritic filopodia and the formation of dendritic spines and new synapses.?%%
In a remarkable work using hippocampal organotypic slice cultures,! the intracel-
lular administration of the autophosphorylated form of CaMKII reproduced the
effects of LTP by inducing filopodia growth and spine formation. The inhibition of
phosphatases (which activates CaMKII) and the application of CaM in neurons
produced the same effect. Consistent with these results, blocking CaMKII activity
prevented LTP, filopodia growth, and spine formation.®' Moreover, CaMKIIP (but
not CaMKIla) has strong morphogenic activity and regulates dendritic growth,
filopodia extension, and synapse formation in cell cultures.®? Also, CaMKII mediates
the effect of integrin in structural synaptic plasticity.%3 In vivo studies confirm that
CaMKII is involved in structural synaptic plasticity. In drosophila larvae, CaMKII
regulates dendritic structure by increasing the formation of dendritic filopodia.®

CaMKII participation in structural synaptic plasticity is consistent with the idea
that it plays an important role in persistent forms of synaptic plasticity and conse-
quently most be important for long-term memory. Mutant flies expressing an induc-
ible CaMKII inhibitor peptide presented serious learning deficits.% Mice expressing
a constitutively active form of CaMKII independent of Ca?* presented impairments
of spatial and fear-motivated tasks.?’

Training in the Morris water maze task induces the activation of CaMKII in the
hippocampus; interestingly, retention performance of this spatial memory task pos-
itively correlates with levels of CaMKII activity.®® Frankland and colleagues®’
showed that although heterozygous mutations of CaMKII exhibited normal memory
retention for contextual fear and water maze tasks 1 to 3 days after training, the
animals were amnesic when tested 10 to 50 days after training, suggesting that long-
term (and not short-term) memory depends on CaMKII. These data indicate that
CaMKII is an important molecule whose activity can be related to persistent forms
of synaptic plasticity and may play a prominent role in long-term memory formation.
However, CaMKII and other molecules directly activated by second messengers
such as Ca may interact with recently transcribed genes and their protein products.

3.4 IMMEDIATE EARLY GENES

It is well accepted that long-term memory formation requires the rapid synthesis of
mRNAs and their translation in proteins. Several immediately early genes (IEGs)
have been identified and they include two kind of immediate early genes, the factors
that regulate the transcription of other genes such as c-fos, c-jun, zif268, and Egr-
3, and the so called effector IEGs such as Arc, Narp, Homer, Cox-2, and Rheb% that
act directly upon cells to promote different effects including plastic changes.

The c-fos, c-jun, and zif268 transcription regulators IEGs are considered good
candidates for the initial steps of learning inducing long-term synaptic plasticity.®
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This is because their regulatory functions are believed to trigger cascades of
activity-dependent neuronal gene expression that can lead to plastic events in
neurons that may be critical for memory consolidation.® Importantly, the patterns
of activity that induce LTP can be the same as those that induce some (but not
all) immediate early genes.” Note that zif268 expression in the hippocampus is
triggered by the same pattern of activity that induces LTP.”® This indicates that
the thresholds of synaptic activation inducing the expression of some transcription
regulator genes in particular regions can be closely linked to synaptic plasticity.
What is also important in the study of long-term synaptic plasticity is that these
genes, like c-fos, are strongly induced in the hippocampus by experimental models
of epilepsy.”! This manipulation is known to produce structural changes such as
mossy fiber sprouting in the hippocampus.”?

Kleim and colleagues” found evidence suggesting that the expression of the
immediate early gene c-fos preludes the morphological changes in the cortex asso-
ciated with motor skill learning. Mice with c-fos null mutations lacked the ability
to present mossy fiber sprouting as result of kindling.” These data suggest that c-
fos may be able to trigger the expression of other genes related to structural plasticity
and one of such genes can be BDNE™ Its role in long-term synaptic plasticity will
be addressed below.

Particularly interesting for the persistent forms of synaptic plasticity are the
effector IEGs like Arc, Homer, and Narp. Arc (activity-regulated cytoskeleton
associated protein, also called Arg 3.1) was identified in the hippocampus and
cortex.”77 It is induced after strong cellular activity and presents a high homology
to o-spectrin, and co-precipitaltes with F-actin, both of which are important
cytosketetal proteins. Interestingly, the sequence of Arc presents sites for CaMKII
and PKC phosphorylation.” The expression of Arc is rapidly induced by cellular
activity and depends on NMDA glutamate-receptor activation.’® Trophic factors
such as nerve growth factor (NGF) and epidermal growth factor can also induce
its expression.”®

In hippocampal and cortical cells, expression of the Arc IEG is observed after
spatial behavioral experience.”® Importantly, in these regions, the proportion of cells
that present electrophysiological activity characteristic of place cell firing’% during
spatial exploration are the same ones that show Arc expression after the same
behavioral conditions.” In different species and using different behaviors, the expres-
sion of Arc is observed in the regions relevant to the correspondent behavior.3!-84

One of the most interesting features of Arc is that its mRNA travels very rapidly
throughout the dendrites®>%¢ (~300 um/hr) and the speed appears independent of
protein synthesis. In addition, the traffic for Arc mRNA through the dendrites is
selectively seen in the activated regions of the dendrite,® that is, LTP stimulation
of the lateral entorhinal cortex produced a band of labeling for Arc mRNA in the
outer molecular layer; while stimulation of the commissural projection produced a
band of labeling in the inner molecular layer.3%” This selective localization of Arc
mRNA is followed by accumulation of Arc protein in the same activated laminae.
Moreover, the selective location of Arc mRNA in the activated laminae is dependent
on NMDA, but not on AMPA receptor activation or protein synthesis.?*87
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Administering antisense oligonucleotides against Arc mRNA in the hippocampus
negatively affected LTP maintenance and consolidation of the water maze task.®
BDNF-induced LTP depends on the translation of Arc protein.®® Recently, with the
use of an Arc knock-out mice these observations were confirm and important addi-
tional information was added.®® Arc knock-out mice showed normal short-term
memory but clearly impaired longterm memory for several different learning tasks.”®
Also, not only LTP maintenance was impaired but also LTD.?® These data demon-
strate that the effector IEG Arc is important for long-lasting synaptic plasticity and
memory formation.

The dynamics of Arc expression have introduced us to a fascinating world of
orchestrated molecular events that may regulate and fine-tune the long-lasting syn-
aptic changes that allow memory to persist. Since Arc expression is dependent on
neural activity, the detection of Arc can be used to identify individual cells activated
after a particular behavior. This strategy allowed the development of a new imaging
method known as compartmental analysis of temporal activity using fluorescence
in situ hybridization (catFISH).”® When neural activity is observed with catFISH,
recent Arc transcription is detected in the nucleus as two foci of transcription; 20 to
30 min after the initiation of Arc mRNA transcription, Arc is translocated into the
cytoplasm and observed surrounding the nuclei of cells.”® This allows us to distin-
guish between cells activated by recent behavior (those with Arc mRNA in the
nucleus) and those activated by a behavioral event that occurred 30 min earlier (when
Arc mRNA in the cytoplasm was detected). This method was used to identify groups
of cells that responded to two behavioral events separated by 20- to 30-min intervals
and has the power to identify brain regions that discriminate the subtle differences
among behavioral conditions.”!-%3

The proportion of cells that showed electrophysiological activity after explora-
tion is ~35% in the CAl region of the hippocampus, and the same proportion of
cells expressed Arc mRNA under the same behavioral conditions.”®%* In the CA3
region, the proportion of cells showing both electrophysiological activity and Arc
expression was ~20%°+%; the proportion in the cortex was 50%.°+% This indicates
a close correspondence between behaviorally induced neuronal spiking and Arc
mRNA expression in regions where neuronal firing patterns are associated with
behavioral experience. This also shows that the detection of Arc mRNA is a reliable
method to identify cells that were activated during periods of behavioral activity.

Because a high proportion of cells express Arc in response to behavioral explo-
ration, the role of Arc in synaptic plasticity may represent a serious problem for the
system if all those cells underwent synaptic plasticity and became parts of a neural
ensemble that will represent the acquired information. If so, the system should
rapidly saturate, limiting the amount of memory stored. The theory suggests that
the ensembles of cells that store information in long-term memory may use a sparse
code to be more efficient and avoid system saturation.””-%

Some mRNAs located in dendritic compartments are regulated at the translation
level by synaptic activity; translation of Arc mRNA in particular is known to be
regulated at the dendritic level.” For this reason we thought it was possible that the
translation of Arc mRNA into protein could be regulated throughout the whole
cellular structure, limiting the number of cells expressing Arc protein after behavioral
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exploration. If that were the case, we would be able to identify the selected group
of cells that will become part of the plastic neural network responsible for main-
taining the information in long-term memory.

With this in mind, we performed an experiment to characterize the time course
of Arc protein expression.!®” Animals explored a square open box for 5 min; after
varying intervals, the animals explored the same space for a second 5-min explora-
tion. Eight different intervals were used: 30, 60, 120, 180, 240, 360, 480, and 1440
min. Two groups of animals were used as controls; the animals in one group remained
undisturbed in their home cages and were sacrificed at different times throughout
the day matching the sacrifice times of the other groups (Caged). The second control
group explored only once and was sacrificed immediately after the first exploration
(5 min). The rest of the animals were sacrificed immediately after the second
exploration. The tissue sections were processed for Arc protein fluorescent immu-
nohistochemistry, Arc mRNA FISH, and a combination of both methods to identify
both Arc protein and Arc mRNA in the same tissue.

The first observation was that the percentages of cells that show Arc mRNA in
the nucleus 5 min after exploration matches express the proportion of cells that
presented Arc protein 60 min after exploration (Figure 3.1). These results indicate
that it is not through translational regulation of Arc that the system limits the number
of plastic cells involved in information storage.

Surprisingly, we found an off-line reactivation (this is an activation without
further stimulation) of Arc in the CA regions and the parietal cortex 8 hours after
exploration. This off-line reactivation involved only 50% of the originally activated
cells. More than 80% of the cells that showed protein expression at 480 and 1440
minutes also responded to the second exploration by expressing Arc mRNA (see
Figure 3.2). We interpret this as a highly specific off-line reactivation of Arc expres-
sion in a subset of the originally activated cells. The role of this reactivation is not
yet clear, but it is interesting that the proportion of cells that reactivated represented
only 50% of the originally activated ensemble. Although 12% of cells in CA3 and
25% in the parietal cortex comprise too a large number of cells to be considered a
sparse code, this could be part of a dynamic process that reduces the number of
cells involved in a long-lasting representation.

Similarly, in a recent, astonishing study using a powerful method that visualized
the expression of Arc-GFP (by inserting the green fluorescent protein after the Arc
promotor) in the living mouse brain,'®' Wang and colleagues made the observation
that after repeated daily stimulation with a visual stimulus of one specific orientation,
the size of the Arc-GFP-expressing ensemble in the visual cortex gradually decre-
sed.!%! Those cells responding to one orientation the first day that responded again
the next day were more likely to respond to the same stimulus on the next consecutive
days; similarly, the cells that first responded to such stimuli but did not respond the
next day were less likely to respond on subsequent days. This can be interpreted as
evidence that the cells that kept firing together on several consecutive days had a
higher probability of continuing to fire together. The lack of Arc protein does not
affect this progressive decrease in the size of the activated neural ensemble, but it
does significantly increase the number of activated neurons. This suggests that Arc
is required to maintain a finely tuned neural network, an idea supported by other
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FIGURE 3.1 Kinetics of exploration-induced Arc protein expression in CA1, CA3, and PCx.
A. Percentage of total cells showing Arc protein (induced by first exploration) in CA1, CA3,
and PCx at all time points studied. All groups were exposed twice to the same environment,
except for the caged and 5-min control groups. Caged: n = 10; 5 min, 1, 2, and 4 hours; n =
8;0.5, 3, 6, 8, and 24 hours; n = 6. * p=0.0014 relative to controls. # p = 0.04 (not statistically
significant after correction for multiple comparisons). B. Percentage of total cells with Arc
mRNA foci (induced by second exploration) in CA1, CA3, and PCx for caged control (open
circles) and exploration (filled circles) groups. * p = 0.001 compared with controls. Cyto-
plasmic Arc mRNA is not shown in these regions because the Arc mRNA signal decreases
to baseline after 30 min. (Taken with copyright permission from Ramirez-Amaya!®)

observations made in this important work, in which they found that orientation
selectivity, measured by either Arc-GFP expression or electrophysiological activity,
was impaired with the lack of Arc.!°! These data suggest that also during on-line
reactivation the number of plastic cells decrease which strengths the idea that this
possible selection process may be a mechanism through which the system fine-tunes
the neural representation that will be stored in long-term memory.

However, in response to exploration, sparse codes were observed in the dentate
gyrus at all times. In this region, a very small group of cells (only ~2%) responded
to exploration.!0%-102.103 Tnterestingly, the dynamics of Arc expression were also dif-
ferent from those found in the CA and cortical regions. In the dentate gyrus Arc
mRNA and protein are observed in the cytoplasm 30 minutes after exploration, and
they continue to be present for at least 8 hours.!®
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FIGURE 3.2 (See color insert following page 202.) Arc protein is expressed in the same
neurons that express Arc mRNA. A through D. Example confocal images from parietal cortex
(nuclei shown in green) taken from a caged control animal. A. Animal killed 5 min after
single exploration session. B. Animal given two exploration sessions separated by 0.5 hour
(C) or 8 hours (D). The latter two time points correspond to the first appearance of Arc protein
in the first and second waves of protein expression, respectively. Arc mRNA intranuclear foci
are shown in red, Arc protein is shown in purple, and the colocalization of Arc mRNA and
protein is shown in pink (25X magnification; scale bar = 100 um). E through H. Quantification
of proportions of neurons containing Arc mRNA foci only (red), Arc cytoplasmic protein
only (blue), and double-stained neurons with Arc mRNA and protein (green) for caged, 5-
min, 0.5-, and 8-hour conditions. To reflect the total proportions of neurons that expressed
Arc mRNA and protein, the double category is added to each of the mRNA and protein counts
indicated by the cross-hatched bars. For each group, the total number of cells that expressed
Arc protein and mRNA was also determined (yellow histogram on right reflects co-localiza-
tion). Compared with caged controls, the 5-min and 8-hour groups showed significantly
increased numbers of Arc mRNAexpressing cells (* p = 0.05; ** p = 0.01 with Bonferroni
correction). Neither the mRNA nor protein alone was significantly different from caged
controls for the 0.5-hour group, but the double-stained population was significantly increased
from controls (** p = 0.01); for the 8-hour group, the double-labeled cells were also signif-
icantly different from controls (** p = 0.01). The proportions of neurons that showed co-
localization of Arc mRNA and protein were statistically greater than caged controls only in
the 0.5- and 8-hour groups (yellow bars). The results (data not shown) from the 3-, 4-, and
6-hour groups were similar to those from the 5-min group shown. Those from the 1-hour
group (data not shown) were similar to those from the 0.5-hour group shown. Those from
the 24-hour group (data not shown) were similar to those from the 8-hour group shown. Note
that co-localization is close to chance levels in the caged control animals, whereas it is well
above chance (80%) in the 0.5-, 1-, 8-, and 24-hour groups. (Taken with copyright permission
from Ramirez-Amaya!%)
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Preliminary data suggest that this sustained presence of Arc depends on sustained
transcription of this gene, which apparently does not occur with other IEGs, and
also appear to be exclusive of the dentate gyrus granule cells since pyramidal cells
has not shown evidence of sustain Arc transcription. These suggest that while in the
CAs and cortical regions, off-line reactivation of Arc expression may be an important
component of the neural network required to accomplish the plastic changes related
to long-term memory formation, in the dentate gyrus, a sustained transcription of
Arc may perform the plastic job.

A recent group of highly relevant papers from Dr Paul Worley’s and other’s
laboratories had shown what exactly the role of Arc protein in synaptic plasticity
can be. Chowdhury’s and colleagues work!® show that Arc regulates the trafficking
of glutamate AMPA receptors by interacting with dynamin 2 and endophilin 3. This
highly specific interaction of Arc with the above mentioned molecules modulates
the endocytosis of AMPA glutamate receptors.!® This mechanism allows Arc to
mediate synaptic scaling by regulating the density of AMPA GluR2 receptors in the
membrane!® which consequently specifically modulates AMPA mediated synaptic
currents.!% This suggests that synaptic scaling is one important mechanism by which
Arc modulates the stabilization of synaptic plasticity and long-term memory con-
solidation.38-0

Also, an important link between Arc and CaMKII exists. We were interested in
studying the cell types that are able to express Arc. We found that only neurons (and
not glia) are able to express Arc after behavioral stimulation or after maximal
electrical stimulation. Interestingly, all the cells that express Arc under both stimu-
lation conditions were also CaMKII-positive cells. In regions such as the hippoc-
ampus and cortex; they are considered excitatory principal cells. However, the
principal cells in the striatum are GAD65/67-positive and interestingly they were
also CaMKII-positive and Arc-expressing cells after exploration.!* This suggests an
important interaction between two plasticity-related molecules such as Arc and
CaMKIIL.

Preliminary observations using fluorescence resonance energy transfer in culture
neurons indicated that Arc and CaMKII proteins interact only in the dendrites.!%
This interaction may have important implications for plasticity in local dendrites.
In agreement, it has been shown that Arc interaction with CaMKII in neuroblastoma
cells can promote neurite outgrowth,!® suggesting that this interaction may induce
structural plasticity in dendritic compartments. If it occurs in adult mammalian
neurons, this interaction between Arc and CaMKII may be associated with structural
synaptic plasticity and could explain the actions of other important plastic related
molecules such as the trophic factors that have also been shown to induce Arc
expression.’®

3.5 TROPHIC FACTORS

Neurotrophins are regulatory factors known to be involved in cell development,
survival, and repair. One of their most interesting features is their role in neural
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plasticity. The neurotrophin family includes nerve growth factor (NGF), brain-
derived neurotrophic factor (BDNF), neurotrophins 3 and 4 (NT3 and NT4), and
two other members recently were found in fish NT6 and NT7.!7 Each neurotrophin
has been shown to promote neurite outgrowth by responsive neurons via in vitro or
in vivo studies.!!!

BDNF is known to regulate the development of connections''? and the complex-
ities and sizes of dendrites'' in the cerebral cortex. The involvement of BDNF in
synaptic plasticity has been suggested for a long time and is known to regulate
glutamatergic activity by increasing NMDA receptor phosphorylation.!'* During
development, BDNF regulates neuronal proliferation, neuronal migration, axon path
finding, dendritic growth, synapse formation, and maintenance of the synaptic con-
tact.!’ Interestingly, BDNF can be of great importance for learning-induced struc-
tural plasticity, particularly because its important role in spatial memory formation
has been shown.!'® Animals that underwent Morris Water maze training increased
the expression of both BDNF mRNA and the BNDF receptor TrkB in the hippoc-
ampus.''o118 This expression is observed only after several days of training, but not
before.!'” That is, when animals were trained for 1, 3, or 6 days, reaching an
asymptotic level of performance at day 6, an increase in BDNF mRNA expression,
measured by in situ hybridization, was observed only in animals trained for 3 and
6 days but not in the animals trained for 1 day.!!” This interesting result resembles
our previous observations'®!! in which animals over-trained for 4 to 5 days in the
Morris water maze task showed an increase in the density of mossy fiber boutons
in the stratum oriens of the CA3 hippocampal region.!! The coincidences of BDNF
expression after water maze training and our observation regarding mossy fiber
sprouting are remarkable and suggest that BDNF could be part of the molecular
mechanisms that underlie spatial learning-induced structural plasticity in the hip-
pocampus. Accordingly, it has been demonstrated that blockade of BDNF mRNA
or its protein product!'® produced spatial memory impairments.'!®

The features of BDNF make it a prominent regulator of the persistent forms
of synaptic plasticity. However, it does not act alone and interacts with other
molecules mentioned above. For example, it has been observed that BDNF induces
the synthesis of Arc in synaptoneurosomes.!?> BDNF induction of LTP depends
on Arc protein translation.!?' These data suggest an important role of Arc in BDNF-
induced synaptic plasticity.

An interaction between BDNF and CaMKII has also been observed. In cultured
neurons using a GFP reporter of CaMKII, BDNF induced the translation of CaMKII
in dendritic spines.'”> Based on these data, Braham and Messaudi suggested that
CaMKII, Arc, and BDNF may interact in dendrites to mediate long-term synaptic
plasticity. They proposed that Arc should have a mechanism to consolidate its plastic
effect in dendrites.

We obtained evidence that Arc may achieve this in two ways: (1) via the off-
line reactivation of Arc in which the ensemble of cells is reduced progressively and
(2) the sustained transcription of Arc — a reaction that apparently occurs only in
dentate gyrus granule cells. Both mechanisms may interact with CaMKII, Ca*
influx, and other events triggered by NMDA receptor activation that, when occurring
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at the time of TrKb activation by BDNF, may promote the stable plastic changes
underlying memory formation.

3.6 CONCLUSIONS

The evidence review in this chapter show that the interactions between glutamate-
receptor activation, CaMKII autophosphorylation activity, Arc-expression and
BDNF activation of TrKb receptors are some of the cellular events associated with
persistent forms of synaptic plasticity, such as synaptic scaling and structural syn-
aptic changes.

After a behavioral situation that promote long-term memory formation,
glutamatergic transmission can stimulate NMDA receptor activation and trigger
Ca2+ influx into the cell, which generates a complex signal. This signal, in turn,
can be translated through CaMKII which by switching between a transitory to a
long-term activation that may promote long-lasting effects. Ca2+ along with other
molecules such as MAPK, can regulate the expression of Arc123. After the induction
of Arc expression, its mRNA will travel to the activated regions of dendrites where
it can be locally translated. The dynamics of Arc expression can maintain the
presence of Arc for prolonged periods of time.!? The activation of TrKb receptors
by BDNF will only happen after a prolonged period of training!'® and when this
activation converges with NMDA-receptor activation, it will enhance CaMKII activ-
ity. When these events coincide with the presence of Arc in dendrites, the interaction
can promote long-term synaptic plasticity.

Although it is well accepted that synaptic plasticity in specific group of cells
determines the stabilization of the cell assemblies that will maintain the patterns of
neural activity that represent an episode, we have not yet identify the individual
neurons that constitute this neural ensembles. Our current methods and new technical
developments will allow us to identify precisely the individual neurons that are part
of the long-term representing ensemble by identifying which neurons activate plastic
related molecules and in which of them this molecules act as a molecular long-term
memory switch, as suggested for CaMKII. We believe that the immediate early gene
Arc is another crucial candidate for the long-term neural ensembles, because Arc is
important for synaptic plasticity and its dynamics has shown an apparent selection
process. We now need to completely characterize the decrease in the size of the Arc-
expressing ensemble during off-line or on-line reactivation, in order to identify
reliably these possible selected groups of cells, in which persistent forms of synaptic
plasticity may occur. These include structural synaptic changes, such as changes in
the structural features of the existing dendrites, increased density and distribution
of spines, and the generation and stabilization of new synaptic contacts; also, the
cells that belong to the plastic cell assemblies will be subjected to synaptic scaling
of AMPA receptors and/or other persistent forms of synaptic plasticity. By charac-
terizing the persistent forms of synaptic plasticity in the selected groups of cells we
will be able to identify the plastic neural networks underlying long-term memory
formation.
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4.1 BRAIN PLASTICITY DISCOVERED THROUGH
SERENDIPITY

Although my colleagues and I were the first to demonstrate brain plasticity and
modification of brain circuits through experience, this was not the original purpose
of our work. Instead, we were looking for neural bases of the individual differences
in problem-solving behavior exhibited by rats. As this research progressed, we
discovered brain plasticity through serendipity.

To go back to the start, soon after I arrived at the University of California at
Berkeley in 1951, my colleague David Krech asked me to consider with him what
might be neural bases of the individual differences in tests of problem-solving
behavior he had been finding among rats of inbred strains. As a “rat runner” of long
standing, Krech had been impressed by sizeable individual differences of problem-
solving abilities among rats of the same strain, sex, and age. I suggested that we
might investigate whether individual differences in cortical acetylcholine metabolism
correlated with individual differences in problem-solving ability. Krech turned to
his friend Melvin Calvin, head of the campus Laboratory of Chemical Biodynamics,
and Calvin agreed to encourage the younger chemists in his laboratory to collaborate
with us if the project interested them. In the fall of 1953, I met three chemists for
lunch in the faculty club and explained our project. One of them, Edward L. Bennett,
decided that it might be interesting to collaborate with psychologists for a few
months, and thus began a fruitful collaboration that lasted for more than 40 years.
We also benefitted from the continued interest and support of Professor Calvin.

4.1.1 THe Fiep IN THE 1950s

Brief consideration of the state of the field in the 1950s provides some context for
our research. It may also help explain the skeptical initial reaction to our discoveries.
In the 1950s pessimism about being able to discover the neural bases of learning
and memory prevailed. For example, Karl S. Lashley, in a highly critical review in
1950, surveyed the literature on possible synaptic changes as a result of training and
concluded that there was no solid evidence to support any of the growth theories.
Specifically, Lashley offered these criticisms: (1) neural cell growth appears to be
too slow to account for the rapidity with which some learning takes place (we will
return to this point later) and (2) because Lashley was unable to localize the memory
trace, he held that there was no warrant to look for localized changes.
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I witnessed the vehemence of this opinion at a small informal lunch in New
York in 1950 during a meeting of the Association for Research in Nervous and
Mental Diseases. When someone asked Lashley his opinion of Donald Hebb’s
recently published book, The Organization of Behavior, Lashley stated sharply
that the ideas in the book were garbled versions of his own ideas that Hebb had
misunderstood.

Edwin G. Boring, the historian of psychology with whom I studied in the late
1940s, testified to the lack of progress on this problem' in the 1950 edition of his
history of experimental psychology:

Where or how does the brain store memories? That is the great mystery ...
The physiology of memory has been so baffling a problem that most psychol-
ogists in facing it have gone positivistic, being content with hypothesizing
intervening variables or with empty correlations (p. 670).

In general, it seems safe to say that progress in this field is held back, not
by lack of interest, ability, or industry, but by the absence of some one of the
other essentials for scientific progress. Knowledge of the nature of the nerve
impulse waited on the discovery of electric currents and galvanometers of
several kinds. Knowledge of psychoacoustics seemed to get nowhere until
electronics developed. The truth about how the brain functions may eventually
yield to a technique that comes from some new field remote from either phys-
iology or psychology. Genius waits on insight, but insight may wait on the
discovery of new concrete factual knowledge (p. 688).

A few years later, Hans-Lukas Teuber stated in his 1955 Annual Review of Psychol-
ogy chapter on physiological psychology? that:

The absence of any convincing physiological correlate of learning is the
greatest gap in physiological psychology. Apparently, the best we can do with
learning is to prevent it from occurring, by intercurrent stimulation through
implanted electrodes ..., by cerebral ablation ..., or by depriving otherwise
intact organisms, early in life, of normal sensory influx (p. 267).

In fact, some major advances were already beginning to occur in research on the
neural mechanisms of learning and memory. Some of these resulted from applica-
tions of recently developed techniques such as single cell electrophysiological
recording, electron microscopy, and use of new neurochemical methods. Another
major influence encouraging research on neural mechanisms of learning and memory
was Donald O. Hebb’s monograph, The Organization of Behavior.? I had the oppor-
tunity to become familiar early with the book and Hebb’s thinking when I was a
graduate student because Hebb used a mimeographed version of the book in a
graduate seminar he gave at Harvard in the summer of 1947 — 2 years before the
book was published in 1949.

Hebb was more positive about possible synaptic changes in learning than his
mentor Lashley. Hebb noted some evidence for neural changes and did not let the
absence of conclusive evidence deter him from reviving hypotheses about the con-
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ditions that could lead to formation of new synaptic junctions and underlie memory.
In essence, Hebb’s hypothesis of synaptic changes underlying learning resembled
William James’s formulation* of 1890: “When two elementary brain-processes have
been active together or in immediate succession, one of them, on recurring, tends
to propagate its excitement into the other” (p. 566). This, in turn, resembled the still
earlier formulation® of associationist philosopher Alexander Bain: “For every act of
memory, every exercise of bodily aptitude, every habit, recollection, train of ideas,
there is a specific grouping or coordination of sensations and movements, by virtue
of specific growths in the cell junctions” (p. 91).

Hebb’s dual trace hypothesis — that a labile short-term memory trace may be
followed by a stable long-term trace — also resembled the 1900 consolidation—per-
severation hypothesis of Miiller and Pilzecker.® Much current neuroscience research
concerns properties of what are now known as Hebbian synapses. Hebb was some-
what amused that his name was connected to this resurrected hypothesis rather than
to concepts he considered original.’

Still, a decade after Hebb had revived these long-standing hypotheses, the
postulate of use-dependent neural plasticity had not yet been demonstrated exper-
imentally. This was to change in the early 1960s when our group announced that
both formal training and informal experience in varied environments led to
chemical® and anatomical plasticity of the brain.® Soon after came the reports of
Hubel and Wiesel that occluding one eye of a kitten led to a reduction in the
number of cortical neurons responding to that eye, but only if the occlusion
occurred during an early critical period.!'%-!2

4.1.2 OUR ArPPROACH AND EARLY FINDINGS

The strategy of our group was stated in a symposium paper in 1955.!> We proposed
that to find “changes in the nervous system that accompany learning” a “biochemical
analysis which could integrate changes over thousands of neural units might provide
an entering wedge ... Further analysis might then focus more narrowly on the exact
sites of change” (p. 367).

We decided to use the activity of the acetylcholinesterase (AChE) enzyme as an
index to acetylcholine (ACh) metabolism. We hypothesized, wrongly as it would
turn out, that AChE activity of brain tissue was a stable characteristic of the indi-
vidual. Relatively rapid measurement of AChE activity was feasible with a recently
devised automatic titration apparatus. Our first experiments attempted to account for
individual differences in behavior in Krech’s hypothesis apparatus. This was a four-
unit Y-maze that was unsolvable because the correct visual and spatial cues were
changed on successive trials. Nevertheless, rats tended to show hypotheses, that is,
they would show runs of choices in which they favored visual hypotheses (light or
dark) or spatial hypotheses (right or left). Most of our subjects were two strains of
rats maintained by the department: the S1 strain (descendants of rats that had been
selectively bred in the 1930s for maze-bright behavior by our Berkeley colleague
Robert C. Tryon) and the S3 strain (descendants of Tryon’s maze-dull strain).
Findings we published during the first few years of our research provided baselines
for unexpected discoveries we were soon to make. Some of the main early findings
were:
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1. Within both the S1 and S3 strains, there are significant correlations
between behavioral scores and cortical AChE activity.!*!> This justified
the original purpose of our project.

2. There are significant strain differences in cortical AChE activity, with
the S1 (maze-bright) strain showing significantly higher values than the
S3 rats. !

3. AChE activity differs significantly among regions of the cortex,!” although
previous investigators concluded that there were not significant regional
differences. The lactic dehydrogenase enzyme did not show such differ-
ences, nor differences between the S1 and S3 strains, so the correlations
between AChE activity and behavior could not be ascribed to general
differences in cerebral metabolic level.!” 4.Cortical AChE activity in rats
increases with age until about 100 days and then declines.'?

5. At the start of our work, we assumed from work of others that AChE
would provide an index to metabolism of the ACh system, and we later
obtained direct support for this, finding that brains of S1 rats showed
significantly higher concentrations of ACh than did brains of S3 rats, just
as the S1s showed significantly greater AChE activity.!

4.2 UNEXPECTED DISCOVERY OF BRAIN PLASTICITY
4.2.1 FINDING PLAsTICITY OF BRAIN CHEMISTRY

To try to explore further the correlations between behavior and brain chemistry, we
tested different groups of rats in different spatial mazes and obtained surprising
results. As I reported at a symposium in 1958, there were systematic differences
among the cortical AChE values of rats tested in different apparatuses.”> We had
been assuming that the brain AChE value of an animal was an independent variable,
but now it appeared that the value depended in part on the experience the animal
had undergone! To test further this unexpected finding, we compared animals sub-
jected to behavioral tests with animals not subjected to testing and found the tested
animals to differ significantly from the untested in cortical AChE activity.

Rather than continue the expensive process of testing animals in various mazes,
we then decided to explore the results of informal learning by placing rats for
prolonged periods in environments that were either more enriched or more impov-
erished than the standard colony (SC) housing of three rats to a cage. For the enriched
condition (EC), we placed 10 to 12 rats in a large cage provided with varied stimulus
objects, as students of Hebb had done.?! We also gave this group a small amount of
maze training. For the impoverished condition (IC), we placed rats in individual
cages. In initial experiments of this sort, we placed littermates in the three conditions
at weaning, at about 25 days of age, and kept them there for 80 days. Analysis of
cortical samples at the end of the period showed significant differences among the
groups. Contrary to our expectation, AChE activity per unit of tissue weight in the
cerebral cortex was significantly lower in EC than in IC animals; SC activity was
intermediate. In the rest of the brain, however, AChE activity was significantly
highest in the ECs and lowest in the ICs.
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4.2.2 A SURPRISING DISCOVERY: PLASTICITY OF BRAIN ANATOMY

Another surprise helped us to interpret this unexpected result. After years of
dividing AChE activity by tissue weight of each sample to obtain enzymatic activity
per unit of tissue weight, we were astonished to realize that the tissue weights of
the samples differed significantly among experimental groups! Specifically, for a
cortical tissue sample of fixed surface area, the weight was greatest for EC rats
and least for IC rats® so the anatomy as well as the chemistry of the brain was
altered by experience! This effect was larger in the occipital region than in other
regions of the cortex. Subsequent work showed that the increased weight of cortex
in the EC rats was paralleled by increased protein in the samples.?” Anatomical
measurements of brain sections showed the cortex of EC rats to be significantly
thicker than that of IC rats, by about 5%.?* This difference was not large, but it
was consistent and, because the brain shows relatively little anatomical variability,
it was highly significant statistically.

We and coworkers also found that enriched experience in rats led to increased
amounts of RNA?* and increased expression of RNA in rat brains.>> We also found
that maze training caused differences not only in brain anatomy but also in cortical
RNA:DNA ratios.?

Having found differences in the gross anatomy of the brain caused by differential
experience, we then proceeded to investigate more detailed neuroanatomical features.
In a review article in the Scientific American,”” we described several such neuroan-
atomical differences induced by enriched experience in the occipital cortex:

1. The cross-sectional area of cortical pyramidal cell bodies increased sig-
nificantly (by about 13%). For more on this effect, see Diamond et al.?8

2. The number of neurons per unit of volume of occipital cortex decreased
slightly with enriched experience, probably because the number of neu-
rons remained fixed while the thickness of the cortex increased.

3. Conversely, the number of glial cells per unit of volume of cortex increased
significantly (by 14%).

4. Pyramidal neurons of EC rats showed significantly more dendritic spines
than those of IC rats, especially on the basal dendrites. For more detail
on this effect, see Globus et al.?°

5. The sizes of synaptic junctions increased significantly. See West and
Greenough.

4.2.3 OUR FINDING CONTRADICTED DOGMA OF FiXiTY OF BRAIN
WEIGHT

Our finding of changes in cortical weights with differential experience ran counter
to the established dogma that brain weights are strictly fixed. Consider, for example,
the following quotations from the outstanding neuroanatomist Santiago Ramoén y
Cajal®' that are pertinent to our research in more than one way:

If we are not worried about putting forth analogies, we could say that the
cerebral cortex is like a garden planted with innumerable trees — the pyramidal
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cells — which, thanks to intelligent cultivation, can multiply their branches and
sink their roots deeper, producing fruits and flowers of ever greater variety and
quality (p. 467).

But Ramén y Cajal then considered an obvious objection to his hypothesis:

You may well ask how the volume of the brain can remain constant if there
is a greater branching and even formation of new terminals of the neurons. To
meet this objection we may hypothesize either a reciprocal diminution of the
cell bodies or a shrinkage of other areas of the brain whose function is not
directly related to intelligence (p. 467).

To preserve the supposed fixity of brain volume, Ramén y Cajal hypothesized a
diminution of cell bodies to compensate for the greater branching of neurons, but
as we found, the cell bodies increase in volume with enriched experience. His other
hypothesis, that other regions of the brain shrink as the cortex expands, may be
supported by our finding of diminution of the noncortical parts of the brain as a
consequence of enriched experience. Nevertheless, we found an overall increase in
brain weight (and presumably in brain volume), overthrowing the long-standing
dogma of fixity of the brain.

4.2.4 AN EARLY PREDECESSOR

Years after our discovery that experience can induce changes in brain anatomy, I
learned that similar research had been conducted in the 18th century. In 1783, the
prominent Swiss naturalist Charles Bonnet and the Piedmontese anatomist Michele
Vicenzo Malacarne discussed the possibility of testing experimentally whether men-
tal exercise could induce growth of the brain.3? Malacarne agreed to test the hypoth-
esis and used an experimental design that anticipated ours. He chose as subjects two
littermate dogs and also pairs of birds, each pair coming from the same clutch of
eggs. He gave one animal of each pair extensive training while the other received
none. After a few years of this differential treatment, Malacarne sacrificed the
animals and compared the brains of each pair. A brief review of the results of his
experiment published in the Journal de Physique in Paris in 1793 (vol. 43, p. 73)
reported positive findings: the trained animals had more folds in the cerebellum than
did the untrained.

The prominent German physician Samuel Tomas von Soemmering probably
knew of Malacarne’s work when he wrote the following passage in his major 1791
book on human anatomy:

Does use change the structure of the brain? Does use and exertion of mental
power gradually change the material structure of the brain, just as we see, for
example, that much used muscles become stronger and that hard labor thickens the
epidermis considerably? It is not improbable, although the scalpel cannot easily
demonstrate this (vol. 5, p. 91)."

“In the 1800 edition, the last sentence read “It is not improbable, although anatomy has not yet
demonstrated this” (p. 394).
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I do not know of any attempts to replicate Malacarne’s experiment in the 18th
or 19th centuries. Obviously, no one thought then that brain activity implied mod-
ifying brain circuits because Malacarne wrote a century before the neural doctrine
or knowledge of synaptic connections. Malacarne’s work appeared too early to affect
the development of knowledge about the brain.

4.2.5 CereBrAL EFrects oF EXPERIENCE Occur RapiDLY AND CAN
Be INDUCED AcCRrOss LIFE SPAN

Originally we placed rats into the differential environments at weaning and kept
them there for 80 days because we wanted to allow a good chance for effects to
occur. Having found clear effects of differential experience on brain measures,
we then tried varying both the age at onset and the duration of differential
experience. We obtained similar cerebral effects in rats assigned for 30 days to
the differential environments (EC versus IC), either as 50-day juveniles or as
105-day young adults. In one experiment, we placed rats in EC or IC at 60 days
of age and sacrificed successive groups after 15, 30, 45, or 60 days in the
differential environments.

The EC-IC differences in total cortical weight for the different durations
were, respectively, 3.1, 6.9, 3.9, and 3.1%.%3 Thus, the effect increased over the
first month in the differential environments and decreased somewhat thereafter.
Walter H. Riege?* in our laboratory assigned rats to the differential environments
at 285 days of age and kept them there for periods of 30, 60, or 90 days. In these
year-old rats, the EC-IC differences in cortical weights were slower to develop
and were greater after 90 days than at the earlier intervals. Although the capacities
for these plastic changes in the nervous system and for learning remain in older
subjects, the cerebral effects of differential experience develop somewhat more
slowly in older than in younger animals, and the magnitude of the effects is often
smaller in the older animals. The fact that cerebral effects of differential experi-
ence occur across the entire life span marks a strong difference from the effects
reported by Hubel and Wiesel that can be induced only during an early critical
period.

Recent research demonstrated that differential experience produced both struc-
tural and biochemical changes in the brains of adult primates.>® Adult male—female
pairs of marmosets were assigned to new standard cages or were placed in groups
in larger cages equipped with a variety of stimulus objects. A month-long stay in
the more complex environment resulted in increases in dendritic spine density,
dendritic length, and dendritic complexity of neurons in the hippocampus and the
prefrontal cortex, and it raised the expression levels of several synaptic proteins in
the same regions.

The duration of differential experience need not be long to produce significant
effects. When rats spent 2 hours a day in the differential environments over a period
of 30 or 54 days, they showed cerebral weight effects similar to those induced by
24-hour-a-day exposure for the same number of days.*® Only 4 days of differential
housing produced clear effects on cortical weights’” and on dendritic branching.



Modification of Brain Circuits through Experience 75

Ferchmin and Eterovic* found that four 10-min daily sessions in EC significantly
altered cortical RNA concentrations.

4.3 CEREBRAL EFFECTS OF EXPERIENCE OCCUR INALL
SPECIES TESTED

Experiments with several strains of rats showed similar effects of EC versus IC
experience in both brain values and problem-solving behavior, as reviewed by Renner
and Rosenzweig®® (pp. 53-54). Similar effects on brain measures have been found
in several species of mammals — mice of several strains, gerbils, two species of
ground squirrels, cats, and monkeys (pp. 54-59). Further work has extended these
brain effects to birds and fish and to fruitflies and spiders. The ubiquity of effects
across species led neurobiologist Abdul Mohammed®*! to exclaim that these effects
occur “from flies to philosophers” (p. 127).

4.3.1 CereBrAL EFrecTts ARE CAUSED BY DIFFERENTIAL EXPERIENCE —
Not BY OTHER VARIABLES

It was possible that the unexpected cerebral effects were not the results of differential
experience but of other aspects of the experimental situation, so we promptly ran a
number of experiments to control for other possible causes. The results of the control
experiments did not support the importance of any of the other variables, as the
following examples show.

Handling — Handling rats, particularly young ones, is known to increase the
weight of their adrenal glands. Since the EC rats were handled more often than SC
or IC rats, perhaps cerebral differences were caused by handling or stress. In control
experiments, some rats were handled for several minutes each day for either 30 or
60 days; littermates were never handled. No differences developed between the
handled rats and the unhandled ones in brain weight or brain enzyme activity,
although they did exhibit differences in adrenal weights. In further experiments, rats
in both EC and IC were handled once a day, and the usual brain differences were
found at the end of the experimental period.*

Stress — Stress may have been a cause of the cerebral effects we found. IC rats
may have suffered from isolation stress and EC rats may have suffered from infor-
mation overload. To test the possible effects of stress on brain measures, we con-
ducted five experiments in which some rats were given intermittent unavoidable
electric shocks for 12 min daily. At the same time, littermate controls were placed
in similar enclosures but with no shocks and in a different room. Although the stress
of shock affected body weight and adrenal weight, it had little effect on brain
measures. None of the four cortical regions showed significant differences. Total
cortex did weigh 2.3% less in the shocked rats (p <0.05), but when allowance was
made through analysis of variance for the reduction in body weight in the shocked
rats, the differences shrank and became nonsignificant. Even if the absolute weights
were considered, the pattern of differences over cortical areas did not parallel that
of EC-IC differences. AChE activity was analyzed in only one of these experiments.
It showed no significant difference between shocked and control rats for any brain
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region. For more on experiments on possible effects of stress on brain measures,
see Rosenzweig et al.”’ and Rosenzweig and Bennett.*?

In a later experiment, Riege and Morimoto in our laboratory subjected some
rats to a daily period of stress in which they were briefly tumbled in a revolving
drum or given mild electric shocks. They also kept rats in EC and IC. There was a
clear double differentiation in effects. The stress was effective in producing a sig-
nificant increase in the weight of the adrenal glands, but it did not cause changes in
the brain measures we studied. Meanwhile, the environmental EC-IC treatment
produced the usual brain effects but did not affect adrenal weights.*

The experiments on stress also included the variable of handling because the
stressed rats were removed from their cages daily and taken to another room for the
stress treatment, while the control rats remained in their cages. We concluded,
therefore, that the combination of stress and handling did not give rise to the EC-IC
brain effects.

Accelerated maturation — Some of the changes we found between EC and
IC rats went in the same direction as changes that occur in normal maturation —
greater cortical weight, greater glial/neural ratio, and fewer neurons per unit of
cortical volume. Thus it seemed possible that enriched experience accelerates mat-
uration or that impoverished experience retards it, but we found that some changes
with enriched experience went in the opposite direction from what is found in normal
growth. Also, as we have seen above, typical EC-IC brain effects can be induced
in animals placed in differential environments as adults. Thus the EC-IC differences
cannot be attributed to differences in rates of maturation of animals in the differential
environments.

Differential locomotion — Rats in an EC cage are more active than those in
IC, so we wanted to determine whether locomotor activity might account for the
EC-IC effects. In our initial publication on EC-IC effects, we reported a control
experiment in which some IC rats had free access to a running wheel while others
were never allowed such access. The experimental (running wheel) rats averaged
more than 100,000 revolutions during the experimental period. At the conclusion of
the 80-day period, there was no significant difference in AChE measures between
the experimental and control groups; the small differences found were opposite in
direction from those seen in EC-IC groups.?

Hormonal mediation — Although stress had been ruled out as the cause of the
EC-IC cerebral effects, other hormones may have mediated these effects. We there-
fore tested the hypothesis that the pituitary gland is essential to occurrence of these
effects.?’” The pituitary was chosen not only to eliminate its secretions but also to
control for effects of glands controlled by feedback relations with the pituitary: the
thyroid, adrenal cortex, and gonads.

Three experiments were run, and results were analyzed only for those animals
in which we could verify complete hypophysectomy at sacrifice. Although hypo-
physectomy stunts bodily growth and reduces brain growth somewhat, significant
EC-IC differences nevertheless occurred in both the brain weights and brain chem-
ical measures of the operated as well as in the control animals. We therefore did not
pursue further experiments in the endocrine direction.
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4.3.2 SkepticisM GREETED INITIAL REPORTS OF BRAIN PLASTICITY

Our first reports that differential experience induces measurable changes in the brain
were greeted with skepticism and incredulity. The responses reminded me of an old
story. A villager was accused of returning a borrowed teapot in poor condition.
Vehemently he replied, “In the first place, I never borrowed it; in the second place,
I returned it in perfect condition; in the third place, the teapot was already dented
when I got it!” Thus, on the one hand, some critics told us that such changes could
not exist. On the other, we were told that it is well-known that one can induce
changes in a rat’s brain just by looking at it cross-eyed. We were asked whether
changes were found in all tissue of ectodermal origin, such as the thickness of the
soles of the paws.

At a meeting where I reported an increase in number of synaptic contacts
(dendritic spines) with experience, John C. Eccles* stated his firm belief that learning
and memory storage involve “growth just of bigger and better synapses that are
already there, not growth of new connections” (p. 97). Donald Hebb, whom I had
gotten to know better when he spent the summer of 1953 as a visiting professor in
Berkeley and with whom I maintained contact, cautioned me that the more important
the claim, the more carefully one must test it. Beyond normal scientific caution,
questions of turf may have been involved. I have the impression that neurophysiol-
ogists were reluctant to believe that psychologists and their collaborators could be
the first to present evidence of changes in the brain as a result of experience.

Over the next several years, reports of replications and extension by us?? and by
others*8 gained acceptance for the idea that training or differential experience
could produce measurable changes in the brain. Thus in 1972, neurobiologist B.G.
Cragg wrote® that “Initial incredulity that such differences in social and psycholog-
ical conditions could give rise to significant differences in brain weight, cortical
thickness, and glial cell numbers seems to have been overcome by the continued
series of papers from Berkeley reporting consistent results. Some independent con-
firmation by workers elsewhere has also been obtained” (p. 42).

4.4 ENRICHED ENVIRONMENTS AND THE BRAIN

4.4.1 OUR WORK INTRODUCED ENRICHED ENVIRONMENTS TO
NEUROSCIENCE COMMUNITY

We did not invent the concept of the enriched environment, but I believe that our
publications introduced the concept and the term to the neuroscience community.
Our first paper with “enriched and impoverished environments” in the title appeared
in 1962.%° The first citation for “enriched environment” on the National Library of
Medicine website known as PubMed was a paper from our group.? It was followed
later the same year by a paper by Altman and Das* that cited four of our papers
(1960 through 1964) showing effects of enriched environments on brain chemistry
and brain anatomy. Our first papers reporting effects of environment on brain plas-
ticity used the term “environmental complexity”®® The next PubMed citation for
enriched environment after 1964 was another paper from our group.’!' Seven citations
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for enriched environment appeared from 1970 through 1974. Thereafter, such cita-
tions increased exponentially, reaching 46 for 1995 through 1999 and 122 for 2000
through 2004.

Although the enriched environment term has become widely used, it has no
standard definition. Some investigators avoid it, preferring instead to use “complex
environment.” We tried to make clear from the beginning that our enriched laboratory
environment is enriched only in comparison with a standard animal colony cage. A
natural environment may be much richer in learning experiences than even an
enriched laboratory environment. For inbred laboratory animals, however, it is no
longer clear what the natural environment is. Laboratory rats and mice have been
kept for more than 100 generations in protected environments, and inbreeding has
made their gene pool different from the natural one.

4.4.2 COMPARING LABORATORY-ENRICHED ENVIRONMENT WITH
NATURAL ENVIRONMENT

We tried in two ways, with two different species, to determine how our enriched
laboratory environment compared with the natural environment. First, we tried
raising laboratory rats in a semi-natural outdoor environment at the Field Station
for Research in Animal Behavior of the University of California at Berkeley. This
environment consisted of a 30 X 30 foot concrete enclosure filled with dirt to a depth
of 2 feet above the concrete base, with screening over the top. Food and water were
provided ad lib., and a few stimulus objects were placed in the enclosure. For a
diagram of this environment, see Rosenzweig et al.”’ (p. 24).

Groups of a dozen male laboratory rats thrived in the outdoor setting and, when
the weather was not too wet, dug burrows, something their ancestors had not been
able to do for more than 100 generations. In each of eight experiments, rats kept
for 1 month in the outdoor setting showed greater cortical development than their
littermates been kept in enriched laboratory cages. This indicates that even the
enriched laboratory environment is indeed impoverished in comparison with a nat-
ural environment. We had hoped to test the rats from the outdoor environment to
see whether their increased cortical development was accompanied by increased
problem-solving ability. Unfortunately, however, in the outdoor setting the rats
became too savage to handle, so we were unable to conduct behavioral tests.

In a second attempt to compare effects of laboratory and natural environments
on brain development, we used Belding’s ground squirrels (Spermophilus beldingi).
This research was done in collaboration with our colleague Paul Sherman who was
studying a population of the squirrels in the Sierra near Tioga Pass, California. We
live-trapped pregnant ground squirrels in the Sierra and brought them to the field
station in Berkeley. The young were weaned at about 30 days of age and assigned
to EC and IC conditions where they were kept for 40 days. Ten male and 10 female
squirrels were kept in each condition. Just before sacrifice, feral (F) juveniles of the
same age were live-trapped where the pregnant ground squirrels had been obtained,
and their brains were analyzed along with those of the EC and IC squirrels.

In weights of cerebral cortex, values from F and EC squirrels were equal, and
both exceeded the IC squirrels significantly ([F = EC] >IC, p <.01). In total RNA



Modification of Brain Circuits through Experience 79

of occipital cortex, (F = EC) >IC, p <.05. In total DNA of occipital cortex, F> (EC
= IC), p <.05. In skeletal development measured by hindfoot length, F> EC> IC;
F>IC, p <.01. Thus, in two of three brain measures, EC squirrels equalled F squirrels,
although F exceeded EC in skeletal development.”? A further study substantially
replicated these findings.>?

Thus, in the case of ground squirrels, the laboratory enriched environment
seemed to support brain development as did the natural environment. Clearly, the
differences between results of the studies with rats and ground squirrels show that
this question still lacks a general resolution. Nevertheless, this has not prevented the
increasing use of enriched laboratory environments.

The latter study>? also showed plastic responses of the brain during hibernation.
For this study, ground squirrels were live-trapped at about 80 days of age. Some
were sacrificed for baseline values and others were placed for 5 months in EC or
IC cages or in a cold room at 5°C where they hibernated. The non-hibernating
squirrels continued to gain in brain and body weights during the experimental period,
whereas the hibernators lost in both parameters, showing significant decreases in
weights of certain brain regions (hypothalamus, caudate nucleus, and medulla), and
decreases of DNA in these regions, indicating loss of cells.

4.4.3 ENRICHED EXPERIENCE IMPROVES ABILITY TO LEARN AND
SoLVE PROBLEMS

Hebb? (p. 298) reported briefly that when he allowed seven laboratory rats to explore
his home for some weeks as pets of his children and then returned the rats to the
laboratory, they then showed better problem-solving ability than most rats that
remained in the laboratory. Moreover, although he did not present evidence for this,
he stated that they maintained their superiority or even increased it during a series
of problems in the Hebb-Williams maze. Hebb (pp. 298-299) concluded that “the
richer experience of the pet group during development made them better able to
profit by new experience at maturity — one of the characteristics of the ‘intelligent’;
human being” (italics in original). Thus the results seemed to show a permanent
effect of early experience on problem-solving at maturity, and this conclusion con-
tinues to be cited.

We and others confirmed the first conclusion of Hebb’s exploratory study, that
is, experience in an enriched environment improves learning and problem-solving
on a wide variety of tasks, although such differences have not been found invariably.
The more complex the task, the more likely it is that animals with EC experience
will perform better than animals from SC or IC groups*’ (pp. 46-48).

We were unable, however, to replicate Hebb’s report that over a series of tests,
EC rats maintained or even increased their superiority over IC rats. On the contrary,
we found that IC rats tended to catch up with EC rats over a series of trials in a
test; this occurred in three different tests including the Hebb-Williams maze> (p.
321). We did not find that early deprivation of experience caused a permanent deficit,
at least for rats tested on spatial problems. Rather, the rats showed a persistent
capacity to benefit from experience. Somewhat similarly, decreases in cortical
weights induced by 300 days in the IC (versus EC) environment were overcome by
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a few weeks of training and testing in the Hebb-Williams maze.>> Similar effects
were found with beagles. Fuller>® found restricted-experience beagles to be inferior
to pets in reversal learning, but only on the first five reversals; thereafter there was
no significant difference.

4.4.4 CAVEAT

We were careful to state that an enriched environment or specific training might not
improve all types or learning or brain measures.?’” For example, we noted that Harry
Harlow found that early problem-solving in monkeys may have the deleterious effect
of fixating infantile behavior patterns; such monkeys may never reach the efficient
adult performance they would have attained without early training.

Recent research similarly shows that enriched experience does not always
increase the number of synapses in the brain region affected. Thus, an editorial
comment®’ on a recent article is entitled “The brain: use it and lose it.” The article>®
cited reports that long-term sensory deprivation through trimming the whiskers of
young adolescent mice prevents the normal substantial loss of dendritic spines in
the barrel region of primary somatosensory cortex. Allowing the whiskers to regrow
after adolescence accelerates spine elimination. The authors point out that these
effects are counter to the general expectation that experience increases the number
of synapses. In this case, however, experience contributes to the normal sculpting
of connections through selective elimination.

4.4.5 ENRICHED ENVIRONMENTS AS THERAPY FOR ANIMALS
AND PEOPLE

Once the brain was seen to respond to environmental influences, not only in young
but also in mature animals, investigators soon began testing whether environmental
enrichment might aid recovery from brain disorders that have identifiable neuropa-
thies. An intriguing report of 1964 stated that an enriched environment aided rats
to recover from effects of neonatal cortical lesions.”® We began in 1974 to replicate
and extend this effect®® and research along this line continues. One of the major
questions is the extent to which experience actually improves in recovery or only
in compensation for the effects of brain injury.

In people, at a minimum, behavioral techniques aid the quality of life of patients
with injuries of the brain or spinal cord. Beyond this, there may be interactions
between physiological and behavioral interventions. By 1976, an edited volume titled
Environments as Therapy for Brain Dysfunction® treating such topics as recovery
from brain injury, malnutrition, endocrinopathies, and sensory deprivation was pub-
lished. Chapters considered the relevance, generalizability, and limitations of animal
models for therapy, and work on these questions continues. Investigators have asked
which is most effective in promoting recovery from brain injury in animals —
environmental enrichment, physical exercise, or formal training? A review of
research on this topic from 1990 to 2002 shows that enriched experience is the most
potent of these treatments.
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Soon after we began publishing about the effects of differential environments
on brain and behavior, people began asking us about possible applications to human
behavior, all the way from child development to successful aging. Thus, in 1965, 1
was invited to address the Division of Child Psychology at the Convention of the
American Psychological Association.®* Many of the developmental psychologists
who attended my talk expressed surprise at hearing that an enriched environment
stimulates brain growth not only in infant but also in adult rats. On such occasions
I was always careful to point out limitations in what we found and was cautious
about extrapolations of animal research?’ (p. 28). Nevertheless, invitations to speak
and write about possible applications continued to come and I accepted many of
them.’>%71 At an international symposium on cognitive decline in old age,”” I
summarized the research as follows (p. 63):

It’s a fortunate person whose brain

Is trained early, again and again,

And who continues to use it

To be sure not to lose it,

So the brain, in old age, may not wane.

Although I did not do research on effects of environment with human subjects, I
was active in an innovative program to promote higher education for disadvantaged
and under-represented youth. In 1964, physicist Owen Chamberlain and I became
co-chairs of the newly established Berkeley faculty Special Opportunity Scholarship
Committee. Our committee obtained faculty and university financial support for an
on-campus summer precollege program for promising high school students and we
continued that with a year-round contact program that soon became a federal Upward
Bound program. After a few years, the students who completed the preparatory
program were able to secure admission to the University of California and to other
universities and colleges through the committee and became the first in their families
to obtain higher education. The faculty committee continues its work; it was renamed
in 2005 as the Committee on Student Diversity and Academic Development. Its
favorable results suggest that even at high school age, students from family back-
grounds and high schools that do not predispose to postsecondary education can be
prepared and encouraged to undertake successful college studies. The results also
suggest that public schools are falling short of what they should accomplish.

1 did in fact attempt to do research on the effectiveness of the Special Opportunity
Scholarship Program. After the program had been active for a few years, I proposed
to the faculty committee that we attempt to measure its effectiveness in the following
way: each year we would draw up a pool of twice as many candidates as the program
could accommodate and then select at random those to be accepted. Both those
accepted and those not included would then be followed up over the next 6 to 10
years to determine whether the program made a difference. I was unable, however,
to convince my fellow committee members that such research was appropriate, so
the attempt was not made.
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4.4.6 SHouULD ALL LABORATORY ANIMALS BE HOUSED IN
ENRICHED ENVIRONMENTS?

There is a growing movement to house all laboratory animals in enriched environ-
ments, with exceptions only for specific research purposes. Some proponents cite
evidence from work such as ours that indicates that enriched experience is necessary
for full growth of the nervous system and behavioral capacities. Others favor this
as part of the movement to improve animal welfare.

The history of enriching environments of laboratory animals goes back at least
to psychologist Robert Yerkes’ work with primates in the 1910s and 1920s. Hebb,
who did research at the Yerkes primate laboratory, helped to extend concept of
enrichment to laboratory rodents in the 1950s. Our publications beginning in 1960
popularized use of enriched environments by showing that they contributed to full
development of the brain as well as to behavioral capacities.

Providing enriched environments is not without its problems. For one thing,
definitions of enrichment vary, although most attempt to foster species-specific
behaviors. It is important for investigators to avoid the temptation to anthropomor-
phize in choosing enriched conditions. Thus, it is amusing to see photographs of
enriched environments for laboratory rodents that show cages filled with brightly
colored objects. While the colors may be attractive to the researchers, they do nothing
for rats or mice who do not discriminate hues. There are also concerns because
enriched environments are more expensive than standard housing: they take up more
space and require more care.

Some investigators have expressed concerns that enriched environments may
differ among laboratories and thus decrease the reproducibility of results. In a recent
attempt to deal with these concerns, investigators from three laboratories performed
an experiment in which they raised female mice of two inbred strains in either
standardized cages or following an enrichment protocol. They then tested the mice
on four common behavioral tests. The results were highly consistent, indicating that
standardization among laboratories was almost as good as within laboratories.” The
authors note that it remains to be seen whether similar results would also be obtained
for male mice who may respond to enrichment with increased dominance behavior
and aggression.

The growing concern about enriched environments is shown by ILAR, the journal
of the Institute for Laboratory Animal Research, which devoted its Spring 2005
number to this topic. The 12 articles in this issue range from enriched housing for
laboratory rodents to enriched housing for nonhuman primates, and from theoretical
to practical concerns.

In the near future, whether to use enriched environments may no longer be a
matter of choice for the individual investigator or research unit. Enriched environ-
ments are among the revisions of animal welfare standards that the Council of Europe
is preparing as recommended practices for its 45 member nations, and these standards
may affect practices in other countries as well. The website of the Council of Europe
reported that a working party at a meeting of September 2004 completed a revision
of its recommendations for protection of vertebrate animals used for experimental
and other scientific purposes and submitted it for adoption. The changes proposed
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included not only increasing the minimum recommended cage sizes but would also
require that laboratory animals be housed in enriched environments that permit the
expression of normal behaviors.

Whatever the fate of regulations concerning enriched environments, the clear
evidence of the importance of animal environments in determining the results of
research shows the necessity of describing animal housing clearly and accurately in
all reports of research.

4.4.7 STIMULANT DRUGS ENHANCE EFFECTS OF ENVIRONMENT ON
Recovery ofF FUNCTION

Our finding that a daily 2-hour period of exposure to EC was sufficient to produce
cerebral effects allowed us to test whether stimulant drugs altered brain measures
directly or only in conjunction with EC. We gave some animals low doses of
methamphetamine just before putting them into EC for a daily 2-hour period; other
animals received the drug at a different part of the day when they were in their
individual home cages. The drug enhanced cortical weight only when the drug was
active during the daily EC period.™

The drug—environment interaction result was even clearer with shorter daily
periods of EC or in shorter-duration experiments. Effects on AChE measures were
somewhat larger, but not significantly so, in the drug-EC groups. A low dose of
pentobarbital sodium depressant reduced the effect of EC experience on cortical
weights, but again only if the drug was active during the daily period of EC. Thus
it was the combination of drug and environment that counted in determining
cortical weights.

Considering this finding and research on recovery of function, we proposed
testing’* “whether the conjunction of enriched environment and an excitant drug
may be even more favorable for recovery from brain damage than is either treatment
alone” (p. 327). We did not follow our own suggestion, but in the last two decades
others have conducted fruitful research on this topic with both animal subjects and
human patients.

In an early study of this sort, Feeney, Gonzales, and Law” removed motor cortex
unilaterally in rats and studied their behavior 24 hours later in locomotion on a
narrow beam. After a single trial, subgroups received either a single daily injection
of saline, a low dose of amphetamine, or a haloperidol depressant. Further tests of
locomotion showed that amphetamine improved recovery while haloperidol impaired
it in relation to the saline controls. Confining the animals in a small cage to prevent
locomotion for 8 hours after drug administration blocked the effects of the drugs,
so they were effective only in combination with behavioral practice.

Reviews of research with both animal and human subjects have shown the
generality of these effects.”®7 More recently, Walker-Batson reported that amphet-
amine plus intensive speech therapy aids recovery from aphasia,?® and Walker-Batson
and her colleagues reviewed neuromodulation paired with learning in rehabilitation
for various deficits resulting from stroke.8!

An obvious extension of this research would be to combine enriched experience
or training with other pharmacological treatments. Hamm et al.3? reviewed research
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in which traumatic head injury in rats was followed by a number of different drug
treatments including agents that affected the monoamine system, the cholinergic
system, the glutaminergic system, nerve growth factor, and basic fibroblast growth
factor. Each agent led to some improvement, but none was as effective as exposure
to an enriched environment. It will be interesting to see results of research that
combine some of these pharmacological treatments with enriched experience.

In attempts to promote recovery from brain damage, some neuroscientists are
transplanting fetal brain cells into the region of a brain lesion. Some investigators
have studied the separate and the combined effects of enriched environment and
neural transplants.®> Under some conditions, neither the enriched experience nor the
transplant alone had a beneficial effect, but the combination of the two treatments
yielded a significant improvement in learning. Further work indicates that formal
training of rats may be more effective than enriched environment in promoting the
effects of brain cell grafts on recovery of learning ability.%*

These results of animal research may find application in attempts to aid human
patients. Perhaps the differences among clinics in success of brain cell grafts
reflect, in part at least, the kinds and amounts of training and stimulation given
the patients; this may interact with the skill of the neurosurgeon. The combination
of brain implants with training and stimulation may become an increasingly
important area of interaction between research and application in the field of
plasticity of brain and behavior.

4.4.8 REeceNT ReSEARCH INVOLVING ENRICHED ENVIRONMENTS
FALLs INTO THREE MAIN CATEGORIES

Research for the period 2000 through 2004 that involves enriched environments falls
into three main categories, two of which were pioneered by work of our group:

1. By far the most frequent category is enriched environment as therapy.
This has been studied recently for many kinds of brain injury, including
trauma, brain infarcts, focal ischemia, and transient global ischemia. Spi-
nal cord injuries have also been studied. Besides injury, other studies have
taken up therapy for cocaine exposure, epilepsy, prenatal stress, immune
challenges, and lead poisoning. Although most of this research uses animal
subjects, some is conducted with human subjects.

2. The next most frequent category is effects of enriched environments on
gene expression. This was anticipated by our studies showing greater
expression and variety of RNA in EC than in IC animals.

3. The third most frequent category of recent research involving enriched
environments concerns effects of environmental treatments on neurogen-
esis. A group including Marian Diamond was the first to report that EC
increased neurogenesis in the dentate gyrus of adult rats.®

Other groups besides ours have recently written reviews of the neurobiological
effects of enriched environments and have extended the research into new directions,
notably Mohammed et al.*! see also Rampon and Tsien® andvan Praag et al.%
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4.5 NEUROCHEMICAL CASCADES UNDERLIE
MODIFICATION OF NEURAL CIRCUITS

4.5.1 SiMiILAR NEUROCHEMICAL CASCADES UNDERLIE DIFFERENT
KINDS OF LEARNING

Having found that learning or enriched experience led to plastic changes in the
nervous system, Edward Bennett and I decided to try to find the mechanisms that
lead to such changes. We learned early that enriched experience causes increased
rates of protein synthesis and increased amounts of protein in the cortex.?? Others
later reported that imprinting increased the rates of incorporation of precursors into
RNA and protein in the forebrain of the chick.®® and, as mentioned above, we and
coworkers found that enriched experience in rats led to increased amounts of RNA
in rat brain. We viewed these and related findings in the light of the hypothesis
perhaps first enunciated by Katz and Halstead,? that protein synthesis is required
for memory storage.

Tests of the protein synthesis hypothesis of memory formation were initiated by
Flexner and associates in the early 1960s,°°! but the interpretation of the findings
was clouded by serious problems. The research involved administering to experi-
mental subjects an inhibitor of protein synthesis at various times close to training
(control subjects received an inactive substance) and comparing test performance of
experimental and control subjects at a later time. Unfortunately, the inhibitors of
protein synthesis then available for research (such as puromycin and cycloheximide)
were rather toxic, which impeded experiments and complicated interpretation. Also,
it appeared that inhibition of protein synthesis could prevent memory formation after
weak training but not after strong training.”?

A recently discovered protein synthesis inhibitor, anisomycin (ANI), helped to
overcome these problems. Schwartz, Castelluci, and Kandel reported that ANI did
not prevent an electrophysiological correlate of short-term habituation or sensitiza-
tion in an isolated ganglion of Aplysia, but they did not investigate whether ANI
could prevent long-term effects. Then Bennett discovered that ANI administered
shortly before training prevents formation of long-term memory (LTM) in rats.*
This opened the way to resolving the main challenges to the protein synthesis
hypothesis of formation of LTM.

ANI is much less toxic than other protein synthesis inhibitors and giving doses
repeatedly at 2-hour intervals can prolong the duration of cerebral inhibition at
amnestic levels. By varying the duration of amnestic levels of inhibition in this way,
we found that the stronger the training, the longer inhibition of protein synthesis
had to be maintained to prevent formation of LTM.%% We also found that protein
must be synthesized in the cortex soon after training if LTM is to be formed; short-
term memory (STM) and intermediate-term memory (ITM) do not require protein
synthesis.***7%% From the time that Bennett showed the value of ANI in studying
formation of LTM, this agent has been in frequent use for this purpose.

We then designed further studies to find the neurochemical processes that under-
lie formation of STM and LTM. Lashley’s concern, mentioned above, that some
kinds of memory appear to be formed too quickly to allow growth of neural con-
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nections, ignored the distinction between STM and LTM, even though William
James* had already distinguished them (although under different names). Observing
this distinction was necessary if one was to look for different mechanisms of the
two kinds of memory traces that Hebb distinguished: transient, labile memory traces
on the one hand and stable structural traces on the other.

4.5.2 SiMILAR NEUROCHEMICAL CAscADES OCCUR IN
DIFFERENT SPECIES

Much of our work on the neurochemistry of STM and I'TM was done with chicks,
which have several advantages for this research. The chick system is convenient for
studying the stages of memory formation because chicks can be trained rapidly in
a one-trial peck-avoidance paradigm and can be tested within seconds after training
or hours and days later. Large numbers of chicks can be studied in a single run, so
one can compare different agents, doses, and times of administration within the same
batch of subjects. Unlike invertebrate preparations, the chick system can be used to
study the roles of different vertebrate brain structures and investigate questions of
hemispheric asymmetry in learning and memory. The chick system also permits
studies of learning and memory in intact animals. The successive neurochemical
stages occur more slowly in the chick than in the rat, thus allowing them to be
separated more clearly. I have stated further advantages elsewhere.?®!%

Although some amnestic agents such as ANI diffuse readily throughout the brain,
we found that others affect only a restricted volume of tissue at amnestic concen-
trations.'”! We employed such agents to reveal the roles of different brain structures
in different stages of memory formation.!0!192

Using the chick system, several investigators traced a cascade of neurochemical
events from initial stimulation to synthesis of protein and structural changes.!0%:103-105
At some if not all stages, parallel processes occur. The following is a brief description
of some of the events.

The cascade is initiated when sensory stimulation activates receptor organs that
stimulate afferent neurons by using various synaptic transmitter agents such as
acetylcholine (ACh) and glutamate. Inhibitors of ACh synaptic activity such as
scopolamine and pirenzepine can prevent STM as can inhibitors of glutamate recep-
tors including both the NMDA and AMPA receptors. Alteration of regulation of ion
channels in the neuronal membrane can inhibit STM formation, as seen in effects
of lanthanum chloride on calcium channels and of ouabain on sodium and potassium
channels. Inhibition of second messengers is also amnestic, for example, inhibition
of adenylate cyclase by forskolin or of diacylglycerol by bradykinin.

These second messengers can activate protein kinases — enzymes that catalyze
additions of phosphate molecules to proteins. We found that two kinds of protein
kinases are important in formation, respectively, of ITM or LTM. Agents that inhibit
calcium/calmodulin protein kinases (CaM kinases) prevent formation of ITM,
whereas agents that do not inhibit CaM kinases but do inhibit protein kinase A
(PKA) or protein kinase C (PKC) prevent formation of LTM.!%1% From this
research, Serrano et al.!2 in our laboratories were able to predict for a newly available
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inhibitor of PKC, chelerythrine, its effective amnestic dose, and how long after
training it would cause memory to decline.

One-trial training leads to an increase of immediate early gene messenger RNA
in the chick forebrain'”’ and an increase in the density of dendritic spines.!®® Many
of these effects occur only in the left hemisphere of the chick or are more prominent
in the left than in the right hemisphere. Thus, learning in the chick system permits
study of many steps that lead from sensory stimulation to formation of neuronal
structures involved in memory.

The neurochemical cascade involved in formation of memory in the chick was
soon shown to be similar to the cascade involved in long-term potentiation in the
mammalian brain'® and in the nervous systems of invertebrates.!' DeZazzo and
Tully!'"! compared STM, ITM, and LTM in fruitflies, chicks, and rats. Tully and
coworkers have shown that the three stages of memory in the fruitfly depend on
three different genes.!?

Many of the steps in formation of memory in the chick can also be modulated
by opioids and other substances. Opioid agonists tend to impair and opioid antag-
onists to enhance memory formation. We found that different opioids appear to
modulate formation of different stages of memory.!00:113-115

4.5.3 PARrts oF NEUROCHEMICAL CASCADE CAN BE RELATED TO
DIFFERENT STAGES OF MEMORY FORMATION

Some of the difficulty in attempting to relate parts of the neurochemical cascade to
different stages of memory formation may come from problems of defining the
stages of memory in terms of their durations, as I have discussed more fully else-
where.!!¢ Consider, for example, some very different notions about the duration of
short-term memory. Early investigators of human STM!'7!18 reported that it lasts
only about 30 sec. if rehearsal is prevented.

At the other extreme, Agranoff, Davis, and Brink!!"® reported that in goldfish, if
formation of LTM is prevented by an inhibitor of protein synthesis, STM can last
up to 3 days, although normally LTM forms within an hour after training. Kandel
et al.'?® wrote that in Aplysia, “A single training trial produces short-term sensitiza-
tion that lasts from minutes to hours” (p. 17) and that long-term memory is “memory
that lasts more than one day” (p. 35). Rose'?! suggested that memories that persist
only a few hours involve a first wave of glycoprotein synthesis in chicks, whereas
true long-term memory requires a second wave of glycoprotein synthesis, occurring
about 6 hours after training.

Instead of considering that STM can last several hours or even a day or more,
it is useful to posit one or more I'TM stages occurring between STM and LTM, as
some theorists have done since the 1960s.122123 Gibbs and Ng!% referred to a “labile”
stage occurring between STM and LTM and later (1984) called this the intermediate
stage of memory. My coworkers and I discussed mechanisms of STM, ITM, and
LTM in a series of papers.?8100.116.124

In investigating effects of protein kinase inhibitors (PKIs) on memory formation
in chicks, we reported that those agents that inhibit CaM kinase activity disrupt
formation of what some workers with chicks identify as ITM (lasting from about
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15 min to about 60 min posttraining); those agents that inhibit PKC, PKA, or PKG
but do not inhibit CaM kinase disrupt the formation of LTM.!%1% Other investigators
prefer to refer to different phases or stages of LTM rather than use the expression
ITM. Thus, studying the LTP analog to memory in slices of rat hippocampus, Huang
and Kandel'? reported findings similar to those of Rosenzweig et al.' and Serrano
et al.'% with regard to the roles of two classes of protein kinases. Inhibitors of CaM
kinase activity disrupted what Huang and Kandel called a transient early phase of
LTP (E-LTP) evoked by moderately strong stimuli and lasting from 1 hour to less
than 3 hours after induction of LTP. Agents that inhibit PKA but do not inhibit CaM
kinase disrupt the formation of what they called a later, more enduring phase of LTP
(L-LTP) evoked by strong stimulation and lasting at least 6 to 10 hours. Weak stimuli
evoke only short-term potentiation (STP), lasting only 20 to 30 min.

As mentioned above, Rose'?! suggested that in chicks a kind of LTM that lasts
a few hours involves a first wave of glycoprotein synthesis, whereas “true long-term
memory” requires a second wave of glycoprotein synthesis, occurring about 6 hours
after training. Rather than call the memory associated with Rose’s first 6-hour long
wave a form of LTM, I believe it is better to designate it by a special term such as
ITM and to note that there is an earlier STM lasting only a few minutes, as shown
in many experiments with chicks. The findings in this area seem to support the
hypothesis of at least three sequentially dependent stages of memory formation, each
dependent on different neurochemical processes.

ACKNOWLEDGMENTS

It is a pleasure for me to acknowledge that in my research and publications I have
benefitted from association and collaboration with many gifted and stimulating
collaborators. My hearty thanks and deep appreciation go to all of them, and espe-
cially to Edward L. Bennett, Marian C. Diamond, and David Krech. My appreciation
also goes to the talented students and postdoctoral fellows and skillful assistants
who worked with me.

I also want to acknowledge indispensable financial support from a number of
agencies and organizations: March of Dimes; Miller Institute for Basic Research in
Science, University of California; National Institute of Drug Abuse; National Insti-
tutes of Health, U.S. Public Health Service; National Institute of Mental Health,
U.S. Public Health Service; National Science Foundation; Office of Education; U.S.
Atomic Energy Commission.

REFERENCES

1. Boring, E.G. A History of Experimental Psychology, 2nd ed., Appleton-Century-
Crofts, New York, 1950.

2. Teuber, H.L. Physiological psychology. Annu Rev Psychol 6, 267, 1955.

3. Hebb, D.O. The Organization of Behavior: A Neuropsychological Theory. John Wiley
& Sons, New York, 1949.

4. James, W. Principles of Psychology. Henry Holt, New York, 1890.



Modification of Brain Circuits through Experience 89

11.

12.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Bain. Mind and Body: The Theories of Their Relation. Henry S. King, London, 1872.
Miiller, G.E. and Pilzecker, A. Experimentale Beitrage zur Lehre vom Gedéchtnis
(Experimental research on memory). Zeitschrift fiir Psychologie Suppl. 1, 1900.
Milner, PM. The mind and Donald O. Hebb. Sci Am 268, 124, 1993.

Krech, D., Rosenzweig, M.R., and Bennett, E.L. Effects of environmental complexity
and training on brain chemistry. J Comp Physiol Psychol 53, 509, 1960.
Rosenzweig, M.R. et al. Effects of environmental complexity and training on brain
chemistry and anatomy: a replication and extension. J Comp Physiol Psychol 55,
429, 1962.

Wiesel, T.N. and Hubel, D.H. Single-cell responses in striate cortex of kittens deprived
of vision in one eye. J Neurophysiol 26, 1003, 1963.

Wiesel, T.N. and Hubel, D.H. Comparison of the effects of unilateral and bilateral
eye closure on cortical unit responses in kittens. J Neurophysiol 28, 1029, 1965.
Hubel, D.H. and Wiesel, T.N. Binocular interaction in striate cortex of kittens reared
with artificial squint. J Neurophysiol 28, 1041, 1965.

Rosenzweig, M.R., Krech, D., and Bennett, E.L. in Biological and Biochemical Bases
of Behavior, Harlow, H.F. and Woolsey, C.N., Eds. Wisconsin University Press,
Madison, WI, 1958, 367.

Rosenzweig, M.R., Krech, D., and Bennett, E.L. in Ciba Foundation Symposium on
Neurological Basis of Behaviour. J. & A. Churchill, London, 1958, p. 337.
Rosenzweig, M.R., Krech, D., and Bennett, E.L. A search for relations between brain
chemistry and behavior. Psychol Bull 57, 476, 1960.

Bennett, E.L. et al. Individual, strain and age differences in cholinesterase activity
of the rat brain. J Neurochem 3, 144, 1958.

Bennett, E.L. et al. Cholinesterase and lactic dehydrogenase activity in the rat brain.
J Neurochem 3, 153, 1958.

Bennett, E.L., Rosenzweig, M.R., Krech, D., Ohlander, A., and Morimoto, H. Cho-
linesterase activity and protein content of rat brain. J Neurochem 6, 210, 1961.
Bennett, E.L. et al. Strain differences in acetylcholine concentration in the brain of
the rat. Nature 187, 787, 1960.

Rosenzweig, M.R., Krech, D., and Bennett, E.L. in Current Trends in Psychological
Theory, University of Pittsburgh Press, Pittsburgh, 1961, p. 87.

Forgays, D.G. and Forgays, J.W. The nature of the effect of free-environmental
experience in the rat. J Comp Physiol Psychol 45, 322, 1952.

Bennett, E.L.. et al. Chemical and anatomical plasticity of the brain. Science 146,
610, 1964.

Diamond, M.C., Krech, D., and Rosenzweig, M.R. Effects of an enriched environment
on the histology of the rat cerebral cortex. J Comp Neurol 123, 111, 1964.
Ferchmin, P.A., Eterovic, V.A., and Caputto, R. Studies of brain weight and RNA
content after short periods of exposure to environmental complexity. Brain Res 20,
49, 1970.

Grouse, L.D., Schrier, B.K., Bennett, E.L., Rosenzweig, M.R., and Nelson, P.G.
Sequence diversity studies of rat brain RNA: effects of environmental complexity on
rat brain RNA diversity. J Neurochem 30, 191, 1978.

Bennett, E.L. et al. Maze training alters brain weights and cortical RDA/DNA ratios.
Behav Neural Biol 26, 1, 1979.

Rosenzweig, M.R., Bennett, E.L., and Diamond, M.C. Brain changes in response to
experience. Sci Amer 226, 22, 1972.



90

28.

29.

30.

31.
32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

Neural Plasticity and Memory: From Genes to Brain Imaging

Diamond, M.C., Johnson, R., Ingham, C., Rosenzweig, M.R., and Bennett, E.L.
Effects of differential environments on neuronal, nuclear and perikarya dimensions
in the rat cerebral cortex. Behav Biol 15, 107, 1975.

Globus, A. et al. Effects of differential experience on dendritic spine counts in rat
cerebral cortex. J Comp Physiol Psychol 82, 175, 1973.

West, R.-W. and Greenough, W.T. Effect of environmental complexity on cortical
synapses of rats: preliminary results. Behav Biol 7, 279, 1972.

Cajal, R.S. La fine structure des centres nerveux. Proc R Soc 55, 444, 1894.
Bonnet, C. Oeuvres d’Histoire Naturelle et de Philosophie. S. Fauche, Neuchatel,
1779-1783.

Rosenzweig, M.R., Bennett, E.L., and Diamond, M.C. Proc 75th Annu Conv Amer
Psychol Assn 1967, p. 105.

Riege, W.H. Environmental influences on brain and behavior of year-old rats. Dev
Psychobiol 4, 157, 1971.

Kozorovitskiy, Y. et al. Experience induces structural and biochemical changes in the
adult primate brain. Proc Natl Acad Sci USA 102, 17478, 2005.

Rosenzweig, M.R., Love, W., and Bennett, E.L. Effects of a few hours of enriched
experience on brain chemistry and brain weights. Physiol Behav 3, 819, 1968.
Bennett, E.L., Rosenzweig, M.R., and Diamond, M.C. in Molecular Approaches to
Learning and Memory, Academic Press, New York, 1970, p. 69.

Kilman, V.L. et al. Four days of differential housing alters dendritic morphology of
weanling rats. Soc Neurosci Abstr 14, 1988.

Ferchmin, P.A. and Eterovic, V.A. Forty minutes of experience increase the weight
and RNA content of cerebral cortex in periadolescent rats. Dev Psychobiol 19, 511,
1986.

Renner, M.J. and Rosenzweig, M.R. Enriched and Impoverished Environments:
Effects on Brain and Behavior, Springer Verlag, New York, 1987.

Mohammed, A.H. et al. Environmental enrichment and the brain. Progr Brain Res
138, 109, 2002.

Rosenzweig, M.R., Bennett, E.L., and Diamond, M.C. in Early Experience and
Behavior, Newton, G. and Levine, S., Eds., C.C. Thomas, Springfield, IL, 1968, p.
258.

Rosenzweig, M.R. and Bennett, E.L. in Knowing, Thinking, and Believing, Petrinov-
ich, L. and McGaugh, J.L., Eds., Plenum Press, New York, 1976, p. 179.

Riege, W.H. and Morimoto, H. Effects of chronic stress and differential environments
upon brain weights and biogenic amine levels in rats. J Comp Physiol Psychol 71,
396, 1970.

Eccles, J.C. in The Anatomy of Memory, Kimble, D.P., Ed., Science and Behavior
Books, Palo Alto, CA, 1965.

Altman, J. and Das, G.D. Autoradiographic examination of the effects of enriched
environment on the rate of glial multiplication in the adult rat brain. Nature 204,
1161, 1964.

Geller, E., Yuwiler, A., and Zolman, J.F. Effects of environmental complexity on
constituents of brain and liver. J Neurochem 12, 949, 1965.

Greenough, W.T. and Volkmar, F.R. Pattern of dendritic branching in occipital cortex
of rats reared in complex environments. Exp Neurol 40, 491, 1973.

Cragg, B.G. in The Structure and Function of Nervous Tissue, Bourne, G.H., Ed.,
Academic Press., New York, 1972, p. 2.



Modification of Brain Circuits through Experience 91

50.

51.
52.
53.
54.
55.
56.

57.
58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.
69.

70.

71.

72.

73.

Krech, D., Rosenzweig, M.R., and Bennett, E.L. Relations between chemistry and
problem-solving among rats raised in enriched and impoverished environments. J
Comp Physiol Psychol 55, 801, 1962.

Diamond, M.C. et al. Increases in cortical depth and glia numbers in rats subjected
to enriched environment. J Comp Neurol 128, 117, 1966.

Rosenzweig, M.R., Bennett, E.L., and Sherman, P.W. Soc Neurosci Abstr 1979, p. 634.
Rosenzweig, M.R. et al. in Soc Neurosci Abstr 1980, p. 635.

Rosenzweig, M.R. in The Biopsychology of Development, Tobach, E. et al., Eds.,
Academic Press, New York, 1971, p. 303.

Cummins, R.A. et al. Environmentally induced changes in the brains of elderly rats.
Nature 243, 516, 1973.

Fuller, J.L. Transitory effects of experiential deprivation upon reversal learning in
dogs. Psychonom Sci 4, 273, 1966.

Editor’s summary: the brain: use it and lose it. Nature 436, 11, 2005.

Zuo, Y. et al. Long-term sensory deprivation prevents dendritic spine loss in primary
somatosensory cortex. Nature 436, 261, 2005.

Schwartz, S. Effect of neonatal cortical lesions and early environmental factors on
adult rat behavior. J Comp Physiol Psychol 57, 72, 1964.

Will, B.E. et al. Relatively brief environmental enrichment aids recovery of learning
capacity and alters brain measures after postweaning brain lesions in rats. J Comp
Physiol Psychol 91, 33, 1977.

Walsh, R.N. and Greenough, W.T. Environment as Therapy for Brain Dysfunction,
Plenum Press, New York, 1976.

Will, B. et al. Recovery from brain injury in animals: relative efficacy of environ-
mental enrichment, physical exercise or formal training. Progr Neurobiol 72, 167,
2004.

Rosenzweig, M.R. Environmental complexity, cerebral change, and behavior. Am
Psychol 21, 321, 1966.

Rosenzweig, M.R. in Psychopathology and Child Development, Schopler, E. and
Reichler, R.J., Eds., Plenum Press, New York, 1976, p. 33.

Rosenzweig, M.R. in Development and Evolution of Brain Size: Behavioral Impli-
cations, Hahn, M. et al., Eds., Academic Press, New York, 1979, p. 263.
Rosenzweig, M.R. in Recovery of Function Following Brain Injury: Theoretical
Considerations, Bach-y-Rita, P., Ed., Hans Huber, Bern, 1980, p. 127.

Rosenzweig, M.R. Neural bases of intelligence and training. J Special Ed 15, 106,
1981.

Rosenzweig, M.R. in Proc XXII Int Congr Psychol, Leipzig, 1980, p. 200.
Rosenzweig, M.R. in The Brain, Cognition and Education, Friedman, S.L. et al.,
Eds., Academic Press, New York, 1986, p. 347.

Rosenzweig, M.R. in The Changing Nervous System: Neurobehavioral Consequences
of Early Brain Disorders, Broman, S.H. et al., Eds., Oxford University Press, New
York, 1999, p. 25.

Rosenzweig, M.R. Animal research on effects of experience on brain and behavior:
Implications for rehabilitation. Inf Young Childr 15, 1, 2002.

Rosenzweig, M.R. and Bennett, E.L. Psychobiology of plasticity: effects of training
and experience on brain and behavior. Behav Brain Res 78, 57, 1996.

Wolfer, D.P. et al. Laboratory animal welfare: cage enrichment and mouse behavior.
Nature 432, 821, 2004.



92

74.

75.

76.

71.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

Neural Plasticity and Memory: From Genes to Brain Imaging

Bennett, E.L., Rosenzweig, M.R., and Chang Wu, S.Y. Excitant and depressant drugs
modulate effects of environment on brain weight and cholinesterases. Psychophar-
macologia 33, 309, 1973.

Feeney, D.M., Gonzalez, A., and Law, W.A. Amphetamine, haloperidol, and experi-
ence interact to affect rate of recovery after motor cortex injury. Science 217, 855,
1982.

Davis, J.N. et al. in Cerebrovascular Diseases: Fifteenth Research Conference, Pow-
ers, W.R. et al., Eds., Raven Press, New York, 1987, p. 297.

Feeney, D.M. in Brain Plasticity: Advances in Neurology, Freund, H.J. et al., Eds.,
Lippincott Raven, Philadelphia, 1997, p. 383.

Feeney, D.M. in Restorative Neurology: Advances in Pharmacotherapy for Recovery
after Stroke, Goldstein, L.B., Ed., Futura, Armonk, NY, 1998, p. 35.

Goldstein, L.B. and Hulsebosch, C.E. Amphetamine facilitates poststroke recovery.
Stroke 30, 289, 1999.

Walker-Batson, D. et al. A double-blind, placebo-controlled study of the use of
amphetamine in the treatment of aphasia. Stroke 32, 2093, 2001.

Walker-Batson, D. et al. Neuromodulation paired with learning dependent practice
to enhance poststroke recovery? Restor Neurol Neurosci 22, 387, 2004.

Hamm, R.J. et al. in Cerebral Reorganization of Function after Brain Damage, Leven,
H.S. et al., Eds., Oxford University Press., New York, 2000.

Kelche, C., Dalrymple-Alford, J.C., and Will, B. Housing conditions modulate the
effects of intracerebral grafts in rats with brain lesions. Behav Brain Res 28,287, 1988.
Kelche, C. et al. The effects of intrahippocampal grafts, training, and postoperative
housing on behavioral recovery after septohippocampal damage in the rat. Neurobiol
Learn Mem 63, 155, 1995.

York, A.D. et al. Soc Neurosci Abstr, 1989, p. 962.

Rampon, C. and Tsien, J.Z. Genetic analysis of learning behavior-induced structural
plasticity. Hippocampus 10, 605, 2000.

van Praag, H., Kempermann, G., and Gage, F.H. Neural consequences of environ-
mental enrichment. Nat Rev Neurosci 1, 191, 2000.

Haywood, J., Rose, S.P., and Bateson, P.P. Effects of an imprinting procedure on
RNA polymerase activity in the chick brain. Nature 228, 373, 1970.

Katz, J.J. and Halstead, W.G. Protein organization and mental function. Comp Psychol
Monogr 20, 1, 1950.

Flexner, J.B. et al. Inhibition of protein synthesis in brain and learning and memory
following puromycin. J Neurochem 9, 595, 1962.

Flexner, J.B. et al. Loss of memory as related to inhibition of cerebral protein
synthesis. J Neurochem 12, 535, 1965.

Barondes, S.H. in Molecular Approaches to Learning and Memory. Byrne, W.L., Ed.,
Academic Press, New York, 1970, p. 27.

Schwartz, J.H., Castellucci, V.F., and Kandel, E.R. Functioning of identified neurons
and synapses in abdominal ganglion of Aplysia in absence of protein synthesis. J
Neurophysiol 34, 939, 1971.

Bennett, E.L., Orme, A.E., and Hebert, M. Cerebral protein synthesis inhibition and
amnesia produced by scopolamine, cycloheximide, streptovitacin A, anisomycin, and
emetine in rat. Fed Proc 31, 838, 1972.

Flood, J.F., Bennett, E.L., Rosenzweig, M.R., and Orme, A.E. The influence of
duration of protein synthesis inhibition on memory. Physiol Behav 10, 555, 1973.



Modification of Brain Circuits through Experience 93

96.

97.

98.

99.

100.

101.

102.

103.

104.
105.

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

116.

117.

118.

Flood, J.F,, Bennett, E.L., Orme, A.E., and Rosenzweig, M.R. Relation of memory
formation to controlled amounts of brain protein synthesis. Physiol Behav 15, 97,
1975.

Mizumori, S.J., Rosenzweig, M.R., and Bennett, E.L. Long-term working memory
in the rat: effects of hippocampally applied anisomycin. Behav Neurosci 99, 220,
1985.

Mizumori, S.J. et al. Investigations into the neuropharmacological basis of temporal
stages of memory formation in mice trained in an active avoidance task. Behav Brain
Res 23, 239, 1987.

Rosenzweig, M.R. in Behavior as Indicator of Neuropharmacological Events: Learn-
ing and Memory, Erinoff, L., Ed., NIDA Monographs, Washington, 1990, p. 1.
Rosenzweig, M.R. et al. in Neuropsychology of Memory, Squire, L.R. et al., Eds.,
Guilford, New York, 1992, p. 533.

Patterson, T.A. et al. Memory stages and brain asymmetry in chick learning. Behav
Neurosci 100, 856, 1986.

Serrano, P.A. et al. Protein kinase C inhibitor chelerythrine disrupts memory forma-
tion in chicks. Behav Neurosci 109, 278, 1995.

Gibbs, M.E. and Ng, K.T. Psychobiology of memory: towards a model of memory
formation. Biobehav Rev 1, 113, 1977.

Rose, S.PR. The Making of Memory. Doubleday, New York, 1992.

Rose, S.P.R. in Neuropsychology of Memory, Squire, L.R. et al., Eds., Guilford, New
York, 1992, p. 547.

Serrano, P.A. et al. Differential effects of protein kinase inhibitors and activators on
memory formation in the 2-day-old chick. Behav Neural Biol 61, 60, 1994.
Anokhin, K.V. and Rose, S.P. Learning-induced increase of immediate early gene
messenger RNA in chick forebrain. Eur J Neurosci 3, 162, 1991.

Lowndes, M. and Stewart, M.G. Dendritic spine density in the lobus parolfactorius
of the domestic chick is increased 24 h after one-trial passive avoidance training.
Brain Res 654, 129, 1994.

Colley, P.A. and Routtenberg, A. Long-term potentiation as synaptic dialogue. Brain
Res Brain Res Rev 18, 115, 1993.

Krasne, F.B. and Glanzman, D.L. What we can learn from invertebrate learning. Annu
Rev Psychol 46, 585, 1995.

DeZazzo, J. and Tully, T. Dissection of memory formation: from behavioral pharma-
cology to molecular genetics. Trends Neurosci 18, 212, 1995.

Tully, T. et al. A return to genetic dissection of memory in Drosophila. Cold Spring
Harb Symp Quant Biol 61, 207, 1996.

Colombo, PJ. et al. Kappa opioid receptor activity modulates memory for peck-
avoidance training in the 2-day-old chick. Psychopharmacology (Berlin) 108, 235,
1992.

Colombo, P.J. et al. Dynorphin(1-13) impairs memory formation for aversive and
appetitive learning in chicks. Peptides 14, 1165, 1993.

Patterson, T.A. et al. Influence of opioid peptides on learning and memory processes
in the chick. Behav Neurosci 103, 429, 1989.

Rosenzweig, M.R. et al. Short-term, intermediate-term, and long-term memories.
Behav Brain Res 57, 193, 1993.

Brown, J. Some tests of the decay theory of immediate memory. Q J Exp Psychol
10, 12, 1958.

Peterson, L.R. and Peterson, M.J. Short-term retention of individual verbal items. J
Exp Psychol 58, 193, 1959.



94

119.

120.

121.
122.

123.

124.

125.

Neural Plasticity and Memory: From Genes to Brain Imaging

Agranoff, B.W., Davis, R.E. and Brink, J.J. Chemical studies on memory fixation in
goldfish. Brain Res 1, 303, 1966.

Kandel, E.R., Schacher, S., Castelluci, V.F., and Goelet, P. in Fidia Research Foun-
dation Neuroscience Award Lectures, Liviana Press, Padova, 1987.

Rose, S.P. Glycoproteins and memory formation. Behav Brain Res 66, 73, 1995.
McGaugh, J.L. Time-dependent processes in memory storage. Science 153, 1351,
1966.

McGaugh, J.L. in Recent Advances in Learning and Memory, 3rd ed., Bovet, D. et
al., Eds., Accademia Nazionale dei Lincei, Rome, 1968.

Patterson, T.A. et al. Time courses of amnesia development in two areas of the chick
forebrain. Neurochem Res 13, 643, 1988.

Huang, Y.Y. and Kandel, E.R. Recruitment of long-lasting and protein kinase A-
dependent long-term potentiation in the CA1 region of hippocampus requires repeated
tetanization. Learn Mem 1, 74, 1994.



Presynaptic Structural
Plasticity and Long-
Lasting Memory:

Focus on Learning-
Induced Redistribution
of Hippocampal
Mossy Fibers

Jerome L. Rekart, Matthew R. Holahan,
and Aryeh Routtenberg

CONTENTS
5.1 Learning And Structural PlastiCity .......ccccoecverieriiirniiiniienieenieeeenee e 96
5.1.1 Postsynaptic PIastiCity.......c.cceeveeriierriieniieniiienieeieeneeeieesee e 96
5.1.2  Presynaptic PlastiCity .......ccoceevierieiniieniinieerieeieesee et 96
5.1.2.1 Invertebrate Presynaptic Structural Plasticity ...........cc....... 97
5.1.2.2 Mammalian Presynaptic Structural Plasticity .................... 97
5.2 Hippocampal Granule Cell Axon Terminals and Learning...........c.cccccouee.e. 98
5.2.1 Granule Cell Mossy Fiber Anatomy...........ccocceeveeriernieeneennieeneennnenn 98

5.2.1.1 Mossy Fiber Pathways and Axonal Termination Zones ....99
5.2.1.2 Role of Mossy Fibers in Learning and Processing of

Spatial Information .........c.cceeeeeriieerieniiienienieeree e 100

5.3 Mechanisms of Presynaptic Structural PlastiCity .........cccccceervierreeriennneennee. 102
5.3.1 Molecular Determinants of Presynaptic

Structural PlastiCity ......ceevveerieriiiniieniieiie et 104

5.4 Presynaptic Disparity: Anti-Boutonism or Biological Reality?.................. 105

REFEIENCES ...ttt 106

95



96 Neural Plasticity and Memory: From Genes to Brain Imaging

5.1 LEARNING AND STRUCTURAL PLASTICITY

The fundamental problem of whether learning-dependent morphological malleability
is related to long-lasting memory, as originally articulated by Cajal and Hebb,
remains a galvanizing issue in neuroscience. In 1906, Ramon y Cajal' stated that
“... new pathways are established through continued branching and growth of
dendritic and axonal arborizations. The hypothesis that new communication path-
ways ... only takes place after long efforts requiring attention and reflection, as well
as the reorganization of mnemonic areas” (p. 724). Hebb? espoused a similar view,
noting that the increased efficacy of synapses was likely due to “growth or metabolic
change” that would take place at the synapse “in one or both cells” (p. 62). While
there is an emphasis on changes occurring at both the pre- (axonal) and post-
(dendritic) synaptic components following learning in both passages, the question
remains whether the data truly support these theories.

5.1.1 PostsyNAPTIC PLASTICITY

Post-synaptically, dendritic spines exhibit motility and are responsive to activity,
making them ideal substrates for information storage.>* Rapid increases in spine
density have been observed as soon as 30 minutes after induction of long-term
potentiation (LTP)’ in CA1 neurons undergoing stimulation in hippocampal slice
culture.

Spatial learning has also been shown to increase the density of dendritic spines
in the hippocampus.” Training rats to find a hidden platform in a water maze, a
hippocampal-dependent task,? increases the density of dendritic spines on the basal
dendrites of CA17 and the surface area, volume, and number of perforated post-
synaptic densities of CA3 thorny excrescences.’

Trace eye-blink conditioning, which like the water maze is hippocampal-depen-
dent,'® increases the number of multisynaptic boutons (MSBs) in the CA1 stratum
radiatum.!' Because MSBs are presynaptic terminals that form synapses with two
or more post-synaptic spines,!' an increment in the proportion of MSBs suggests
the occurrence of structural modifications of existing spines. Furthermore, learning-
induced structural modifications to dendritic spine synapses are not restricted to the
hippocampus, but have also been observed in the cerebellum,!>!* motor cortex,
amygdala,'¢ striatum,'” and olfactory bulbs'® of trained rodents.

5.1.2 PREeSYNAPTIC PLASTICITY

While we can cite a number of examples of postsynaptic structural plasticity (see
above and Harris and Kater!® for an earlier review and Kasai et al.?° for a recent
review), there is a paucity of examples of learning-related presynaptic structural
plasticity. The current status of our knowledge of presynaptic structural plasticity is
epitomized in this quote from Chklovskii et al.?!:

“... cortical axons maintain the capacity to grow and elaborate in the adult
brain. However, axonal remodeling has only been observed in response to
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prolonged (months to years) injury. In addition, such lesions are at least in some
cases associated with massive subcortical changes, including transneuronal atro-
phy. Such pathological subcortical changes might release mechanisms of cortical
rewiring that are not normally observed in the brain. Clearly, our understanding
of axonal plasticity in the adult brain remains in its infancy. How plastic are
axonal arbors in the adult brain and what is the spatial range of growth? Do
axons grow in response to learning, or only with injury?” (p. 786).

This chapter offers affirmative answers to both the question of whether there is
plasticity of axonal arbor in the adult and the issue of learning-dependent axonal
growth.

5.1.2.1 Invertebrate Presynaptic Structural Plasticity

Perhaps the best examples of learning-induced structural plasticity in the invertebrate
domain have been observed in the slug Aplysia californicus. Long-term sensitization
of a gill withdrawal reflex in Aplysia increases the size and number of active zones
as well as the number of vesicles per active zone.?” This change is likely a result of
incremental axonal branching and increases in the number of presynaptic boutons
of trained animals.?* Such morphological changes appear to be bidirectionally influ-
enced by learning as long-term habituation decreases multiple indices of presynaptic
structural alterations.???* Thus, it is believed that changes in the total number of
synapses as mediated by presynaptic remodeling underlie associative learning in
Aplysia.>* What is more, such changes can be quite rapid, due in part to post-
translational modifications of the actin cytoskeleton.?

Are learning-induced presynaptic changes restricted to the invertebrate nervous
system? In the remainder of this chapter, we will examine the best evidence for
learning-induced growth of presynaptic terminals in mammals. These data come
from studies examining learning-induced growth of axonal projections — the hip-
pocampal mossy fibers.

5.1.2.2 Mammalian Presynaptic Structural Plasticity

In mammals, increased expression of a protein or gene associated with structural
remodeling is often taken as evidence for presynaptic morphological changes. For
instance, increased expression of SNAP-25, a protein associated with reactive syn-
aptogenesis,? has been observed to change with learning and memory.?” However,
SNAP-25 is also a critical component of the vesicle release machinery, the SNARE
complex,?® and thus, functional rather than structural effects cannot be ruled out.?
Rather than merely observing changes in protein or gene expression, another
approach is to directly manipulate the levels of a presynaptic protein and examine
subsequent effects on learning and memory. Unfortunately, without sufficient infor-
mation regarding the biochemical and cell biological role of a given protein, this
approach can yield results that are difficult to interpret.’

A notable exception to the “knock out first, interpret later” approach to current
neurobiological research is found in the body of work examining the effects of
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modifying the levels of the presynaptic growth protein, GAP-43, on information
processing. In addition to learning-induced increases in protein levels,*"-* two studies
using genetically-engineered mice demonstrated bidirectional regulation of memory
storage by this axonal growth protein. On a radial arm maze task requiring the
hippocampus, transgenic mice overexpressing GAP-43 exhibited superior learning
relative to wild type littermates® while heterozygous GAP-43 knockout mice trained
on a hippocampal-dependent aversive conditioning task exhibited impairments.>*
Coupled with the wealth of evidence for the role of GAP-43 in axonal growth both
in vivo and in vitro (for review see Benowitz and Routtenberg®), these data can be
taken as strong support for the role of presynaptic structural plasticity in learning
and memory.

Despite evidence for molecular control of learning and memory by a presynaptic
growth protein such as GAP-43, there remains a dearth of direct evidence linking
information processing with specific cellular morphological changes. A number of
reports of reactive presynaptic sprouting after lesion (Hardman et al.’®), neurotrans-
mitter blockade (e.g., using APV; Colonnese and Constantine-Paton®’), and patho-
logical insult® examined expression of presynaptic markers and (importantly)
directly compared measurements of the number of presynaptic terminals with and
without a given experimental treatment. Thus, sufficient evidence suggests that
presynaptic structural plasticity may underlie nonpathological forms of activity such
as learning.* Recently evidence has begun to accumulate that demonstrates learning-
induced presynaptic structural plasticity in the mossy fiber system of the hippo-
campus. Before discussing the empirical support for structural plasticity of mossy
fiber pathways, the anatomy of this system will be reviewed.

5.2 HIPPOCAMPAL GRANULE CELL AXON TERMINALS
AND LEARNING

5.2.1 GRrANULE CELL Mossy FIBER ANATOMY

Granule cells of the dentate gyrus give rise to the mossy fiber axons'#’ that contain
the heavy metal, zinc.*' Zincergic presynaptic mossy fiber terminals are readily
identified using the Timm’s staining method for heavy metals.*> Mossy fiber boutons
synapse on large thorny excrescences of CA3 pyramidal neurons*® and on mossy
fiber-associated inhibitory interneurons.*** The glutamatergic mossy fibers provide
excitatory input to the apical dendrites of CA3 pyramidal cells in the stratum
lucidum. CA3 pyramidal cells also receive major excitatory inputs from other CA3
neurons via recurrent collaterals*+® and direct cortical input from layer III of the
entorhinal cortex via the perforant path.4’

Each granule cell mossy fiber makes anywhere from 10 to 18 synapses with
CA3 pyramidal cells in the stratum lucidum.*® The sparseness of the granule cell
input to CA3 pyramids is highlighted when compared with the number of contacts
made by a single CA3 pyramidal neuron axon that can contact 12,000 to 60,000
neighboring pyramidal neurons within the ipsilateral CA3 region.*
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5.2.1.1 Mossy Fiber Pathways and Axonal Termination Zones

As illustrated in Figure 5.1, four separate ipsilateral mossy fiber pathways terminate
on CA3 pyramidal cells: the suprapyramidal (SP) mossy fiber pathway (A in Figure
5.1), the infra-intra-pyramidal (IIP) mossy fiber pathway (B), the distal stratum
oriens (dSO) pathway (C) that projects to CA3 basal dendrites. and the descending
longitudinal pathway (DP) of the mossy fibers (D) that projects septo-temporally to
other CA3 lamella.

FIGURE 5.1 (See color insert following page 202.) The rat hippocampus has four mossy
fiber projections to CA3 pyramidal cells. The figure shows the four mossy fiber projections
from granule cells (red) to CA3 pyramidal neurons (green). Note that the basal distribution
of Timm’s staining used to observe mossy fiber terminals is indicated in black. (A) The
suprapyramidal mossy fiber pathway projects from granule cells in both blades of the dentate
gyrus to the apical dendrites of CA3 pyramids throughout the regio inferior. (B) The infra-
and intrapyramidal mossy fiber pathway (IIPMF) primarily originates with granule cells from
the infrapyramidal blade and extends to the basal dendrites of superficial CA3 pyramids and
the apical dendrites of deep-lying CA3 pyramidal cells, proximal to the stratum oriens. As
illustrated, the IIPMF is normally restricted to the proximal limb of CA3, rarely extending
to or beyond the genu of CA3 superior to the fimbria. (C) Suprapyramidal mossy fibers in
distal CA3, often referred to as CA3a, can extend axons into the pyramidal cell layer and
innervate CA3 pyramidal neurons. This projection has a greater rostral-caudal extent within
the septal hippocampus than the IIPMF that is restricted to the rostral-most regions. (D) In
addition to the three largely “lamellar” projections that extend transversely to the longitudinal
axis, mossy fibers from the suprapyramidal pathway can enter the distal stratum lucidum
proximal to CA2 and abruptly turn temporally. This descending mossy fiber pathway then
innervates CA3 pyramids from lamella situated farther temporally than the lamella of origin.
S = septal. T = temporal.
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SP pathway — This pathway is responsible for the majority of granule cell
synapses on CA3 pyramids and is derived from granule cells located throughout
both the internal (dorsal) and external (ventral) blades as well as the crest of the
dentate gyrus.*®° SPMF boutons terminate in the stratum lucidum (SL) on the
proximal (to the soma) 100 wm of CA3 pyramidal cell apical dendrites.”' This
projection innervates CA3c through CA3a pyramidal cells, terminating at the border
of CA3a at the boundary with the large pyramids of CA2.45-0

ITP pathway — Primarily originating from granule cells of the ventral (external)
blade, this pathway contacts the basal dendrites of superficial and the apical dendrites
of deep-lying pyramidal cells in CA3b and CA3c.

dSO pathway — Mossy fiber terminals located in this pathway are axon col-
laterals and presynaptic expansions from the SP that cross the pyramidal cell layer
to contact the basal dendrites of CA3 pyramidal neurons.® These terminals are
derived from granule cells throughout the entire extent of the dentate gyrus, although
it is not known whether a subset of granule cells are marked for the dSO projection
only. Both the IIP and the dSO have been observed to continue to grow for well
over 1 year after birth.*0

DP — While pathways A through C are arranged in a lamellar organization,*’->
the DP courses along the longitudinal axis of the hippocampus, traveling from the
granule cell layer transversely through the stratum lucidum before abruptly turning
ventrally at the tip of the stratum Iucidum proximal to the border with CA2.4>°°The
descending pathway then synapses on more temporally located CA3 cells,*® some-
times traveling as far as 2 mm in the temporal direction.>

5.2.1.2 Role of Mossy Fibers in Learning and Processing of
Spatial Information

Much of the initial identification of the mossy fibers as important for the learning
process was conducted by Dr. Hans-Peter Lipp and colleagues who focused on
correlations between the basal size of the IIP and various forms of hippocampal-
dependent learning.334 Because hippocampal function is associated with the forma-
tion of spatial maps,> Lipp and colleagues investigated whether increased distribu-
tion of IIPs found in some mammals might be correlated with superior spatial
learning.

Consistent with this view, the length of rat hippocampal IIP mossy fibers is
positively correlated with performance on spatial navigation using the Morris water
maze.>® Similarly, differences in the distribution of the IIP pathways in various inbred
strains of mice predicted performance on tests of hippocampal function.>* For exam-
ple, on two different hippocampal-dependent tasks, significant positive correlations
between the extent of the IIP pathway in DBA and C57 inbred mice and task
performance have been described.>”-3

Reversible inactivation of CA3 MF-terminal fields with injections of dieth-
yldithiocarbamate (DDC) during the acquisition phase of a hidden platform water
maze task-impaired retention of the platform location as shown by a lack of a spatial
preference during a probe test.>® A similar study found that the DDC-impairing effect
was selective for spatial but not nonspatial water maze tasks.®® In a spatial object
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recognition task, injections of DDC into the CA3 region during the acquisition phase
did not affect acquisition of the task but did impair recall of the spatially displaced
object.®! These data indicate a causal relationship between MF function and spatial
information processing.

Although studies by Lipp and colleagues demonstrates the importance of the
IIP to learning and memory, their work was primarily concerned with how anatomical
differences conveyed by development and genetics correlate with cognitive differ-
ences and not with the plasticity of this or other mossy fiber pathways. Non-
pathological structural plasticity of mossy fiber pathways was first demonstrated by
Ramirez-Amaya and colleagues, who observed that training adult Wistar rats in the
Morris water maze resulted in an increased distribution of Timm’s-stained mossy
fiber terminal fields (MFTFs) in the stratum oriens (SO) sublayer of the CA3 region
of the hippocampus.®>%3 The change in Timm’s staining that they reported required
several days (>3) of training and persisted for at least 30 days.5* Despite the impli-
cations of these results, both studies have remained largely overlooked. For example,
no mention of these findings is made in two recent articles, one on cortical axonal
remodeling?! and the other on mossy fibers.®* Possible reasons for the obscurity of
these reports include (1) the lack of replication by independent laboratories, (2)
reliance upon the Timm'’s stain to identify growth, (3) the implication that this growth
was pathological because mossy fiber sprouting has traditionally been linked with
epilepsy, and (4) lack of adequate controls to establish dependence upon hippocam-
pal function.

Building upon the paradigm first described by Ramirez-Amaya et al.,®>% we
subsequently found that MFTF area is indeed significantly increased in Wistar rats
(WRs) trained to find a hidden platform compared to yoked swim controls that swam
in the water maze for a similar amount of time but with no platform present.5>%
Importantly, no changes in the area of MFTFs were observed in WRs trained to find
a cued visible platform, which does not require the hippocampus.® Thus, the learning-
induced presynaptic growth that we observed 7 days after the fifth day of water
maze training was a direct result of learning that specifically recruited the hippo-
campus. The observed growth was also independent of any stress-related responses
that may have resulted from exposure to the water maze. What is more, the growth
process appeared to be protracted, as we did not observe significant increments in
MFTF area when animals were sacrificed 2 (rather than 7) days after the fifth day
of training.®

To confirm the presynaptic localization and mossy fiber identity of learning-
specific increments in Timm'’s histological staining, we immunostained hippocampal
tissue from hidden platform-trained rats and swim controls for Tau and ZnT3,
respectively, and found corresponding increments in immunoreactivity for both
proteins in the SOs of hidden platform-trained rats.5

We also found that another strain, Long Evans rats, learned and retained water
maze tasks more rapidly than Wistar rats. To demonstrate a possible difference in
mossy fiber morphology, we examined the distribution of IIP in non-trained animals
and found that consistent with the findings of Lipp and others, the better-learning
Long Evans strain possessed a greater basal distribution of mossy fibers. We also
observed spatial learning-specific expansion of MFTFs in Long Evans rats. Inter-
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estingly, the rapidity with which Long Evans rats recalled the location of a hidden
platform was reflected in their equally rapid expansion of stratum oriens MFTFs.
Significant increments in learning-induced MFTF expansion were observed as soon
as 24 hours after end of the fifth day of training.5

Thus, we have demonstrated that learning can actually induce a remodeling of
the presynaptic input circuitry within a specific portion of the hippocampus. Fur-
thermore, this phenomenon is not restricted to a particular strain of rat but is found
even in animals that begin training with a prominent distribution of mossy fibers
(e.g., Long Evans rats). Because mossy fibers primarily terminate in the stratum
lucidum (SL in Figure 5.2c), the observed learning-induced increment in the SO
likely represents increased innervation of CA3 basal dendrites by granule cell mossy
fiber terminals (Figure 5.2d).

Indeed, an expansion of mossy fiber terminals on the basal dendrites of CA3
pyramids may impact learning by positively influencing future encoding by
increasing the granule cell input to a given pyramidal cell. Clusters of thorny
excrescences on basal dendrites of CA3 neurons are located closer (27 + 3.1 versus
77 £ 1.9 um) to pyramidal cell bodies than clusters on apical dendrites.’”-% Because
any MF input to basal dendrites would be substantially closer to the soma than
corresponding input to apical dendrites, Gonzales et al. hypothesized, using the
logic outlined in Carnevale et al.,®” that mossy fiber—basal dendritic synapses may
hold greater influence over somatic voltages than mossy fiber—apical dendritic
synapses.®® Given the sparseness of mossy fiber—CA3 coding, increasing the effi-
cacy of individual synaptic contacts would facilitate the ability of individual groups
of mossy fibers to act as “detonators”® and thereby enhance the encoding of spatial
information.”

5.3 MECHANISMS OF PRESYNAPTIC STRUCTURAL
PLASTICITY

Presynaptic structural plasticity, such as is observed in the learning-specific expan-
sion of hippocampal MFTFs, can manifest in a number of different ways. One
possibility is that prior to learning there are a number of presynaptic filopodia or
“pioneer” terminals that continually seek out prospective postsynaptic partners. With
sustained, correlated activity, as is presumed to take place with learning, extracellular
signaling could then induce filopodial differentiation to mature, active terminals.®*7!

Another possibility is the actual learning-induced growth of presynaptic ter-
minals. This growth can take several forms. First, there is a possibility that
sustained activity results in the sprouting of new presynaptic terminals that are
likely to synapse with existing dendritic spines. It is interesting to note that
although learning-induced synaptogenesis could result in a net increment in the
number of boutons, it does not have to result in changes in the actual density of
active zones.”? Alternatively, an activity-induced remodeling of the presynaptic
terminal is possible. This remodeling would not result in any changes in the
number of terminals per se but would increase the effective number of active
zones and neurotransmitter release sites. Such remodeling may be considered
growth as it would require substantial cytoskeletal and intracellular remodeling.”
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SWIM CONTROL HIDDEN PLATFORM

(©)

FIGURE 5.2 Learning-induced expansion of mossy fiber terminal fields. (a). Cartoon of the
hippocampus, demonstrating mossy fiber pathways between dentate gyrus granule cells
(black/gray circles) and CA3 pyramidal neurons (white triangles). Mossy fibers primarily
terminate on the apical dendrites of CA3 cells in the stratum lucidum (SL); however, there
are some (although fewer) connections on to the basal dendrites as well (SO; white arrow).
(b) Hidden platform training induces a specific growth of mossy fibers in the SOs (and
pyramidal cell layers) of trained rats. Representative photomicrographs demonstrate the dif-
ference in the distribution of Timm’s silver precipitate (black) in the SO of a hidden platform-
trained rat with respect to a swim control rat. Swim controls spent an equal amount of time
in the pool as hidden rats but swam without a platform present. (c) Cartoon expansion of the
area indicated by the white arrow in (a). This panel is hypothesized to reflect the distribution
of mossy fibers before learning and the adjacent panel in (d) reflects the situation after learning.
Note sprouting of existing SO presynaptic terminals (*).
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5.3.1 MOLECULAR DETERMINANTS OF PRESYNAPTIC
STRUCTURAL PraAsTiCITY

The types of morphological changes discussed in the preceding section require
mobilization by specific growth-related molecules. Presynaptic structural plasticity
is thus likely the result of coordinated increments in trophic factors and decrements
in chemorepellants. Candidate growth factors include neurotrophin-37* nerve growth
factor.” Particularly attractive is the neurotrophin brain-derived neurotrophic factor
(BDNF) shown to be important for axonal outgrowth’ and playing a role in synaptic
plasticity””7® (but see Qiao et al.”®). For example, BDNF is up-regulated in granule
cells after seizures”® and is observed in sprouting mossy fibers.” Application of
BDNF and bFGF to cultured rat dentate granule cell explants resulted in marked
increases in axon number and extension.®! Furthermore, BDNF knockout mice,
unlike wild types, do not display seizure-induced mossy fiber sprouting.®? Thus,
BDNF may be necessary for structural plasticity of axons and mossy fiber terminals
in particular.

As mentioned previously, the presynaptic growth protein, GAP-43, may mediate
presynaptic plasticity; however, interestingly it may not do so in the mossy fiber
system as it contains little or no endogenous GAP-43 in the adult.®® Unlike the
neurotrophins, GAP-43 is restricted to presynaptic processes and is probably part
of membrane-associated lipid rafts®* where it likely influences cytoskeletal dynam-
ics.® However, the role of GAP-43 in neuronal axonal growth in vivo may be one
of pathfinding rather than outgrowth or extension per se.8-38 Up-regulation of GAP-
43 after experimental induction of status epilepticus appears to be a critical factor
in pathological supragranular mossy fiber sprouting.®-%2

Any increment in a trophic factor is likely coordinated with a reduction in
chemorepellants. For example, with KA-induced seizures, supragranular sprouting
was only evident when accompanied by decrements in the expression of the chemore-
pellant semaphorin3A.” KA-induced GAP-43 up-regulation was insufficient to
induce supragranular sprouting in the absence of diminished levels of
semaphorin3A.% In fact, an accumulating body of evidence suggests that the sema-
phorins are critical determinants of axonal outgrowth and patterning during devel-
opment of the nervous system.

Neuropilin-1 is a transmembrane receptor for the extracellular chemorepellant
semaphorin 3A.74% In the adult mouse, the highest expression of neuropilin-1 in the
hippocampus is in mossy fiber axonal terminals.?® Although highly expressed relative
to surrounding molecular layers, neuropilin-2 expression is substantially lower in
the adult. Recent evidence links reductions in semaphorin 3A expression in the rat
with mossy fiber sprouting in kainate models of epilepsy.”® In addition, neuropilin-
2 knockout mice showed robust hypertrophy of the [IPMF.°7 Furthermore, 7 days
after kainic acid-induced seizures, expression of sema3A mRNA in CA3 pyramids
was shown to decrease by 67%.% Although Barnes et al. did not assess mossy fiber
sprouting in their kainic acid-treated animals, such dramatic reductions in expression
of a chemorepellant are temporally and regionally consistent with increments in MF
staining in CA3 after KA and pilocarpine-induced seizures.*®!%
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Adhesion molecules may also transduce learning into morphological change,
possibly by coordinating pre- and postsynaptic changes. The polysialylated form of
the neural cell adhesion molecule (PSA-NCAM) is a marker of immature terminals
that is enriched during development.'®! Following kainate administration, immunore-
activity for PSA-NCAM is enriched on the cytoplasmic membranes of axon shafts.!??
Removal of PSA from NCAM via either enzymatic degradation or genetic manip-
ulation using NCAM-180 mice (engineered not to polysialylate NCAM) reveals an
aberrant and persistent innervation of the pyramidal cell layer by granule cell mossy
fibers, including a defasciculation of processes.!??

The cadherins are adhesion molecules that are precisely and specifically up-
regulated in sprouting terminals, both during development and in adults.!** Expres-
sion of the neural adhesion molecule, n-cadherin, is also increased after seizures
and is believed to contribute to epileptic axonal reorganization.'> Additionally,
cadherin-9 is known to play a major role in cellular adhesion during the development
of connectivity.!%

5.4 PRESYNAPTIC DISPARITY: ANTI-BOUTONISM OR
BIOLOGICAL REALITY?

Based on the literature reviewed in preceding sections, it seems worthwhile to inquire
as to the reason for the strong emphasis on the role played by the postsynaptic
element. It may be that presynaptic structural plasticity is a phenomenon that is
specific to only a subset of axons in the mature nervous system.

Certainly the mossy fibers and their neurons of origin, dentate gyrus granule
cells, can be considered a unique cellular population within the brain.*” As one of
only a few consensus neurogenic sites in the adult animal, over 9000 new neurons
are produced per day in the rat dentate gyrus.!”-1% Because hippocampal-dependent
learning enhances the survival of adult-derived granule cells,'® the contribution of
neurogenesis to learning-induced expansion of MFTFs must be considered. How-
ever, a comparison of the rapidity with which learning-induced presynaptic growth
is observed in Long Evans rats with the time required for axonal extension of nascent
granule cells®'1% strongly suggests that synaptogenesis of existing terminals plays
a part in learning-induced growth of mossy fiber terminals in the adult.

A more likely reason for the pre- versus postsynaptic disparity is that learning-
induced growth of presynaptic terminals can also result in retraction of inactive or
redundant terminals.'!! Indeed, a highly transient population of presynaptic
terminals® would be congruent with theories of homeostatic plasticity,''? suggesting
that although there may be local fluctuations in the number of synapses, the total
synaptic weight in a given region of the brain remains largely the same, irrespective
of activity. Thus, for every increment in the number of synaptic inputs from a given
cell population, there is likely a roughly equal decrement in inputs from a different
source. Such mechanisms would account for the lack of quantitative data demon-
strating activity-induced changes in the number of presynaptic terminals because
merely measuring the number of terminals in a region of fixed neuropil would
produce numbers that belie the dynamic processes taking place in living tissue.
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With improved and more readily accessible application of technologies, such as
2-photon microscopy (e.g., Engert and Bonhoeffer®), researchers in the not-so-distant
future will be able to visualize individual presynaptic terminals in vivo and study
their real-time responses to activities. Indeed, the giant mossy fiber terminals may
be the ideal systems for exploring this exciting possibility. Thus future studies may
allow direct observation of actual presynaptic plasticity mechanisms and would
provide insight into how they regulate learning and memory in vivo.!'3
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6.1 INTRODUCTION

The taste of food can be memorized after single or repetitive exposures to it,
especially when the intake is associated with pleasant or unpleasant consequences
to the body. The memory of taste is an important physiological function for organ-
isms, especially for omnivorous animals to expand their repertories of edibles on
the bases of their tastes. After acquiring such gustatory memories, we can anticipate
the taste of food simply by looking at it. Gustatory memories enable us to generate
hallucinations of tastes in the absence of peripheral gustatory inputs. Signals evoked
by recalling gustatory memories as well as those from the peripheral gustatory
system may play important roles in gustatory information processing.! One of the
most convenient and effective methods that enable the animals to remember tastes
is the conditioned taste aversion (CTA) paradigm. CTA is a kind of fear learning
established on the basis of association of the quality of the taste of food and post-
ingestional malaise.
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6.2 CTA PARADIGM

When the ingestion of a food (CS) is paired with malaise (US) such as gastrointes-
tinal disorders and nausea, CTA, an association between the taste of the CS and the
US, is quickly established.>3 CTA is a kind of fear-based learning to avoid subsequent
intake of “harmful” food by exhibiting aversive behavior to its taste. When saccharin
is used as a CS, the sweet and palatable taste is treated as an aversive taste after
CTA acquisition. While the taste quality itself may not change, the perceived inten-
sity may be enhanced to facilitate detection of the harmful substance and a hedonic
shift from positive to negative occurs. Neural substrates for these alterations of
sensory and hedonic aspects of the CS will be elucidated mainly on the basis of
electrophysiological studies in this chapter.

6.3 ENHANCED RESPONSES TO CS

Bures and his colleagues*> first reported neuronal responses in the brain in response
to gustatory CS after the acquisition of CTA. They found altered responses of neurons
in inhibitory or excitatory directions to the CS in the ventromedial nucleus of the
hypothalamus (VMH) and lateral hypothalamus (LH) in paralyzed rats* and neurons
in the insular cortex (IC or gustatory cortex), thalamus, amygdala, and VMH at the
retrieval of the CS in freely moving rats.’

After the elapse of two decades, Shimura et al.® recorded neuronal responses to
taste stimuli from the pontine parabrachial nucleus (PBN) of the rat under deep
urethane anesthesia. Animals were separated into two groups: a CTA group that
acquired CTA to 0.1 M NaCl (CS) by paired presentation of intraperitoneal (i.p.)
injection of LiCl (US), and a control group without CTA experience. Taste-respon-
sive neurons in the CTA group showed larger responses to NaCl at concentrations
below 0.1 M, but showed similar responses to 0.3 M and 0.5 M NaCl when compared
with those in the control group. All the recorded neurons were located in the medial
part of the PBN, which is the recipient zone for sodium taste information.”® These
results suggest that the aversive conditioning to NaCl modified the responsiveness
of PBN neurons so that the sodium taste became more salient than before condi-
tioning.

A further study using similar experimental procedures was performed by Tokita
et al.’ They found that the enhanced responses to the CS (0.1 M NaCl) were observed
exclusively in amiloride-sensitive NaCl (ASN)-best neurons, but neither in
amiloride-insensitive NaCl (AIN)-best nor any other best neurons (Figure 6.1).
Electrical stimulation of the central nucleus of the amygdala (CeA), but not the IC,
produced a significantly larger effect on the excitatory responses of PBN neurons
in the CTA group as compared to the control group. Decerebration after CTA
acquisition abolished the increased responses to the CS in ASN-best neurons. The
results also suggest that descending information from the CeA could modulate CTA-
related gustatory processing in the PBN and furthermore that amiloride-sensitive
components of NaCl-best neurons play a critical role in the recognition of the
distinctive taste of NaCl.
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FIGURE 6.1 Comparison of mean response profiles of best-stimulus categories of PBN
neurons in CTA and control rats. Taste-responsive neurons were classified into best-stimulus
categories, depending on their best sensitivities to any one of the four basic stimuli represented
by sucrose, NaCl, HCI, and quinine hydrochloride (QHCI) as S-best, N-best, H-best, and Q-
best, respectively. N-best neurons were further classified into amiloride-sensitive and
amiloride-insensitive N-best (ASN- and AIN-best) categories by application of an epithelial
sodium transport blocker, amiloride. Each data point shows the mean = SE number of
spikes/sec to each of the taste stimuli shown on abscissa. Taste responses to NaCl were
significantly higher (*p <0.01) in the CTA group than in the control group in the ASN-best
category, whereas taste responses in the AIN- and other best-stimulus categories were almost
identical between the groups. (Source: Tokita, K. et al., J. Neurophysiol., 92, 65, 2004. With
permission.)

Li et al.’® found in the hamster PBN that more sucrose-best neurons were
excited than inhibited, whereas the opposite occurred for citric acid- and quinine-
best neurons in response to electrical stimulation of the CeA. These findings
suggest that the descending information from the CeA modulates PBN activities
toward the direction that sucrose-best neurons are excited and citric acid- and
quinine-best neurons are suppressed. In accordance with this suggestion, when
saccharin was used as the CS in rats, Chang and Scott!! showed that taste activity
was enhanced after the acquisition of CTA in the subset of sweetener-sensitive
neurons in the nucleus of the tractus solitarius which is also known to receive
inputs from the CeA.'>? When nonpreferred HCI was used as the CS, PBN neuronal
response to the CS decreased after conditioning.!?
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FIGURE 6.2 Time courses of excitability changes of neuronal responses to the saccharin CS
after CTA in two types of neurons in the ICs of conscious rats. Each data point represents
the mean = SEM number of spikes/sec (spontaneous rate was subtracted). A. Short-term
enhancement neurons (n = 8). B. Long-term enhancement neurons (n = 6). The significantly

larger responses to the CS after CTA area indicated by asterisks: * p <0.05; **p <0.01.
(Source: Yasoshima, Y. and Yamamoto, T., Neuroscience, 84, 1, 1998. With permission.)

Enhanced responses to the CS after CTA are also reported in rat IC neurons.'*
According to this report, 20 min and 30 min after the pairing of saccharin (CS) with
an i.p. injection of LiCl (US), 29% and 100% of rats showed aversive taste responses
to saccharin, respectively. When unit activities were recorded from the IC simulta-
neously with this behavioral test, 14 (11%) of 122 neurons showed significant
enhancements of excitability in response to saccharin but not to the other taste stimuli
after CTA. Eight of these 14 neurons showed short-term enhancements, and 6
neurons exhibited long-term enhancements (Figure 6.2).

6.4 ALTERATION OF RESPONSES REFLECTING
HEDONIC SHIFT

When CTA is acquired, hedonics of the CS change from positive to negative or from
ingestive to aversive behaviors. Electrophysiological responses of neurons recorded
from the IC in awake behaving rats also change in such a way as to reflect a hedonic
shift in a subset of neurons. Yamamoto et al.!'> classified taste-responsive neurons
recorded from the IC into quality type (Type 1 neuron in Figure 6.3) and hedonic
type (Type 2 neuron in Figure 6.3) according to the response patterns to licking of
various taste stimuli. The former neurons showed enhanced responses to the CS
after acquisition of CTA, and the latter exhibited alteration of the response direction,
from excitatory to inhibitory or from inhibitory to excitatory, equivalent to that shown
to aversive stimuli. Essentially the same types of neurons and the altered respon-
siveness after CTA acquisition were observed in the amygdala in conscious rats.!®!’
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FIGURE 6.3 Responses of two type 1 (quality type) neurons (A and B) and one type 2
(hedonic type) neuron (C) in rat ICs before and after acquisition of CTA. A. Neuron showed
a marked reduction of spontaneous discharge to licking of sucrose after conditioning to
sucrose. B. Neuron showed a marked excitation to licking of saccharin after conditioning to
sucrose. C. Neuron, which showed an inhibitory response to NaCl before conditioning, showed
an excitatory response after conditioning to NaCl. Note that taste responses to stimuli other
than conditioned stimuli remained unaltered after the conditioning procedure. (Source: Yama-
moto, T. et al., J. Neurophysiol., 61, 1244, 1989. With permission.)

To understand simultaneous overall activation of the brain, Yasoshima et al.!8:1%
explored brain regions that were selectively activated by reexposure to the CS in
conditioned rats by mapping immunoreactivity of c-fos expression as a marker of
neuronal activation. One of their findings was that learned aversion to the CS after
the acquisition of CTA is different from an innately aversive substance such as
quinine in terms of brain regions activated to these stimuli. The supramammillary
nucleus,'® thalamic paraventricular nucleus,'® extended amygdala,'® and nucleus
accumbens (NAcb)!® were activated by retrieval of (or first reexposure to) the CS
after CTA. The former two regions are suggested to be involved in the expression
of anxiety and psychological stress.?0-2

Yasoshima et al.'® suggested that the supramammillary nucleus is activated by
memory-elicited discomfort during retrieval of CTA. The extended amygdala and
NAcb are involved in the reward or feeding system?>?® where memory-based CS
information from the basolateral nucleus of the amygdala (BLA) reaches the NAcb
directly or via the extended amygdala.?’?° The GABAergic neurons in the NAcb
send axons to the ventral pallidum (VP) as the main output target*® and from there,
GABAergic projection to the LH arises.?' The importance of such neural connections
as the neural substrate of hedonic shift after the CTA acquisition will be described
later in this chapter.
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6.5 CS-US ASSOCIATION

The bases of modifications or alterations of neural responses to the CS after CTA
are plastic changes of responses resulting from CS—US associations on single cells.
Such neuronal plasticity may be derived from activity-dependent modification of
synaptic efficacy designated long-term potentiation (LTP). LTP data underlying CTA
formation is available for neurons in the IC and amygdala.

6.5.1 INsuLAR CORTEX

Several investigators dealt with possible electrophysiological and molecular mech-
anisms of the neuronal plasticity underlying the CTA formation. Escobar et al.?>33
showed that LTP could be induced in vivo in rat IC, i.e., the LTP of field EPSPs
evoked in the IC by single shocks applied to the BLA was developed by tetanic
stimulation of the BLA and maintained at least 1 hour after stimulation. This LTP,
mediated by NMDA receptors but not by metabotropic glutamate receptors
(mGluRs) in the BLA-IC pathway, is suggested as a potential candidate for the
cellular substrate of a physiological mechanism underlying the acquisition and long-
term memory formation of CTA.3>3 Moreover, phosphorylation of the NR2B subunit
of NMDA receptors in the IC plays a role in CTA learning® and an LTP-like change
in the BLA-IC connection may be involved in the retention mechanism of CTA.3

LTP induced by administration of brain-derived neurotrophic factor (BDNF)*’
was blocked by co-administration of K252a, an inhibitor of Trk (tropomyosin recep-
tor kinase) receptor tyrosine kinase, into the IC.3® These results suggest that
BDNF/TrkB and related signaling pathways in the IC contribute to LTP-like synaptic
plasticity underlying the acquisition and retention of CTA through extracellular
signal-regulated kinase (ERK) and MAPK or ERK kinase (MEK) pathways and
immediate early gene expression (c-fos, egr-1, Arc*#%) mediated by an active func-
tional interaction between the BLA and IC. This is in line with the evidence that
the BLA-IC positive interaction regulates the strength of CTA formation through
NMDA receptors in the IC.#!

6.5.2 AMYGDALA

The amygdala receives multimodality sensory inputs including taste and smell infor-
mation. Several papers indicate that amygdalar neurons responded to taste stimuli
in anesthetized rats,*? conscious rats,'®!7#3# and conscious monkeys.** Reddy and
Bures*” showed in anesthetized rats that visceral stimulation by intraperitoneal injec-
tion of LiCl increased mean spontaneous activities in 13 (48%) units of 27 neurons
in the BLA, but not in the sensorimotor cortex, from 2.5 spikes/sec (before) to 8.2
spikes/sec (after) with a latency 6.5 £ 1.4 min; this increase lasted 15.3 + 2.3 min.

The time course of the change seems to correspond well with the behavioral
symptoms of LiCl poisoning such as inactivation and lying on bellies. In line with
this report, activity in some amygdala neurons gradually increased after LiCl injec-
tion during CTA conditioning.'®!7 Figure 6.4 shows the association of the CS and
US reflected by enhanced responses to reexposed CS.
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FIGURE 6.4 Pre- and poststimulus time histograms for responses of a neuron in the BLA
to intra-oral infusion of taste stimuli before, during, and after acquisition of CTA to saccharin
in a conscious rat. Infusion of saccharin solution (CS) was followed by an intraperitoneal
injection of 0.15M LiCl (US). About 4 hours after LiCl injection, responses to saccharin were
markedly enhanced, while responses to water were not changed. Innately aversive quinine
did not induce any obvious responses. (Source: Yamamoto, T. and Fujimoto, Y., Brain Res.
Bull., 27, 403, 1991. With permission.)

Figure 6.5 shows the evoked potentials recorded from the amygdala in response
to electrical stimulation applied to the ipsilateral sides of PBNs in Wistar rats
anesthetized with urethane (Yamamoto, T., unpublished data, 1990). The recording
electrodes were either glass micropipettes or glass-insulated Elgiloy wires and stim-
ulation was performed with coaxial electrodes. Square wave electrical pulses of 50
to 100 mA were delivered at 0.2 Hz. To examine LTPs of evoked potentials, train
pulses of the same intensity at 100 Hz were applied for 60 to 90 sec.

Electrical stimulation of the PBN elicited potentials in the ipsilateral amygdala
with a mean latency of about 2 msec. As shown in the figure, the amplitude of the
response was potentiated by tetanic stimulation of the PBN for more than 70 min.
The second tetanus applied about 40 min after the first one increased the amplitude
1.7 times larger than the pre-tetanus amplitude. These results suggest that amygdalar
responses through direct parabrachioamygdalar projection can be potentiated in a
long-term manner by a high frequency excitation of PBNs, although it was not clear
in this experiment how the gustatory and visceral zones of the PBNs? were electri-
cally stimulated.

6.6 IMPORTANCE OF AMYGDALA IN CTA
FORMATION

After the pioneering work by Bures and his colleagues who analyzed unit activity
obtained from the amygdalas of conscious rats at the retrieval of CTA,> more detailed
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FIGURE 6.5 Long-term potentiation of evoked potentials recorded from the CeA in response
to electrical stimulation of the ipsilateral PBN. Data obtained from rats anesthetized with
urethane. (Source: Yamamoto, T. [unpublished data].)

analyses of amygdalar unit responses during voluntary drinking or intra-oral infusion
of the saccharin CS after conditioning were carried out in freely behaving ani-
mals.'®!7 Although only a limited number of amygdala neurons, 9 (6.6%) of 137,
showed responses to taste stimuli before conditioning, 32 (23%) of 137 responded
to the CS in excitatory or inhibitory manners: 20 of the 32 were facilitatory type
and 12 were inhibitory type.!”

As shown in Figure 6.6, the facilitatory types responded to the CS in an excitatory
direction after CTA conditioning and were found more frequently in the BLA (17
of 20 or 85%) than in the CeA (3 of 20 or 15%). The facilitatory type BLA neurons
did not respond to the innately aversive HCI or quinine.

The BLA sends monosynaptic excitatory inputs to the VMH (satiety center)*
and inhibitory inputs to the LH (feeding center), with long-lasting inhibitory post-
synaptic potentials through the stria terminalis.** These anatomical connections
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FIGURE 6.6 Two types of amygdalar neurons exhibiting facilitatory or inhibitory responses
(means + SDs) to the saccharin CS after CTA in conscious rats. A. Facilitatory type; responses
to saccharin (sacch) and sucrose (suc) were enhanced significantly after CTA in comparison
with those before CTA. B. Inhibitory type; responses to saccharin and sucrose were inhibited
significantly after CTA. 0.2Na = 0.2 M NaCl. 1.0Na = 1.0 M NaCl. QHCI = quinine
hydrochloride. Open bars = responses before CTA. Solid bars = responses after CTA. *P
<0.01. (Source: Yasoshima, Y. et al., NeuroReport, 6, 2424, 1995. With permission.)

suggest that the enhanced BLA response to the CS activates the VMH and inhibits
the LH, resulting in the suppression of ingestion of the CS or keeping away from
the CS. The idea is in line with the evidence that the electrical stimulation of the
BLA arrested feeding behavior’® and evoked epigastric sensations such as feeling
about to belch or experiencing nausea.’' The inhibitory-type units responded to the
CS in the inhibitory direction and were found more frequently in the CeA (11 of
12 or 92%) than in the BLA (1 of 12 or 8%).

The functional dissociation between the BLA and CeA is also supposed by the
developmental origin and anatomical connection.”? The BLA is a cortex-like struc-
ture and its pyramidal neurons as projection neurons have close connections with
multiple cortical areas. The BLA complex may play an inhibitory role in feeding
behavior because lesions of the posterodorsal amygdaloid area including the BLA
resulted in increases of food intake and obesity’>>* and are also involved in the
modulation of emotion®® and in learning and memory.32-36-58

In the CTA paradigm, the long-lasting excitation in the vagal afferents after LiCl
(US) injection®® may induce strong impact in the amygdala, resulting in strong and
persistent activation of the amygdalar neurons through glutamatergic transmission.®
The US-induced strong input to the amygdala may cause heterosynaptic potentiation
in the CS-evoked gustatory pathway reaching BLA neurons as an analogue to fear
conditioning.%! The potentiated synaptic activity in the CS pathway may be a possible
candidate for the cellular substrate underlying the acquisition and long-term CTA
memory that is NMDA receptor-dependent®*¢> The facilitated synaptic efficacy in
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the CS pathway mediated by AMPA receptors may be involved in memory
retrieval.!6:17:62

In contrast, the CeA consists of cells morphologically similar to those in the
striatum; they have many connections with the limbic regions and the related brain
regions for autonomic functions.®*%* As described in the previous section, the elec-
trical stimulation of the CeA enhanced the taste responsiveness of the pontine PBN
neurons to the CS in conditioned animals,’ suggesting that the descending pathways
from the CeA to brainstem are involved in CTA formation.%

A number of studies have dealt with the functions of the amygdaloid subnuclei
in the formation of CTA. Although the studies yielded inconsistent behavioral results,
overall electrolytic or excitotoxic lesions show little, if any, involvement of the CeA
in CTA,%70 whereas the lesions of the BLA in many cases disrupted or attenuated
CTA.®-7* The BLA may play an important role in CS-US association, and this
nucleus is also suggested to be involved in the neophobia requisite for CTA forma-
tion.” The electrophysiological, lesion-behavioral, and immunohistochemical stud-
ies described in this chapter suggest that lesions of the CeA exert few effects on
CTA because this subnucleus is involved with the enhanced responsiveness to the
CS after CTA. Lesions of the BLA impair CTA because this subnucleus plays an
important role in the acquisition and maintenance of hedonic shifts from positive to
negative.

6.7 INVOLVEMENT OF REWARD SYSTEM

Apart from its well known role in reward-related behaviors, the reward system or
NAcb—VP-LH circuitry has also been reported to be involved in the acquisition and
retrieval of CTA.76-80 NMDA receptor-mediated glutamatergic and muscarinic cho-
linergic transmitter systems in the NAcb play roles in CTA formation.”-8! Especially,
dopaminergic transmission in the NAcb is involved in the acquisition of CTA7677
and activated during its retrieval.”®

To elucidate further the role of the VP in the expression of CTA, Inui et al.®
examined the effects of microinjection of a GABA , receptor antagonist, bicuculline,
on the intake of CS in a retrieval test. Rats drank 5 mM saccharin or 0.3 mM quinine
hydrochloride as the CS, which was followed by an i.p. injection of 0.15 M LiCl.
Blockade of GABA, receptors in the bilateral VP before the retention test by
microinjection of bicuculline disrupted the retrieval of saccharin CTA, but not
quinine CTA. Microinjection of bicuculline resulted in impaired aversive reactions,
while the vehicle did not deteriorate the aversive behavior. These results suggest
that conditioned aversion to palatable taste is mediated by the GABAergic neu-
rotransmission in the VP and conditioned aversion to non-palatable taste is processed
by separate system.

NAcb neurons may receive excitatory inputs from the BLA directly or indirectly
in response to the CS after CTA acquisition. Since the innately aversive quinine
does not activate the BLA,'"” NAcb neurons may be less excited by quinine, in
accordance with recent electrophysiological results.?3 In addition to the reduction of
aversion to the CS by the blockade of GABA, receptor in the VP, increasing the
palatability of the sweet-tasting CS by systemic or intra-BLA administration of
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midazolam, a benzodiazepine agonist, also impaired aversive behavior to the sac-
charin CS or sucrose CS after the acquisition of CTA.8+85

The NAcb receives inputs from the amygdala, especially from the BLA,%#7 and
is involved in appetitive and aversive behaviors,?>2688-% guggesting an important role
of the NAcb in CTA formation. Using the c-fos immunostaining technique, activation
of the dorsal striatum?®’, NAcb!®, and extended amygdala!®#°! when the sucrose CS
was re-exposed to the CTA-acquired rats, while the same CS did not elicit noticeable
activation in these regions before CTA."

These results indicate that after CTA conditioning, activation of the NAcb to the
CS is enhanced to a level enough to activate c-fos gene expression. The pathway
from the amygdala to the NAcb and extended amygdala may be a possible route to
convey the memory-based command signal to the brainstem orofacial motor centers
to elicit aversive behavioral outputs, suggesting that the NAcb and extended
amygdala are possible interfaces between the central memory stores (amygdala
and/or IC)>%2 and brainstem centers for aversive behavioral expression.”® The idea
is in line with the evidence that decerebration at the midbrain level causes severe
impairment of CTA formation.**

6.8 SUMMARY

Electrophysiological studies indicated that enhancement of neuronal responses to
reexposure to the CS occurs after acquisition of CTA in different brain regions
including amygdala, IC, and PBN. This enhancement is based on the plastic changes
of synaptic efficacy, possibly derived from LTP between the heterosynaptic inputs
of the CS (taste) and US (visceral distress) during the acquisition period. Enhanced
activity in the CeA may influence the brainstem gustatory nuclei and autonomic
centers, while activity in the BLA may induce activation of the stress and fear centers,
VMH to depress ingestive behavior and NAcb to depress motivation and elicit
aversive behaviors. In conclusion, the enhanced activation to the CS after the acqui-
sition of CTA originates in the CeA, and the hedonic shift originates in the BLA.
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7.1 INTRODUCTION

The current challenge of studying the mechanisms involving memory formation
requires the possibility of capacity to analyze in the different brain regions that
comprise the neuronal system and circuits underlying the different stages of memory.
A timely detailed description of the dynamics of neurotransmitter release can and
does provide information on the different areas of the brain, the chemical mecha-
nisms involved, and their levels of participation during different physiological pro-
cesses. Accordingly, the possibility of correlating behavior with changes in the
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extracellular level of neurotransmitters in CNS regions involved in information
transmission and modulation is a great advantage in the study of memory formation.
Also, the knowledge of the neurotransmitters released in different brain areas may
result in the identification of important pharmacological targets.

In this regard, in vivo microdialysis is a well-established method for monitoring
the extracellular levels of neurotransmitters in the CNS. This technique has been
used extensively in neuroscience for almost 30 years.'-® Microdialysis allows on-
line estimates of neurotransmitters in living animals and is a suitable method for
monitoring the extracellular levels of neurotransmitters during local administration
of pharmacological agents.” Different doses of a drug or a combination of agonists
and antagonists can be administered in the same experiment without adding any
fluid to extracellular spaces. Older alternative in vivo methods for the study of
neurotransmitter release are the push—pull technique used in the brain,? spinal cord,’
and intrathecal space.'®

Currently, measuring the changes in neurotransmitter extracellular levels in dis-
crete brain areas is considered an important tool for identifying the neuronal systems
involved in specific memory processes. Several neurotransmitters including acetyl-
choline (ACh), glutamate, y-amino-butyric acid (GABA), and catecholamines have
been investigated in a variety of memory models, with considerable evidence of
extracellular level variations that correlated with changes in neuronal activity during
memory formation.

This chapter summarizes and discusses the results obtained from investigating
changes in ACh, glutamate, GABA, dopamine, and noradrenaline release during
exposure to novel stimuli and performance of several kinds of long-term memory
tasks such as operant and spatial memory tasks, and during taste recognition memory.

7.2 FREE MOVING MICRODIALYSIS TECHNIQUE

The development of the microdialysis technique more than two decades ago'?
allowed the study of neurochemical mechanisms involved in memory to make
fundamental progress by analyzing neurotransmitter release in unrestrained behaving
animals. Microdialysis is a technique designed to monitor the chemistry of extra-
cellular spaces in living tissue and allows monitoring of neurotransmitters released
from practically any region of the brain, from the cortex to subcortical structures,
which were previously available only with the push—pull cannula, a cumbersome
and difficult technique.!!

Microdialysis is the filtration of water-soluble substances in extracellular fluid
through a dialysis membrane into a perfusion fluid that is collected and then analyzed
for the substances of interest. With this technique, extracellular neurotransmitter
levels and other molecules equilibrate with the solution flowing through dialysis
tubings implanted in discrete brain areas. Usually microdialysis is coupled with high
performance liquid chromatography (HPLC), making it possible to detect extracel-
lular levels of many compounds, from small neurotransmitters to larger peptides.’

An important advantage of microdialysis is that it allows previsualization of
what is happening in tissues before any chemical events are reflected in changes of
systemic blood levels. The core of microdialysis is the dialysis probe designed to
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FIGURE 7.1 (See color insert following page 202.) Microdialysis system is formed by
microdialysis probe (1), dual-channel microdialysis swivel, head block tether, and lever arm
(2), syringe pump (3), syringe selector (4), fraction collector (5), and analysis system p.e.
HPLC (6). Some researchers are working with a relative new microdialysis system based in
a movement-responsive cage. The microdialysis inlet and outlet lines in this system remain
intact all the way from the probe to the syringe pump or fraction collector. Animal movement
is accommodated by the response of the cage to movement, >270° of rotation. Therefore, the
swivel is not necessary. (Figures showing BAS equipment provided by Bioanalytical Systems,
Inc.)

mimic a blood capillary. When a physiological salt solution is slowly pumped
through the microdialysis probe, the solution equilibrates with the surrounding
extracellular tissue fluid. After a while, it will then contain a representative proportion
of the tissue fluid’s molecules. Instead of inserting an analysis instrument such as a
biosensor into the tissue, the microdialysate is extracted and later analyzed in the
laboratory.

The body of any microdialysis system consists of a dual-channel microdialysis
swivel that has a quartz-lined center and side channels to minimize dead volume
and prevent neurotransmitter oxidation (Figure 7.1). Some swivels incorporate a
miniature seal system for ultra-low torque and quartz lining on both the center and
side channels for low dead volumes and minimal interactions with neurotransmitters.
Dialysate is typically infused through one channel of the swivel, removed through
the other, and then collected with a fraction collector. The head block tether and
lever arm are necessary to minimize stress on microdialysis probes. The counter-
balanced lever arms generally move vertically and horizontally with the animal to
prevent slack in the tether. Most of the lever arms use a mass as the counterbalance,
but new models use an adjustable spring that makes them lighter and more respon-
sive. The animal can generally stay in a round container that prevents it from
damaging the probes (Figure 7.1).

These containers used to be durable polycarbonate enclosures designed to house
tethered rodents during short-term microdialysis and infusion experiments. Since



132 Neural Plasticity and Memory: From Genes to Brain Imaging

the tank is round, tethers will not tangle as they sometimes do in shoebox-type cages.
Also, animals are less likely to dislodge sensitive probes because the containers have
no sharp corners. The enclosures are most frequently used with counter-balanced
lever arms. Feeders, water bottles, and tops are available to enable researchers to
leave the animals for longer periods.

A syringe pump delivers the smooth low flow rates required for microdialysis;
to choose a pump configuration, one must determine how much programmability is
required during the experiment. Generally with applications such as microdialysis
that require high accuracy and low flow rates without the need for fluid withdrawal
or complex protocols, an infusion-only pump is recommended.

A microdialysis probe is usually constructed as a concentric tube. The perfusion
fluid enters through an inner tube; flows to its distal end; exits the tube and enters
the space between the inner tube and the outer dialysis membrane, which may be
of different lengths, depending on the brain region analyzed. The direction of flow
is now reversed and the fluid moves toward the near end of the probe (see Figure
7.1). Dialysis (the diffusion of molecules between the extracellular and perfusion
fluids) takes place at the end of the probe, in the membrane space. It is important
to realize that dialysis is an exchange of molecules in both directions. The difference
in concentration through the membrane governs the direction of the gradient. It is
possible to collect an endogenous compound at the same time that an exogenous
compound such as a drug is introduced into the tissue.

The gradient of a particular compound into the membrane depends on the
difference in concentration between the perfusate and the extracellular fluid and also
on the flow velocity inside the microdialysis probe. The absolute recovery (mol/time
unit) of a substance from the tissue or of substances entering the tissue from the
probe depends on (1) the flow rate of the perfusion fluid, (2) the length of the
membrane, (3) the “cut-off” of the dialysis membrane, and (4) the diffusion coeffi-
cient of the compound through the extracellular fluid.

The initial exercise to obtain samples of sufficient concentrations for measure-
ment must consider each of the above-mentioned variables. To obtain adequate
estimates of the substances, first it would be advisable to begin with shorter mem-
branes, for example, 1 mm, with low flows such as 1.0 to 0.1 ml/min, then quantify
the behavior release as of the first fractions to thus determine the stabilization times
of a given brain region. Once the initial values are established, both membrane sizes
and flow velocity can be increased to optimize the sampling times in the desired
region (Figure 7.2).

The large number of research experiments performed with microdialysis leads
us to believe that this is an ideal technique because:

1. Multiple sampling of the brain and several regions in a living free-moving
animal is possible.

2. No clean-up procedures such as extraction and homogenization of tissue
are required before analysis.

3. Behavioral and pharmacology studies can span long periods (even days);
activities around the brain capillaries and neuronal cells can be continu-
ously monitored.
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FIGURE 7.2 Example of microdialysis protocol. Stabilization times of a given brain region
(A), base line sampling (B), behavioral manipulation (C), and reestablishment of base line
release (D).

4. Various drugs can be administered without having to inject additional
volumes, as is the case with pharmacological manipulations.

5. The concentration of drug exchanged for the dialysis probe can be
estimated from that in the dialysis fluid sampled using the in vitro
dialysis efficiency of the probe, which can be readily obtained from
dialysis experiments carried out in a flask. However, this approach
results in underestimation of the drug concentration in the brain inter-
stitial fluid in most cases because the dialysis efficiency in vivo is
different from that in vitro. Several researchers proposed methods to
estimate the real concentration in the brain interstitial fluid.*!>-"

7.3 ACETYLCHOLINE RELEASE DURING MOTOR
ACTIVITY, ATTENTION, AND NOVELTY

Substantial evidence indicates the important function of the cholinergic system
during memory formation (for reviews see References 18 through 21). The release
of acetylcholine in different brain areas appears to be involved in processes of
attention,?? detection of novelty or saliency,”® and during the consolidation of dif-
ferent types of long-term memory.?+2¢

Locomotor activation associated with increases in ACh release in several brain
regions also is generally involved during the tasks used to study memory formation
in animals. Nonetheless, there is scarce evidence to confirm a direct correlation
between motor activity and ACh release without the involvement of other compo-
nents of memory formation. ACh release from the cerebral cortex, hippocampus,
and striatum and locomotor activity have been demonstrated and considered mea-
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sures of behavioral arousal.?’2® Also, a direct correlation has been shown between
spontaneous motility and ACh release from the striatum under conditions minimizing
the effect of arousal and novelty, suggesting that drug-induced striatal ACh release
may be modified by changes in levels of motor activity in free moving rats.?’
However, other research did not confirm this correlation because no significant
differences were noted between the basal motor activity and the release of acetyl-
choline in the control subjects.30-32

It has been demonstrated that the same amount of motor activity is needed for
the acquisition of an operant behavior, during which it has been proved that attention
is required and a large increase in cortical and hippocampal ACh release occurs, as
is required for recall that is not associated with an increased release and requires a
low level of attention.!®** Pepeu and Giovannini** suggest that ACh release from the
hippocampus and frontal cortex may have several components including motor activ-
ity, attention, arousal, anxiety, and stress. They found no correlation between ACh
release and motor activity in the first exposure to a novel environment, but only in
a second exposure to the same environment after 1 hour, when habituation was setting
in.3* Further evidence that ACh release and motor activity are not necessarily related
is that glucose administration was followed by an increase in ACh release from the
hippocampus and an improvement in spontaneous alternation in a four-arm maze,
with no increase in the number of arms explored.®

The several complex functions associated with ACh release during memory
formation, and the relationship between motor activity and ACh release may depend
on the different levels of arousal and attention required at the time of the behavior
task and the brain region analyzed by microdialysis. All these variables may also
be the causes of the differences in existing results (for review see Reference 19).

We should not ignore the primary importance of the cholinergic system during
the modulation of arousal. It has been demonstrated in the hippocampus that ACh
release has a circadian variation,?’3%3 increasing at the start of the dark period in
nocturnal animals such as rats, that corresponds to the active phase. In this regard,
Sei et al.’® showed that in clock mutant mice, with ~2-hour delayed circadian profiles
in body temperature, activity, and sleep—wake rhythm, the increase in hippocampal
ACh release in the first 2 hours of the active period was suppressed. This suggests
that the molecular basis of the circadian system appears to have a strong effect on
hippocampal cholinergic function and is probably associated with individual tem-
porary differences in voluntary behavior, cognition, learning and/or memory perfor-
mance.*

Activation of the forebrain cholinergic system measured by microdialysis has
been demonstrated in some tasks and conditions in which the environment requires
an animal to analyze novel stimuli that may represent a threat or offer a reward. The
sustained cholinergic activation demonstrated by high levels of extracellular ACh
observed during the behavioral paradigms indicates that many behaviors occur within
or require the facilitation provided by the cholinergic system to the operation of
pertinent neuronal pathways.*

The evidence supports the idea that ACh may be a marker of differential par-
ticipation of several neural systems during the formation and expression of learned
behavior, i.e., the cholinergic system may modulate the differential participation of
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the brain regions required during early stages of memory formation. On the other
hand, it is possible that a role in regulating the activational balance of memory
systems is a consequence of ACh regulation of neural plasticity within different
neural systems.*

In this regard, Inglis and Fibiger*! observed that auditory, tactile, visual, and
olfactory stimuli increased ACh release in the cerebral cortex and hippocampus and
produced different behaviors including signs of fear in response to noise and stim-
ulation, exploratory behavior after a visual stimulus, and sniffing and consummatory
behavior after olfactory stimulation. All of the stimuli increased acetylcholine release
in both the hippocampus and cortex. In the hippocampus, this increase was statis-
tically significant with everything except the olfactory stimulus, whereas in the cortex
everything but the visual stimulus resulted in significant increases.*! Additionally,
they demonstrated significant variations between the magnitudes of acetylcholine
release produced by the different stimuli in the cortex; acetylcholine release elicited
by tactile stimulation was greater than that produced by the other stimuli. These
results could indicate that acetylcholine release is associated with a variety of
behavioral responses to stimuli designed to produce arousal, and point to a role for
cortical and hippocampal cholinergic mechanisms in arousal or attention. Also, under
some circumstances, cortical and hippocampal acetylcholine release may be regu-
lated differentially.?®

The relationship between stimulation and the activation of the cholinergic system
was also observed during paired tone and light stimulus. A significantly increased
ACh release in the frontal cortex and hippocampus was observed when it was
presented for the first time or was the conditioned stimulus of a conditioned fear
paradigm. Interestingly, no increase in ACh release and behavioral response occurred
if the tone and noise stimuli were presented repeatedly over an 8§-day period leading
to familiarization.*

In other series of experiments, animals placed in novel environments, either an
arena with objects or different kinds of maze forms, showed significant increases in
ACh release from the cerebral cortex.**** These animals were left habituated for 30
min in the arena, as demonstrated by a much smaller increase in motor activity when
they were placed again in the arena 60 min later; also, a significant decrease in ACh
release was observed in comparison with the first exposure (Figure 7.3). The increase
in ACh release from the frontal cortex and the hippocampus corroborated previous
findings obtained by electrophysiological techniques that demonstrated the activation
of the forebrain cholinergic neurons by spatial novelty* and the hippocampal theta
rhythm that depends on the septo-hippocampal cholinergic pathway* and is present
during attention*® and exploratory activity.*’

The results obtained indicate a close relationship between the release of ACh
and novel stimuli. However, these results could be interpreted to mean that a novel
environment represents a stressful condition, and the first exposure to it causes
pronounced behavioral activation.**#° Furthermore, activation of basalocortical cho-
linergic afferents may promote the attentional processing that is central to the mem-
ory-related aspects of anxiety caused by threat-related stimuli and associations.>

A learning model that clearly demonstrates the independence of ACh release
from motor activity during the presentation of a novel stimulus is taste memory
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FIGURE 7.3 Animals placed in novel environments, either an arena with objects or different
kinds of maze forms, showed significant increases in ACh release from the cerebral cortex.
(Modified from Giovannini, M.G. et al., Neuroscience, 2001. 106: 43.)

recognition. With this learning model, a highly significant increase in ACh release
was demonstrated in the insular cortex of rats only during the first consumptions of
saccharin or quinine solutions. The ACh release observed after several presentations
of the same taste stimuli decreased to similar levels as those produced by the familiar
taste, indicating an inverse relationship between familiarity and cortical ACh release.
These results suggest that the cholinergic system plays an important role in the
identification and characterization of different kinds of taste stimuli’! (Figure 7.4).

Nonetheless, taste novelty is not the only factor related to cholinergic activity;
the manipulation of a novel object (toy) by rats significantly increased the hippoc-
ampal ACh efflux as a correlation of active manipulation of the object.>? Similarly,
a single 1-hour introduction of the novel object immediately after a training session
in a radial arm maze significantly improved memory only if the animals actively
manipulated the object. The data suggest that environmental enrichment during a
critical period is sufficient to improve learning and memory and that this effect is
probably mediated through an enhancement of hippocampal cholinergic neurotrans-
mission.’? It seems that the cholinergic system activates in response to external inputs
when they are novel*! but not when the stimuli are repeated, leading to habituation.*?
The evidence indicates that the forebrain cholinergic system may become activated
by tasks that require the analysis of novel stimuli representing a threat or offering
a reward.>
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FIGURE 7.4 ACh release observed after several presentations of the same taste stimuli
decreased to similar levels as those produced by the familiar taste, indicating an inverse
relationship between familiarity and cortical ACh release.”!

7.4 NOVELTY AND OTHER NEUROTRANSMITTER
RELEASES

The interactions of forebrain cholinergic neurons with other neurotransmitter sys-
tems during motor activity, arousal, and novelty have not yet been unraveled. Regard-
less of whether the forebrain cholinergic neurons are activated by novelty, learning,
or sensory and stressor stimuli, the question arises as to which neuronal circuits and
neurotransmitters trigger and/or accompany this activation. Papeu and Blandina®*
found no changes in glutamate extracellular levels in the cerebral cortex or hippo-
campus of rats during either novel or familiar exploration.>

However, the same group of researchers suggested that even though cortical and
hippocampal glutamatergic systems are not apparently involved in exploration of a
novel environment and habituation, glutamatergic pathways modulate cortical and
hippocampal cholinergic activity directly because antagonists of the N-methyl-D-
aspartate (NMDA) receptors injected into the nucleus basalis inhibit spontaneous
and stimulated ACh release>>-¢ and administration of NMDA and -amino-3-hydroxy-
5-methyl-4-isoxazole propionate/kainate antagonists in the medial septum inhibits
handling-evoked ACh release in the hippocampus.”’ Also, glutamatergic pathways
indirectly regulate the activities of GABAergic neurons impinging on cholinergic
neurons in the medial septum.’®* The researchers argued that changes in glutamate
release could be detected if the microdialysis probes were placed in the nucleus
basalis or medial septum. On the other hand, the question raised the possibility of
detecting changes in the small glutamate pool of neuronal origin that is only a
fraction of the larger nonsynaptic glutamate pool.34°

Giovannini et al.** also determined by microdialysis the GABA extracellular
levels and revealed that cortical GABA release increased significantly only during
familiar exploration, while hippocampal GABA release did not increase during
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exploration periods. They also found a correlation between motor activity and GABA
release, but only during familiar exploration.’* Furthermore, under similar experi-
mental conditions, the increases in aspartate, glutamate, GABA, and ACh in the
ventral hippocampus associated with exploratory activity in a novel environment
tended to be much smaller in the second period of exposure to the spatial stimulus
than in the first, indicating the development of habituation.°!

Regarding novelty, the activation of the dopamine system increase in medial
prefrontal cortex during the establishment of an auditory avoidance strategy in a
shuttle box has been demonstrated and strategy formation correlated with high
dopamine levels in the prefrontal cortex.’% Using microdialysis in the medial
prefrontal cortex of gerbils during aversive auditory conditioning in the shuttle box
showed a transient increase of dopamine efflux correlation with the establishment
of avoidance behavior. The authors hypothesized that the acquisition of a new
behavioral strategy is generally accompanied by this extra prefrontal dopamine
release. The subsequent formation of discrimination behavior led to a similar extra
dopamine increase as found during establishment of the avoidance strategy, and the
significant enhancement was observed only in rapidly relearning individuals. These
results suggest that the dopamine system may be critically involved in the initial
formation of associations for new behavioral strategies.**

7.5 LESIONS AND BLOCKADE OF CHOLINERGIC
ACTIVITY DURING MEMORY FORMATION

The forebrain cholinergic system is salient for arousal, attention, learning, and
memory. 821656 T esions of forebrain cholinergic neurons made by different neuro-
toxins provided important information related to the role of ACh in learning and
memory and demonstrated that the decrease in ACh extracellular levels is accompa-
nied by specific behavioral deficits.5-% Activation of basalocortical cholinergic affer-
ents, revealed in vivo by increased cortical ACh release, is involved in the attentional
processing central to memory formation.3*%>7° Excitotoxic lesions of the nucleus
basalis induced a long-lasting significant decrease in cortical ACh release both at
rest and under K* depolarization, paralleled by disruption of a passive avoidance
task,”!"> working memory,’"7> and conditioned taste aversion.%® Disruption of the
septo-hippocampal projections impaired choice accuracy in short-term memory’3 and
resulted in deficits in T-maze performance.’

The use of intracerebral 1921gG-saporin is a selective procedure for the disrup-
tion of the cholinergic neurons’ and causes an almost complete cholinergic deaf-
ferentation to the cortex and hippocampus and a significant decrease in ACh release
from these structures.”® The rat behavioral studies performed with this procedure
suggested that only very extensive lesions involving >90% of cholinergic neurons
resulted reliably in severely impaired performances.”” Impairments were found in
delayed matching’® and nonmatching to position task,” water-maze acquisition,?
spatial working memory,?' and acquisition (but not retention) of object
discrimination®? and conditioned taste aversion.®?
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Despite the consistency of the above results, it remains to be clearly established
whether the detectable limits of ACh using current measurement methods are capable
of determining release variations after 192IgG-saporin lesions. Moreover, systematic
research is required to examine the probable compensatory mechanisms arising in
response to a lesion of the magnitude induced by the injections of 192IgG-saporin.

In addition to the information provided from the experiments with transitory
and permanent lesions of the basal forebrain that indicate its relevant function during
memory formation of varied tasks, injections of 192IgG-saporin demonstrated the
participation of basal forebrain cholinergic lesions on attentional processing.3* Most
studies reported disrupted attentional processing in nucleus basalis- or medial sep-
tum-injected animals,””% thus confirming the role of the cholinergic system in atten-
tion. However, a correlation was not always found between attentional effort required
by task difficulties and ACh release.3¢

Several behavioral studies indicate that cholinergic projections may be required
not for learning per se, but may be important for specific aspects of attention.®
Microdialysis experiments indicate that cortical ACh increases during the perfor-
mance of simple operant tasks are limited to early acquisition stages, when demands
on attentional processing are high.8” Cortical ACh release increased in rats perform-
ing a visual attentional task®® and directly correlated with the attentional effort during
an operant task designed to assess sustained attention.®’

Recent findings in transgenic mice (TgCRNDS), characterized by many [3-
amyloid plaques with reduced neuronal and axonal staining, white matter demyeli-
nation, glia reaction, and choline acetyltransferase immunoreactivity significantly
decreased in the nucleus basalis magnocellularis demonstrated that extracellular
acetylcholine levels investigated by microdialysis and M2 muscarinic receptor
immunoreactivity were reduced in the cortices of TgCRNDS8 mice. Scopolamine
administration increased cortical extracellular acetylcholine levels in control mice,
but not in TgCRNDS8 mice. Also, a cognitive impairment was demonstrated in the
step-down test. These findings demonstrate that neuronal damage and cholinergic
dysfunction in vivo underlie the impairment in learning and memory functions in
this mouse model of Alzheimer’s disease.”

7.6 ACETYLCHOLINE AND LONG-TERM MEMORY
TASKS

Cortical acetylcholine release increases (1) during acquisition but not during recall
of a rewarded operant behavior,3(2) during acquisition of operant tasks when
demands on attentional processing are high,%” (3) during conditioned taste aversion,’!
and (4) during performance of visual attentional tasks.®® It has been also related to
attentional effort.%” Furthermore, in the hippocampus, ACh release increases during
the performance of a learned spatial memory task,?>°? and the increase is positively
correlated to performance improvement during task learning,”® showing that cholin-
ergic neurons are modified functionally during learning and become progressively
more active. Also, the initial use of a place strategy coincided with an immediate
increase in hippocampus ACh release.®* Furthermore, as rewarded spontaneous alter-
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nation testing progressed, a switch to a repetitive response strategy accompanied an
increase in striatum ACh release.*’

7.6.1 SpATIAL MEMORY

Different evidence suggests that ACh release in the hippocampus and striatum
may reflect the relative participation of these systems during different kinds of
learning. For example, on a T-maze, animals can successfully solve the task of
finding food in one arm, using either a place strategy, repeatedly visiting a specific
part of the room (e.g., west) for food reward, or a response strategy, repeatedly
turning the same direction at the choice point (e.g., left) for a food reward.”>-%
Rats that expressed place strategies in the probe trial had higher ratios of hippoc-
ampus and striatum ACh release, while rats using response strategies had lower
ratios®*” and demonstrated training-related changes in release of ACh in the
hippocampus and striatum during the acquisition.*

The behavioral findings shown by these researchers suggest that rats changed
the bases for their performance from a spatial working memory strategy to a per-
sistent turning strategy during testing. ACh release in both hippocampus and striatum
increased at the onset of testing. Increases in ACh release in the striatum began at
two times above baseline during the first 5 min of testing and steadily increased,
reaching six times above baseline during the final 5 min. The increase of ACh release
in the striatum during testing occurred around the time the rats adopted a persistent
turning strategy. In contrast, ACh release in the hippocampus increased over five
times from its baseline but remained at this level until declining slightly during the
last 5 min of testing. The relative changes in ACh release in the striatum and
hippocampus resulted in a close negative relationship between the ratio of ACh
release in the hippocampus and striatum and alternation scores.*0

Mclntyre et al.”” demonstrated that the release of ACh in the hippocampus and
striatum during acquisition of a dual-solution T-maze task is associated with differ-
ential strategy use during training in tasks that can be solved with either a place or
response strategy.” They showed that when rats were trained in a similar dual-
solution T-maze task, baseline levels of ACh release in the hippocampus and striatum
predicted the strategy rats used on a probe trial 1 hour later. Other groups confirmed
these data by demonstrating that changes in the amount of ACh released in the
hippocampus and striatum during training coincided with changes in strategy.** The
initial use of a place strategy coincided with an immediate increase in hippocampus
ACh release. As rewarded spontaneous alternation testing progressed, a switch to a
repetitive response strategy accompanied an increase in striatum ACh release.*

Additionally, data on the release of ACh measured in the hippocampus while
rats learned and were tested on an amygdala-dependent conditioned place preference
task and a hippocampus-dependent spontaneous alternation task demonstrated that
ACh in the hippocampus increased when rats were tested on either task. Amygdala
ACh release was positively correlated with performance on the hippocampus-depen-
dent task. However, the magnitude of the increase in the release of hippocampal
ACh was negatively correlated with good performance in the amygdala-dependent
conditioned place preference task, suggesting that ACh release may reflect activation
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and participation of the hippocampus in learning and memory, but in a manner that
can be detrimental to performance in a task dependent on another brain area. These
results demonstrated a competition and interaction between the hippocampus and
the amygdala through cholinergic activity.”

The previous evidence summarized experiments demonstrating that simultaneous
monitoring of ACh release from different brain areas establishes the possibility of
understanding the specific roles of certain neurotransmitters in the different brain
regions and during different stages of several memory tasks. All this evidence on
the release of ACh in the cortex, hippocampus, amygdala, and striatum during
learning is in agreement with the evidence showing that manipulations of ACh in
these brain regions regulate learning and memory.!® Regarding the stages of memory
formation, increases in the levels of ACh release in the hippocampus and striatum
appear to correlate with the related participation of these structures during acquisition
and consolidation. In the hippocampus, measurements of ACh release while rats
learn several tasks revealed a close relationship between the magnitude of training-
related increases of ACh release in the hippocampus and increased memory pro-
cessing.®

More examples indicate that hippocampal ACh release increases during perfor-
mance of other spatial tasks.®>!9 It has been shown that improvement in radial arm
maze performance is positively correlated to an increase in ACh release during 12
days of task learning.’*!92 These results suggest that the learning of a spatial task
modifies the functions of cholinergic neurons projecting to the hippocampus that
become progressively more active. In a behavioral paradigm investigating spatial
orientation during the acquisition period, exploration-associated synaptic changes
were significantly correlated, and it has been suggested that variations in ACh release
accompanied by alterations in muscarinic receptors density may reflect these
changes.!®

The previous evidence indicates a significant correlation between the increase
in ACh release in the hippocampus and the increase in performance of spatial
learning and memory functions in rats.!19 Also, it has been demonstrated that male
rats show greater daily ACh releases in the hippocampus than female rats.!'® The
authors suggest that sex differences in spatial learning and memory functions are
considered to reflect the sex differences in ACh release in rats.!%’

7.6.2 INHIBITORY AVOIDANCE AND CONTEXTUAL MEMORY

The involvement of the cholinergic system both in attention and in the consolidation
of new memories'® has also been demonstrated by the enhancing or inhibitory effects
of posttraining administration of cholinergic agonists'%1% or antagonists.!!0-112
Inhibitory avoidance is a form of associative learning acquired in one trial by
activation of several brain structures such as the amygdala, hippocampus and various
cortical regions through several sensorial stimuli including spatial and visual per-
ceptions, pain, and fear.!'3-!'5 Inhibitory avoidance also entails working memory
since an animal may choose to avoid an aversive stimulus.'!'® The inhibitory avoid-
ance response is a learning task that depends on the activation of the cholinergic
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system.!08117-121 However, a limited amount of evidence directly correlates the
increased ACh release in rats with the performance of an inhibitory avoidance task.>

Giovannini et al.’® investigated the involvement of the cholinergic and
glutamatergic systems projecting to the medial prefrontal cortex and ventral hippo-
campus and the extracellular regulated kinase signal transduction pathway in the
acquisition and recall of step-down inhibitory avoidance. Using microdialysis, they
studied the release of acetylcholine and glutamate, and found that cholinergic, but
not glutamatergic, neurons projecting to the medial prefrontal cortex and ventral
hippocampus were activated during acquisition of the task, as shown by increases
in cortical and hippocampal acetylcholine release. Released acetylcholine in turn
activated extracellular regulated kinase in target neurons.

These authors also demonstrated that both increased acetylcholine release and
extracellular regulated kinase activation were necessary for memory formation,
indicating that a critical function of the learning-associated increase in acetylcholine
release is to promote the activation of the extracellular regulated kinase signal
transduction pathway. These results help explain the role of these systems in the
encoding of inhibitory avoidance memory. In the same series of experiments, the
authors found an increased release of ACh during recall, suggesting the stressful
experience a rat faces when re-exposed to the same environment. In this regard, it
has been shown that stress activates the forebrain cholinergic pathways. 414249122
Other data that indicate cholinergic involvement during inhibitory avoidance came
from experiments related to dietary restriction of choline, inducing the reduction in
the capacity to release ACh in the hippocampus, as confirmed by in vivo microdi-
alysis, and impairing performance of a inhibitory avoidance task in rats.!??

7.6.3 ACETYLCHOLINE RELEASE INDUCED BY OTHER SYSTEMS

Although the objectives of this chapter do not allow us to include all the work that
has demonstrated the manipulation of the cholinergic system through pharmacolog-
ical treatments or administration of agonists or antagonists of innumerable receptors,
the relevance of certain systems that may have significant interactions during the
formation of different long-term memory is worth pointing out. In this regard, the
physiological role of synaptically released histamine has been demonstrated. In
addition to affecting cholinergic transmission in the amygdala, it modulates the
consolidation of fear memories.!?* Cangioli et al.'>> demonstrated that the blockade
of histaminergic H3 receptors decreased the spontaneous release of ACh from the
basolateral amygdalas (BLAs) of freely moving rats and impaired the retention of
fear memory.'?

Furthermore, a dopamine receptor type D,R agonist stimulated ACh release in
the ventral hippocampus during a 14-unit T-maze (Stone maze) task, indicating that
D,R in the ventral hippocampus may be involved in mnemonic function via ACh
release.'?® Other studies provided evidence of a possible interaction of cholinergic
and dopaminergic systems. It was reported that dopamine during mild foot-shock
presentations was markedly increased by a preceding novel tone stimulus'?-13% and
hippocampal ACh—dopamine interactions in mnemonic processing, as suggested by
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the finding that the retention of inhibitory avoidance behavior was impaired by the
focal injection of a D,R antagonist into the ventral hippocampus.'3!

Finally, we should not forget the information obtained through systemic and
intrahippocampal injections of glucose that augmented the increases in the release
of ACh in the hippocampus during alternation tests and also enhanced alternation
scores relative to control injected rats.3>132-134 On the other hand, it has been shown
that systemic injections of morphine resulted in decreases in the release of ACh in
the hippocampus and in alternation scores; glucose injections at the time of morphine
treatment reversed both morphine-induced reductions in ACh release and morphine-
induced impairments of alternation scores.!33136

This section has provided evidence of ACh activity under different behavioral
and pharmacological manipulations. It is important to note that most of the reported
studies required the use of inhibitors (e.g., eserine and neostigmine) of acetyl cho-
linesterase. The ACh degradation enzyme is usually added in the perfusion medium,
because once released in the synaptic cleft, ACh diffuses, binds to pre- and post-
synaptic muscarinic and nicotinic receptors and is quickly hydrolyzed by cholinest-
erase. Only small amounts of ACh can be detected in extracellular fluid even in the
absence of cholinesterase inhibitors if cholinesterase efficiency is manipulated.!'s®
Scali et al.’ found ACh levels of 5.5 + 1.0 and 5.0 + 1.0 fmole/uL in the cerebral
cortex and hippocampus perfusates, respectively!® in the effluent from microdialysis
probes in young rats at rest.

7.7 NORADRENALINE RELEASE DURING MEMORY
FORMATION

It has been clearly demonstrated that the BLA is a critical region where converging
inputs from different neuronal circuitries such as noradrenergic and cholinergic are
integrated and modulate the consolidation of emotional memory.'3”:13 Furthermore,
the BLA is implicated in emotional memory such as fear conditioning and also in
acquisition (but not retention) of inhibitory avoidance-conditioned responses.!* It
has been reported that the BLA and the medial prefrontal cortex interact in influ-
encing the performance of affectively motivated tasks such as conditioned fear.!4?

Recent findings suggest that noradrenaline release in the amygdala may be
critical for regulating memory consolidation; several experimental results indicate
that foot-shock and several drugs that modulate memory consolidation altered nora-
drenaline release in the amygdala.!37.141-143 MclIntyre et al.'** examined the relation-
ship of noradrenaline release in the amygdala assessed after inhibitory avoidance
training and 24-hour retention performance of individual animals. They found that
noradrenaline levels significantly increased to pretraining baseline 30 min after
training and remained elevated for 2 hours. Interestingly, for individual rats, the
increases in noradrenaline levels after training correlated highly with 24-hour reten-
tion performance. These findings may indicate that the degree of activation of the
noradrenergic system within the amygdala in response to a novel emotionally arous-
ing experience predicts the extent of long-term memory for that experience.'#
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It has been suggested that improved cognitive processing is related to stimula-
tion-induced increases of noradrenaline release in limbic brain structures. It has been
demonstrated that vagal nerve stimulation improves memory, presumably by affect-
ing activity in central nervous system structures that process recently acquired
information.'#>!4> Vagal nerve stimulation at an intensity and duration that improves
memory also increases BLA noradrenaline release. These studies help explain how
peripheral neural activity modulates limbic structures to encode and store new
information into long-term memory. 42143146

Tronel et al.!” investigated the role of the noradrenergic system in the late stage
of memory consolidation in the prelimbic region of the prefrontal cortex 1 hour after
training of an appetitively motivated foraging task based on olfactory discrimination.
They observed that the extracellular noradrenaline levels in the prelimbic region
significantly increased shortly after training, with a rapid return to baseline, with
another increase around the 2-hour posttraining window. Pseudo-trained rats showed
smaller early levels and did not show the second wave of increase at 2 hours. These
results correlated with earlier pharmacological and immunohistochemical studies
suggesting a delayed role of noradrenaline in a late phase of long-term memory
consolidation and the engagement of the prelimbic region during these consolidation
processes. 48

Additionally, a complex effect has been demonstrated in the frontal cortex after
stimulation of the locus coeruleus in anesthetized rats. Noradrenaline inhibited spon-
taneous activity and at the same time facilitated evoked responses in the frontal
cortex.'* More recent in vitro studies showed that NE has a complex effect on
GABAergic interneurons in this region.'>

7.8 GLUTAMATE AND GABA RELEASE DURING
MEMORY FORMATION

The neurotransmitter glutamate is the major excitatory transmitter of the brain and
is involved in practically all aspects of cognitive function since it is the transmitter
located on the cortical and hippocampal pyramidal neurons and also throughout
different subcortical regions. Furthermore, glutamate and glutamate receptors are
involved in long-term memory formation as well as in long-term potentiation, a
process believed to underlie learning and memory.'3!-153

In relation to the evidence described above, the involvement of the forebrain
cholinergic system in arousal, learning, and memory has been well established. The
involvement of the interaction of forebrain cholinergic neurons with the glutamater-
gic system in the retrieval of aversive memory has been postulated.!>* Glutamate
and GABA may be involved in the mechanisms of memory by modulating the
forebrain’s cholinergic pathways. Giovannini et al.>* studied the activities of cortical
and hippocampal cholinergic, GABAergic, and glutamatergic systems during novelty
and habituation in rats using microdialysis during exposure to a novel environment.
They observed that cortical GABA release increased significantly only during famil-
iar exploration, while hippocampal GABA release did not increase during either
exploration. No change in cortical and hippocampal glutamate release was observed.
The researchers suggested that GABAergic activity may be involved in habituation.3*



Changes in Neurotransmitter Extracellular Levels during Memory Formation 145

Furthermore, it has been suggested that glutamate release from the vagus nerve
onto the nucleus of the solitary tract (NTS) is one mechanism by which the vagus
influences memory and neural activity in limbic structures. When glutamate was
infused into the NTS, it significantly enhanced memory on the retention test and
this effect was attenuated by blocking noradrenergic receptors in the amygdala with
propranolol (a B-adrenergic antagonist). Using in vivo microdialysis to determine
whether foot-shock plus glutamate altered noradrenergic output in the amygdala, it
was demonstrated that it caused a significant and long-lasting increase in amygdala
noradrenergic concentrations. These results indicate that glutamate may be one
transmitter that conveys the effects of vagal activation on brain systems involved in
memory formation.!'>

The effect of glutamate receptor antagonists on taste aversion learning has also
been studied in rats. The first relay where the short-term memory of a novel gustatory
stimulus and the visceral malaise stimulus could be associated during taste learning
takes place in the parabrachial nuclei (PBN) of the brainstem. Direct evidence
indicates glutamate release in the PBN during taste aversive learning, which dem-
onstrates that the extracellular level of glutamate rises during saccharin drinking.!>®
Also, microdialysis administration of selective glutamate metabotropic receptor
antagonists into the PBN disrupted the formation of CTA, but not the application
of NMDA receptor antagonist.’” Also in CTA, evidence indicates that visceral
stimulus (i.p. injection of lithium chloride) induced a dramatic increase in glutamate
release in the amygdala and a modest but significant release in the insular cortex.'3
Moreover, CTA can be elicited by intra-amygdalar microinjections of glutamate;
consequently, when glutamate is administered just before the presentation of a weak
visceral stimulus, a clear CTA is induced.

In contrast, the injection of glutamate alone or glutamate 2 hours after suboptimal
US did not have any effect on the acquisition of CTA. These results demonstrate
that glutamate activation of the amygdala can mimic the visceral stimulus signal
during taste aversive memory formation, providing a clear indication that the
amygdala conveys visceral information for this kind of memory.°"-158

Further research examined whether glutamate release in other tasks also plays
a role in memory formation. For example, female mice form olfactory memories of
the pheromones of mating males during a critical period after mating. It seems that
neural changes underlying this memory are located in the accessory olfactory bulb,
are dependent on noradrenergic neurotransmission, and most likely involve changes
at the mitral granule cell reciprocal synapses.'>® During olfactory memory, an
increase has been shown in GABA levels in response to a glutamate, and the
aspartate:GABA ratio was decreased following memory formation during exposure
to the pheromones of the mating male.

These findings are consistent with our hypothesis that memory formation
involves a long-lasting increase in the inhibition of the subset of mitral cells that
respond to the mating male’s pheromones. An increment was also observed in the
concentrations of the excitatory transmitters glutamate and aspartate in non-mating
females, suggesting that exposure to male pheromones alone, without the association
of mating, causes a long-lasting decrease in the inhibitory control of the subset of
mitral cells responding to these pheromones.!%0
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7.9 CONCLUSIONS

This chapter provides evidence obtained via in vivo microdialysis techniques that
demonstrates the activation of the forebrain cholinergic system and other neurotrans-
mitters such as glutamate, noradrenaline, and dopamine in several types of learning
and during several stages of memory formation. The results of innumerable studies
indicate that during memory formation different regions of the brain act in coordi-
nated fashion through different neurotransmission systems. The experiments ana-
lyzed in this chapter offer a sample of what may be achieved through the timely
and direct evaluation of neurochemical activity in the brain. A clear interpretation
will help explain how different processes such as motor activity, attention, and stress
are interlinked during long-term memory formation.

One caveat in the interpretation of the results obtained with microdialysis is that
stressor stimuli such as prolonged handling,'¢"'%? restraint,'6> and fear*? strongly
activate the cholinergic system. Consequently, before associating a behavioral
response with variations in ACh release or any neurotransmitter, it is essential to
exclude the possible interference of stressors or at least have the correct control
groups to help interpret the results obtained

In addition, as in any other model for in vivo measurement of neurotransmitter
release, microdialysis should not be based on the assumption that the extracellular
concentration accurately reflects synaptic concentration (for reviews of microdialysis
techniques see References 1 and 2). We must remember that extracellular concen-
tration of a neurotransmitter is not only affected by neuronal release, but also by
enzymatic metabolism, diffusion, and re-uptake. Furthermore, neurotransmitters and
metabolites obtained by microdialysate may have glial origins.!®* Thus, variations
in microdialysate neurotransmitter concentrations during stimulation or behavior do
not necessarily reflect synaptic neuronal release.

Last but not least, to achieve neurotransmitter concentrations in dialysates, the
microdialysis technique requires large quantities (around 10 to 30 pl), enough to be
quantified with the respective HPLC assays. In most experiments recorded in this
chapter, the collection periods were at least 5 min. The problem is that memory
acquisition and behavioral responses usually occur within seconds. This time scale
difference makes it very difficult to demonstrate a precise correlation between acti-
vation of cholinergic neurons and specific cognitive processes, and this currently
represents the technical limit of microdialysis experiments.

Based on the data in this chapter, the development of new analysis models may
eventually provide responses to questions that cannot yet be answered through
microdialysis or other neurochemical measurement techniques, and will enable us
to observe more closely the neurotransmitter releases in different regions of the brain
during memory formation.

However, despite all these disadvantages, the microdialysis technique currently
provides the best method for detailed descriptions of the dynamics of neurotrans-
mitter release as demonstrated in this chapter, providing important information on
the different areas of the brain, the chemical mechanisms involved, and their levels
of participation during different stages of memory formation. Accordingly, the cor-
relation of behavior with changes in the extracellular level of neurotransmitters in
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CNS regions has provided important data related to the chemical interaction and
modulation of different brain areas that form part of the circuitry of several kinds
of long-term memory.

A significant and growing number of publications report microdialysis results
because this technique allows for on-line estimates of neurotransmitters in living
animals and is a suitable method for monitoring the extracellular levels of neu-
rotransmitters during local administration of pharmacological agents.” This confirms
that the microdialysis technique is an alternative real and elegant method for the in
vivo study of neurotransmitter function in several memory systems.
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8.1 INTRODUCTION

The field of learning and memory has benefited from reversible brain interventions
since they were introduced more than four decades ago.!> Progress in developing a
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variety of reversible inactivation procedures has led to a wide array of potent tools
that now allow us to investigate different levels of learning and organization of brain
memory processes. As noted in the literature,> the complexity and variety of pro-
cesses involved in learning and memory require a complex approach to advance the
understanding of the relevant neurobiological mechanisms. Although much progress
has been made at the molecular and cellular levels, a complete picture will be only
attained by advancing knowledge of the functional organization of learning and
memory brain circuits at the system level, which it is also recognized as the most
difficult approach.*

Limitations of the available techniques for undergoing a lesion approach in the
field may contribute to the difficulties. This chapter will address the advantages and
limitations of reversible inactivation techniques for research on the neural substrate
of learning and memory at the system level. Thus, results of reversible manipulations
aimed to explore the molecular mechanisms of learning and memory will not be
considered because extensive reviews> are available on specific topics.

Since the seminal work of Bures and Buresova' inactivating wide brain regions
to dissociate sensory and associative processes in taste aversion learning and also
investigating interhemispheric transfer of memory traces, a range of procedures for
temporary inactivation of discrete brain sites has been developed and applied to
learning and memory research. Several reviews centering upon different learning
procedures have been published in the past decade and show the value of the
reversible inactivation approach for advancing knowledge in the field.!"!31437 This
chapter does not intend to be a comprehensive review of the knowledge gained using
reversible inactivation approaches, but will show representative issues that have
benefited from this approach, thus leading to a better knowledge of the brain orga-
nization of learning and memory processes at the system level. The need for careful
interpretation of the behavioral results based on the specific brain changes induced
by the currently available reversible inactivation techniques will be stressed.

8.2 BRAIN LESION APPROACH AND DYNAMIC
NATURE OF LEARNING AND MEMORY SYSTEMS

The brain creates representations of the world based on the information received
through the sensory systems. Learning depends on the plastic properties of brain
circuits that are able to undergo functional reorganization to adjust the representation
of the world in response to ongoing changes of relevant incoming information.
Memory consists of the processes involved in the maintenance of the effects induced
in the brain by the learning process. Learning systems are able to detect and modify
accordingly, not only to changes in the various features of a specific stimulus, but
also to changes involving the relationships among stimuli and between responses
and consequences. Thus, from a conceptual view, different types of learning can be
considered. Based on the variety of learning procedures and various types of mem-
ory,'? dissociable brain circuits are responsible of different forms of memory. There-
fore, as noted, memory is defined by the properties of brain circuits subserving the
neural changes induced by learning experiences. %!
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The first step toward understanding the brain organization of learning and mem-
ory is to identify the particular brain circuit that contains the site or sites forming
and retaining the memory traces induced by a specific learning experience. As
plasticity is a widespread property of neurons, these sites may be located at different
levels of the brain organization. In addition to the plastic brain sites, the brain circuits
necessary for the basic aspects of learning include the input and output circuits that
are also modified by the learning experience. This “essential memory trace circuit”!’?
may be dissociated from other brain areas that may also show learning-related plastic
changes but are not necessary for basic learning.

Locating the essential brain circuits subserving different forms of learning has
benefited from the lesion approach. Brain lesions allow us to identify the brain sites
necessary for learning and memory. Other approaches are required for unraveling
the specific roles of particular brain sites in the circuit and for identifying brain areas
that may be involved but are not required in a learning situation. A problem for the
lesion approach is that learning and memory-related changes can only be assessed
by behavioral changes. Thus, a given learning situation involves not only learning
and memory processes but also sensory, performance, arousal, attentional, motiva-
tional, and emotional processes. A brain lesion disrupting any of these processes
can lead to similar impaired performance in a retrieval test. Thereafter, for attributing
a crucial role in memory to a specific brain site using the lesion approach, it is
necessary to discard its potential involvement in other required processes. Addition-
ally, the lack of a given lesion effect may be attributed to a recovery of function due
to damage-induced brain reorganization.'®

Nevertheless, research using permanent lesions has contributed to draw a rather
complex picture of the anatomical organization of the learning and memory systems
of the brain. It has been shown that different types of learning depend on dissociable
distributed brain circuits formed by areas located at different brain levels. Moreover,
independent learning circuits may share components as well as modulatory actions
by higher-order brain circuits. Interactions among dissociable brain circuits add
complexity to this general picture. Also, memory may involve additional brain sites
beyond those initially modified by the learning experience.

However, this static picture does not allow us to fully understand the functional
architecture of learning and memory systems. Learning and memory consist of time-
dependent dynamic processes. Various successive stages of learning such as acqui-
sition, consolidation, retention, retrieval, reactivation, and extinction may be disso-
ciated. Even these conceptually defined stages are not unitary and include indepen-
dent processes. As these processes take place successively, permanent lesions may
not be able to dissociate them, even if applied at different times in a learning situation.
The disruption of different processes that takes place after a lesion could equally
explain memory impairment induced by permanent damage of a particular brain
site. Moreover, the same brain site may have independent roles in different learning
stages, which cannot be evidenced by permanent lesions.

Reversible inactivation techniques solve some of these problems, because they
allow a particular brain area to be inactivated during a particular stage, being fully
functional during later stages. On the one hand, depending on the behavioral pro-
cedure and type of learning studied, a reversible lesion may be able to dissociate
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learning from sensory and performance processes. On the other hand, the specific
contribution of a particular brain site to one stage, but not to another, may be unveiled
by selective disruption at a specific time window.'® Moreover, if the same area is
required to be functional at different stages, several independent roles may be
envisaged. A related issue that may benefit from reversible inactivation techniques
is dissociating brain circuits subserving different but temporally overlapping learning
processes.!! This is the case of retrieval and extinction, because each retrieval test
represents also an extinction session. Reversible inactivation allows us to explore
the independent role of a given brain site on extinction by later testing on a func-
tionally intact brain. Similar or different outcomes of the functional inactivation in
retrieval and extinction would lead to valuable hypotheses concerning the brain areas
involved.

In all, reversible inactivation techniques represent valuable tools for exploring
not only the temporal organization of the processes involved in learning and memory,
but also the structural organization of independent but overlapping learning circuits
contributing to the observed outcomes.

8.3 REVERSIBLE INACTIVATION TECHNIQUES

There are a number of procedures for reversible brain inactivation since it can block
the neural function by interfering with it at different levels. The spatial and temporal
parameters of inactivation depend on the technique applied, thus affecting the appli-
cation to system studies of learning and memory. A variety of enzyme inhibitors
have been used to dissect the molecular mechanisms of learning and memory, but
reviewing these techniques is beyond the scope of this chapter.>~®

8.3.1 TRANSCRANIAL MAGNETIC STIMULATION

First used as a technique to measure the conduction times of motor pathways,
transcranial magnetic stimulation (TMS) is a noninvasive technique that may have
various applications in humans.!*-2! In addition to its application as an essay similar
to the Wada test or electrical cortical stimulation in patients candidates for brain
surgery, TMS may be used as a tool for creating reversible lesions. Although the
action mechanisms of TMS on neuronal activity are not well understood, it may
interfere with the ongoing pattern of activity with high precision timing. In single-
pulse studies (duration of magnetic stimulus <1 msec) it induces neurophysiological
effects lasting up to 100 msec. In repetitive TMS trains with frequencies of 1 to 25
Hz and a duration from hundreds of milliseconds to seconds, the interfering effects
last throughout the stimulation and may persist at least 1 hour following magnetic
stimulation in memory studies.??

Longer-lasting effects that may have applications in the treatment of depression
are being explored.!?2023 It has been calculated that TMS penetrates no deeper than
2 cm from the surface of the scalp and therefore induces focal changes of brain
activity only in the area of the cortex directly underneath the coil. However, studies
combining TMS and neuroimaging have shown that the effect spread to adjacent
areas within 5 to 10 msec and to homologous regions in the opposite hemisphere
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within 20 msec.?? Cortical and subcortical distal areas that are connected with the
affected area also showed changes in blood flow.2!24

8.3.2 CRrYOGENIC INACTIVATION TECHNIQUES

Cooling a brain site at around 20°C induces a neuronal block surrounded by a
concentric hyperexcitable area at 30°C at the periphery of the inactivated lesion.?
Depending on the temperature reduction, either synaptic transmission affecting the
cell bodies or axonal conduction may be blocked. Local neuronal activity and
synaptic transmission, but not axonal conduction, seem to be blocked if tissue
temperature is kept between 8.5 and 20°C.%° Cryogenic techniques allow a high
precision control over the inactivation onset, duration, and recovery. A complete
block can be induced within a few minutes, be maintained for minutes to hours, and
readily terminated in minutes. Cryogenic techniques also permit repeating the inac-
tivation of a constant extent area several times in a 24-hour period without affecting
reversibility.

Minor deterioration of the tissue has been identified only when the tissue is
cooled and rewarmed more than 40 times in a 12-hour period.?”-?® The extent of the
inactivation depends on the specific technique used. Inactivating deep brain struc-
tures require implanting cryotips — small devices formed by two stainless steel
tubes.?62%3% The inner tube delivers the coolant at the tip of the probe, which is
insulated or even warmed to avoid unspecific cooling of the overlying brain tissue.
While the tip of a cryoprobe was kept at 4.0 to 5.0°C, the brain temperature recorded
at a distance of 0.5 mm was 7.0 to 10.0°C. It raised to 21.0 to 22.0°C at a distance
of 1 mm and reached 32°C at a distance of 1.5 mm.?® The effect did not extend
beyond 2.0 mm; temperature recorded at this distance was normal. The main draw-
backs of cryogenic techniques are the complex technical requirements and the fact
that the cooling probe is thicker than the injection cannula used for pharmacological
techniques, thus inducing damage to a greater extent in the overlying brain tissue.

8.3.3 PHARMAcOLOGICAL TECHNIQUES

Inactivating a brain site by injecting pharmacological agents can be accomplished
via two main methods: (1) sodium channel blockers such as tetrodotoxin (TTX) and
local anesthetics that prevent initiation and transmission of action potentials both in
cell bodies and axons, and (2) agonists and antagonists of neurotransmitters that
interfere with neuronal activity at the synaptic level. Both require delivering the
pharmacological agent through injection cannulae connected to microsyringes driven
by injection pumps.?

The injection cannula may be inserted in chronically implanted guiding cannulae
in most behavioral studies. For deep brain areas, the microinjection procedure allows
more deactivation of smaller regions than the previous techniques and damage to
the overlying tissue is minimized due to the smaller diameter of the injection cannula.
The possibility of permanent damage due to tissue displacement is minimized by
controlling the drug volume (typically a maximum of 1 ul) and infusion rate (1
/60 sec has been widely used but lower rates around 1 pl/90 sec minimum are
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recommended). Although it is possible to apply repeated injections, the spread of
the agent may be variable and mechanical damage to the overlying tissue may be
enhanced due to repeated insertions of the injection cannula.”> Moreover, in certain
brain regions, the repeated administration of some agents may cause permanent
damage.?® The tissue elements inactivated and temporal parameters of the inactiva-
tion vary, depending on the agent injected.

8.3.3.1 Sodium Channel Blockers

Sodium channel blockers prevent neuronal transmission both in cell bodies and fibers
passing throughout the area, inducing both local and distant effects. They may be
applied for inactivating any brain region because sodium channels are present in all
parts of the nervous system. Both TTX and local anesthetics have been widely used.

The spatiotemporal extent of TTX-induced inactivation has been calculated for
different dosages and brain sites. Zhuravin and Bures?! reported that 1 pl of TTX
(10 ng) injected into the Edinger/Westphal nucleus blocked a spherical volume of
tissue about 3 mm in diameter, with a maximum effect lasting 2 hours and decaying
during the subsequent 20 hours. These results were in accordance with those obtained
by Harlan et al.*> who monitored lordosis and other reflexes following a similar
dosage of TTX in female rats. Intrahypothalamic TTX injections suppressed multi-
unit activity completely within 6 min, and this suppression lasted at least several
hours. Reduced lordotic responsiveness was evident 40 min after the injection and
peaked 2 to 4 hours later; complete recovery required 12 to 24 hours.

In a later study using the same response, Rothfeld et al.* reported that TTX
injections in the dorsal midbrain reduced responsiveness within 2 min following
TTX injection and lasted up to 8 hours. Klement et al.’* found that 5 ng/ul TTX
injected in the dorsal hippocampus reduced spontaneous local field potentials within
3 min and abolished synaptic and population responses evoked by stimulation of
the perforant pathway at sites 2 mm away from the TTX infusion point. The diffusion
of TTX, estimated by injecting 5% India ink solution did not exceed a radius of 1.4
mm, which is in agreement with previous findings.

Local anesthetics include both amides such as lidocaine, and esters such as
procaine. They have shorter induction and inactivation times than TTX due to rapid
enzymatic breakdown. For lidocaine, the blockade duration may last from 15 min
to 1 hour, depending on the dosage and much longer (up to 90 minutes) in fiber
tracts. The usual range is 20 to 40 ng in 1 pl for single injection studies. Autorad-
iographic assessment in cortical tissue has shown that the maximum spread takes
place within 10 to 15 min, achieving a radius of 1.5 to 2 mm.? Glucose uptake and
metabolism monitoring has indicated hypometabolism in an extensive area of 3 mm
which doubles the area where the drug level declines. Thus, reduced synaptic activity
of neurons efferent from the inactivated site may explain it.

Boehnke and Rasmusson® compared the extent and duration of the neuronal
inactivation induced by TTX (10 uM) and lidocaine (10%) delivered via microdial-
ysis in the somatosensory cortex. Electrophysiological recordings of sensory-evoked
potentials indicated that TTX induced a more complete neural blockade (60%) over
a wider radius than lidocaine (2 and 1 mm, respectively). Responses recovered within
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40 min at 0.5 mm after lidocaine infusion while they remained at least 2 hours after
TTX infusion. Differences in metabolism, removal mechanisms, and relative binding
strengths may explain these differences.®

8.3.3.2 Agonists and Antagonists of Neurotransmitter
Receptors

The use of agonists and antagonists of neurotransmitter receptors provides useful
techniques for inactivating specific brain systems and regions. The infusion of
neurotransmitter receptor agonists and antagonists in a particular brain area has the
advantage of temporary inactivation of the local neurons, avoiding fibers of passage.

A comparison of permanent and reversible lesions that equate neurotoxic lesions
and neurotransmitter agonists and antagonists versus electrolytic lesions and
lidocaine or TTX in terms of tissue affected has been established.'* For specific
brain regions such as the hippocampus, antagonists of the main excitatory transmitter
receptors such as glutamate may block neuronal activity in the area. However GABA-
A receptor agonists that hyperpolarize neurons, preventing action potential genera-
tion, are good choices for most brain sites because GABA-A receptors have a wide
distribution in the central nervous system.

The glutamate AMPA/kainate receptor antagonist LY326225 has been applied
for reversible inactivation of the hippocampus in a study that examined the extent
and time course of functional inactivation. Dentate gyrus field potentials in response
to perforant pathway stimulation or CA1 potentials in response to stimulation of the
homotopic contralateral CA1 region were monitored. Acute infusions (1 pl; 1.5 mM)
reduced 90% extracellular field potentials in 4 to 6 hours. Chronic infusions (0.375
mM) through osmotic minipumps for 7 days abruptly decreased the fast synaptic
transmission that returned within 1 day of pump exhaustion.!* The extent of the
inactivation was measured with 2-DG autoradiography during and after drug infu-
sion. The results showed that dorsal hippocampus (CA1-CA3 and dentate gyrus),
but not ventral hippocampus, showed reduced glucose utilization. The reversibility
of the inactivation was demonstrated by the fact that normal levels of glucose
utilization were recorded after a 7-day inactivation.

The GABA-A agonist muscimol is the most common agonist in reversible
inactivation studies. Unlike the short-lasting blockade induced by GABA with a
duration similar to those of local anesthetics, the effects of muscimol persist for 12
to 24 hours.? This can be attributed to the multiple mechanisms for clearing unbound
GABA from synapses and the fact that muscimol has a higher affinity and bonds
more tightly to GABA-A receptors. Thus muscimol is either immediately bound to
local GABA receptors or is taken up locally by glia.”

Drug spread measured by autoradiography and spatial extent of inactivation
monitored by local glucose uptake and metabolism was similar for muscimol and
lidocaine.?> Muscimol produced a local block of neuronal firing by hyperpolarization.
However, this does not preclude the induction of distal effects on remote brain areas
connected with the inactivated site. Both these effects should be taken into account
for an accurate interpretation of effects of muscimol injections on behavior. In order
to dissociate both local and distant effects, agents such as muscimol that act at the
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synaptic level and those such as TTX that disrupt axonal transmission are usually
applied.'”-3

8.3.4 PROTEIN SYNTHESIS BLOCKERS

Disregarding specific enzyme inhibitors that inactivate particular molecular cas-
cades, a variety of protein synthesis blockers administered to specific brain sites
have been applied to induce transient metabolic lesions. Anisomycin is the most
used inhibitor of protein synthesis used in learning and memory studies, although
other inhibitors such as puromycin and cycloheximide are also used. Anisomycin is
considered a relatively specific inhibitor that blocks the peptidyl transferase reaction
in ribosomes.?’ It has been reported that local anisomycin injections in the gustatory
cortex, but not intraventricular injections, reduced protein synthesis more than 90%
as assessed by injection of [»S] methionine. The inhibition increased rapidly in the
first 20 min and lasted for 90 min, slowly decaying in the next 240 min. The effect
was localized, affecting tissue with a radius smaller than 2 mm.?’

8.3.5 GENETIC INACTIVATION TECHNIQUES

A similar reversible lesion approach at the system level by inactivating a particular
gene in learning and memory has become possible nowadays through the develop-
ment of mouse genetic manipulation techniques. The use of region-specific inducible
knockouts solves some of the problems posed by conventional knockout mice and
affecting all tissues and life stages.*® By temporarily switching off a particular gene
in a specific brain region of the adult mouse, ontogenesis is left undisturbed and
brain circuits involved in sensory and motor processes may be spared, thus, facili-
tating the interpretation of the behavioral outcome.

However, this technique presented difficulties related to the mutant mice gener-
ation method, requiring at least four independent mutant mouse strains in order to
generate the final knockout mice. Moreover, the temporal resolution of the inacti-
vation may not adjust to the time scale of some learning and memory processes.
Most knockouts of gene expression take hours to days after beginning the treatment
with the inducer and several days of inducer withdrawal may be required for restoring
the gene expression.’® Cui et al.* reported that the knockout of NMDAR function
in inducible, reversible, forebrain-specific NMDARI1 knockout (iFB-KO) mice
occurred 5 days after feeding the animals with food containing the inducer doxycy-
cline. This long delay is due to the time required for the previously made NMDAR
to be degraded, because the inducer readily switches off the transgene expression.
Thus, a new approach has been applied to generate mutant transgenic mice express-
ing inhibitors that compete with the natural form by inactivating a target molecule
at the protein level.?

Josselyn et al.*° reported a delay of 6 hours for CREB disruption after tamoxifen
administration in transgenic mice that reversibly expressed a dominant negative form
of CREB in the forebrain. In the absence of the inducer, the CREB repressor is
inactive, but when active it competes with the endogenous CREB disrupting CREB-
mediated transcription. Wang et al.*! were able to inactivate and activate CAMKII
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with a high temporal resolution in a range of minutes by generating a transgenic
mouse strain with a modified protein containing a silent structural mutation that
creates an artificial site so that a synthesized ATP inhibitor can bind to it. According
to the pharmacokinetics, the inhibitor enters the brain 3 to 5 min after i.p. injection
and reaches peak brain levels at 20 min, decreasing to basal level in 45 min. A single
i.p. injection of the inhibitor completely suppressed kinase activity for the following
8 to 35 min. Chronic oral intake in drinking water induced partial inhibition by 6
hours and complete suppression after 24 hours. This inhibition can be maintained
without observable side effects and it is easily reversed within 2 days after withdrawal
of the inhibitor.

8.3.6 ADVANTAGES AND LIMITATIONS OF REVERSIBLE INACTIVATION
TECHNIQUES

Certain issues should be taken into account for the selection of the technique to be
applied and the interpretation of the behavioral outcomes in learning and memory
studies. First, although the particular neuronal mechanisms interfered with may be
different, all the techniques mentioned share the abrupt disruption of a specific site,
which induces a completely different brain state affecting also distal areas. This
represents an advantage because circuit reorganization does not seem to play a
relevant role in reversible lesions because no permanent damage occurs.** However,
the altered brain state induced by the abrupt local functional inactivation may affect
learning and memory. It is well-known that both retrieval and extinction are context-
dependent processes, being either external or internal.

The learned response may be under the control of contextual cues present during
acquisition or extinction. In state-dependent learning, the relevant contextual cue is
usually a centrally acting drug such as ethanol or morphine,*> but altered brain
activity induced by epilepsy has also been proposed to play a role.* The absence
of the drug during the test day impairs memory retrieval following pre-training
administration of drugs. This impairment may be reversed by pre-test administration
of a dose similar to that applied during training.

Drug-induced state-dependent learning is well documented in different species
from C. elegans* to humans.*> Thus, the absence of the CR during retrieval with
an intact brain following inactivation of a given brain site during acquisition could
be attributed to a state-dependent learning impairment rather than a disruption of
the acquisition processes. A similar explanation may account for retrieval deficits
following pretesting inactivation of a brain site that was intact during acquisition.
Control groups demonstrating that a similar inactivation in different areas or different
learning tasks does not induce a similar impairment are required for excluding such
an effect. Additionally, the altered brain state may have aversive properties, thus
being able to act as an unconditioned stimulus. This is an important issue as aversive
learning protocols are widely used for studying brain memory circuits. Demonstrat-
ing no aversive properties of the brain intervention is required if the results show
intact conditioned responses.*’

The second issue is that most of the techniques mentioned require stereotaxic
surgery and infusion procedures. These procedures have the great advantage of
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allowing access to deep brain sites but show limitations regarding both the precision
of the brain intervention and behavioral consequences. In addition to the issues
shared with permanent lesions, stereotaxic and infusion procedures raise specific
concerns in reversible inactivation studies. On the one hand, the current development
of stereotaxic procedures permits limited spatial precision in target locations that
vary among subjects. In permanent lesion studies, subsequent histological analysis
of the damage area overcomes this limitation. However, only the location of the
injection device track can be assessed in reversible inactivation studies, unless
additional staining procedures are added. In fact, most of the reversible inactivation
studies aimed to monitor the extent of the deactivated area have been performed in
independent groups of animals. Variability of the infusion point location is increased
in pharmacological studies if repeated injections in the same animal are required,
because only the guiding cannula, but not the injection cannula, remains in place
during the interval between infusions.

On the other hand, microinfusion procedures are also great sources of variability.
Unless the injected volume and infusion rate are carefully controlled, variability
among subjects can be expected due to unnoticed occlusion of the injection cannula
as it is advanced through the brain because the tubing connecting the microsyringe
and the infusion device can expand slightly.”> Additionally, unnoticed changes in
the rate and the volume of the injection may induce irreversible tissue trauma that
can be detected by subsequent histological analysis.

With respect to the behavioral effects of infusion procedure, the possibility that
the procedure may provide contextual cues should be considered. A role for the i.p.
injection cues has been proposed in other learning phenomena.***’” Whenever appro-
priate, and depending on the technique used, previous habituation to the injection
procedure or applying control vehicle injections can be an appropriate control pro-
cedure.®® A further issue is the time that infusion takes, that may exclude detecting
short-lasting changes involved in learning and memory.? Infusion usually takes about
3 min and the drug remains in the target area for several minutes before diffusion.

Finally, a third issue concerns the reversibility of the brain inactivation that
represents the advantage of the mentioned techniques. On the one hand, the choice
of the inactivation technique will depend on the estimated duration of the process
under study. However, the temporal parameters of the transient inactivation cannot
be established precisely with most techniques. Individual variability should be also
taken into account. Thus, as the temporal parameters of hidden learning and memory
processes are not always well known, careful interpretation of negative results is
needed. Conversely, the advantage of reversible techniques for applying within-
subject designs?® may be limited by restrictions imposed in repeating the interven-
tion. Depending on the brain area and the particular technique applied, the risk of
a decreased effect or permanent damage after repeated inactivation should be con-
sidered.

In all, a good knowledge of the brain and behavioral effects of the reversible
inactivation techniques available is required for the advantages that they bring to
the study of learning and memory brain systems to be most useful.
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8.4 LEARNING BEHAVIORAL MODELS AND
REVERSIBLE INACTIVATION TECHNIQUES

Considering that the functional brain architecture underlying memory is complex
because it is formed by a variety of dissociable brain circuits that may interact, a
choice strategy for applying the reversible approach reducing alternative interpreta-
tion may be to use simple learning procedures inducing robust learned responses
that are not easily disrupted by nonspecific effects of transient brain inactivation.
Previous knowledge of the behavioral parameters and well-defined sensory and
performance pathways involved in the particular learning type will facilitate the
experimental design and the interpretation of the reversible inactivation effects.

This is the case of eyeblink classical conditioning, one of the best defined
procedures of learning at the behavioral and neurobiological levels, which benefits
from the reversible inactivation approach. Eyeblink conditioning has the advantage
of depending on brain plastic sites located outside the main sensory and motor
pathways. The anatomical dissociation of these processes eliminates some of the
interpretation problems using the lesion approach. However, permanent lesions
cannot dissociate the specific role of a given brain site in the learning process.
Instead, learning and performance deficits would lead to similar outcomes.

The use of one-trial learning procedures provides two main advantages when
applying reversible inactivation techniques. First, the acquisition process is localized
more precisely in time, making easier to dissociate acquisition and retrieval. Second,
the use of one-trial learning protocols reduces the number of brain inactivation
periods required, thus avoiding the problems related to repeated blocking in most
of the inactivation techniques. Extensive research applying the reversible inactivation
approach to inhibitory avoidance learning,'>!? fear conditioning,**-5! and taste aver-
sion learning!®!! has achieved fruitful results. In fact, inactivation of a critical
learning brain site during the acquisition stage using one-trial learning should lead
to impaired CR during a subsequent retrieval test after inactivation removal. How-
ever, no effect should appear if the inactivated site is only involved in performance.

An additional advantage is the possibility of temporally separating sensory and
learning processes during acquisition such as in taste aversion learning which permits
long delays in ranges of minutes or even hours between the conditioned stimulus
(CS) and the unconditioned stimulus (US). Thus, inactivation of a given brain area
may be applied after taste processing, leaving the brain intact again during later
conditioning and retrieval test.

Taking advantage of this peculiar feature, reversible inactivation techniques have
facilitated identifying an associative role of brain sites that are also relay areas in
the main gustatory system such as the parabrachial area.>> Nevertheless, the
problem of dissociating sensory, motor, or performance factors from learning pro-
cesses does not apply to reversible post-trial interventions because the brain may be
intact during both acquisition and testing. In fact, studying the brain mechanism of
the consolidation of the memory trace has been one of the fields that has benefited
most from the use of reversible interventions.%%3

Finally, complex learning phenomena protocols may be useful behavioral tools
for dissociating sensory and learning processes that overlap during acquisition or
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retrieval sessions. It is well-known that previous experience either with a CS or US
interferes with subsequent learning. Thus, latent inhibition induced by the previous
exposure to the conditioned CS and the effect of the US pre-exposure may be used
as powerful tools if reversible brain inactivation during the acquisition phase results
in memory impairments. As both phenomena require a previous temporally separated
pre-exposure phase, disruption by reversible inactivation of the relevant brain site
during this phase may disclose its sensory role.

Instead, a taste memory role for the gustatory insular cortex has been supported
by Berman and Dudai*’* using a latent inhibition procedure. Also, negative results
of inactivation during the pre-exposure phase (the inactivation conditions identical
to those inducing disruption during the acquisition phase) exclude an interpretation
based exclusively in sensory impairment and suggest an associative role for the area.
As an example, Ballesteros et al.>® showed that transient PBN blockade by TTX
injections 30 min after LiCl exposure did not interfere with the US pre-exposure
effect, showing that the pre-exposed group had reduced taste aversions. These results
demonstrated that the disrupting effect of PBN inactivation during taste aversion
acquisition using an identical procedure could not be attributed to impaired process-
ing of US-aversive properties.

However, the use of reversible inactivation technique in complex learning behav-
ioural protocols has the main limitation of requiring a higher number of animals,
thus increasing cost and time requirements. The need of several control groups to
demonstrate complex phenomena represents a serious pitfall of neurobiological
studies’” and may be the reason why reversible inactivation techniques are rarely
applied to studies of more complex learning protocols.

8.5 DISSOCIATING INDEPENDENT LEARNING AND
MEMORY PROCESSES

The reversible inactivation approach has proven especially valuable for localization
of associative loci in the previously identified essential brain circuit of a given type
of learning. Research on taste aversion learning and eyeblink classical conditioning
may exemplify two different strategies aimed to dissociate sensory, motor and
associative roles of a brain area. Additionally, research aimed to dissociate the neural
circuits subserving overlapping learning processes can benefit from reversible inac-
tivation studies. Research on the neural mechanisms of extinction may be represen-
tative of this issue.

8.5.1 DISSOCIATING SENSORY AND ASSOCIATIVE PROCESSES
DURING ACQUISITION

Due to the fact that taste aversion permits introducing a long delay between the taste
CS and the LiCl injection usually applied for inducing malaise (US), reversible
lesions are especially appropriate to leave intact taste processing both during acqui-
sition and testing. This temporal dissociation has been essential for identifying an
associative role of the parabrachial nuclei (PBN) in taste aversion learning because
the area is the second brainstem relay in the main gustatory and visceral pathways.>?
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While total permanent lesions of the PBN interfere with autonomic functions
essential for survival, partial permanent lesions may disrupt either taste or visceral
processing, thus preventing a clear interpretation in terms of associative deficits.!%!!
Pioneering studies using TTX for temporary inactivation of the PBN after taste
processing®* or following the acquisition trial®> support an associative role of the
area. These interventions prevented the acquisition of conditioned taste aversions,
suggesting an associative role of the area in addition to its sensory role. Moreover,
a potential explanation of the results in terms of visceral processing impairment
induced by pre- or post-trial PBN inactivation has been discarded. A similar dosage
TTX injection after LiCl administration does not prevent visceral processing as
demonstrated by efficient US pre-exposure effects on subsequent conditioning.>?

8.5.2 DissoCIATING MOTOR AND ASSOCIATIVE PROCESSES DURING
ACQUISITION

In eyeblink classical conditioning, a variety of reversible lesion techniques such as
muscimol, TTX, reversible cooling, and protein synthesis inhibitors have been com-
bined to dissociate the specific roles of previously identified brain areas forming the
basic learning circuit in acquisition and motor performance.!” Inactivation of each
brain site forming the basic circuit during acquisition would prevent the conditioned
response (CR). However, inactivation during acquisition of those areas relevant for
motor output should not prevent learning unless CR performance would be required.

Consistently, animals trained during inactivation of the cerebellar anterior inter-
positus nucleus and its afferent sites did not exhibit the CR in a later test after
removal of the inactivation. No savings were seen in later training. In contrast,
inactivation of the areas receiving efferent projections from the interpositus nucleus,
such as the superior peduncle, red nucleus, and motor nuclei, prevented CR during
training but this was evident in a later test leaving the brain intact. In fact, a complete
learning reaching the asymptote was reported. These results dissociate the role of
the explored brain sites in acquisition and performance and support an associative
role for the interpositus nucleus in eyeblink conditioning (see alternative interpre-
tations based on electrophysiological data’$>°).

8.5.3 DissocCIATING OVERLAPPING LEARNING PROCESSES

The use of reversible inactivation during extinction tests is providing a new tool for
exploring the neural substrates underlying extinction in different types of learning.
The results demonstrating the possibility of dissociating anatomical and functional
circuits involved in acquisition, expression, and extinction are in accordance with
the current view of extinction as a form of new learning that interferes with the
previous learned CR. Local injections of anisomycin into different amygdalar nuclei
yielded opposite results on acquisition and extinction of conditioned taste aversion.

Injections applied 20 min before the extinction test into the basolateral (BLA)
but not the central (CeA) nucleus of the amygdala impaired extinction. In contrast,
the same inactivation procedure in CeA but not BLA impaired learning if applied
20 min before the conditioning session.®® Immediate post-trial anisomycin injections



170 Neural Plasticity and Memory: From Genes to Brain Imaging

in the same amygdala nuclei yielded similar results. Moreover, the same basolateral
amygdala inactivation induced no effect in a behavioral protocol including intensive
two-trial learning which depressed extinction.®! A similar interference of extinction
by anisomycin injections into the insular gustatory cortex before the retrieval test
has been reported; an aversive effect of the transient inactivation “may be” discarded
as anisomycin in the insular cortex did not induce aversions.* These results suggest
independent neural circuits for conditioned taste aversion extinction and other acqui-
sition, retrieval, or consolidation processes.

Consistent results have been obtained with other learning procedures such as
eyeblink classical conditioning.®? Reversible inactivation of the motor nuclei relevant
for the CR by muscimol injections completely prevented extinction, which was
resumed on subsequent extinction tests with an intact brain.®® However, the inacti-
vation of the same nuclei did not prevent acquisition of the CR. An unspecific effect
of preventing RC expression on extinction can be discarded because muscimol
inactivation of the red nucleus that interferes with the CR does not prevent extinc-
tion.%?

8.6 SUMMARY

The current development of the lesion approach takes advantage of reversible brain
inactivation for the study of the neural substrates of learning and memory at the
system level. The advantages and limitations of the available techniques have been
reviewed. Careful consideration should be given to behavioral and technical pitfalls
of reversible brain inactivation in order to avoid inaccurate interpretation of the
results. Some issues such as dissociating both independent processes contributing
to a given learning situation and overlapping learning processes may benefit from
the reversible approach.
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9.1 INTRODUCTION
9.1.1 BRIer HisTORY

The beginning of the 20th century coincided with a conceptual advancement that
has guided most of the experimental research on the neurobiology of memory: the
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hypothesis of memory consolidation. Georg Elias Miiller and his pupil Alfons
Pilzecker published an ample monograph in which they reported 40 experiments
carried out between 1892 and 1900, with the aim of identifying laws that govern
the establishment and retrieval of memory. They devised the concept of memory
consolidation and introduced it into scientific literature. The major conclusions of
their work were that memory fixation requires time (consolidation) and that memory
is vulnerable during the period of consolidation.'

The 100 years that followed Miiller and Pilzecker’s seminal work witnessed
rapid development in the field of the neurobiology of memory.? The first descriptions
of cerebral structures necessary for storing learned information were made with the
use of physiological and pharmacological tools, coupled to behavioral and neuroan-
atomic techniques. Thus, it was found that lesions, electric stimulation, and reversible
inactivation of a number of brain regions produce significant deficiencies of memory.
The use of systemic or direct administration into the cerebral parenchyma of drugs
that activate or block the action of neurotransmitter molecules indicated that specific
neurotransmitter systems were involved in memory consolidation.?-

Evidence that began accumulating decades ago strongly indicates that de novo
gene expression is required to establish long-term memory.”# Recently, molecular
and genetic techniques have permitted the identification and characterization of
genes and molecules that seem to play key roles in memory consolidation.® For
example, numerous experiments strongly suggest that the cyclic AMP-dependent
activation pathway, the cAMP response element binding proteins, and a cyclic AMP-
dependent cascade of gene expression are necessary for consolidation of simple and
complex forms of memory.!%-!3

In general, data obtained using the methodologies described above are consistent
with one another. In other words, if a lesion of a particular cerebral structure produces
a memory deficit, then the same consequence is observed after functional interfer-
ence with the same structure produced by electric stimulation, pharmacologic block-
ade of some of its neurotransmission systems, or by other means including inhibition
of protein synthesis. On the other hand, local administration of agonists or precursors
of the corresponding neurotransmitters brings about improvement of memory pro-
cesses. In this manner, it was possible to identify specific cerebral structures whose
activities are essential for storage of particular types of memory or for storage of
several types of memory.

White and McDonald!4!> put forth an interesting proposition about multiple
memory systems. In an elegant experimental series in which three versions of the
eight-arm radial maze were studied, they demonstrated' that damage to the striatum
impedes the establishment of procedural memory (habit learning), while lesions of
the amygdala or hippocampus did not. On the other hand, amygdalar lesions, but
not lesions of the striatum or hippocampus, caused deficiencies of emotional mem-
ory. Furthermore, hippocampal lesions interfered with spatial memory, but no inter-
ference was produced by lesions of the striatum or amygdala. In other words, they
found that particular types of memory are dependent upon normal activity of par-
ticular cerebral structures.
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A learning task that has been widely used to study the acquisition, consolidation,
and retrieval of memory is one-trial inhibitory avoidance. The procedure used in
many laboratories involves a box with two compartments (bright and dark) divided
by a sliding door. The floor of the dark compartment can be electrified. The subject,
usually a small rodent, is placed first in the bright compartment while the sliding
door is closed. The door is then opened and if the rodent passes through the door
to the dark compartment, the door is closed and the floor is electrified. After a few
seconds the door is opened again and the rodent usually escapes to the bright
compartment. The retention (memory) test session can be performed shortly after
the training session to evaluate short-term memory and 24 hours or more after
training to check the integrity of long term-memory. The test session consists of
placing the rodent again in the bright compartment and measuring the time it takes
the animal to cross to the dark compartment; if an animal does not cross after a pre-
determined maximum time, the session is ended. High latencies reflect a well
established memory, while disruptions in memory are revealed as short latencies to
cross to the dark side.

The types of memory studied by McDonald and White'* are implicated in this
task: (1) it has a high emotional component, (2) it is established through spatial
cues, and (3) it implies the association between a particular context and a motor
response. According to the proposal of McDonald and White, the striatum, amygdala,
and hippocampus should be necessary for memory consolidation of this task. Indeed,
this is the case.!6-2!

Despite the antecedents described above, a series of experimental studies initi-
ated systematically in our laboratory indicate that the prevailing theory of memory
consolidation does not apply to memory of relatively strong learning situations, such
as those mediated by multiple learning sessions (overtraining) or by relatively high
aversive stimulation (over-reinforcement). It should be kept in mind that consolida-
tion theory postulates that memory fixation requires the passage of time (consoli-
dation) and that memory is fragile during the period of consolidation.!?

What follows is an account of data that have led us to an alternative proposal
germane to the way memory consolidation occurs in situations of enhanced training.
The experiments to be described do not necessarily follow a chronological order.
They deal with studies of inhibitory avoidance unless stated otherwise.

9.2 PROTECTIVE EFFECT OF ENHANCED TRAINING

9.2.1 SYSTEMIC TREATMENTS

9.2.1.1 Cholinergic System

One neurotransmission system that has received ample attention because of its
probable involvement in memory processes is the cholinergic system. Although
exceptions?>?* exist, numerous studies demonstrate that systemic or intracerebral
administration of acetylcholine antagonists produces significant deficiencies in a



178 Neural Plasticity and Memory: From Genes to Brain Imaging

great variety of learned behaviors including inhibitory avoidance; likewise, admin-
istration of agonists or precursors of memory formation.?+-28

In 1990, Durdn-Arévalo, Cruz-Morales, and Prado-Alcald® reported that
intraperitoneal (i.p.) administration of scopolamine (a muscarinic receptor blocker)
immediately after training produced the known amnesic effect when retention was
tested 24 hours later. However, when other groups of rats were submitted to
stronger learning experiences by increasing the intensity of foot-shock during
training, scopolamine did not produce any detrimental effect on memory, as
depicted in Figure 9.1.

Along these lines, Cruz-Morales et al.*® conducted a study to determine whether
the protective effect of enhanced learning against the amnesic effect of scopolamine
was a gradual phenomenon or whether a certain intensity threshold had to be reached
in order to observe this effect. Independent groups of rats were trained with increas-
ing intensities of foot-shock at 0.1-mA intervals. They found that all intensities
produced optimal retention scores in the control groups and a strong amnesic effect,
within a range of relatively low intensities, in those treated with scopolamine. A
further increment of less than 4% of the intensity that previously produced amnesia
completely counteracted the effect of scopolamine. In other words, it seems that
within an ample range of intensities, the cholinergic blocker produces amnesia, but
when the aversive stimulation is slightly increased beyond a certain value, the
cholinergic system is disengaged from the process of memory consolidation.

Later we assessed the effects of posttraining systemic scopolamine on memory
with groups of rats trained with very low, medium, or high levels of foot-shock
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FIGURE 9.1 Median retention scores obtained 24 hours after training with low or high foot-
shock intensities. INT = intact animals. The rest of the groups were injected i.p. with SAL
(isotonic saline), M8 (8 mg methylscopolamine — a cholinergic blocker that does not readily
cross the blood-brain barrier), S (2, 4, 6, 8, or 12 mg/kg scopolamine bromide) 5 min after
training.
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intensities. As expected, scopolamine produced the typical amnesic state in the
animals with an intermediate level of training and no effect in animals with high
levels of training. Surprisingly, animals with low degrees of training (very low foot-
shock intensity) did not show memory deficits.?!

Taken together, these data indicate that cerebral cholinergic activity is neces-
sary for memory consolidation under conditions of intermediate levels of training,
but is not required when very low magnitudes of aversive stimulation (sufficient
only to produce some amount of retention) or relatively high levels of the negative
reinforcer are administered. Thus, it can be concluded that enhanced learning and
weak learning as well protect memory from the amnesia typically produced by
anticholinergic agents. One important question was whether this phenomenon can
be generalized to other neurochemical systems. As described below, the answer
is positive.

9.2.1.2 Serotonergic System

Depletion and blockade of cerebral serotonin and lesions of central serotonergic
pathways impede normal learning and memory, while activation of some of the 14
serotonin-receptor subtypes improves these cognitive processes.’?

In a first attempt to find out whether enhanced learning counteracts the typical
amnesic effects of interference with serotonergic activity, we used p-chloroamphet-
amine (PCA). When injected i.p., PCA produces a large depletion of cerebral
serotonin associated with lesions of neurons that synthesize and of axons that contain
this neurotransmitter. Rats treated with PCA were trained with relatively low or high
foot-shock levels. PCA produced amnesia, regardless of the intensity of the aversive
stimulation.*

Subsequently, Solana-Figueroa et al.*! administered PCA to independent groups
of rats trained with the same intensities of electric shocks as those in the previous
study,* but they also included training at still higher intensities. As expected, PCA
produced amnesia in the groups that had been trained with the lower intensities. No
significant amnesia was found in those trained with the highest intensities, thus
confirming the protective effect of enhanced training (Figure 9.2).

In line with the results described above, extended training ameliorated behavioral
deficits in active avoidance that were consistently produced by peripheral depletion
of noradrenaline.*> Moreover, animals that were pretrained with as few as two
sessions of active avoidance were significantly less impaired by pimozide than
animals that were not pretrained.*

The results described above clearly indicate that enhanced training impedes
the amnesic states typically observed as consequences of systemic administration
of anticholinergic and antiserotonergic drugs. Nevertheless, these findings do not
reveal where in the brain this protective effect occurs. To answer this question,
we designed experiments in which drugs were injected into discrete zones of the
brains of animals that had previously been subjected to low and high degrees of
training.
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FIGURE 9.2 Median retention scores of intact (INT) rats and rats injected i.p. with isotonic
saline (SAL) or p-chloramphetamine (PCA) 30 min before training with low, medium or high
foot-shock intensity. * = p <0.02. ** = p <0.0005 versus SAL.

9.2.2 [INTRACEREBRAL TREATMENTS

9.2.2.1 Striatum

Haycock et al.** showed that scopolamine infusion into the striatum produced amne-
sia. This result was confirmed,* but it was also shown that the same treatment
produced no changes in memory in animals that received aversive stimulation of
relatively high intensities during training (Figure 9.3). A few years later, Diaz del
Guante et al.*® reported the same protective effect of enhanced training.

These results strongly suggested that the striatal cholinergic system is not
required for the process of memory consolidation or retention of enhanced inhibitory
avoidance training, and led to two alternative hypotheses to explain the protective
effect: (1) that the participation of the striatum in memory under these conditions
depends upon intrinsic neurotransmitter systems other than the cholinergic system,
and (2) that the striatum is no longer necessary for consolidation. If the second
hypothesis turned out to be correct, the first one would be discarded. Hence, the
second hypothesis was tested experimentally.

Groups of rats were trained with relatively low or high foot-shock intensities;
immediately after training, they received bilateral infusions of lidocaine, and reten-
tion of the task was tested 24 hours later. We expected to find amnesia in the low
foot-shock group, and indeed this was the case. On the other hand, the high foot-
shock group showed optimal retention (Figure 9.4). These results indicated that
under conditions of enhanced training the striatum is not necessary for memory
consolidation,*’ thus supporting the second hypothesis.
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FIGURE 9.3 Retention scores of groups of rats microinjected after training into the cau-
date—putamen with atropine (ATR). UI = unimplanted intact group. Atropine produced amne-
sia only in the group trained with the lowest foot-shock intensity.

9.2.2.2 Substantia Nigra

Based on the theoretical importance of the protective effect, we decided to explore
the possibility that it might also be found in other cerebral nuclei known to participate
in memory. We first selected the substantia nigra because it is directly connected,
functionally and anatomically, to the striatum and because it is, without doubt,
involved in memory processes.*8-52

One of the main projections of the striatum to the substantia nigra is GABAer-
gic; for this reason Cobos-Zapiain et al.* explored the effects of posttraining
infusions of bicuculine or picrotoxin (GABA blockers with different modes of
action) into the substantia nigra of rats given low or high levels of foot-shock.
The results were not surprising: both drugs produced amnesia in the low foot-
shock groups, while no significant retention deficits were observed in the high
foot-shock groups (Figure 9.5).

Up to this point, the protective effect of enhanced training against memory
deficits had been demonstrated in the nigrostriatal system (striatum and substantia
nigra). We then decided to study the possibility that this effect might be generalized
to another system. Two neuronal conglomerates of the limbic system play important
roles in processing emotional information and in the integration of spatial cues: the
amygdala and the hippocampus, respectively.

9.2.2.3 Amygdala

A wealth of experimental data supports the idea that the amygdala contributes to
memory formation.!®283 In an early study, Thatcher and Kimble> found that lesions
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FIGURE 9.4 Median retention scores of groups of rats trained with low or high foot-shock
intensities. INT = intact rats. The rest of the groups were microinjected with lidocaine into
the parietal cortex (L-CX), with isotonic saline into the striatum (SAL) or with lidocaine into
the striatum (L-ST). Only the L-ST group trained with low foot-shock showed a significant
retention deficit.

of the amygdala produced a significant memory deficit of an avoidance task; such
deficit was not found when the intensity of training was increased. About three
decades later, in an important series of experiments conducted in the laboratory of
J.L. McGaugh, Parent et al. demonstrated that lesions or temporary inactivation of
the amygdala of rats trained on multiple-trial inhibitory avoidance or with relatively
high foot-shock intensities did not show the typical amnesia obtained with lower
levels of training.>¢-°

Consistent with these results are those of Salado-Castillo et al.® who reported
that infusions of lidocaine into the amygdala, striatum, or substantia nigra immedi-
ately after training produced marked amnesic states in rats trained with a low
intensity foot-shock, but they detected no effect on memory in rats trained with
relatively high levels of foot-shock.

9.2.2.4 Hippocampus

The hippocampus is essential for memory consolidation of inhibitory avoidance and
other types of tasks.t'-%* In a recent experiment, Martinez et al.%3 found that lesions
of hippocampal fields CA1 and CA3 produced by microinjections of kainic acid
caused the well-known impairment of long-term memory; however, when short-term
memory was evaluated in these same animals, it remained intact. To test whether
long-term memory could be saved after an enhanced training experience, Quiroz et
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FIGURE 9.5 Median retention scores of groups of rats trained with low or high levels of
foot-shock and injected with isotonic saline (SAL), 0.25 or 0.5 pg of picrotoxin (P), 0.5 or
1.0 pg of bicuculine (B) into the substantia nigra, or 0.5 ug of picrotoxin injected into the
zona incerta (Z).

al.% induced temporary inactivation of the hippocampus, infusing tetrodotoxin
immediately after training. The toxin produced amnesia when a foot-shock of low
intensity was administered; in contrast, tetrodotoxin was totally ineffective in animals
trained with higher foot-shocks (Figure 9.6). Data obtained from the animals sub-
mitted to high levels of training before normal activity of the amygdala or hippoc-
ampus was disrupted (via lesions or reversible inactivation) indicated that the pro-
tective effect of enhanced training also occurs in structures of the limbic system.

9.3 OVERTRAINING OF POSITIVELY REINFORCED
LEARNING

The experiments described to this point are germane to the protection of memory
against typical amnesic treatments and have dealt with learning and memory of an
inhibitory avoidance task mediated by aversive stimulation. Can this protective effect
be seen when learning is mediated by positive reinforcers?

The effects of microinjections of atropine into the caudate nuclei of cats on the
retention of a positively reinforced fixed ratio-1 (FR-1) task (lever pressing rein-
forced with milk) was reported by Prado-Alcal4 et al.® A few years later, it was
reported for the first time that when this instrumental task was overtrained, cholin-
ergic blockade of the caudate did not interfere with retention of the task.’’” The same
protective effect was found when cholinergic activity of the striatum was blocked
in rats overtrained in a spatial alternation task, reinforced with water.®

The next logical step was to determine whether, as in the case of inhibitory
avoidance, the caudate and striatum as a whole were no longer needed for retention
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FIGURE 9.6 Retention scores of rats trained with low or high intensity of foot-shock and
injected with tetrodotoxin (TTX) or vehicle solution (VEH) into the parietal cortex (CX) or
dorsal hippocampus (HIPP). * = p <0.05 as compared with the rest of the groups.

of overtrained tasks. To this end, both cats® and rats’® were trained on an FR-1
schedule for a low, medium, or high number of sessions. After training, the memories
of the animals were tested under the influence of a high concentration of potassium
chloride (KCl, 3 M), infused into the caudate or striatum. The results of both
experiments were equivalent: groups trained for fewer sessions showed marked
amnesia; those with intermediate degrees of training showed moderate amnesia;
overtrained animals showed the same performance as the control animals treated
with vehicle solution (Figure 9.7).

Taken together, the experiments summarized above clearly show that the
protective effect of enhanced training occurs regardless of the type of task (inhib-
itory avoidance, spatial alternation, FR schedule), reinforcer (negative or positive),
or animal species (feline or rodent). Importantly, enhanced training protects against
the amnesic effects of a number of treatments (lidocaine, tetrodotoxin, potassium
chloride, permanent lesions, and drugs that interfere with the synaptic activities
of acetylcholine, GABA, and serotonin). This result has been observed with
systemic and intracerebral interventions. In the latter case, the effect was found
after disrupting normal activities of the caudate, striatum, substantia nigra,
amygdala, and hippocampus.

9.4 TWO MODELS

In 1995, two theoretical models were proposed. They involved series and parallel
models of memory that aimed for parsimonious interpretations of the data related
to the protective effects of enhanced training.”! These will be briefly explained below.
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FIGURE 9.7 Effects of isotonic saline and 3 M potassium chloride (KCl) injections into the
caudate nuclei of cats trained for 15, 30, 45, or 60 sessions on a FR-1 schedule, reinforced
with milk. KCI] produced amnesia in all groups except the overtrained group trained for 60
sessions.

Numerous examples indicate that interference with normal activity of any of a
number of cerebral structures brings about deficiencies in memory consolidation or
retention. The point is that a set of cerebral nuclei is essential for the establishment
of memory for particular types of tasks, and that if any one of these nuclei does not
function normally, the information derived from a learning situation cannot be stored
in long-term memory.

We postulated that the members of this set of nuclei were functionally connected
in series, that is, the neural activity derived from the learning experience must flow
through all of them before reaching a hypothetical integrative “center” whose acti-
vation is necessary for consolidating memory. This flow is halted when any com-
ponent of this ensemble of structures is not functional and thus consolidation is not
achieved. The nature of the integrative center is far from known (it may be one
particular cerebral structure, a fixed system of structures, or a number of structures
involved in a probabilistic fashion).

The second model hypothesizes that in conditions of learning mediated by
enhanced training (high levels of positive or negative reinforcers, a high number of
trials or training sessions, or some combination of these factors), those structures
that were originally connected in series undergo a functional change whereby they
become functionally reconnected in parallel (additional structures may become
involved in this process). Consequently, even when one or several components of
this circuit are damaged or do not function normally, the neural activity produced
by the learning experience will be able to continue its trajectory toward the putative
integrative center, thus allowing for memory consolidation to occur. Figure 9.8 and
Figure 9.9 depict these models.
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FIGURE 9.8 Model that represents the way in which, under conditions usually considered
to be normal learning, interference with activity of cerebral structures produces amnesia.
Information about the learning experience activates afferent sensory systems that convey
neural activity to neural structures (ovals) involved in processing this information, which in
turn communicate with a hypothetical integrative center necessary for consolidation of mem-
ory (upper diagram). Interference with functioning of any of these structures or connecting
pathways results in consolidation deficiencies (amnesia; lower diagram). Therefore, it is
reasonable to think that these structures are functionally connected in series. Arrows represent
direction of flow of neural transmission. CS = conditioned stimulus. UCS = unconditioned
stimulus. R* = positive reinforcer. R~ = negative reinforcer.

9.5 CONCLUSIONS

The vast majority of experiments dealing with the effects on memory of interference
with normal activity of the brain support the century-old theory of memory consol-
idation because of the consistent finding that administration of a variety of treatments
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FIGURE 9.9 Model that represents the manner in which enhanced training protects memory
against the amnesic effects commonly produced by treatments that interfere with activities
of cerebral structures involved in memory processes. Information derived from the learning
situation activates afferent systems and is relayed in the form of neural signals to those neural
structures involved in processing this information (ovals); in turn, these structures communi-
cate with a hypothetical integrative center necessary for consolidation of memory (upper
diagram). Interference with functioning of any of the neural processing structures does not
produce amnesia, because, as a consequence of enhanced training, there is a rearrangement
whereby they become functionally connected in parallel (lower diagram). Thus, derangement
of any one of these structures does not hinder consolidation because the flow of information
is still able to reach the hypothetical integrative center. Arrows represent direction of flow of
neural transmission.

shortly after a learning experience produces amnesia. This detrimental effect dimin-
ishes as the interval between learning and treatment increases, until the treatments
become ineffective. Evidence has accumulated, however, that does not fit the con-
solidation theory. Treatments that produce amnesia of learning mediated by positive
and negative reinforcers become innocuous when the same learning is overtrained.
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This effect has been found independently of the amnesic agents used and the mode
of their administration.

Based on the kind of data reviewed in this chapter, two models have been
proposed to help explain the protective effect of enhanced training against amnesic
treatments. More experiments are under way to test the validity of these models. If
the new data are consistent with the predictions that can be derived from these
models, then it will be possible to think about the brain as having at least two
different ways to store learned information, depending on whether it is dealing with
normal or enhanced learning.
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10.1 SUMMARY

For almost a century it has been assumed that short-term memory (STM) is in charge
of cognition while long-term memory (LTM) is consolidated over several hours. A
major question is whether STM is merely a step toward LTM or a separate entity.
This chapter presents experimental evidence showing that several compounds with
specific molecular actions given into different memory-relevant areas of the brain
after inhibitory avoidance training can effectively block or enhance STM retention
without affecting or producing inverse effects on LTM consolidation. The effects of
different metabolic inhibitors on working memory (WM) were also studied. In some
brain regions WM is affected by receptor blockers that alter either STM or LTM,;
in other areas it is not affected. We also present behavioral data that further endorse
the hypothesis that STM is separated from LTM: (1) STM is not susceptible to
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extinction while LTM can be readily extinguished and (2) STM retention is not
sensitive to a novel experience 1 hour after training while LTM certainly is.

10.2 INTRODUCTION

We are all aware that, despite the fact we employ only one word to name them all,
memories are not all equal. We form memories that tell us who we are, where we
come from, and (hopefully) where we are going. These are called declarative mem-
ories,"? and they can be either episodic (autobiographic) or semantic (general knowl-
edge of the world). We also have memories that allow us to ride a bike or to type
and format this chapter using appropriate computer software. These memories are
procedural or implicit. In humans, declarative memory is related to the ability to
recall or recognize people, places, and objects. It is obvious that experimental
animals like rodents cannot declare anything. However, rodents can be tested about
their memories for places, objects, and odors. Several studies indicate that lesions
of the hippocampus and related structures interfere with long-term storage of this
kind of memory. One major focus of research on declarative memory in rodents
concerns the role of hippocampus in aversive and spatial memories.

This chapter deals with another classification of memory — one that is partic-
ularly valid for declarative memories — and subdivides them taking into account
their durations. Therefore, we have short-term memories (STMs) that last seconds
or a few minutes and long-term memories (LTMs) that we usually refer to when
colloquially speaking about memory and which can persist for a lifetime.>* Despite
the fact that for almost a century it has been assumed that STM is in charge of
cognition while LTM is slowly formed (or consolidated; see below) over several
hours, this issue is still unsolved. A major question is whether STM is merely a step
toward LTM or a separate entity.

In one-trial inhibitory avoidance (IA; sometimes also called passive avoidance),
animals learn not to step down from a platform in order to avoid mild foot shocks.>-1¢
This may be viewed as explicit memory, to the point that terms such as “declarative”
or “explicit” can be applied to experiments using rodents. IA has the following
characteristics:

1. Its rapid acquisition (in seconds) facilitates the analysis of the biochemical
events involved in memory formation.

2. It is usually acquired in a single trial, uncontaminated by prior or further
trials, rehearsals, or retrievals.

3. It depends on the integrated activity of CAl, the entorhinal cortex, and
the posterior parietal cortex; it is modulated early on by the amygdala
and medial septum and indirectly by stress hormones.

4. It is not an inborn or implicit learning.

IA is a form of learning that engages several sensory stimuli including spatial and
visual perception, sensitivity to pain, and emotional, fear-driven components. It
involves the specific repression of the natural tendencies of rats to survey a novel
environment without affecting the performance of exploratory behavior while on the
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safe, nonaversive part of the training box. This is evidenced by the repeated approx-
imations to the border of the safe area during testing and the display of abortive
step-down (or -through, depending on the nature of the test; see below) responses.
For this reason, we prefer the term inhibitory to passive."

Many variants of inhibitory avoidance exist. A rodent, for example will not step
through a door into a compartment where it received a foot shock. Flies will not re-
enter a foul-odor area and chicks will not peck bitter beads. Humans refrain from
putting their fingers into electrical outlets and crossing streets without looking for
traffic. Obviously, these activities represent major determinants of survival behavior
throughout the animal kingdom.

This chapter deals, in particular, with STM and LTM of IA. In addition, we
touchupon the possible relations of STM and LTM with working memory (WM), a
nonarchival type of short-term memory that results from the recent processing of
both previously stored and recently acquired information. Putative subdivisions of
STM and LTM will be ignored inasmuch as they are irrelevant to the findings
discussed here and we have no tangible biological basis to substantiate any such
subdivision. We will therefore restrict ourselves to James McGaugh’s concept of
“three memory trace systems: one for immediate memory ... one for short-term
memory (which develops in a few seconds or minutes and lasts for several hours);
and one which consolidates slowly and is relatively permanent.”

Immediate memory lasting seconds or a few minutes'® is now identified with
WM and indeed is often the only way to measure it. WM and the other types (STM
and LTM) pertain to entirely different categories of phenomena. WM is primarily
dependent on the electrical activities of neurons of the prefrontal cortex and other
efferent cortical regions.?2! It persists only as long as this electrical activity persists;
i.e., it is basically an online system. STM and LTM are, instead, systems whose
main role is to preserve memory off-line for further use when required. The lingering
of WM over a few seconds or minutes is accounted for by off-responses of the
neurons in charge of WM. Unlike STM and LTM, WM is not an archive of individual
memories but rather an administrator of cognitive events that constantly change and
it can relate them to information that is already stored or may be archived.

Since WM subserves an entirely different function from STM or LTM, it makes
no sense to call processes that take place between the end of WM and the consoli-
dation of LTM “intermediate” — a term in use decades ago. Here we will use STM
to designate memory that develops within a few seconds or minutes and lasts several
hours while the consolidation of LTM proceeds slowly. LTM will be used to desig-
nate memories lasting 24 hours or more.

10.3 STM AND LTM: PARALLEL OR SEQUENTIAL?

In 1890, William James?? proposed that while LTM formation is taking place, one
or more STM systems are in charge. Other authors developed this concept, but a
key question remained unanswered until recently: is STM only a step toward LTM
or does formation of these memory types reflect separate processes? To respond to
the question, it is necessary to demonstrate in the same animal that STM for a given
task can be suppressed without affecting LTM.
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Early attempts to disentangle STM from LTM were unsuccessful because the
treatments used to block one or the other memory type were either too stressful or
unspecific and therefore ended up affecting performance.'®? Further, most early
experiments were based on the premise that memory measured 1 min or so after
acquisition was expressed from STM. Now we know that it reflects WM instead.
Over the years, many treatments were found to preserve STM but cancel LTM.?*2

These experiments were uninformative as to the questions presented above.
Treatments that spared STM and blocked LTM were ambiguous as to whether these
memory types were separated or sequential. Several years ago, it was found that the
non-specific SHT antagonist cyproheptadine blocked short- but not long-lasting SHT-
dependent facilitation of monosynaptic responses in the Aplysia mollusk.?® This was
the first report concerning a mechanistic separation of short- and long-lasting forms
of plasticity. The results were clear but doubts remained about how good an example
of memory is the facilitation of a monosynaptic response.

To extend these findings to STM and LTM of one-trial step-down inhibitory
avoidance in rats, we used drugs with specific actions on definite receptors or on
the intracellular signaling pathways associated with them. The LTM of IA is not
established immediately after acquisition; it undergoes a protracted consolidation
process that takes from 3 to 9 hours and involves a sequence of tightly knit and
highly specific molecular events in the CA1 area of the hippocampus and connected
subcortical and neocortical structures.?’

There is no direct way to extricate the biochemistry of the early consolidation
stages from that of STM because both occur simultaneously in the same brain
regions. Lesions and genetic manipulations are particularly unsuitable for such an
enterprise because both have consequences that are long-lasting or irreversible and
will contaminate any memory studied after them, whether short or long. The only
adequate tool to address this problem is to use drugs known to rapidly, specifically,
and reversibly affect those biochemical events.

Here we show the effect on the STM and LTM of IA — and in some cases on
WM as well — of drugs known to act exclusively on certain molecular targets (see
Table 10.1) and affect specific steps of LTM consolidation when given into (1) the
CA1 region of the dorsal hippocampus; (2) the entorhinal cortex; (3) the posterior
parietal cortex; (4) the prefrontal cortex; and (5) the basolateral amygdala of rats.
We did not measure STM at posttraining times shorter than 1.5 hours to avoid the
possible effects of the infused drugs (or of the infusion procedure itself) on memory
retrieval.

We chose to use a one-trial step-down inhibitory avoidance task in rats because
its rapid acquisition facilitates the analysis of the time of occurrence of posttraining
events and mainly because its pharmacology and molecular bases have been most
extensively studied by our group, particularly in the CA1 and entorhinal cortex.!!?8-4!
Moreover, unlike multitrial learning tasks, IA allows discrimination between the
pharmacology of immediate memory (WM) and that of STM.

Three-month old Wistar male rats weighing 230 to 260 g and raised in our own
facilities were used in all the experiments. They had free access to food and water
and were housed four or five to a cage and kept at 21 to 23°C under a 12-hour light-
and-dark cycle (lights on at 7 a.m.). To implant the rats with indwelling cannulae,
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TABLE 10.1

Drugs Used to WM, STM, and LTM of IA in Rats
Drug Action

AP5 NMDA receptor antagonist

CNQX AMPA receptor antagonist

SC Muscarinic receptor antagonist

Muscimol (MUS) GABAa receptor agonist

KN62 CaMKII inhibitor

Noradrenaline (NOR)
Staurosporine (STA)
SCH23390 (SCH)
MCGP

SKF38393 (SKF)
Timol OL (TIM)
8-OH-DPAT (DPAT)
NAN-190 (NAN)
Lavendustin A (LAV)
LY83583 (LY)
KT5823

PD098059 (PD)
8-BR-cAMP (8-Br)
Forskolin (FOR)
KT5720

Picrotoxin (PIC)

Adrenoceptor agonist

PKC inhibitor

Dopamine D1 receptor antagonist
mGluR antagonist

Dopamine D1 receptor agonist
Noradrenergic antagonist
5-HT1A receptor agonist
5-HT1A receptor antagonist
Tyr kinase inhibitor

Guanylyl ciclase inhibitor
PKG inhibitor

MEK1/2 inhibitor

cAMP analog

Adenylyl ciclase activator
PKA inhibitor

CI- channel blocker
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they were deeply anesthetized with thiopental (30 to 50 mg/Kg i.p.) and 27-gauge
cannulae were stereotaxically aimed to different brain regions in accordance with
coordinates taken from the atlas of Paxinos and Watson.*? The animals were allowed
to recover from surgery for at least 4 days before training commenced. IA training
was performed in a 50 x 25 x 25 cm Plexiglass box with a 5 cm high, 8 cm wide,
and 25 cm long platform on the left end of a series of bronze bars that formed the
floor of the box.

During the training session, the animals were gently placed on the platform
facing the left rear corner of the training box. When an animal stepped down and
placed its four paws on the grid, it received a 2-sec, 0.5-mA scrambled footshock
(US). Memory retention was evaluated twice: first at 1.5 hours after training to
measure STM and again at 24 hours to measure LTM. One concern was whether
testing the animals twice might alter LTM either by extinction or by a reminder
effect. This was ruled out by four facts: (1) no significant differences between STM
and LTM were noted in control groups; (2) all the treatments studied were found to
affect LTM retention scores equally regardless of whether a preceding STM test was
administered or not; (3) repeated nonreinforced testing during the first 4.5 hours
after training did not lead to extinction, whereas recurred retrieval in the absence of
the ensuing foot shock between 24 and 96 hours posttraining did so (Figure 10.1)*
(4) we found no evidence of a Kamin-like effect, a non-associative inhibition of
retrieval that sometimes occurs early after training that has been described for
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FIGURE 10.1 Animals trained in IA were submitted to three or seven nonreinforced test
sessions at 24, 48, and 72 hours (A); 1.5, 3.0, and 4.5 hours (B); 24, 25.5, and 27.0 hours
(C); 0or 0.5, 1, 1.5, 2, 2.5, 3, and 4.5 hours (D) after training. Values expressed as median *
interquartile range of step-down latency. n = 8 to 12 animals per group. * = p <0.005 versus
test latency 24 hours after training in Mann-Whitney U test.

animals trained using high intensity and/or repeated unconditioned stimuli in active
avoidance tasks.*4

10.4 ROLE OF HIPPOCAMPUS IN SHORT- AND LONG-
TERM AVOIDANCE MEMORY

Table 10.2 summarizes the effects of different compounds infused into the CAl
region of the dorsal hippocampus. Several drugs, particularly glutamate and mus-
carinic antagonists (AP5, CNQX, MCPG, and scopolamine), PKA inhibitors
(KT5720), and GABAa agonists (muscimol) blocked both STM and LTM. This
suggests a link between STM and LTM at the glutamate receptor level and at the
level of modulation by GABAergic and cholinergic muscarinic neurotransmission
and also indicates a key role for hippocampal PKA activity immediately posttraining.

The effects of 8-Br-cAMP and forskolin agree with the latter suggestion. Some
treatments had no effect on STM or on LTM (Timolol, NAN-190). Others selectively
affected LTM: epinephrine improved it; KN-62, staurosporin, and KT5823 worsened
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TABLE 10.2

Effects of Bilateral Infusions of Different Drugs into
CA1 Region of Dorsal Hippocampus (CA1) or
Entorhinal Cortex (EC) on IA STM and LTM Retention

CA1 EC

Drug STM LT™ STM LT™™
APS5 v v = =
CNQX v v v =
SC v v = =
MUS v v v =
KN62 ND v ND ND
NOR ND A A A
STA ND v v v
SCH A = = v
MCGP v v ND ND
SKF v A v A
TIM ND ND v ND
DPAT v ND A v
NAN ND ND v ND
LAV ND v ND ND
LY v v ND ND
KT ND v ND ND
PD v ND A v
8-BR A A ND ND
FOR A A ND ND
KT v v v v

V = Impairment. A = Enhancement. Equal sign = no change. ND = not
determined. For doses employed, see original publications.®3!4046-4% See
text for additional references.

it. This suggests that in the CAl region of the dorsal hippocampus, STM does not
require CaMKII, PKC, or PKG activity. Most important, three of the compounds
selectively blocked STM without affecting LTM when given into CA1, SKF38393,
8-OH-DPAT, and PD098059, while one compound, SP600125, enhanced STM but
blocked LTM.

10.5 ROLE OF ENTORHINAL CORTEX IN SHORT- AND
LONG-TERM AVOIDANCE MEMORY

Table 10.2 summarizes the results obtained with infusions of several of the drugs
listed in Table 10.1 into the entorhinal cortex. Only two of the compounds tested
blocked STM and LTM: staurosporin and KT5720. SCH23390 impaired LTM selec-
tively. Several drugs had opposing effects on both memory types. Thus 8-OH-DPAT
and PD098059 enhanced STM but blocked LTM retention while SKF38393
depressed STM but improved LTM. As is the case with other physiological functions,
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similar regulatory mechanisms, mainly those that regulate the Ras-MAPK pathway
and brain monoamines, simultaneously exert opposite effects on different parts of
the brain (see below). CNQX and muscimol blocked STM selectively.

10.6 ROLES OF OTHER CORTICAL REGIONS AND
AMYGDALA IN SHORT- AND LONG-TERM
AVOIDANCE MEMORY

Table 10.3 shows the effects on STM and LTM of drugs given into the posterior
parietal cortex (PPC) and the anterolateral prefrontal cortex (APC). Scopolamine
blocked LTM when infused into any of these areas; in the parietal cortex, in addition,
it inhibited STM. CNQX and muscimol blocked STM selectively when given into
the parietal cortex. Surprisingly, AP5 had no effect on either STM or LTM when
given into the parietal or prefrontal cortex. None of the treatments given into the
amygdala had any effect on STM; conversely, all of them affected LTM.

It is important to stress here that none of the treatments mentioned above affected
in any way retention test performance when given 5 min prior to the STM test or
1.5 hours before the LTM test.

10.7 NEUROBIOLOGICAL SEPARATION OF SHORT-
AND LONG-TERM AVOIDANCE MEMORY

As the results presented above show, our experiments replicated and considerably
extend those of Emptage and Carew.?® STM can be depressed without affecting
LTM, and this can be brought about by several treatments acting on different

TABLE 10.3

Effects of Bilateral Infusions of Different Drugs into Posterior
Parietal Cortex (PAR), Anterolateral Prefrontal Cortex (PrF),
or Basolateral Amygdala (BLA) on IA STM and LTM retention

PAR PrF BLA
Drug ST™M LT™M ST™M LT™ ST™M LT™
AP5 = = = = v
CNQX v = = v = v
e v v = v v
MUS v = = v ND v
KN62 ND ND ND ND = v
PIC ND ND ND ND = A
NOR ND ND ND ND = A
SCH = = = v ND ND

V = Impairment. A = Enhancement. Equal sign = no change. ND = not determined.
For doses employed, see original publications.*4%53! See text for additional references.
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receptors and cellular signaling pathways in different regions of the brain. Moreover,
a number of treatments were found to have opposite effects, depending on the
memory type under scrutiny. Clearly, the mechanisms dealing with formation and
maintenance STM are separated from those involved in LTM consolidation.

Obviously links exist between the processes involved with STM and LTM, both
at the receptor and post-receptor levels. Both STM and LTM deal with the same
basic sensorimotor representation. Indeed, a variety of treatments given in different
brain areas affected both similarly (see Table 10.2 and Table 10.3). Frey and Morris>
suggested various possible mechanisms of “synaptic tagging” in order to explain
the links between short- and long-term potentiation (STP and LTP, respectively) or
between the early and late molecular events that determine persistence of the plastic
change over long periods.

10.8 STM AND LTM ARE BEHAVIORALLY DIFFERENT

At first glance, the STM and LTM of IA exhibit identical behavioral characteristics.
The same set of stimuli and behavioral actions lead to the appearance of a tendency
to refrain from stepping down from a platform placed inside a training box (i.e., the
animals utilize the same information as input and emit identical behavioral responses
as output). It is known that other behaviors (rearing, ambulation, etc.) are not
modified by IA training. Furthermore, freezing is rarely seen during test sessions.
All these characteristics apply both to STM and LTM. That is why we and others
call this task inhibitory rather than passive avoidance.

However, STM and LTM have two major behavioral differences. One is the
apparent lack of extinction of the former (Figure 10.1), which is by all means one
characteristic that should be expected from its role of STM in cognition: to maintain
remembering as long as it takes for LTM to be formed.??> Step-down latencies do
not change over a series of non-reinforced test sessions carried out in same animal
from 0.5 to 4.5 hours after training, i.e., for the duration of STM. In contrast, if
animals are repeatedly tested at 24, 48, and 72 or 24, 25.5, and 27.5 hours posttraining
when their memories are retrieved from LTM, there is extinction.

In view of the long interval between tests used in these studies (0.5 to 1.5 hours),
it is clear that this difference cannot be accounted for by a massed versus distributed
trial-like effect. Furthermore, it is improbable that the resistance of STM to extinction
is due to short-term sensitization of motor or sensory pathways that mask formation
and/or expression of the CS-no-US association during STM. The foot shock used
as unconditioned stimulus is too mild to produce such an effect. Further, if it existed
in this task, short-term sensitization of sensory responses should induce reinforce-
ment by retrieval with a subsequent increase in short- and long-term retention scores,
something that did not happen.

The other major behavioral difference between STM and LTM is that the former
is not while the latter is indeed greatly susceptible to the amnesic effect of exposure
to a novel environment. Exposure to a novel environment 1 or 2 hours posttraining,
but not 6 hours posttraining or 5 min preceding it has been known for some time
to hinder LTM33-%5 and has been recently found to also inhibit CA1 LTP.>® In the
case of LTM, the effect is apparently due to a resetting of the NMDA receptor and
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CaMKII-dependent mechanisms involved in CAl in the early phases of IA LTM
consolidation.

10.9 BIOCHEMISTRY OF SHORT-TERM MEMORY

Several of the experiments presented above provided hints of the biochemical dif-
ferences between STM and LTM, mainly in the CA1l region and in the entorhinal
cortex (Table 10.2 and Table 10.3). In CA1, both STM and LTM are dependent on
the integrity of AMPA, NMDA, and metabotropic glutamate receptors, and on their
presumable modulation by cholinergic, muscarinic, B-adrenergic. and GABAa recep-
tors. LTM3%3+57 is and STM is not dependent upon PKC, PKG, and CaMKII acti-
vation 4648

PKA activity evidently exerts different influences on the two memory types. The
role of PKA in LTM formation involves phosphorylation of the nuclear transcription
factor CREB twice: first right after training and again 3 to 6 hours posttraining.?833
The role of PKA in STM presumably involves other substrates inasmuch as CREB
phosphorylation levels are low between those two peaks. It is tempting to suggest
that some substrate of PKA may be involved in the tagging of synapses during the
early phase of memory formation in CA1 during which STM runs its full course as
has indeed been suggested for the early phase of LTP.>?

The effect of PD098059 given immediately posttraining into CA1 or entorhinal
cortex (Table 10.2) on STM and LTM shows an interesting mirror image. In CA1,
the role of the ERK1/2 pathway would appear to be restricted largely to the up-
regulation of STM. Simultaneously, in the entorhinal cortex, the activation of this
pathway seems to impair STM formation and to be necessary for the formation of
LTM. Studies with PD098059 and U0126 given at different times after training into
these two brain regions indeed point to a role of ERK1/2 in LTM consolidation.?>40
This pathway plays a rather complex regulatory role in plastic events. It is linked
at various different levels with the PKC, CaMKII, and PKA cascades,’®° all of
which are crucial for LTP and LTM and, depending on brain structure and posttrain-
ing time, also for STM.

With respect to the dual effect of the JNK inhibitor SP600125,!! it is quite
possible that because JNK activation up-regulates gene expression through the phos-
phorylation of the transcription factor c-jun at Ser 63 and 73,5 the deleterious effect
of SP600125 on LTM consolidation could probably be due to inhibition of this
transcription factor. Indeed, considerable evidence indicates that c-jun activity is
necessary for the consolidation of the long-term mnemonic trace associated with a
variety of learning paradigms.

It is unlikely that JNK influences on gene expression are involved in STM, a
form of memory that is brief in nature and probably maintained as a consequence
of a transient enhancement in synaptic functionality and neurotransmitter release.
In this respect, it has been reported that JNK activation is negatively correlated with
the depolarization-induced release of glutamate from synaptosomes, an effect that
may indicate that JNK controls the release of this neurotransmitter in some way. In
fact, it has been suggested that the rapid up-regulation of the JNK pathway induced
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by interleukin-1 is responsible for the inhibitory effect of this protein on synaptic
potentiation in the hippocampus.®!-2

In contrast to what happens in the CAl region of the hippocampus, NMDA
receptors in the entorhinal cortex or elsewhere are not involved in STM. In the
entorhinal cortex, however, again in contrast to the hippocampus, early posttraining
PKC activity is necessary for STM and LTM, along with PKA activity.

The simultaneous regulation of STM and LTM by monoaminergic systems acting
in the posttraining period in CAl and in the entorhinal cortex is different and, in
the case of SHT1A receptors, opposite.®*>* No straightforward comment can be made
at this stage in terms of memory modulation by these systems related to the percep-
tion and expression of emotion and affect. They simultaneously do different things
to the different memory types, and the final outcome in terms of what the subject
will eventually remember in the short or in the long run very probably depends on
the state of the systems at the time of training. Further, it will surely depend on the
relation of the task to ongoing or previous emotions or affective states and on the
impact of the cognitive content of the task on the monoaminergic systems.

It is interesting that the amygdala, which is crucial for immediate posttraining
modulation of fear-motivated learning tasks such as IA3¢ is almost completely unre-
lated both to the late modulation of LTM%%* and to the immediate posttraining
modulation of STM and WM?>° (see next section).

10.10 PHARMACOLOGICAL ANALYSIS OF IA
WORKING MEMORY

The only way to measure WM in a task such as IA, which is learned in a few
seconds, is to measure immediate memory. Table 10.4 shows the effects on WM of

TABLE 10.4

Effects of Different Drugs Administered Bilaterally into CAT1
Region of Dorsal Hippocampus (CA1), Entorhinal Cortex (EC),
Posterior Parietal Cortex (PAR), Anterolateral Prefrontal Cortex
(PrF), or Basolateral Amygdala (BLA) on IA WM Retention

Drug CA1 EC BLA PAR PrF
AP5 = - - : _
CNQX v v = v v
SC v v = v =
MUS v v = v v
PIC ND ND = ND ND
STA ND ND = ND ND
SCH v = = v v

V = Impairment. A = Enhancement. Equal sign = no change. ND = not determined.
For doses employed, see original publications.?#¢30 See text for additional references.
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several drugs known to affect STM, LTM, or both. The drugs were administered
into different regions of the brain (posterior parietal, anterolateral, prefrontal or
entorhinal cortex, dorsal CAl, and basolateral amygdala).

The WM retention test was carried out 3 sec after the footshock. CNQX and
muscimol blocked WM when given into any of the cortical regions analyzed, indi-
cating that AMPA receptor-mediated glutamatergic transmission may be susceptible
to GABAergic inhibition which is necessary for WM processing in those areas.
Scopolamine blocked WM when given into parietal or entorhinal cortex or into CA1.
SCH23390 blocked WM when given into the prefrontal region, as shown previously
by Goldman-Rakic and her group, but also when given into the parietal cortex or
into CA1l. AP5 had no effect on WM in any of the brain regions studied. None of
the treatments affected WM when given into the amygdala, strongly suggesting that
this nucleus plays no role in WM. In addition to the mechanisms in anterolateral
prefrontal cortex described above, additional or subsidiary muscarinic and nicotinic
processes in the basolateral amygdala that regulate WM have been described
recently.®

10.11 CONCLUSIONS

The results presented above both indicate that the mechanisms involved in WM,
STM, and LTM are essentially distinct and also, importantly, suggest the existence
of a functional link between WM and LTM in prefrontal cortex, and between WM
and STM in CA1 and in parietal and entorhinal cortex at the receptor level. Similar
receptor systems appear to be involved in more than one memory type in each of
those regions. Several of the results also suggest links between STM and LTM in
CA1 and in the entorhinal cortex, both at the receptor level and at the post-receptor
signaling level, i.e., in biochemical cascades known to be related to glutamate
receptor stimulation.

The relative importance of any putative modulatory mechanism would be
expected to vary with the nature of the task and with the relation of each task to
other ongoing physiological events. Therefore, it may be appropriate, at least at this
stage, to refrain from postulating theoretical connections or disconnections among
memory types.

The popular concept that STM is only a passageway to LTM is certainly incor-
rect, as is the idea that WM may in any way constitute a sort of STM. At this stage,
however, it is safe to say that WM, STM, and LTM pertain to and are regulated by
separate subsystems of the brain that belong in some cases to the same and in others
to different brain structures and involve a great variety of molecular mechanisms at
the receptor and post-receptor level, some of which may be linked.

STM must rely basically on some of the nonstructural biochemical changes that
occur soon after training in the synapses activated by that training. The mechanisms
of STM ought to involve processes that keep recently activated synapses active while
LTM slowly builds up. The phase in which STM mechanisms begin to fade away
and those of LTM build up could well correspond to an intermediate type (or phase)
of memory, which has not yet been demonstrated in mammals. This postulation is
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not really original; it merely results from a blend of the much earlier predictions of
Ramén y Cajal.
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11.1 INTRODUCTION

For a long time, consolidation was seen as a process achieved only on newly acquired
memories aimed to store them for the long term. However, pioneer and recent studies
have demonstrated that after retrieval, long-term memories may once more undergo
a consolidation-like process referred to as reconsolidation. Mainly, reconsolidation
is sustained by the now widely reported observation that after a memory trace is
activated by means of retrieval and is susceptible to disruption by the same treatments
that disrupt memory during consolidation. However, the functional purpose of this
process is still a matter of debate.

Recent evidence indicates that reconsolidation is indeed a process by which
updated information is integrated through the synthesis of proteins to a memory
trace. Hence, the so-called reconsolidation seems more like an updating consolida-
tion intended to modify retrieved memory by a process that integrates updated
experience into long-term memory. Through this process, previously consolidated
memory is partially destabilized. By the infusion of disrupting agents, it appears as
if the process is intended to consolidate memory again. In this chapter, we discuss

209
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this issue and propose that updating consolidation is a more descriptive term for this
process.

11.2 CONSOLIDATION HYPOTHESIS

The classification of memories according to their duration was initiated by Hermann
Ebbinghauss in his work titled “Uber das Gadachtnis” (About Memory) and for-
malized later by William James. From these works it appears that memory has, on
the basis of its time course, at least two forms, namely short- and long-term mem-
ories. Although no fixed time span segregates these two memory forms, it is clear
that information stored in long-term memory (LTM) undergoes a consolidation
process that strengthens it over time into a stable memory trace.

This process does not take place for short-term memory (STM), which decays
much sooner. The term consolidation is acknowledged to Miiller and Pilzecker on
their study reported in 1900. In one set of experiments, they trained subjects to
memorize a list of paired syllables. On the test day, cue syllables (each one was a
single syllable of a pair) were presented and the number of complementary recalled
syllables was used as a measure of memory retention. A reduction in the number of
retrieved syllables from the first list was observed if a second (distracting) list of
syllables was presented shortly after training. Furthermore, the longer the interval
between the two lists, the less the performance was affected. The researchers con-
cluded that the second list interfered in a time-dependent manner on a physiological
process that accounts for the strengthening of memories. They named this process
“consolidirung.”"

These observations were mostly ignored until Duncan reported almost 50 years
later that he proved that an electroconvulsive shock (ECS) applied after training
disrupted memory. Moreover, he showed that memory disruption correlated with the
interval between training and ECS application. Since ECS was longer spaced in time
from training, memory impairment was reduced. Since then, several other research-
ers have shown that interfering treatments — from ECS to intracerebral microinjec-
tions of protein synthesis inhibitors — applied after acquisition prevent LTM storage.
Consistently, LTM is not affected if the intrusive treatment is applied outside the
vulnerability window. This, along with the consolidation hypothesis, led to the idea
that memory undergoes this time-dependent stabilization process only once. Reli-
ability among a huge amount of related studies sustained the prominent place that
this idea occupies in the current model of consolidation.??

An important transition in memory research took place after Hebb’s dual-trace
proposal suggesting that memory is at first in a labile state maintained by a rever-
berating neural ensemble. LTM arises from cellular changes in this ensemble allow-
ing memory stabilization.* Although it is still matter of intense debate whether STM
and LTM are serial or parallel processes, dual-trace theory stressed the weight that
cellular entities have in memory processing, turning research to the cellular events
underlying memory. At the cellular level, STM undergoes activation of transduction”
cascades (mainly kinase pathways) after neuronal stimulation. It is proposed that

* Process by which a cell converts an extracellular signal into a response.®



Memory Reconsolidation or Updating Consolidation? 211

STM remains as long as these cascades are active but for LTM, transduction signals
are carried to the nucleus where transcription™ is achieved. Afterward, RNA trans-
lation™ will ultimately lead to protein synthesis. These proteins account for cellular
plastic changes that are considered the cellular correlations of stable LTM traces,
i.e., they are considered the cellular counterparts of consolidation. Hence, memory
consolidation requires protein synthesis. It has been extensively reported that protein
synthesis inhibition disrupts LTM without affecting STM.?7-°

11.3 RECONSOLIDATION ERA

As noted earlier, consolidation was seen as a process achieved only on newly
acquired memories with the intent of long-term storage. However, pioneer studies
indicated that consolidated memories may undergo a consolidation-like process more
than once under certain conditions. In 1968, Misanin et al.'® habituated rats to lick
from a drinking bottle in a conditioning chamber, after which they were trained in
a fear conditioning task in which a tone (conditioned stimulus, CS) was paired to a
footshock (unconditioned stimulus, US). As a result, a conditioned response was
obtained and used as a measure of memory, in this case, a reduced licking rate from
the water bottle after the tone onset. They reported that an ECS applied immediately
after conditioning disrupted memory consolidation (Figure 11.1b, Group 2). The
interesting point arose from Group 3. Those animals were trained but without
delivery of an ECS. A day later, the consolidated fear memory was reactivated by
presenting the tone again. Immediately after this memory reactivation, an ECS was
applied with the surprising result that memory was impaired when tested 24 hours
later (Figure 11.1b, Group 3). Notably, ECS was unable to disrupt memory if the
tone cue was not presented (Figure 11.1b, Group 4) and the phenomenon was referred
as cue-dependent amnesia.'®

Even though these results were at first not replicated,!! they encouraged further
(mainly unnoticed) work on the possibility that consolidated memories enter into
an active stage upon retrieval. For example, Gordon showed that as occurs with
newly acquired memories, retrieved memories are susceptible to disruption in a time-
dependent manner.'? Cue-dependent amnesia was further studied in the active—inac-
tive memory model proposed by Lewis.!3 who claimed that memories become active
under two conditions: when newly acquired and when reactivated by means of
retrieval. Any other memory is in an inactive stable state. Recently, cue-dependent
amnesia was taken up again and is now referred as reconsolidation.

Reconsolidation proposes that after a memory trace is activated by means of
retrieval, it is susceptible to disruption by the same treatments that disrupt memory
during consolidation.'*!> In 1992, Bucherelli and Tassoni' reported that inactivation
of the parabrachial nuclei by infusions of tetrodotoxin disrupted previously consol-
idated memories when reactivated. Similarly, Susan Sara’s group reported that infu-
sions of either NMDA or B-adrenergic antagonists (which disrupted LTM when

* Synthesis of RNA on DNA template.®
* Synthesis of protein on mRNA template.5
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FIGURE 11.1 Data from first report on retrograde amnesia induced after memory reactiva-
tion. (@) Schematic representation of protocol used by Misanin et al. (b) Group 1 shows fear
conditioning behavior displayed under this protocol, measured as reduced licking from a
water tube after CS onset. ECS disrupted fear LTM either when applied after conditioning
(Group 2) or after memory reactivation (Group 3). Group 4 shows that the ECS effect on
Group 3 is dependent on memory reactivation. For clarity, an arbitrary memory index is shown
on the right side of the graph. CS = conditioned stimulus (80-dB white noise for 10 sec on
treatment day 1, 2 sec on day 2, and 10 sec or ten licks on test day). US = unconditioned
stimulus (1.3-mA shock to floor grids for 3 sec simultaneously with CS offset). ECS =
electroconvulsive shock (0.5-sec, 40-mA shock applied through earclips attached to subjects).
Adapted from Misanin, J.R. et al., Science, 160, 554, 1968. With permission.

applied after training) disrupted a clearly established memory trace upon
retrieval.'”~!® Since then, memory reconsolidation has actively been studied.

The most acknowledged study is the one carried out by Nader and coworkers
in 2000.2° This work brought general attention to the reconsolidation phenomenon
because of the clean data reported and because of the use of a translational inhibitor
that interfered with protein synthesis, considered to be the main cellular substrate
for memory consolidation. The experiments were performed in the widely studied
fear conditioning task and showed that the same treatment applied under circum-
stances that disrupt consolidation also impairs memory after retrieval. Similar to the
report by Misanin and coworkers, Nader et al. conditioned rats in a tone-foot-shock
association but memory was assessed by the percentage of the time that rats were
immobile (except for movements required for breathing) to the total time the tone
was presented (freezing). The day after conditioning, the protein synthesis inhibitor
anisomycin was injected in the amygdala after the tone presentation.

When the subjects were tested 24 hours later, they performed poorly compared
to the rats that were not anisomycin-injected (Figure 11.2b). The same treatment
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FIGURE 11.2 Intraamygdalar infusion of a protein-synthesis blocker disrupts consolidated
fear memory. (a) Schematic representation of protocol used by Nader et al. (b) Group 1 shows
fear conditioning behavior displayed under this protocol, measured as high percentage of time
the CS is presented in immobility. Anisomycin disrupted the previously consolidated fear
LTM when applied after memory reactivation (Group 2). Group 3 shows that anisomycin
effect on group 2 is dependent on memory reactivation. For clarity, an arbitrary memory index
is shown on the right side of the graph. CS = conditioned stimulus (75-dB, 5-KHz tone for
30 sec). US = unconditioned stimulus (2-mA footshock for 1 sec simultaneously with CS
offset). ACSF = artificial cerebrospinal fluid. Anisomycin = 62.5 g/0.5 L per hemisphere.
Adapted from Nader K. et al., Nature, 406, 722, 2000. With permission.

was unable to disrupt memory if a retrieval session was not performed (Figure 11.2b,
Group 3). The researchers also showed that the effects of anisomycin were time-
dependent. When injected 6 hours after memory reactivation, it is unable to disrupt
memory. In the years following the Nader study, a wide variety of reports have
shown that reconsolidation is indeed a general process achieved in different species
and different kinds of memories.?!-30

11.4 ON RESTRAINTS OF RECONSOLIDATION
HYPOTHESIS

Despite the huge body of experiments supporting reconsolidation, some did not
uncover consolidated memory susceptibility to disruption after retrieval.3!-3* How-
ever, some recent reports have helped explain to an extent why a reconsolidation
process is not revealed under certain protocols.?%3336 To address this issue, we must
first look to what is called extinction and again take up the conditioning protocol
on which a great number of memory tasks rely. On conditioning, a CS, like a tone,
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is associated to an US, like a foot shock. As a result, the CS elicits a response that
is used as a measure of memory, like freezing.

However, CS presentation in the absence of US eventually leads to a response
decrement; in our example, animals stopped freezing. This is extinction. On extinc-
tion, the CS is now associated to no-US. Like any other learning, extinction under-
goes consolidation. To assess reconsolidation, the CS is commonly presented as a
retrieval cue that may lead to extinction. During testing, treatments applied on
retrieval may reflect effects over the CS-US association in which case disruption of
the conditioned response is observed (reconsolidation is uncovered).

On the other hand, treatments may impair consolidation of extinction, in which
case the CS-US association seems unaltered. On this latter scenario, results may be
interpreted as lack of a reconsolidation process. Hence, studies like Vianna et al.??
and Berman and Dudai®' reported that protein synthesis inhibition disrupted extinc-
tion, leaving CS-US association unimpaired or even strengthened, and pointing at
the impression that reconsolidation does not occur under these protocols.

Pedreira and Maldonado® offered evidence to move forward using a contextual
memory task in crabs. When crabs are placed in a particular context and an object
is passed overhead, they escape from the moving object, but when this stimulus is
repeated several times, the crabs freeze upon presentation of the passing object.
However, when the context is changed, freezing of the crabs does not take place.
Thus, the context is associated to the passing object and freezing is used as a measure
of memory. To induce extinction, the animals were exposed to the context in the
absence of the passing object. Pedreira and Maldonado placed conditioned crabs in
the training context for either 5 or 60 min as a retrieval session. During the session,
they systemically applied the protein synthesis inhibitor cycloheximide and tested
24 hours later. Crabs exposed for 5 min did not undergo a clear extinction and when
tested, effects over reconsolidation were found. Conversely, crabs exposed for 60
min extinguished the conditioned response and when tested, extinction was impaired.

These findings have been replicated by many others.?®3¢ Eisenberg et al.?¢ trained
rats in a taste aversion task. Task acquisition was achieved by pairing a taste with
an intraperitoneal injection of a visceral malaise-inducing agent (LiCl). Taste-mal-
aise association produced a long-term aversive memory observed by a reduced intake
of that taste in a second presentation compared to its consumption on acquisition.
However, on the third presentation, intake was increased, showing that the aversive
memory was extinguished. Protein synthesis inhibition disrupted extinction when
applied on the second taste presentation leaving CS-US pairing unaltered, i.e., a
failing to detect a reconsolidation process.

However, when rats were subjected to the taste—malaise association for two
consecutive sessions, extinction was not observed on the subsequent presentations.
Under these conditions, protein synthesis inhibition on the presentation following
the association sessions showed aversion impairment when the animals were tested,
i.e., reconsolidation was revealed. In the same study, medaka fishes were trained in
a fear conditioning task. Consistent with the results obtained from rats, protein
synthesis inhibition impairs consolidation on the session that led to extinction
affected and, in the absence of extinction, protein synthesis inhibition impaired CS-
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US reconsolidation. Thus, when consolidation of extinction memory was initiated
on the retrieval session, reconsolidation of the CS-US association was not observed.

Other authors have found that pharmacological treatments disrupted LTM of
recently consolidated but not older consolidated memories.?”-*® That is, when the
retrieval session takes place on the days following acquisition, memory is susceptible
to consolidation blockers. However, as the retrieval session is spaced in time from
training, memory becomes less sensitive to these blockers. These results point to
the idea that reconsolidation is a process achieved only by recently consolidated
memories upon retrieval. However, Suzuki and co-workers3® reported that stronger
and older memories are susceptible to disruption upon retrieval too. They showed
that stronger and older memories need of a longer retrieval trial to be disrupted by
the blockade of protein synthesis than weaker and younger memories. Consistent
with the reports of Pedreira and Maldonado® and Eisenberg et al.,” these effects
were found as long as the retrieval trial did not lead to extinction. Therefore, it seems
that the strength of the reminder is related to memory susceptibility to disruption
after retrieval.

11.5 CONSOLIDATION AND RECONSOLIDATION:
THE SAME PROCESS?

Probably the most important question regarding the reconsolidation process is: why
and under what circumstances is reconsolidation attained? At first glance, it seems
counterintuitive to carry out an already achieved process again, i.e., to consolidate
once more an already consolidated memory, as is implied by the reconsolidation
term. It has been reported that some of the molecular mechanisms involved in
consolidation are also required for reconsolidation of the same memory trace and
in the same brain region.20.23:24.26.39-43

For example, particular transcription factors have been proven necessary for both
consolidation and reconsolidation processes in different memory tasks. Kida and
colleagues® showed CREB involvement in contextual fear conditioning” memory
in mice. Also in mice, Bozon and co-workers*' reported a zif268 requirement in
object recognition memory' and finally, Merlo et al.*> showed NF-B participation
in contextual memory using the crab model described above. In rats, Duvarci, Nader,
and LeDoux* showed that the extracellular signal-regulated kinase (ERK) pathway
must be activated in the amygdala for both consolidation and reconsolidation of fear
conditioning. Furthermore Sangha et al.** reported that for the Lymnaea stagnalis

* In this protocol, a context (CS) like a particular chamber is associated with a footshock (US). As with
fear conditioning, the response used as a measure of memory is freezing (in this case, a reaction to the
chamber, not to a tone).

T This kind of memory reflects the judgment of previous experience with particular stimuli. The tasks
commonly rely on the natural tendency of rodents to explore new stimuli. In the first phase, animals are
habituated to a novel stimulus like a light bulb. After a delay, the second phase involves presentation of
a copy of the bulb along with some other stimulus like a glass jar. During this phase, the animals explore
the jar over the bulb, indicating that the jar is a new stimulus and the bulb a familiar one, that is, the
bulb is recognized as a familiar stimulus.
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snail, consolidation and reconsolidation occurred in the same cell. These data indi-
cate that reconsolidation may be a remaking of the consolidation process.'

However, several other studies suggest that consolidation and reconsolidation
are different processes. Taubenfeld and colleagues* reported that the transcription
factor C/EBP is needed for consolidation but not for consolidation of a context-
dependent task in the dorsal hippocampus. Tronel and Sara® described differential
activation of several brain regions after retrieval compared to consolidation of an
odor-reward task learning analyzed by c/Fos immunohistochemistry. In the same
regard, Kelly and co-workers?® demonstrated an increase in phosphorylation of ERK
kinases in the dentate gyrus and the entorhinal cortex after training in an object
recognition task along with increased phosphorylation in the hippocampal CAl
region and the entorhinal cortex after memory retrieval. On taste memory, it was
reported that muscarinic receptor activity in the gustatory cortex is required for safe
memory consolidation but not for postretrieval consolidation.*® Similarly, protein
synthesis in the central amygdala is required for consolidation but not for reconsol-
idation of conditioned taste aversion.*’ Finally, Lee et al.*® reported that the growth
factor BDNF is required for consolidation but not for reconsolidation, and transcrip-
tion factor zif268 is needed for reconsolidation but not consolidation in the same
brain region and memory task. All this evidence discards the possibility that recon-
solidation is a recapitulation of consolidation but does not solve the problem. The
question remains: what is the physiological purpose of reconsolidation?

11.6 RECONSOLIDATION HYPOTHESIS
RECONSIDERED: UPDATING CONSOLIDATION
PROPOSAL

Early and recent reviews suggest that reconsolidation may be a state for incoming
information to modify established memories but experimental support is almost
completely absent.!3!44%-50 However, our group recently reported that newly acquired
and retrieved taste recognition memory is susceptible to disruption by the protein
synthesis inhibitor anisomycin when applied in the insular cortex (IC), a proven site
for taste memory consolidation. In that work, the attenuation of neophobia (AN)
task was used. Animals showed graded increases in intake after repeated presenta-
tions of the same tastant until a plateau was reached (Figure 11.3a).>12

Importantly, anisomycin injections produced a partial disruption of previously
consolidated memory and the observed impairment became less noticeable as a
response plateau was reached (Figure 11.3b and c). On asymptotic performance,
anisomycin affects no longer consolidated memory (Figure 11.3d). These results led
to the proposal that a protein-synthesis-dependent process is achieved as long as
updated experience capable of affecting behavior is acquired. This process is aimed
to integrate updated relevant information to LTM. Consistently, part of the older
consolidated memory is dependent on protein synthesis. Partial susceptibility to
disruption of a previously consolidated memory trace may be the physiological
substrate that allows incoming material to integrate to memory.
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FIGURE 11.3 Attenuation of neophobia (AN) behavior and protein synthesis inhibition
effect (a) Mean = S.E.M. intake (in mL) of 0.3% saccharin solution on unoperated rats. Taste
presentations were daily for 15 min. (b) and (c) Anisomycin infusion in insular cortex (IC)
after the second or third taste intake partially disrupted previously consolidated memory. (d)
Anisomycin infusion after sixth taste intake spared completed AN behavior. (e) Protein
synthesis inhibition in IC disrupted updated aversive experience. A classical malaise agent
(LiCl 0.2 M, 10 mL/Kg) injected i.p. 30 min after the sixth and seventh saccharin intake
onset induced increasing aversion. Anisomycin injected before taste—malaise association
impaired long-term aversive memory (eighth presentation). Solid circles = vehicle (ACSF).
Open triangles = anisomycin (100 pg/uL/hemisphere). Arrows = drug infusion. Arrowheads
= i.p. injections of LiCl solution. ** p <0.01, * p <0.05 between anisomycin-infused and
corresponding vehicle groups. For clarity, an arbitrary memory index is shown on the right
side of each graph. Adapted from Rodriguez-Ortiz, C.J. et al., Learn. Mem., 12, 533, 2005.
With permission.
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Furthermore, when there is no more relevant information to be learned, i.e., after
asymptotic task performance is reached, memory is no longer vulnerable to protein
synthesis inhibition. Moreover, when the AN plateau has been reached and infor-
mation of a different quality is provided, like aversive information, the protein-
synthesis-dependent process is achieved once more (Figure 11.3e).%?

These results were partially replicated in a widely studied hippocampus-depen-
dent memory task, the Morris water maze (WM). In this task, animals escape from
cool water by finding a hidden platform underwater. To do so, animals learn spatial
cues around the room to locate the platform.>* Rats were trained for either 3 or 5
consecutive days in the WM task. Seven days later on the memory reactivation
session, rats swam for 60 sec without the platform and memory was assessed by
counting the number of crossings to the platform location during training.

Clearly, the animals trained for 5 days performed much better than those trained
only for 3 days. Thus, 3-day trained rats were designated middle-trained and 5-day
trained rats were referred to as well-trained. When tested 7 days after the reactivation
session, middle-trained subjects infused with a consolidation blocker in the dorsal
hippocampus on reactivation performed poorly compared to the corresponding vehi-
cle group. However, the same treatment did not affect consolidated memory in well-
trained animals, presumably because no further updating was attained.> Similarly,
Morris et al.”® reported that asymptotic WM task performance was not affected by
protein synthesis inhibition in the dorsal hippocampus.

Conversely, task performance was disrupted by the same treatment when updat-
ing information was continuously acquired. They trained rats for 6 days in the WM
task with the platform in a constant position. On day 7, retrieval was accounted by
a single trial and anisomycin was immediately injected locally. Under these condi-
tions memory was unimpaired. Interestingly, when the platform location was
changed daily during training, anisomycin injection after retrieval on day 7 disrupted
previously consolidated memory. The authors concluded that acquisition of new
information is required to observe consolidated memory susceptibility to protein
synthesis inhibition.

Thus, the so-called reconsolidation seems more like an updating consolidation
intended to modify retrieved memory by a process that integrates updated experience
into long-term memory. Previously consolidated memory is partially destabilized
and by the infusion of disrupting agents it appears as if the process is intended to
consolidate memory again. Two important features must be stressed about the updat-
ing consolidation process: it is time- and protein-synthesis-dependent. These features
again bring attention to the cellular changes that account for LTM, i.e., the stabili-
zation of neural ensembles.*

Updating consolidation may be the process by means of which neural ensembles
are modified and stabilized into updated memory traces. This proposal is based on
the analysis of behavior, and even though it is clear that behavior is not merely a
reflection of memory; we think it is possible to outline some of the changes that the
updating consolidation process may produce in the memory traces based on the
behavioral observations depicted above (for more on the behavior—-memory dichot-
omy see Chapter 1). In a simple scenario, two types of information can modify
behavior.
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Reinforcement of previous learning — As with a learning curve, previous
learning is strengthened on each trial because information of the same quality is
acquired. Keeping in mind that a neuronal ensemble underlies a particular memory,
reinforcing information may modify the existing consolidated trace by two means:
by making the synaptic weights of the already existing ensemble stronger or by
addition of cellular entities to the previously consolidated ensemble. In both cases,
modifications of the synaptic weights involved in the ensemble are required.

Using artificial neural network simulation, it has been proposed that in order to
preserve old memories while learning sequential new patterns, an active maintenance
process is required. Otherwise, old memory is lost with incoming information. In
this model, new learning is incorporated to old patterns by partially rehearsing the
old ones. Importantly, modifications in synaptic weights are needed if the ensemble
is to retain previously stored material while learning new information.>’

Updating consolidation is the proposed mechanism that permits modifications
of the ensemble. By protein synthesis inhibition, updating consolidation is unveiled
in the limited disruption of previously acquired information that is less noticeable
as plateau performance is reached. Consistently, lack of memory disruption by
protein synthesis inhibitors correlates with the asymptotical level in task perfor-
mance. In this regard, positive modulation of a retrieved memory was reported in
crabs.”® The study showed that through retrieval, a weak memory is strengthened
by an endogenous brain mechanism mediated by angiotensin II. Although, positive
modulation of retrieved memories has been reported,'*>° this study was done to shed
light upon the functional value of reconsolidation. In accordance with the updating
consolidation proposal, the researchers concluded that reconsolidation is a state for
modifying memory strength.

A last piece of evidence comes from memory studies in chicks. Summers et al.®
reported that a weak memory is strengthened by means of retrieval. They suggested
that memory retrieval initiates a mechanism that allows incorporation of information
acquired in the retrieval session to LTM. However, memory retrieval was found to
modify memory as long as consolidation was not accomplished. Thus, this mecha-
nism in chicks seems limited to the time before memory is stored.®®¢! This is not
the case in rats, where memory can be modified after consolidation is attained and
even more, as noted above, limited disruption of previously consolidated memory
is observed.

Shift of previous learning — Divergent information is integrated to previously
consolidated memory. For example, taste aversion can be learned from a taste already
tagged as a safe stimulus.3*? Under these conditions, taste aversion requires a protein
synthesis-dependent process to be stored in the long term. One possibility for this
integration to occur is that the ensemble suffers greater modifications than when
strengthening information is acquired. On the other hand, a different but overlapping
trace would be created for this divergent information, in which case modifications
in the synaptic weights involved in the first ensemble would take place as well.
Overlapping between the ensembles is supposed because they represent divergent
associations between overlapping stimuli. In our taste memory example, this over-
lapping is uncovered on the aversion level that animals show to a taste previously
tagged as safe (Figure 11.3e). Less aversion is observed when compared to the
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aversion shown to the same taste when novel. Reinforcement of aversive learning
is required to reach similar aversion levels when the taste was previously learned as
safe.

Another example has been reported in the Manduca sexta moth. Daly and
colleagues® found progressive neural recruitment and changes on network activity
over the course of olfactory conditioning. Their results point to the idea that olfactory
memory traces are modified upon experience. Hence, memories are not separate
entities; rather they overlap to some extent. Overlapping of the traces is determined
by the similarities of the involved information. This idea is in line with previous
theories regarding incorporation of recent experiences into long-term knowledge
background. -

Extinction is another possibility in which a memory trace can be updated by
divergent information. Ample evidence indicates that extinction is not forgetting nor
erasing of conditioning learning, but a related learning that elicits a behavioral shift
upon CS presentation.” This evidence is congruent with the proposed model of
updating consolidation. Updating does not imply erasing of previous learning but
incorporation of a related learning that takes over behavior.>

Eisenberg and Dudai®® consistently reported that disrupted memory upon
retrieval is recovered by presentation of an unpaired reinforcer. Similarly, contextual
conditioning memory disrupted after retrieval was shown to recover spontaneously
after 21 days.%® Power et al.®® found contextual-conditioning memory recovery 6
days after acquisition and, moreover; using the same memory task, Prado-Alcala et
al.”® reported that repeated retrieval sessions are sufficient to fully recover memory
previously affected on retrieval by tetrodotoxin injections.

These results suggest that disruption of the reconsolidation process does not
abolish consolidated memory; instead, the observed memory destabilization known
as reconsolidation may be related to interference with the proposed updating process
aimed at the integration of related learning. The result of this process will be stable
overlapping traces. The relationships of these converging (trace reinforcement) or
diverging (trace shift) overlapping traces will determine behavior.

Recently, it was reported that reconsolidation and integration of new information
to memory are dissociable processes. Animals were conditioned using a light and a
context as CSs, and footshocks as USs. On retrieval, a new context and the same
light were presented without the US. As a consequence, an association was estab-
lished between the first conditioning, i.e, the first CS-US association, and the new
context. When tested, animals elicited the conditioned response (freezing) when
placed in the second context, that is, a new CS.

The association between a CS and a previously acquired CS-US association is
called second order conditioning. Inhibition of the transcription factor C/EBPJ in
the hippocampus disrupted LTM of the second conditioning. Conversely, if retrieval
is assessed presenting the same stimuli as in acquisition C/EBP is required in the
amygdala for memory to remain. Thus, it was concluded that linking new of infor-
mation occurs without destabilizing the retrieved memory.”!

Contrary to this, we found in two different memory tasks and regions that partial
disruption of consolidated memory is observed by consolidation blockers upon
memory updating. Moreover, protein synthesis is still required in the same region
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even though updated information is of different quality. It is important to note that
the differences in molecular mechanisms found by Tronel et al.”! indeed support the
view that linking new information is not the same as reinforcement of previous
learning (as reconsolidation is not a bona fide copy of consolidation), but do not
support that reconsolidation is not intended to update memory.

The important issue is that reinforcement of previous learning is not synonymous
with reconsolidation and that linking new information is different from a reconsol-
idation process. On their retrieval protocol, Tronel et al. used either the same (which
they called reconsolidation) or different information (another context they called
linking new information) compared to acquisition. Integration of information of one
kind does not necessarily imply that integration of another kind requires the same
mechanisms. All in all, we consider that evidence is accumulating for the hypothesis
that reconsolidation is indeed an updating consolidation. In this time- and protein-
synthesis-dependent process, retrieved memory seems to be modified by the inte-
gration of updated relevant experience.
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Memory processes can be profoundly affected by life experiences. In particular,
stress has proved to be a major modulator of memory function.'* However, we
should bear in mind that stress is an extremely wide concept that ranges from
situations that require moderate adaptations from the individual to circumstances
that can be overwhelmingly adverse and persistent.

As can be expected, the impacts of such diverse stressful experiences on cog-
nitive functions are not the same. Whereas moderate stress experienced during
learning can facilitate information storage,>”’ experiencing excessive stress acutely
or severe stress chronically can be highly detrimental to memory function. Moreover,
substantial evidence indicates that there are important time-windows during the
lifespan when experiencing stress can exert an impact on later life including detri-
mental consequences for cognitive performance during aging. How the two latter
stress conditions (chronic stress experienced in adulthood and the developmental
effects of stress on the aging process) affect memory function will be the focus of
the first part of this chapter.

The second part will deal with memory alterations that characterize the aging
period. In both parts, phenomenological descriptions of cognitive alterations will be
followed by sections dealing with major mechanisms that have been implicated in
mediating the described effects of stress or aging.

12.1 STRESS
12.1.1 CONCEPT OF STRESS

Before dealing with the different topics related to stress, aging, and memory inter-
actions, important issues in relation to the concept of stress and stress physiology
must be introduced. Stress is considered to imply any challenge to the homeostasis
of an individual that requires an adaptive response of that individual.®
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Since life is a cumulative exposure to changing and challenging situations,
virtually all living organisms experience stress, more or less frequently, during their
life spans.

Although stress is a loose concept that historically has meant different things
for different authors, today we recognize the importance of distinguishing three
components that together define every stress experience.

12.1.1.1 Stressors

Stressors are stimuli, generally aversive and potentially harmful, that exert impacts
on individuals. Stressors can be classified as either exteroceptive (extreme temper-
atures, electric shocks, social situations) or interoceptive (ranging from health prob-
lems such as gastric disturbances to psychogenic problems such as unjustified fear).

12.1.1.2 Evaluation of Situation

The way an individual interprets a potentially stressful situation is a critical step to
determine whether a specific stimulus acts as a stressor. A sudden noise can be
judged as dangerous by one individual and experienced as harmless by another.
Their respective reactions can depend on many factors such as previous experiences
with similar noises, or may be based on the expectations that each individual
generates about the potential consequences derived from that particular noise. Var-
ious psychological processes are important, with controllability or the ability to cope
with the situation serving as a very important factor in determining how stressful
situations are experienced.’!!

12.1.1.3 Response of Individual

Response includes both physiological and behavioral reactions to a stressful situa-
tion. The physiological stress reaction typically comprises central (sensory, emo-
tional, and cognitive processing of stimuli by the central nervous system) and
peripheral (activation of the sympathetic nervous system and the hypothalamus—pitu-
itary—adrenal axis) responses (see below). The behavioral reactions include both
direct responses to the specific stressors and adaptive responses that are addressed
to optimize survival.?

12.1.2 PHYSIOLOGICAL STRESS RESPONSE

The stress response involves a complex reaction in the organism that, in addition to
the activation of peripheral stress systems, includes the activation of specific circuits
in the brain. Most of these neural circuits have the capacity not only of processing
information, but also eventually affect the degree and direction of activation of
peripheral physiological systems.'? As to the peripheral responses, the two major
systems activated during stress are the sympathetic (SNS) branch of the autonomic
nervous system (ANS) and the neuroendocrine system consisting of the hypothala-
mus—pituitary—adrenocortical (HPA) axis.



228 Neural Plasticity and Memory: From Genes to Brain Imaging

12.1.2.1 Sympathetic Nervous System

Unlike the parasympathetic branch of the ANS that mediates calm vegetative func-
tions such as growth, digestion, and relaxing responses of the organism, the SNS is
stimulated by activating and stressful situations. This system comprises a number
of projections that connect with virtually every organ in the body where they secrete
norepinephrine.

An important projection of the SNS is its input to the medulla of the adrenal
glands, where adrenaline and noradrenaline hormones are secreted into the blood-
stream. Many well-known responses to stress are caused by activation of the SNS,
including increased heart rate and blood pressure, increased glucose levels, increased
muscle tension, and increased sweating. In parallel, activation of the SNS delays
functions that are not directly required to survive at that particular moment; typical
examples are the lessening or suspension of digestion and reproduction.

12.1.2.2 Hypothalamus-Pituitary—Adrenal Axis

Most of the work examining the deleterious effects of stress on memory function
has focused on the HPA axis (Figure 12.1). This neuroendocrine system involves
the sequential activation of messenger molecules produced by the hypothalamus,
the pituitary, and the adrenal cortex. The main hypothalamic HPA messengers,
corticotrophin releasing hormone (CRH) and vasopressin (AVP), are synthesized in
the paraventricular nucleus. Upon the appropriate stimulus, these peptides are
released and, through the portal vein system, get access to the anterior pituitary
where they stimulate the production and release of the adrenocorticotropic hormone
(ACTH) into the bloodstream. Eventually, ACTH reaches the adrenal cortex where
it stimulates the secretion and production of glucocorticoids (cortisol in humans;
corticosterone in a variety of animals including rodents).

Glucocorticoids are steroid hormones that produce extensive effects on virtually
all physiological systems. Among their many roles, they exert essential feedback
actions at a variety of levels (prefrontal cortex, hippocampus, hypothalamus, and
pituitary) to inhibit the activity of the axis. Such negative feedback is crucial to
suppress excessive levels of these steroids, whose brief action can be highly adaptive,
but their maintenance at high levels for prolonged periods can be highly detrimental
to an organism.

Due to their lipophilic nature, glucocorticoids can achieve rapid access to the
brain. In addition to rapid nongenomic actions through membrane receptors, gluco-
corticoids affect the brain by acting through two classical intracellular corticosteroid
receptors that exert genomic effects.! They are the mineralocorticoid receptor (MR)
and the glucocorticoid receptor (GR). Corticosterone binds with a 10-fold higher
affinity to MRs than to GRs and therefore it is not surprising that many stress effects
are mediated through GRs. The hippocampus shows the highest density of corticos-
teroid receptors, with some amygdala nuclei and the prefrontal cortex also showing
moderate to high levels of GRs.!
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FIGURE 12.1 The hypothalamus—pituitary—adrenal axis. Activation of the hypothalamus
results in a chain of events that eventually result in the release of glucocorticoids. Once in
the bloodstream, these steroid hormones exert negative feedback at the different stations of
this neuroendocrine axis. Importantly, glucocorticoids can also penetrate into the brain rapidly
and affect different aspects of behavior and cognition.
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12.1.3 STrREss AND MEMORY FUNCTION

As noted above, stress covers a wide spectrum of circumstances that can eventually
have differential effects in the acquisition, consolidation, and retrieval of information.
Based on the importance for mental health of the negative effects that highly stressful
circumstances can impinge on cognitive function, the focus of this chapter is on the
detrimental effects of stress on memory processes.>*%!4 For reviews on the positive
aspects of moderate brief stress periods on memory formation, see References 5, 7,
and 15. A number of important factors related to stress and cognition must be taken
into account when trying to understand how stress affects cognitive function. The
following parameters are particularly important.

12.1.3.1 Stress Magnitude and Intensity

Intuitively, the impacts of extreme stressors (such as a real life threat, for example,
a strong earthquake) on cognitive function are expected to differ greatly from those
impinged by moderate stressors (such as exposure to novelty), and experimental
evidence largely supports this view.!®!7 In any case, it is important to note the drastic
individual differences in stress reactivity existing among conspecifics. Therefore,
when evaluating the impact of stress intensity, it is advisable to take into account
both the specific characteristics of the stressor and measure individual behavioral
and physiological responses in order to determine the actual stress magnitude expe-
rienced by each experimental subject.

12.1.3.2 Stressor Timing

The time when stress is experienced with regard to the cognitive function under
evaluation seems to be a crucial factor of both the types of effects observed and the
mechanisms implicated.!” Depending on whether stress is experienced before, dur-
ing, or after the cognitive challenge, different processes (acquisition, consolidation,
and/or retrieval of information) can be affected. Consistent evidence indicates that
acute stress exerts different effects on consolidation (frequently facilitating) and
retrieval (frequently impairing) of information.>-"-17

12.1.3.3 Stressor Duration

As we will see in the following sections, taking into account the duration of the
stressor is essential, particularly when the question under analysis is related to the
mechanisms whereby stress impairs cognitive function. We will review the experi-
mental work that illustrates impaired memory function following either acute or
chronic stress (see below).

12.1.3.4 Stressor Controllability

Substantial work in humans and animals indicates that an individual’s perception of
his or her ability to cope with a stressful experience has profound consequences on
the degree of cognitive alteration induced by stress. Uncontrollable stressors gener-



Memory Impairments Associated with Stress and Aging 231

The triadic design
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FIGURE 12.2 Cartoon representing classic triadic design used to evaluate behavioral and
physiological impacts of exposure to controllable or uncontrollable stress in rats. The design
involves three groups. Two were submitted to stress (electric shocks in the tail) and the third
group consisted of undisturbed controls that normally remained in their home cage or were
only submitted to handling on experimental days. Among the stressed groups, the one in the
controllability condition was given the possibility to stop (escape) the stressor by performing
a particular response (for example, by rotating a wheel or pressing a lever). The behavior
displayed by the animals in the uncontrollable (inescapable) condition was not contingent on
shock delivery. Each animal in the inescapable condition was “yoked” to an animal in the
escapable condition, i.e., it received equal amounts of stress at the same time as the companion
animal in the escapable schedule experienced.

ally provoke more behavioral impairments than controllable stressors, and many
neurochemical changes ordinarily elicited by uncontrollable stressors are not
observed when control is possible.!%!:!8 However, recent evidence suggests that the
different impacts produced by controllable and uncontrollable stressors in the brain
may not be due simply to the contribution of uncontrollability, but may in fact be
affected by the ability to control. By using a triadic design (see Figure 12.2), the
medial prefrontal cortex (mPFC) was proposed to inhibit stress-induced neural
activity in brainstem nuclei (notably, the dorsal raphe nucleus) in individuals who
exerted control over stress in contrast to the prior view that such brainstem activity
was induced by the lack of control.!

In addition to the memory phase under study (see Section 12.1.3.2, “Stressor
Timing”), other factors are also important to take into account with regard to the
cognitive function under study.

12.1.3.5 Factors Related to Memory Processes

As mentioned above, not all phases in the information process related to memory
function are equally susceptible to disruption by stress. It is, therefore, very important
to design experiments that allow one to establish which memory phase (acquisition,
consolidation, retrieval, or even reconsolidation) is affected by the stress procedure
under study (Figure 12.3).
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FIGURE 12.3 Depiction of the importance of the timing when stress is experienced with
regard to the phase of information processing under study. If stress is given before acquisition
of information (1), it can potentially affect all cognitive phases involved in memory function
(learning, memory consolidation, retrieval). If stress is experienced after acquisition (2), any
effect observed in retention may be due to an impact of stress on either consolidation or
retrieval and any effects on acquisition can be discarded. If stress is delivered before the
retention test (3), it should normally affect the retrieval processes. However, a note of caution
should be mentioned, depending on how soon the retention test is applied with regard to
training since consolidation mechanisms are increasingly recognized to last longer than
previously hypothesized and therefore this type of manipulation may influence both consol-
idation and retrieval. Research should take into account this complexity and apply the nec-
essary controls to ascertain which phases and mechanisms of information processing are
affected by the stress procedure under study.

Another particularly important factor is the type of learning process evaluated
(i.e., implicit/procedural explicit/ declarative, nonassociative learning, etc). Notably,
implicit memory processes have been shown to be positively influenced by stress.?%?!
Both acute?*?? and chronic?*-? stress experiences were reported to potentiate asso-
ciative types of learning such as eyeblink conditioning and fear conditioning in male
(but not female?) rodents. On the contrary, explicit/declarative/relational types of
memories are much more vulnerable to interference by stress. Since this chapter
covers the detrimental effects of stress on memory, we will mainly focus on these
latter types of memory that have been shown to be particularly vulnerable to alter-
ation by stress.

12.1.4 AcuTte STRESS AND MEMORY IMPAIRMENT

Experiencing an acute highly stressful situation can interfere with subsequent infor-
mation processing. This holds true particularly for those circumstances in which a
stressed individual is required to retrieve previously stored information while the
acquisition of new information is shown to be particularly resistant to disruption in
experimental animals. In fact, most rodent studies in which acute stress has been
applied before animals were confronted to learn a hippocampus-dependent task
failed to find alterations in the acquisition rate.?®?” If any consistent effects were
observed, in most cases they were not evident in the performance of animals during
the training (or learning) phase, but appeared in subsequent retention tests.

For example, Baker and Kim?® showed that exposure to uncontrollable stress
can affect a nonspatial task, the object-recognition memory. In their study, rats given
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inescapable restraint and tail-shock stress just before exposure to a novel object
recognition task showed normal memory when tested 5 min after first exposure to
objects, but were impaired when tested 3 hours later. Control rats displayed a
preference for a novel object (over a familiar one) when they were tested at different
time delays (5 min and 3 hours). Unlike the unstressed controls, at the 3-hour
posttraining test, stressed animals spent comparable time exploring novel and famil-
iar objects.

When the impact of stress on the retrieval of previously acquired information
was directly assessed, similar detrimental results on retention were reported. De
Quervain et al.?® found that exposing rats to either stress or glucocorticoids 30 min
before testing impaired retention performance in the spatial task Morris water maze.
Convincing evidence indicates that the level of difficulty of the task (memory load)
is a critical factor in observing the detrimental effects of stress on retrieval processes.
Using the radial arm water maze (RAWM; a modified Morris water maze that
contains four or six arms, with a hidden platform located at the end of one of them),
Diamond et al.’® showed that exposure to a cat during a 30-min delay period between
training and testing for the platform location (the platform was located in the same
arm on each trial within a day and was in a different arm across days) had no effect
on memory in the easiest RAWM, but stress impaired memory in more difficult
versions of the RAWM. By lesioning the hippocampus, the authors also confirmed
that the RAWM is a hippocampal-dependent task.

In addition to the importance of memory load (difficulty or memory demand of
the task), it seems that flexible forms of memory are particularly susceptible to show
disrupted retrieval by stress, as opposed to more stable ones that remain largely
unaffected.’! In humans, stress or pharmacological glucocorticoid treatments given
just before retrieval have also been found to impair the recovery of information.”-32-33
As in animals, memory load is also an important factor for stress-induced retrieval
impairments in humans.?? Interestingly, the effect of stress in memory retrieval seems
to be related to the emotional content of the information. For example, psychosocial
laboratory stress (as induced by the Trier Social Stress Test) was shown to particu-
larly impair recall of emotionally arousing but not of neutral words.*® Therefore,
emotionally arousing material appears to be especially sensitive to the impairing
effects of stress in retrieval.

12.1.5 NEUROBIOLOGICAL MECHANISMS INVOLVED IN ACUTE
EFFeCTS OF STRESS ON MEMORY

Cognitive and neurobiological studies have provided converging evidence that the
hippocampus is critically involved in long-term memory formation®’-*° and also a
primary central nervous system target of stress hormones.?® The great sensitivity of
the hippocampus to stress is revealed by the profound suppression of hippocampal
synaptic plasticity after acute exposure to stressors**“* or increased glucocorti-
coids.** Moreover, adrenergic activation in the basolateral amygdala and hippocam-
pus was shown to be critical for the impairing effects of glucocorticoids on delayed
memory retrieval in spatial water maze tasks.®
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A crucial role for the medial temporal lobe (and the hippocampus in particular)
in mediating these stress-induced retrieval impairments is also supported by human
neuroimaging studies.®® Specifically, de Quervain et al.>* used positron emission
tomography (PET) to investigate the effects of pharmacologically increased gluco-
corticoid levels in regional cerebral blood flow during declarative memory retrieval
in healthy male humans. A single stress-level dose of cortisone (25 mg) given 1
hour before testing impaired cued recall of word pairs learned 24 hours earlier but
did not significantly affect performance in other tasks such as verbal recognition,
semantic generation, and categorization. Simultaneously, this treatment resulted in
a large decrease in regional cerebral blood flow in a number of brain areas including
the right posterior medial temporal lobe, left visual cortex, and cerebellum. The
decrease in the right posterior medial temporal lobe was maximal in the parahip-
pocampal gyrus, a region associated with successful verbal memory retrieval.

In addition to the hippocampus, evidence indicates that acute stress-induced
memory impairing effects can also be mediated by activation of dopaminergic*+/
and noradrenergic* transmission in other structures known to be involved in high-
order (including working memory and executive function) processing such as the
prefrontal cortex (PFC).

Only a few studies have been reported on potential molecular mechanisms
whereby stress could lead to less effective functioning of neural networks during
retrieval. Recently, the potential role of the neural cell adhesion molecule (NCAM)
was investigated in a rat model of stress-induced retrieval deficits in the RAWM by
cat stress.* NCAM (see Figure 12.4) is a part of a family of cell surface glycoproteins
that play key roles in neural development and in synaptic plasticity in the adult
brain.’>? Encoded by a single gene, the three main isoforms derived by alternative
splicing are NCAM-120, NCAM-140, and NCAM-180 according to their approxi-
mate molecular weights. In addition to playing roles in cell—cell recognition and
synapse stabilization, NCAM also participates in neurite outgrowth, activation of
signal transduction cascades, and synapse formation and elimination.’3-* Moreover,
NCAM has been implicated in the induction of hippocampal long-term potentiation
(LTP; a physiological model of memory) and in memory formation.’*>? Finally,
these molecules have been shown to be sensitive to stress.*

In the cat stress study,*® rats were trained to locate a hidden platform and then
during a 30-min delay period they were either left undisturbed or exposed to a cat,
after which all animals were given retention trials and brain samples [hippocampus,
basolateral amygdala (BLA), PFC, and cerebellum] were extracted immediately
afterward to assess for NCAM levels in synaptosomal preparations. Two other
control groups were included: a group of undisturbed rats submitted only to handling
and a swim control group that was exposed to the maze but not to spatial learning.
The platform location changed from trial to trial.

NCAM expression in the hippocampus was not altered in animals with intact
spatial memories that were not stressed. However, predator exposure impaired spatial
memory and dramatically reduced NCAM levels in the hippocampus (particularly
the NCAM-180 isoform) and PFC (although specificity of the PFC effect is ques-
tioned since reduced NCAM levels were also found in trained but unstressed animals
and in the swim control group). No significant changes in NCAM levels were
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FIGURE 12.4 (See color insert following page 202.) Cell adhesion molecules of the immu-
noglobulin superfamily NCAM and L1. Left: the molecular structures of these molecules are
represented. NCAM has three major isoforms that differ in molecular weight and type of
attachment to cell membranes. Right: two of the main mechanisms whereby these molecules
regulate synaptic function and plasticity are illustrated: (1) cell-cell adhesion, important for the
formation and maintenance of synapses and circuits and (2) synaptic de-adhesion, a process in
which NCAM polysialylation by polysialic acid (PSA) plays a key role in allowing plasticity
to remodel synapses and circuits.

observed in the amygdala or cerebellum. These observations of drastic reductions
of NCAM in stressed memory-impaired rats is consistent with an increasing body
of data indicating that hippocampal NCAM is important for long-term memory
formation.>>® The drastic suppression of hippocampal NCAM levels found in the
hippocampus after rat stress may also contribute to impaired long-term consolidation
and/or retrieval processes of spatial memory.

12.1.6 IMPAIRING EFrects OF CHRONIC STRESS ON COGNITIVE
FuncTtiON

Prolonged exposure to stress is now recognized as a condition that can induce
deleterious effects on brain structure and cognition?>>*® and increase the risks of
developing neuropsychiatric disorders.®'%> Since most of the pioneer work in the
field focused on the hippocampus as a primary target of stress actions,>%%% the
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possibility that chronic stress affects hippocampal-dependent learning has been
extensively tested. Chronically stressed male rats were shown to exhibit learning
and memory deficits in a variety of spatial tasks including the radial-arm maze,%
the Y maze, the radial-arm water maze,%” and the Morris water maze.57:68

Evidence from the animal and human literature supports the existence of con-
siderable variability in the vulnerability to stress among conspecific individuals.®*-7?
Numerous studies have reported important individual differences in the impact
exerted by stress in learning, memory, and retrieval processes.”®’> While some
individuals are particularly vulnerable, others may be resistant to the effects of stress.
These differences may be due to predisposing factors, to previous life experiences
or, more likely, to both. Given the devastating consequences that stress impinges in
susceptible individuals, developing tools able to predict which individuals are in
particular danger would be of great value for developing more effective strategies
to prevent and/or reverse the effects of adverse life periods. Three types of factors
have been identified as particularly important in influencing an individual’s suscep-
tibility to develop cognitive alterations under chronic stress: (1) certain personality
traits; (2) gender; and (3) age.

12.1.6.1 Personality Traits

The level of locomotor activity displayed by rats in a novel environment has been
identified as an accurate index to categorize individuals with relevant psychobiolog-
ical profiles.”*7> By exposing rats to novelty, it is possible to classify them in groups,
one comprising those that exhibit a high locomotor activity (high-responding or HR)
and another including those that present low levels of activity (low-responding or
LR). See Figure 12.5. This behavioral trait of novelty reactivity in rats has been
proposed to resemble some of the features of high-sensation seekers in humans.”

Individual differences in reactivity to novelty in adult male rats have been related
to differences in susceptibility to develop cognitive alterations after exposure to
chronic stress.”” Specifically, when 4-month old LR and HR Wistar male rats were
submitted to psychosocial stress for 21 days (daily cohabitation of each young adult
rat with a new middle-aged rat), HR, but not LR, rats subsequently showed marked
deficits in spatial learning in the water maze.

Anxiety trait is a well-known risk factor for the development of stress-related
neuropsychiatric disorders, like depression in humans,’®”° and it has been associated
with degrees of cognitive impairment following chronic stress in rodents. Specifi-
cally, peripubertal anxiety levels of male rats (as evaluated using open field and
elevated plus mazes at 43 days of age) were shown to be predictive of the detrimental
effects of chronic restraint stress (21 days) on hippocampal-dependent spatial mem-
ory as assessed in young adulthood (75 days). Memory was tested on the spatial Y-
maze using two inter-trial interval levels of difficulty (1 min or 4 hours). No differ-
ences among groups were observed in the less difficult 1-min version of the Y-maze.
However, in the 4-hour version of the Y-maze, chronically stressed high anxiety rats
— but not the other groups — showed impaired spatial memory. Moreover, a month
after the chronic stress ended, high anxiety rats had significantly higher basal cor-
ticosterone levels than low anxiety rats (control and stress). In fact, anxiety trait in
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FIGURE 12.5 One of the classic experimental procedures used to characterize animals on
the behavioral trait of novelty reactivity. Animals were exposed to a novel environment (open
field is depicted in the figure; circular corridors are classically used) and their locomotor
activity during a particular period (ranging from 5 min to 1 hour or longer) was monitored.
The animals were then classified as highly reactive (HR) or low reactive (LR) by comparing
their performance in relation to the sample distribution.

rats was also found to predict impaired spatial learning performance in the stressful
water maze task under acute conditions®® that highlight anxious individuals as par-
ticularly prone to show cognitive deficits under stressful conditions.

12.1.6.2 Gender

The importance of gender on the effects of stress in cognition remained elusive until
recently due to the routine use of only male rodents in behavioral studies. However,
intensive work over the past few years involving female rodents shows that gender
is indeed a critical factor in an individual’s susceptibility to chronic stress.3!82

When both male and female rats were submitted to chronic stress procedures
(such as 21 days of chronic restraint stress), males were impaired in all tasks in
which they were tested (novel object recognition and two spatial memory tasks:
object placement and radial arm maze), while females were either enhanced (spatial
memory tasks) or not impaired (nonspatial memory tasks).33 As indicated below,
age seems to be an important factor in the modulatory role of gender in stress and
memory interactions.

12.1.6.3 Age

Age has been identified as a critical factor in the interactions between stress and
cognition from two main perspectives. One is related to a differential susceptibility
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to stress that is manifested by some individuals at different times across the life
span. The second relates to the impact that experiencing stress at a particular life
period might have in future cognitive functioning.

With regard to the first perspective, aging has been clearly identified in male
rats as a risk factor for developing stress-induced cognitive impairments. A pioneer
study by Bodnoff et al.’ in young adult and mid-aged male rats showed that mid-
aged rats were more vulnerable to the effects of chronic corticosterone administra-
tion. Three months of steroid treatment at doses sufficient to mimic the elevated
hormone levels observed following exposure to mild stress induced learning impair-
ments in the mid-aged but not young, rats in the Morris water maze. Mid-aged rats
exposed for 6 months to high social stress were also pronouncedly impaired in spatial
learning. This effect was prevented by adrenalectomy. This and related findings®>-8
(see below) highlight midlife as a time of particular sensitivity to the effects of
chronic stress and corticosteroid hormones.

Interestingly, the effects of aging seem to be gender-dependent. A recent review
of the literature®? pointed out that whereas the impairing effects of stress on male
rodents are observed across the whole lifespan, females show more variable
responses to stress. Stress-induced facilitations observed in females in young adult-
hood were not further observed following stress exposure at old age.’?

The second perspective implies that exposure to stress at a particular life period
may have long-term and/or delayed consequences in memory function. Early life
experiences are known to exert profound influences in stress reactivity in adulthood
and cognitive aging.>¥’” Much work has been done with early postnatal stress
manipulations®-°! which, in addition to affecting other behavioral and physiological
aspects in later adulthood, consistently resulted in learning and memory deficits in
hippocampus-dependent tasks such as the water maze.

Interestingly, a recent study has presented evidence that some consequences of
early-life stressful experiences may not be manifested during young adulthood, then
become apparent later during midlife. Brunson et al.®? explored whether psycholog-
ical early-life stress in rats caused an enduring deterioration of hippocampal function
that worsened from young adulthood to middle age. To induce stress, environment
and maternal behavior were altered by placing pups and dams in cages with limited
nesting and bedding material on postnatal days 2 to 9. This resulted in abnormal
nurturing behaviorin the dams including reduced and fragmented nursing and groom-
ing of pups. The selection of such procedure was based on its ability to produce
substantial neuroendocrine changes early in life®® that become fully normalized by
adulthood.”? Although the offspring showed virtually normal cognitive function
during young adulthood (4 to 5 months of age), they were severely impaired in
hippocampus-dependent tasks (spatial learning in the water maze and novel object
recognition) at mid-age (12 months). The authors suggested that stress during periods
of hippocampal development may permanently influence hippocampal systems that
are particularly vulnerable during these periods.?*%*

Substantial work indicates that lifetime exposure to stress can also affect cog-
nitive function at aging. This is discussed in detail below, after the next section that
provides a general overview on the main neurobiological mechanisms that have been
implicated in the deleterious actions of chronic stress on memory function.
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12.1.7 NEUROBIOLOGICAL MECHANISMS INVOLVED IN
DeLeTERIOUS EFFECTS OF CHRONIC STRESS ON BRAIN AND
BEHAVIOR

First, it is important to note that the mechanisms whereby chronic stress impairs
cognitive function are not necessarily the same as the ones mediating acute stress
effects. While neural alterations involved in acute stress effects seem to be mainly
mediated by dynamic functional alterations among cellular and molecular interac-
tions, chronic stress is now known to have a major impact on both functional aspects
and neuronal structures. In this section, the main structural and functional effects of
chronic stress on specific neural circuits will be discussed, followed by an overview
of the molecular processes reported to contribute to such effects.

12.1.7.1 Structural Effects of Chronic Stress

Because many examples in the literature indicating impairing effects of chronic
stress in memory processes were obtained in hippocampus-dependent tasks, the
hippocampus is the brain region that has received the most attention. However,
intensive work during the past few years is providing increasing evidence for a more
integral impact of chronic stress throughout the brain that, as illustrated below, is
now documented to a certain extent at the level of the prefrontal cortex and amygdala.

Hippocampus — The hippocampus plays a central role in memory pro-
cesses,>®% particularly in spatial learning which is generally affected by stress
manipulations.®® In humans, neuroimaging studies have reported hippocampal atro-
phy in association with stress- and glucocorticoid-related cognitive and neuropsy-
chiatric alterations.”” In rodents, the CA3 subregion appears to be particularly
vulnerable to the effects of chronic stress. In rats subjected to stress for 3 to 4 weeks,
CA3 has been reported to experience the following structural alterations:

* Dendritic atrophy of apical CA3 pyramidal neurons'® %! (Figure 12.6)
e A striking reorganization within mossy fiber terminals!®

» Synaptic loss of excitatory glutamatergic synapses>”!%3

¢ A reduction in the surface area of postsynaptic densities'*?

¢ A marked retraction of thorny excrescences!'%*

Although stress-induced alterations in CA1 morphology are not as drastic as those
occurring in CA3, some changes have also been reported in this hippocampal
subregion (particularly in excitatory axo-spinous synaptic connectivity in rat CA1
stratum lacunosum moleculare) after stressing rats for 3 to 4 weeks. These changes
include:

e Alterations in the lengths of the terminal dendritic segments of pyramidal
cells in rat CA1'%3

* Increases in postsynaptic density surface area and volume in CA1 stratum
lacunosum moleculare!%

¢ An overall reduction of the dorsal anterior CA1 area volume!®
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FIGURE 12.6 (See color insert following page 202.) Structural effects of chronic stress in
the hippocampus and amygdala. Different hippocampal subregions can be markedly affected
by exposure to chronic stress. The upper part of the figure represents the stress-induced
atrophy of apical dendrites in CA3 and the inhibition of neurogenesis in the dentate gyrus
(DG). The lower part shows the increased dendritic arborization described in the basolateral
amygdala (BLA).

In addition, stress and high glucocorticoid levels can suppress neurogenesis in the
dentate gyrus'® (Figure 12.6). Furthermore, stress can compromise cell survival and
eventually lead to overt neuronal loss by exacerbating the neurotoxicity induced by
other hippocampal insults.!??

Prefrontal cortex — The prefrontal cortex (PFC), particularly its medial part
(mPFC), is critically involved in higher cognitive processes and in the integration
of cognitive and emotionally relevant information.!%-11° Moreover, the PFC contains
high levels of glucocorticoid receptors!'!'2 and is also involved in the regulation of
stress-induced hypothalamic—pituitary—adrenal (HPA) activity.!'® Clinical evidence
highlights mPFC as a core alteration in a wide variety of neuropsychiatric disor-
derS.] 14,115
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Rodent studies have provided evidence that major neuronal remodeling occurs
in the mPFC as a consequence of repeated exposure to chronic stress or repeated
glucocorticoid treatment. Chronic stress also results in major changes in layer II/IIT
of the PFC following 21 days of repeated stress:

¢ Dendritic atrophy: decrease of total length!!®!'7 and number!''® of apical
dendrites from pyramidal neurons.

* Spine loss: a decrease in apical dendritic spine density. It is estimated that
nearly one-third of all axospinous synapses on apical dendrites of pyra-
midal neurons in medial PFC are lost following repeated stress.!!3

Glucocorticoids seem to be major players in the remodeling induced by stress in
the mPFC. Rats chronically treated (4 weeks) with either corticosterone (25 mg/kg)
or dexamethasone, a synthetic glucocorticoid (300 pg/kg), showed neuronal loss
and atrophy of layer II of the infralimbic, prelimbic, and cingulate cortices.'!’
Moreover, morphological studies have established that chronic daily corticosterone
injections (3 weeks) in rats resulted in dendritic reorganization in pyramidal neurons
in layer II-III of the mPFC,!? with major changes observed in apical arbors con-
sisting of increased dendritic material proximal to the soma and decreased dendritic
material distal to the soma.

Amygdala — The amygdala plays key role in emotional behavior and especially
in fear.!?! It is not yet clear whether this structure is involved in the deleterious
effects of stress in memory function since amygdala-dependent memories such as
fear conditioning are potentiated by chronic stress.??2*

Strikingly, the structural alterations that have been observed in the amygdala
contrast with the dendritic atrophy observed in the hippocampus or PFC. Repeated
exposure of rats to restraint stress (10 days) induced enhanced dendritic branching
of pyramidal and stellate neurons in the BLA!?> (Figure 12.6). This effect was
dependent on the stressor used, since no changes were observed in these neuronal
types following a chronic unpredictable stress procedure that, instead, induced atro-
phy only in BLA bipolar neurons.'?> Moreover, the restraint procedure also resulted
in increased spine density across primary and secondary branches of spiny neurons
in the BLA.!23

Further studies are needed to confirm whether sensitization of amygdala activa-
tion occurring as a consequence of sustained stress exposure may also be an impor-
tant component of the reported memory impairments in more explicit types of
memories.

12.1.7.2 Effects of Chronic Stress on Synaptic Plasticity

Electrophysiological experiments have consistently shown impaired synaptic plas-
ticity following chronic stress, indicative of functional consequences on neural
circuits of the structural alterations described above. Thus, long-term potentiation
(LTP) is impaired in different hippocampal areas including CA1,'?#125 the commis-
sural/associational (but not mossy fiber) input to CA3,'?¢ and the dentate gyrus.!'**
Likewise, treating rats chronically with corticosterone was found to impair hippoc-
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ampal synaptic potentiation.?*'?” Moreover, evidence indicates stress-inducing
changes in LTP in the mPFC—amygdala pathway.'?8

Interestingly, early-life stress can also result in late-onset hippocampal dysfunc-
tion. Early-life stress in rats causes a decline in a number of measures of synaptic
function and plasticity (LTP in CA1 and CA3 hippocampal subregions) when eval-
uated at mid-age (12 months).??

12.1.7.3 Molecular Alterations Induced by Chronic Stress

A number of molecular mechanisms seem to participate in the deleterious effects
induced by stress in brain structure and cognitive function. Certain neurotransmitters,
signal transduction pathways, neurotrophic factors, and adhesion molecules have
been implicated in the effects of chronic stress on the brain.*3%107.129

Excitatory amino acids — Alterations in glutamatergic transmission have been
proposed to result in an excitotoxic cascade of mechanisms finally leading to neu-
ronal endangerment and/or neurotoxicity.'”” In line with evidence that stress and
glucocorticoids increase glutamate levels in the hippocampus and other brain
regions,'30-132 glutamate has been involved in the deleterious effects of stress and
corticosterone on hippocampal structure.'% 9" Furthermore, increased NMDA and
decreased AMPA receptor density have been reported in the hippocampus after
exposure to stress.!33-13 In parallel, NMDA-mediated synaptic responses were found
to be increased after chronic stress.!*

Neurotrophic factors — Changes in neurotrophin levels have been hypothe-
sized to play a key role in stress-induced neuronal damage. Hippocampal BDNF is
reduced both by stress and glucocorticoid!¥” treatments. Conversely, fibroblast
growth factor-2 (FGF-2) expression was shown to be increased after both stress and
glucocorticoid treatments, which might represent a neuroprotective mechanism to
preserve neuronal viability in challenging situations.'?

Moreover, stress can influence intracellular transduction pathways involved in
neurotrophin receptor signaling as shown for Ras-MAP kinase cascades'3®!® that
play critical roles in synaptic plasticity and neuronal survival. Chronically stressed
rats also showed severe and lasting hyperphosphorylation of the extracellular signal-
regulated kinases ERK1 and ERK2 involved in the Ras—-MAP kinase pathway, along
with a decrease in phospho-CREB expression in a number of areas including the
hippocampus.'3%!40 Interestingly, phosphorylated CREB modulates the transcription
of several genes that code for molecules involved in neuronal plasticity including
tyrosine hydroxylase, BDNF, and NCAM.

Cell adhesion molecules — Chronic stress can markedly affect the expression
of cell adhesion molecules in the hippocampus. Exposure of rats to chronic stress
for 21 days has been reported to result in:

¢ Reduced mRNA and protein expression NCAM in the hippocampus.?+¢3
Although the expression of the mRNA coding for the NCAM-180 isoform
was not altered,®® chronic stress specifically reduced NCAM-140 protein
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expression.””!*! Moreover, a milder but widespread decrease in NCAM
mRNA levels was observed across other brain areas.®

* Post-translational modification of NCAM with -2,8-linked polysialic acid
(PSA) is also profoundly affected by chronic stress that increases its
hippocampal expression?* in the dentate gyrus.'*? In addition to its role
in cell-cell de-adhesion, PSA-NCAM has been associated with newly
generated cells'*® since this post-translational modification of PSA-
NCAM contributes to the migration of new progenitors and neurons.
However, because chronic stress actually decreases cell proliferation in
the dentate gyrus, the PSA-NCAM increase induced by stress cannot be
attributed to a secondary effect on neurogenesis.!*! Interestingly, the
effects of stress on NCAM polysialylation are not restricted to the hip-
pocampus. Chronic stress was also reported to enhance PSA-NCAM
expression in the piriform cortex'#* and reduce it in several amygdala
nuclei.'®

¢ Increased L1 mRNA and protein expression in the hippocampus?*%8. Like
NCAM, L1 is another cell adhesion molecule of the immunoglobulin
superfamily that has been largely implicated in synaptic plasticity and
memory formation.® Based on the neuroprotective effects of this mole-
cule, a neuroprotective role has been hypothesized for the stress-induced
increases of L1.4

Early postnatal stress was also reported to cause a profound reduction of NCAM
expression in the hippocampus and cortex when the rats reached adulthood.”!

12.1.8 STRESS AND AGING

Aging is a period during which individual differences in cognitive abilities become
larger, both in humans!#-1%° and rodents.!>%-!32 Lifetime exposure to stress and the
corresponding increases in glucocorticoid hormones have been proposed to be crit-
ical factors contributing to variability in the aging process.®%!53-156 In particular,
exposure to stress or high levels of glucocorticoids has been implicated in the
acceleration and/or exacerbation of cognitive deficits in elderly sub-
jects.143900.154157-159 Therefore, in addition to enhancing the magnitude of cognitive
disturbances observed in aged individuals, stress may also accelerate their appear-
ance.

Aging is associated with higher basal cortisol levels'®® and reduced feedback
sensitivity of the HPA axis to pharmacological challenges.!®:162 A role for stress and
stress hormones in cognitive deficits at aging is also supported by the finding that
rats classified as inferior (as opposed to good) learners when aged over 22 months
showed both impaired memory and increased corticosterone levels.!37-163164 More-
over, hippocampal corticosteroid receptors have been also implicated in aging-
associated increased glucocorticoid levels and the accompanying alterations on neg-
ative feedback regulation of the HPA axis.!16

In most rat strains, aging has been linked to decreased MR binding and/or
expression, with alterations in GR function being normally mild or nonexistent. 6616
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In addition to the hippocampus, differences in GR expression were found in aged
rats (24 months), depending on their capability to learn the water maze task.!”
Specifically, old rats classified as superior learners had lower expression of GR
mRNA in the parvocellular paraventricular nucleus of the hypothalamus than aged
inferior learners. In parallel, aged inferior learners showed exaggerated stress-
induced ACTH responses.!”

As stated above, middle age seems to be a relevant time for stress and neuroen-
docrine interactions with the subsequent aging processes. Middle-aged rats (10 to
12 months old) were shown to be more vulnerable than younger rats to stress- or
glucocorticoid-induced cognitive disturbances.?*%5 Also, interfering with age-asso-
ciated increases in corticosterone levels by submitting rats to adrenalectomies at 12
months was found to prevent age-related cognitive impairment (in reversal learning)
as well as certain alterations in hippocampal structure.!>®

The importance of individual differences in the impact of stress experienced at
mid-age on accelerating cognitive decline is illustrated in a recent study.’® Male rats
were classified according to their locomotor reactivities to novelty as either highly
reactive (HR) or low reactive (LR) as young adults and submitted to chronic stress
(1 month) during mid-age (12 months). At early aging (18 months), their learning
abilities were tested in the water maze and a number of neuroendocrine (plasma
corticosterone, hippocampal corticosteroid receptors) and neurobiological (hippo-
campal expression of neuronal cell adhesion molecules) parameters were evaluated.
Impaired learning was observed in stressed HR rats. Increased hippocampal miner-
alocorticoid receptors were found in stressed LR rats when compared with stressed
HR and control LR groups. Moreover, mid-life stress induced an increased corti-
costerone response and a reduction in NCAM-180 isoform and L1 regardless of the
behavioral trait of novelty reactivity. These findings support the view that stress
experienced throughout life can contribute to cognitive impairment occurring during
the early aging period.

Likewise, evidence in aged humans also supports such a link among increasing
glucocorticoid levels, memory deficits, and hippocampal atrophy.'>® In particular,
aged humans with significant prolonged cortisol elevations were found to display
reduced hippocampal volumes and deficits in hippocampus-dependent memory tasks
as compared to normal-cortisol controls.”® More recently, Wolf et al.'”' reported
that individuals who complain about memory impairments (in the absence of mea-
surable impairments) have enhanced HPA axis activity as indicated by both higher
basal cortisol levels and higher cortisol levels after dexamethasone.

12.2 AGING

Age-associated cognitive impairment has been described in a variety of species,
including rats, macaque monkeys and humans.'’>'7> In this second part of the
chapter, I will review the main memory alterations that characterize cognitive decline
associated with aging in humans and experimental animals (notably rodents). In
each case, the neurobiological mechanisms linked to such declines will follow the
phenomenological descriptions.
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12.2.1 MEemory Dericits IN AGING HUMAN POPULATION

As stated above, there are considerable individual differences in the course of aging,
with particularly large variation occurring in humans.'*® Establishing what represents
normal cognitive decay is complicated by the difficulties of distinguishing stable
mild impairments and deficits related to early symptoms of neurodegenerative dis-
eases such as Alzheimer’s disease that show progressive deteriorations of brain
function and behavior.'” In fact, most aged humans experience some form of age-
related neural pathology such as Alzheimer’s disease (AD), Parkinson’s disease,
diabetes, hypertension, and arteriosclerosis. Other difficulties for determining the
cognitive alterations due to aging are the limitations intrinsic to the types of studies
that can be done with human subjects. Instead of providing proper experimental
evidence, studies on aged human subjects normally provide only correlational evi-
dence and therefore cannot be considered highly conclusive. Moreover, these studies
are frequently based on cross-sectional evaluations of individuals of different age
groups. The limitation relates to comparing groups that may differ in the sociological
impacts of living their respective life periods during different decades. However, the
recent trend is to perform longitudinal studies, most of the current ones focusing on
longitudinal changes occurring after the age of 60.

However, normal aging is also associated with changes in the neural basis of
cognition. Regardless of individual differences, aging influences certain memory
types and cognitive fields more than others. In general terms, as indicated by both
cross-sectional and longitudinal studies, aging is characterized by considerable
reductions in certain capacities:!6-17

e Speed of information processing

*  Working memory

e Formation of new episodic memories
e Spatial learning

Other abilities such as emotional processing, short-term memory, autobiographical
memory, semantic knowledge, and priming remain relatively intact.!7+130 Cumulative
knowledge suggests that the identified memory deficits are mainly the consequences
of age-related changes in two types of cognitive processes:

* Disrupted executive functions that eventually exert major consequences
on a variety of memory functions. The importance of executive function
for memory is mainly related to the controlled processing frequently
required during the encoding (particularly when strategic elaboration is
required) and retrieval (when an active searching strategy is required) of
information. For example, one cognitive process that is particularly depen-
dent on executive processes that are disrupted in aging is the recall of the
source of information and temporal details of past episodes.

¢ Decay of long-term declarative memory.!”*
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Recent findings suggest that the personal appraisal of the changes that come
with aging is an important factor that determines who is not greatly impaired by
aging and who deteriorates rapidly. Wellbeing and a positive view of aging seem to
act as major protective factors against the detrimental effects of age, not only on
brain and cognitive function, but also at a more general level of the organism.'8! It
seems that, at odds with older adults showing rapid declines, those who are not
much impaired in their cognitive abilities may show compensation for brain decline
in aging that involves increased recruitment of brain activity during cognitive per-
formance.

12.2.2 NEUROBIOLOGICAL MECHANISMS ASSOCIATED WITH AGE-
ReLATED COGNITIVE DECLINE IN HUMANS

There is great interest in understanding the neurobiological mechanisms that underlie
memory decline occurring at aging and identifying the factors that determine dif-
ferential impacts of aging on various cognitive domains and on different individuals.
In agreement with the behavioral alterations observed in executive function and
declarative memory, neuroimaging studies have shown that age-related cognitive
deficits are linked to multiple structural and functional changes in the frontal—striatal
circuits, medial temporal lobe (MTL), regions and white matter tracts.!”

Thus, the deficits of executive function observed in the nondemented aged
population have been associated with alterations in frontal—striatal circuits. A variety
of pathophysiological changes that have been reported to occur in frontal-striatal
areas in the aged population may account for the reported executive difficulties.!”

At the structural level, multiple changes including atrophy of frontal grey matter
and striatal volume loss have been reported. Neurotransmitter systems can also
experience considerable alteration during the aging process. An age-associated
decline in dopamine content, for example, appears to be associated with executive
impairments.

Frontal white matter appears to be particularly susceptible to age-related damage
(showing diffuse changes and small infarcts), and a link with the degree of cognitive
impairment has been established in studies linking behavioral testing with structural
magnetic resonance imaging (MRI) evaluating white matter lesions. This latter
pathology seems to be related to problems in vascular function (mainly hypertension)
that appear to have a special impact on white matter structures supporting frontal—-
striatal circuits.

On the other hand, the characteristic alterations of long-term declarative memory
occurring during aging have been linked to age-related changes in the MTL, includ-
ing the hippocampus and adjacent regions. The MTL is strongly affected in AD
(from its earlier stages), with a number of pathophysiological features characterizing
the damage to these structures. These include atrophy, cell loss, and cellular damage,
and are consistently associated with marked memory deficits. More specifically,
cellular pathology in AD is linked to abnormal extracellular deposition of amyloid
protein and intracellular accumulations of tau.!s?

Substantial evidence supports a key role of deposits (plaques) and soluble forms
of amyloid on the triggering of neuronal dysfunction and eventual cell death. Such
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deposits also lead to neurofibrillary tangles that represent a major pathology in the
MTL and eventually spread to associated cortex. In AD, the symptoms progress to
the eventual overall impairment as the disease advances. Recent imaging studies
suggest that what may account for the memory impairment observed in this disease
is the disruption of a network of connections including the MTL and other areas,
notably the precuneus, extending into retrosplenial and posterior cingulate cortex.!”
In any case, it is important to note that the circuits that degenerate in AD are also
vulnerable to normal aging, but the vulnerability is reflected by compromised syn-
aptic communication rather than by neuron death.!®?

One interesting feature indicated by functional imaging studies of non-demented
old individuals is that unique patterns of brain activation distinguish older individuals
showing high-performance in cognitive tasks from younger adults.'® A subset of
older adults showed increased recruitment of brain areas that has been interpreted
as a potential compensatory response to increasing task difficulty.'”® They may
require the use of additional brain resources to guarantee a certain performance level
when other physiological alterations interfere with their cognitive functions. This
type of compensatory process has been proposed to play a role in individual differ-
ences in cognitive decline during the course of aging.

12.2.3 MEemMoRY DEericits IN AGED RODENTS

Research on experimental animals is essential for gaining insight into what is normal
cognitive decline associated with aging and what is pathological. It is also necessary
to our understanding of the relative involvement of different factor with age differ-
ences in cognition. Most commonly, rodents are used to characterize age-related
alterations in memory processes and ascertain the neurobiological processes under-
lying such cognitive deficits.

Although aged rodents display a variety of cognitive deficits, a large part of the
research on this topic has focused on the hippocampus and spatial learning. Before
reviewing that issue, we will deal with methodological aspects that are relevant to
research in this area, then present a brief discussion of the research carried out in
rodents to explore the degree of alteration on frontal lobe functions in these animal
species.

12.2.3.1 Methodological Aspects of Aging Research in Rodents

Given the relatively short life-spans of rodents (normally 2 to 4 years), they are
particularly appropriate for longitudinal studies that are ideal for obtaining aging
curves and collecting information about essential factors contributing to develop-
mental decline. However, they are also the exceptions rather than the rules in animal
research because they are both expensive and time-consuming. The most frequent
approach, as in human studies, is the use of cross-sectional comparisons of groups
of animals of different ages, typically including young adults and older individuals.'®>

The study of aging involves a number of difficulties that are particularly relevant
when the focus of research is cognition.!®¢ Aging is generally associated with changes
in sensorimotor abilities and motivation, factors that can impact the performances
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of animals in learning and memory tasks but should be distinguished from putative
impairments in cognitive performance.'®” Particularly, visual competence can be
highly degraded in aging rats, an aspect that should be specially controlled when
studying animal performance of tasks with visual components.'8

Another factor that requires special attention is that rodents that have been
maintained undisturbed in their home cages during the course of their lives may not
be appropriate subjects for cognitive testing at old age. Rodents raised in animal
houses are normally not confronted with environmental challenges. Therefore, their
organisms had no opportunities to adapt and to develop behavioral and physiological
strategies relevant for successful performance of many learning and memory tasks.'®’
One solution proposed to overcome this problem is to raise and house rats in enriched
environments.

12.2.3.2 Alterations in Frontal Lobe Function in Aged Rodents

Most animal research that has addressed the behavioral alterations associated with
frontal lobe dysfunction has been performed on non-human primates. The cognitive
deficits observed (deficits in delayed response testing, increased perseveration, dif-
ficulties in reversal learning, etc.) were strikingly similar to those reported in aged
humans and in young nonhuman primates with frontal lesions.!® However, a more
limited number of studies in old rats could also detect similar cognitive impairments
that were also comparable to those induced in younger rats by specific frontal lobe
lesions. Using different behavioral testing procedures (notably delayed nonmatch to
sample), clear evidence was obtained that the temporal organization of memory is
significantly disrupted in aged rats, in a similar way as that observed in younger rats
with prefrontal cortical damage.!%%-1°!

Evidence for impaired cognitive flexibility mediated by prefrontal circuits in aged
rats has been provided using an attentional set-shifting task. Barense et al.!'*? trained
young and aged male rats on two problems. The reward was always associated with
the same stimulus dimension (for example, they had to link the reward to a particular
odor) and a reversal of one problem (for example, they had to make a new association
because the reward was predicted by an alternative odor and not by the former odor).
Then, a new problem was presented in which the reward was consistently associated
with the previously irrelevant stimulus dimension (extradimensional shift or EDS).
For example, odors no longer predicted the reward; the digging medium in which the
reward was hidden predicted it. Aged rats were significantly impaired on the EDS,
although some individual aged rats performed as well as young rats on this phase.
Moreover, some aged rats were impaired on the reversal. These deficits of the EDS
paralleled those manifested by young rats submitted to neurotoxic lesions of medial
frontal cortex. The impairment of rapid reversal learning observed in aged rats was
linked to orbitofrontal cortex dysfunction.!®?
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12.2.3.3 Alterations in Medial Temporal Lobe-Hippocampal
Function in Aged Rodents

Due to the great interest in understanding the mechanisms underlying hippocampal
dysfunction at aging, a large number of studies focused in characterizing the per-
formance of aged rodents in spatial learning tasks. For reviews see References 194
through 196. Age-related spatial learning deficits were reported, for example, in the
radial-arm maze. Aged rats were slower than younger adult rats in learning to this
task,!97-19 an effect that is clearly dependent on the requirement to develop a spatial
strategy since aged rats were shown to be impaired in nonspatial reference memory
versions of the radial-arm maze.?"

Consistent deficits in learning, memory, and the acquisition of new response
solutions have also been found in aged rodents trained in the Barnes circular platform
task,?! in which animals learn to identify which of 18 holes distributed along the
perimeter of a circular platform allows them access to a tunnel to escape eventually
from exposure to light.'>1:20! Similar age-related deficits have also been reported in
the Morris water maze spatial learning task.?0>-205 Aged rats normally take longer
to learn the location of the hidden platform, while they show no signs of impairment
when trained in a cued platform version,?03206

An assessment of hippocampal-dependent spatial learning and memory capabil-
ities of healthy aged rodents revealed striking individual differences.?*’2% For exam-
ple, the water maze task revealed the existence of important individual differences
in spatial memory abilities within old rats.!32207.210212 While some animals show
clear deficits in spatial memory, others perform similarly to younger animals and
represent a very interesting tool for investigating the neurobiological substrates of
cognitive aging (see below).

12.2.4 AGING AND STRUCTURAL AND FUNCTIONAL PLASTICITY

Based on the well reported individual differences in cognitive aging, one of the most
popular strategies in current research is to first characterize aged animals in a learning
task to subsequently investigate neurobiological correlates of the observed learning
and memory deficits.

A pioneer study showed in aged rats (22 to 24 months) a correlation between
the degree of decline in performance in learning and place navigation tasks and
brain energy metabolism (evaluated as regional glucose utilization) in 5 of 45 brain
regions examined: dentate gyrus, medial septum-diagonal band area, hippocampal
CAl, hippocampal CA3, and prefrontal cortex. Learning impairments in the aged
rats were related to the extent of decrease in glucose utilization in restricted areas
of the limbic system.?!?

12.2.4.1 Structural and Neurochemical Alterations

The literature contains controversy as to whether normal aging is accompanied by
a loss of neurons?'4?!5 because the most recent findings seem not to confirm earlier
reports indicating such cell death. However, consensus is greater on the view that
alterations in relevant neurocircuits may underlie age-related cognitive deficits.!8?
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Human and monkey studies reported regressive changes with age in dendritic
arbors and spines of cortical pyramidal neurons in specific regions and layers of the
frontal lobe.?!¢-2!8 Evidence of degeneration in the PFC was found both in old
monkeys and humans, as indicated by drastic alterations in the morphology of
terminal dendrites and reduction of synaptic and spine densities.!%?

Synaptic alterations are believed to be associated with changes in the expression
levels of glutamate receptors, with available evidence indicating decreases in N-
methyl-D-aspartic acid (NMDA; particularly the NR2B subunit) and -amino-5-
hydroxy-3-methyl-4-isoxazole propionic acid (AMPA) receptors in older individu-
als.?1%220 In addition, degeneration of myelinated axons in both deep cortical layers
and white matter has been reported to correlate with sensory and cognitive capabil-
ities in old animals.??!

At the MTL, the hippocampus is the brain area more deeply studied. Using
unbiased stereological methods, Geinisman et al.??? reported a decrease in the number
of axospinous synapses in the mid-molecular layer of the dentate gyrus of aged rats
(28 months) that was hypothesized to underlie reductions in the amplitude of exci-
tatory postsynaptic potentials and the decline in functional synaptic plasticity
detected in the dentate gyrus of senescent rats.

The cholinergic and monoaminergic systems that project from the basal forebrain
and brainstem also displayed functional impairments in aging.??} Interestingly, signal
transduction pathways seem to be differentially regulated in the aged hippocampus
and PFC. Whereas activation of the cAMP/protein kinase A (PKA) pathway has
been proposed as a mechanism for improving age-related hippocampus-related cog-
nitive deficits, agents that increase PKA activity impair — instead of improving —
prefrontal cortical function in aged rats and monkeys with prefrontal cortical deficits.
Conversely, PKA inhibition was shown to ameliorate prefrontal cortical cognitive
deficits.?>* These findings further illustrate the complexity and difficulty in under-
standing the mechanisms affecting cognitive function in the aged brain.

12.2.4.2 Functional Alterations

There is controversy in the literature as to whether aged animals show deficits in
hippocampal LTP."® In general terms, age-related LTP-induction deficits are mainly
found when the induction protocols involve low-intensity stimulation, but no con-
sistent alterations are observed when high-intensity and robust stimulation is
applied.'*%20! Moreover, the threshold for LTP induction is increased in aged rats,
which may be related to the greater difficulties displayed by aged rats to encode
memories. As to LTP maintenance, whenever high-intensity stimulation has been
used, age-related maintenance deficits appear at late recording time points,!°%20! LTP
maintenance deficits have been correlated with impaired performance in hippocam-
pus-dependent learning tasks, including the Barnes circular platform task,'!

As to long-term depression (LTD) and depotentiation, in contrast to LTP, these
are more readily produced in aged than in adult rats.' A recent study??* investigated
whether LTD in area CAl is related to individual differences in learning abilities in
the outbred Long-Evans rat strain. Young rats exhibited larger NMDAR-dependent
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LTD (NMDAR-LTD) than the aged animals (24 months), and no differences were
found between the aged unimpaired and the aged impaired groups. When an
NMDAR-independent form of LTD (non-NMDAR-LTD) was examined, the aged
unimpaired group showed significantly larger non-NMDAR-LTD than either the
young or the aged impaired groups.

The authors also found a significant correlation between the magnitude of non-
NMDAR-LTD and learning abilities in aged, but not in young, rats. This study
suggests that high-performing aged rats maintain the ability to generate LTD through
mechanisms different from those used by young adults, whereas aged animals that
fail to make a switch to the mechanisms that mediate LTD will be impaired in
learning performance.

Interestingly, variability in escape and spatial learning in the water maze in the
aged unimpaired (outbred male Wistar rats 28 to 30 months old), but not in aged
impaired (selected from a large pool based on water maze escape performance over
a 9-day period) group was correlated with variability in short-term and long-term
potentiation.!>?

12.2.4.3 Aged Hippocampus and Place Cells

Recent evidence indicates that the older hippocampus may also be slower to switch
between cognitive maps and that such failure to switch between hippocampal maps
in time may account for their impaired spatial performance.??> Spatial abilities in
rodents have been largely related to hippocampal neurons called place cells that
encode spatial information defined by visual landmarks??® or by self-motion cues.??’
A cognitive map of an animal’s environment would be formed by a population of
place cells activated by multiple cues on that particular environment.??® Rosenzweig
et al.?? found that the ability of rats to find a reward in a particular environment is
correlated with the ability of place cells to switch between two different cognitive
maps, one based on self-motion cues that are unrelated to the task and another based
on relevant landmark cues. Interestingly, old rats were impaired relative to young
adult rats, both in switching from the irrelevant to the relevant map and in finding
the reward.

12.3 CONCLUSIONS

Stress is a potent modulator of brain structure, brain function, and cognition.
Although not all types of stress are deleterious to memory function, there are many
instances in which stress (both acute and chronic) interferes with explicit types of
memory, both in humans and animals (Figure 12.7). Stress hormones are also strong
modulators of brain development, and excessive stress experienced at certain time
windows of vulnerability during life can profoundly affect cognitive function at later
stages, with a particular impact on cognitive aging. In fact, exposure to chronic stress
seems to recapitulate cognitive deficits observed at aging, as well as accelerating
the decline in memory function that characterizes senescence.

In addition to a number of neurobiological similarities (including reduced
expression of NCAM or altered levels of corticosteroid receptors), both chronic
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FIGURE 12.7 Exposure to stress outside the context of cognitive testing can have impairing
effects on memory function. Hippocampus-dependent memory processes such as spatial
learning or explicit/declarative types of learning processes are particularly vulnerable to
different stress manipulations including acute and chronic stress. Moreover, stress experienced
at mid-life can also accelerate cognitive decline during early aging, as reported for spatial
learning in rats.%¢

stress and aging have been associated with increased basal levels of glucocorticoid
hormones and impaired negative feedback causing delayed high glucocorticoid levels
after their activation. In all instances, the deleterious effects of stress and aging seem
to particularly impair hippocampus- and prefrontal cortex-dependent memory pro-
cesses. One of the main challenges of future research will be identifying key factors
that determine individual differences in vulnerability to both stress and aging.
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13.1 INTRODUCTION

Emotionally significant experiences tend to be well remembered.’> We know this
from personal experiences as well as from extensive research findings. Significant
experiences such as birthdays, graduation ceremonies, or the loss of a loved one
typically leave lasting and vivid memories. Findings of experimental studies indicate
that people have good recollections of where they were and what they were doing
when they experienced earthquakes? or witnessed accidents.* Similarly, a rat remem-
bers the place in an apparatus where it received a footshock or the location of an

265



266 Neural Plasticity and Memory: From Genes to Brain Imaging

escape platform in a tank filled with water.>® Such memory enhancement is not
limited to experiences that are unpleasant or aversive. Pleasurable events also tend
to be well remembered. Our research focuses on understanding the role of emotional
responses induced by such arousing experiences in enabling the significance of
events to regulate their remembrance.

Extensive evidence indicates that stress hormones released from the adrenal
glands are critically involved in memory consolidation of emotionally arousing
experiences. Epinephrine, glucocorticoids, and specific agonists for their receptors
administered after exposure to emotionally arousing experiences enhance the con-
solidation of long-term memories of these experiences.”!

Do stress hormones also enhance memories of experiences that are not emo-
tionally arousing? The findings of recent experiments suggest that this may not be
the case. As discussed below, we recently reported that the endogenous glucocorti-
coid corticosterone enhanced memory consolidation of object recognition training
when administered to rats that were emotionally aroused by an unfamiliar training
apparatus. However, the treatment had no effect when administered to rats that had
extensive prior habituation to the training context in order to reduce novelty-induced
arousal.!! In studies of human memory, epinephrine or cortisol treatment also appear
to selectively enhance memory for emotionally arousing material.'>-!3

These findings thus provide some important clues concerning the neurobiological
mechanism(s) underlying adrenal hormone effects on memory consolidation and
suggest that at least some degree of training-associated endogenous emotional
arousal is essential for enabling their effects on memory consolidation. Our findings
indicate that adrenal stress hormones influence memory consolidation of emotional
experiences via interactions with arousal-induced activation of noradrenergic mech-
anisms within the amygdala.

13.2 STRESS HORMONE EFFECTS ON MEMORY
CONSOLIDATION

It is well established that hormones of the adrenal medulla (epinephrine) and adrenal
cortex (corticosterone, cortisol in humans) are released during and immediately after
stressful stimulation of the kind used in emotionally arousing learning tasks. The
degree to which these hormonal systems are activated depends on the severity as
well as type of stressor employed.'® As removal of endogenous hormones by adrena-
lectomy impairs memory consolidation for emotionally arousing experiences,>!"-!?
such evidence indicates that stress hormones released by the training experience
may act as endogenous modulators of memory consolidation.

In support of this view, single injections of epinephrine or glucocorticoids
administered after training enhance the long-term retention of many different kinds
of training experiences typically used in animal memory studies including inhibitory
avoidance, active avoidance, contextual and cued fear conditioning, spatial discrim-
ination, conditioned taste aversion, object recognition, and appetitively motivated
tasks.!!20-23 Further, antagonists of adrenoceptors or adrenal steroid receptors as well
as drugs that disrupt glucocorticoid functioning (i.e., metyrapone) impair memory
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consolidation.>!7-?#25 Injections of stress hormones at doses that enhance memory
when administered shortly after training are generally ineffective when administered
several hours after training.?®?” Such findings indicate that the hormones affect
memory by modulating the storage or “consolidation” phase. Extensive evidence
also indicates that epinephrine and glucocorticoids or stressful conditions that stim-
ulate their release enhance memory consolidation in human subjects when admin-
istered shortly before or after learning.!?13.28.2

Although epinephrine and glucocorticoids interact in influencing memory con-
solidation,?*3%3! their effects are initiated through different mechanisms. Because
epinephrine does not readily cross the blood—brain barrier, a peripheral central
pathway must be involved in mediating epinephrine effects on brain activity in
modulating memory consolidation. The findings of many experiments indicate that
epinephrine effects on memory consolidation are initiated by activation of peripheral
B-adrenoceptors located on vagal afferents that project to the nucleus of the solitary
tract (NTS) in the brain stem. Noradrenergic projections originating in the NTS
innervate forebrain structures involved in learning and memory, including the
amygdala,?>* but may also influence norepinephrine release via projections to the
nucleus paragigantocellularis in the lower medulla, which projects to the locus
coeruleus. The locus coeruleus noradrenergic system is viewed as a broad system
with projections to many areas involved in memory processing including the
amygdala, hippocampus, and prefrontal cortex.3+-36

Glucocorticoids are highly lipophilic and readily enter the brain to bind to
mineralocorticoid receptors (MRs) and glucocorticoid receptors (GRs). These two
receptor types differ in their affinities for corticosterone and synthetic ligands. MRs
have a high affinity for the natural steroids and are almost saturated during basal
levels of corticosterone and cortisol, whereas GRs have a high affinity for synthetic
ligands such as dexamethasone and RU 28362.% In contrast to MRs, GRs become
occupied only during stress and at the circadian peak. Several studies using phar-
macological and genetic techniques indicate that the memory—modulatory effects of
glucocorticoids selectively involve activation of GRs.!73#4! GRs are considered
classical intra-somatic receptors that, after their activation, translocate to the nucleus
and regulate gene transcription by binding of receptor homodimers to DNA or other
nuclear proteins.*>* However, glucocorticoids or specific GR agonists also have
rapid (milliseconds to minutes) effects on the brain and behavior, suggesting that
they may also produce fast-acting, nongenomic effects, presumably involving an
activation of membrane receptors.46-

13.3 STRESS HORMONES SELECTIVELY ENHANCE
MEMORY CONSOLIDATION OF EMOTIONALLY
AROUSING EXPERIENCES

Stress hormone effects on memory consolidation follow an inverted-U shaped dose-
response effect. Moderate doses of epinephrine or glucocorticoids enhance memory
consolidation but lower or higher doses are less effective or may even impair memory
consolidation.*3 Other variables such as gender and age may also influence the
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direction of the effects of stress hormones on memory consolidation due to differ-
ences in stress responses and vulnerability across populations.’!->3

Stress hormone effects on memory consolidation depend further on the level of
emotional arousal induced by the training experience. For example, posttraining
injections of moderate doses of corticosterone or dexamethasone, a synthetic ligand,
enhance memory consolidation in a water-maze spatial task.’* However, the same
glucocorticoid treatment impairs memory consolidation when the task becomes more
aversive by lowering the water temperature.>*3 Similarly, epinephrine and gluco-
corticoids, as well as drugs affecting many other neurotransmitter systems, are known
to enhance memory of inhibitory avoidance training when administered after a mild,
low-arousing foot shock, but to impair memory consolidation when given after a
strong, highly aversive foot shock that produces robust memory in control animals.
Thus, these findings indicate that the efficacy and even the direction of the effects
of exogenous drug administration on memory consolidation depend on the level of
endogenous emotional arousal evoked by the training experience.

To address the question raised earlier in this chapter of whether stress hormone
effects on memory consolidation require emotional arousal, we recently investi-
gated the importance of emotional arousal in influencing stress hormone effects
on memory consolidation in rats trained on an object recognition task.!! Learning
tasks in animal experiments are often emotionally arousing because of the pun-
ishment or reward necessary to elicit changes in behavior. It is obvious that with
the use of such experimental conditions, it is not possible to determine whether
emotional arousal is a prerequisite in regulating stress hormone influences on
memory processes. Although no rewarding or aversive stimulation is used during
object recognition training,>’ such training induces modest novelty-induced stress
or arousal. However, extensive habituation of rats to the training apparatus (in the
absence of any objects) prior to the training reduces the arousal level induced by
object recognition training. Thus, object recognition training may be performed
under two distinct conditions in which rats are either exposed to the objects while
in a state of heightened arousal or in a less aroused state. We found that corticos-
terone administered systemically immediately after training enhanced 24-hour
retention performance of rats that were not previously habituated to the experi-
mental context (i.e., emotionally aroused rats). In contrast, corticosterone did not
affect 24-hour retention of rats that received extensive prior habituation to the
experimental context and thus had decreased novelty-induced emotional arousal
during training.!' Clearly, these findings indicate that at least some degree of
training-associated endogenous emotional arousal is essential for enabling stress
hormone effects on memory consolidation.

Recent studies of human memory have also investigated interactions of stress
hormones with training-associated emotional arousal. Decreasing glucocorticoid
levels below baseline with the cortisol synthesis inhibitor metyrapone impaired long-
term memory for both emotionally arousing and emotionally neutral information,>®
presumably involving a reduced MR occupancy. However, cortisol administration
selectively enhance long-term memory of emotionally arousing, but not emotionally
neutral, pictures.!'>!> Consistent with these findings, Abercrombie and colleagues'4
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reported that levels of endogenous cortisol correlated with enhanced memory con-
solidation only in individuals who were emotionally aroused.

The memory-enhancing effects of epinephrine administration or stress exposure
immediately after learning also appear to depend on the arousal level.'3?° For exam-
ple, Cahill and Alkire'® recorded electrodermal skin responses in human subjects as
they viewed standard nonarousing slides, followed by infusions of epinephrine or
saline. They reported that epinephrine-treated subjects showed enhanced memory
for the first slides (i.e., primacy effect). Likewise, electrodermal skin responses to
those slides were significantly greater than responses to slides shown at a later time.
Therefore, the authors concluded that epinephrine effects on memory depend on the
level of arousal at the time of encoding.

13.4 INVOLVEMENT OF AMYGDALA IN MEDIATING
STRESS HORMONE EFFECTS ON MEMORY
CONSOLIDATION

Why do stress hormones selectively enhance memory for emotionally arousing
experiences? The findings described above suggest that stress hormones must
interact with some other component of emotional arousal in mediating memory
enhancement. Our findings indicate that stress hormone effects on memory con-
solidation require amygdala activity. It is well established that emotional experi-
ences that induce the release of adrenal stress hormones also activate the
amygdala.”®

Lesions or temporary inactivation of the amygdala block the memory-modu-
latory effects induced by posttraining systemic injections of drugs affecting a
variety of neuromodulatory systems including norepinephrine, opioid peptides,
GABA, vasopressin, and ACTH.>® Furthermore, as noted above, the amygdala
mediates epinephrine as well as glucocorticoid effects on memory consolida-
tion.206! Selective NMDA-induced lesions of the amygdala restricted to the baso-
lateral complex (BLA; consisting of the lateral, basal, and accessory basal nuclei)
block inhibitory avoidance memory enhancement induced by posttraining systemic
injections of the synthetic glucocorticoid dexamethasone.?® In contrast, lesions of
the adjacent central nucleus (CEA) do not block the dexamethasone-induced
memory enhancement. Moreover, posttraining infusions of the specific GR agonist
RU 28362 administered into the BLA, but not the CEA, enhanced memory con-
solidation in a dose-dependent fashion, whereas intra-BLA infusions of the GR
antagonist RU 38486 impaired memory consolidation.?* Corticotropin-releasing
hormone (CRH) is another neurotransmitter that is released into the amygdala as
well as several other brain regions in response to arousing or stressful stimulation.
Blockade of endogenous CRH in the BLA with infusions of a CRH receptor
antagonist impaired memory for emotionally arousing training,%> whereas prelim-
inary findings indicate that infusions of CRH into the BLA dose-dependently
enhance memory consolidation. This evidence indicates that BLA activation by
emotional arousal is a general gateway in mediating stress hormone and neu-
rotransmitter effects on memory consolidation.
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13.4.1 AMYGDALA INTERACTS WITH OTHER BRAIN REGIONS

Other evidence indicates that the BLA is not a site of permanent storage of the
enhanced memory trace but rather is involved in strengthening consolidation
processes in other brain regions.>® The evidence that lesions of the stria termi-
nalis, a major amygdala input—output pathway, block the memory-modulatory
effects of systemic drug infusions and of drugs infused directly into the
amygdala%-%> strongly suggests that the amygdala regulates memory consolida-
tion by influencing the storage of information in efferent brain regions. The BLA
interacts with many brain regions, including the hippocampus, caudate nucleus
and insular, entorhinal, and anterior cingulate cortices in regulating the consoli-
dation of different types of information.® It also interacts with the hippocampus
in regulating stress (hormone) effects on memory consolidation of contextual/spa-
tial components of training. Hippocampal GRs play a role in neuroplasticity®6-°
and posttraining activation of hippocampal GRs enhances memory consolidation
for both appetitive and aversive training.**7%’! However, BLA lesions block the
memory enhancement produced by posttraining intra-hippocampal infusions of
a GR agonist.*? Similarly, electrophysiological findings indicate that BLA lesions
or temporary blockade of BLA functioning impair stress- or perforant path
stimulation-induced long-term potentiation in the dentate gyrus.’>’® These find-
ings indicate that BLA neuronal activity is required for enabling memory mod-
ulation induced by local GR activation in the hippocampus. Since the BLA is
normally activated by emotional arousal, such evidence may provide an expla-
nation for the findings that stress hormones selectively influence memory con-
solidation of emotionally arousing experiences.

Other findings indicate the existence of interactions between the BLA and
medial prefrontal cortex (mPFC). The mPFC is implicated in higher cognitive
functions such as thought, decision-making, and working memory’*7 and also
plays a role in memory consolidation.”® The BLA interacts with the mPFC via
reciprocal inhibitory connections.””’® In a recent study, we examined whether the
BLA and mPFC interact in regulating glucocorticoid effects on memory consoli-
dation.” A GR agonist infused posttraining into either the mPFC or the BLA
enhanced memory consolidation of inhibitory avoidance training. The same GR
agonist administered into the mPFC also increased BLA neuronal activity, as
assessed by elevated phosphorylation levels of the transcription factor mitogen-
activated protein kinase (MAPK) in the BLA. Importantly, the GR agonist infused
into the mPFCs of animals that had not received inhibitory avoidance training did
not increase MAPK levels in the BLA, supporting the hypothesis that glucocor-
ticoid effects on memory consolidation and brain activity require training-associ-
ated emotional arousal. Because the inhibition of this MAPK activation in the
BLA with infusions of a MEK inhibitor blocked the memory enhancement induced
by intra-mPFC infusions of the GR agonist,” these findings further indicate that
BLA activity is essential in regulating stress hormone effects on the consolidation
of emotionally arousing memories.
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13.4.2 AMYGDALA INVOLVEMENT IN HUMAN STUDIES

Considerable evidence from human studies indicates that the enhancing influence
of emotional arousal on memory involves activation of the amygdala. Human studies,
however, have not yet investigated a possible selective involvement of the BLA. The
evidence that emotionally arousing stimulation does not enhance long-term memory
in human subjects with amygdala lesions supports the view that amygdala activation
may be critical for emotionally enhanced memory.3° Interestingly, the reactions of
amygdala-damaged subjects to the emotional material in these studies appeared
normal, suggesting that the amygdala in humans may not be as critical for the
production of emotional reactions per se.

The involvement of amygdala activation in emotionally influenced memory has
also been investigated in many studies using positron emission tomography (PET)
and functional magnetic resonance imaging (fMRI) in healthy humans.?'-3* These
studies reported that activity of the amygdala assessed during the presentation of
emotionally arousing stimuli correlated highly with memory of the stimuli tested
weeks later. Further, the relationship between amygdala activity during encoding
and subsequent long-term memory was greatest for the most emotionally arousing
stimuli. Human studies indicate that the enhanced memory for emotionally arousing
events (versus non-arousing events) involves amygdala modulation of the hippo-
campal formation.?3-%7 Collectively, these studies of emotionally influenced memory
in human subjects are consistent with findings of animal experiments and indicate
that emotional arousal-induced amygdala (BLA) activation may be a critical step in
enabling stress hormone effects in modulating memory processes involving other
brain regions including hippocampus-dependent explicit/declarative memory.

13.5 ROLE OF EMOTIONAL AROUSAL-INDUCED
NORADRENERGIC ACTIVATION WITHIN
AMYGDALA IN ENABLING EPINEPHRINE AND
GLUCOCORTICOID EFFECTS ON MEMORY
CONSOLIDATION

The enhancing effects of adrenal stress hormones on memory consolidation depend
on the integrity of the amygdala noradrenergic system. Infusions of B-adrenoceptor
antagonists administered into the amygdala block the memory-enhancing effects
of peripherally administered epinephrine that, as discussed above, are known to
be mediated by activation of the noradrenergic cells of the NTS and locus coer-
uleus.®! Glucocorticoids also require noradrenergic activation within the amygdala
to influence memory for emotionally arousing training. A B-adrenoceptor antag-
onist infused into the BLA blocks the memory-enhancing effect of systemically
administered glucocorticoids.®®%° Furthermore, a B-adrenoceptor antagonist
infused into the BLA blocked memory enhancement induced by a GR agonist
infused into the hippocampus.®
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Studies using in vivo microdialysis indicate that stress induced by prolonged
immobilization or tail pinch increased amygdala norepinephrine levels.”*> Even a
single mild foot shock of the kind typically used in inhibitory avoidance training
increased amygdala norepinephrine levels® and the increase in norepinephrine varied
with footshock intensity.®* Furthermore, as shown in Figure 13.1, amygdala norepi-
nephrine levels assessed following inhibitory avoidance training correlated with
retention latencies tested 24 hours later,”> whereas posttraining infusions of norepi-
nephrine or B-adrenoceptor agonists administered into the BLA enhanced memory
consolidation.?®97

Such findings suggest that systemically administered stress hormones may influ-
ence noradrenergic function by altering the synthesis, release, and/or reuptake of
norepinephrine. In accord with this hypothesis, Williams and colleagues® showed
that epinephrine administered immediately after inhibitory avoidance training
increased norepinephrine levels in the amygdala.

Brainstem noradrenergic cells in the locus coeruleus and NTS are involved not
only in mediating epinephrine effects on memory consolidation but also express
high levels of GRs.”® Posttraining infusions of a GR agonist into the NTS dose-
dependently enhanced memory consolidation of inhibitory avoidance training and
the memory enhancement was blocked by intra-BLA infusions of the B-adrenoceptor
antagonist atenolol.’® The findings of a recent in vivo microdialysis experiment
support the view that glucocorticoids may influence norepinephrine release in the
BLA. Corticosterone administration after inhibitory avoidance training increased
norepinephrine levels in the amygdala.®® In contrast, corticosterone did not increase
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FIGURE 13.1 Norepinephrine levels in the amygdala are significantly correlated with reten-
tion latency scores. Each line represents norepinephrine levels as a percentage of baseline for
an individual rat. Latency to enter the dark compartment on the retention test 24 hours after
microdialysis and training is identified in the key. (From Mclntyre, C.K. et al., Eur J.
Neurosci., 16, 1223, 2002. With permission.)
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norepinephrine levels in the amygdala when administered to naive rats that did not
receive inhibitory avoidance training, indicating that glucocorticoids facilitate, but
cannot initiate, the release of norepinephrine in the amygdala.

At a postsynaptic level, glucocorticoids may enhance memory consolidation by
potentiating B-adrenoceptor-cAMP/PKA efficacy in the BLA.!% Activation of [3-
adrenoceptors in the BLA enhanced memory consolidation via stimulation of the
cAMP/PKA pathway.!?192 We found that intra-BLA infusions of a GR antagonist
attenuated the dose-response effects of a [-adrenoceptor agonist on retention
enhancement for inhibitory avoidance training. The GR antagonist had no effect on
memory enhancement induced by posttraining intra-BLA infusions of the synthetic
cAMP analog 8-Br-cAMP.!® These findings suggest that glucocorticoids facilitate
the efficacy of noradrenergic stimulation in the BLA on memory consolidation via
an interaction with the B-adrenoceptor-cAMP cascade. A model of this interaction
is illustrated in Figure 13.2.

13.5.1 RoLe oF EMOTIONAL AROUSAL-INDUCED NORADRENERGIC
ACTIVATION

The findings summarized above indicate that emotional arousal induces the release
of norepinephrine in the BLA and that adrenal stress hormones may facilitate this
training-induced noradrenergic activation. Such findings suggest that emotional
arousal-induced noradrenergic activation within the BLA may be essential in
enabling stress hormone effects on memory consolidation.

Basolateral Amygdala

projections to
Q_'»other brain regions

@-adrenoceptor
antagonists
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FIGURE 13.2 Summary of interactions of glucocorticoids with the noradrenergic system of
the basolateral amygdala at both presynaptic and post-synaptic sites as suggested by the
findings of our experiments. o, = o,-adrenoceptor. B = B-adrenoceptor. GR = glucocorticoid
receptor. NTS = nucleus of solitary tract. (From Roozendaal, B., Psychoneuroendocrinology,
25, 213, 2000. With permission.)
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In a recent experiment we investigated this hypothesis.®® As addressed above,
corticosterone enhanced memory consolidation of object recognition training only
in emotionally aroused rats that were not previously habituated to the context. Object
recognition training in these rats also induced marked increases in noradrenergic
activity within the BLA, as assessed by immunoreactivity for phosphorylated
tyrosine hydroxylase (the rate-limiting enzyme in the biosynthesis of norepineph-
rine). As shown in Figure 13.3, a B-adrenoceptor antagonist administered either
systemically or into the BLA blocked this corticosterone-induced memory enhance-
ment. In contrast, infusion of a B-adrenoceptor antagonist into the hippocampus did
not prevent the corticosterone-induced memory enhancement of object recognition
training. These findings further indicate that glucocorticoids require noradrenergic
activity in the BLA in regulating memory consolidation.

Importantly, training of context-habituated rats on the object recognition task
did not induce significant increases in noradrenergic activation within the BLA.% If
the failure of corticosterone to enhance memory consolidation in context-habituated
rats is due selectively to insufficient arousal-induced noradrenergic activation, then
posttraining pharmacological augmentation of noradrenergic activity should provide
the activation normally produced by novelty stress and enable glucocorticoid
enhancement of memory consolidation. To examine this implication, a low dose of
the a,-adrenoceptor antagonist yohimbine, which increases norepinephrine levels in
the brain, was administered to habituated rats either alone or together with corticos-
terone immediately after object recognition training. Yohimbine administered alone
did not affect retention performance. However, as shown in Figure 13.3, cortico-
sterone administered concurrently with yohimbine induced dose-dependent retention
enhancement. Posttraining injections of the two drugs separated by a 4-hour delay
did not induce a preference for the novel object on the retention. These findings thus
indicate that arousal-induced noradrenergic activation is necessary to mediate glu-
cocorticoid effects on memory consolidation but that pharmacologically stimulated
noradrenergic activity mimics the effects of emotional arousal in enabling glucocor-
ticoid enhancement of memory consolidation under low-arousing training condi-
tions.® These finding support the notion that the noradrenergic component of emo-
tional arousal is critical for memory enhancement induced by glucocorticoids and
possibly by epinephrine.

13.5.2 INTERACTIONS AT CELLULAR LEVEL

Synergistic effects of glucocorticoids and the noradrenergic system in peripheral
tissues including the lungs and liver have been implicated in the regulation of several
cellular functions.!® Is there molecular evidence for interactions between these two
systems in regulating memory consolidation? We recently reported that corticoster-
one interacts with emotion-induced noradrenergic activation in activating the cAMP
response-element binding (CREB) pathway in the BLA.%° Several findings have
implicated CREB phosphorylation in the BLA in the modulation of memory con-
solidation.'+1%5 We found that corticosterone administered immediately after object
recognition training significantly increased the number of pCREB-positive neurons
in the BLA. Corticosterone did not alter the number of pCREB-positive BLA neurons
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FIGURE 13.3 Glucocorticoid effects on memory consolidation for object recognition train-
ing require noradrenergic activation. Data represent discrimination index (%) on a 24-hour
retention trial, expressed as mean + SEM. (A) Effects of immediate posttraining administration
of the B-adrenoceptor antagonist propranolol (3.0 mg/kg s.c.) on corticosterone-induced
enhancement of object recognition memory in naive rats. .. P <0.0001 versus vehicle (n = 8
to 12 per group). (B) Effect of co-administration of the o,-adrenoceptor antagonist yohimbine
(0.3 mg/kg s.c.) with corticosterone on object recognition memory in habituated rats. .. P
<0.0001 versus vehicle (n =9 to 17 per group). (B Inset) Effect of posttraining injections of
yohimbine (0.3 mg/kg s.c.) and corticosterone (1.0 mg/kg s.c.) separated by a 4-hour delay.
Y—C = yohimbine administered immediately after training and corticosterone 4 hours later.
C—Y = corticosterone administered immediately after training and yohimbine 4 hours later.
(From Roozendaal, B. et al., Proc. Natl. Acad. Sci. USA, 103, 6741, 2006. With permission.)

in rats that received prior habituation to the training context. Importantly, however,
corticosterone administered together with the noradrenergic stimulant yohimbine
after object recognition training significantly increased pCREB immunoreactivity in
the BLA. Thus, these findings are in accord with behavioral studies and indicate
that corticosterone activates the CREB pathway in the BLA only with training
conditions that induce sufficient noradrenergic activation.
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Other studies have indicated that glucocorticoids may interact with noradrenergic
mechanisms in increasing the expression and enzymatic activity of the MAPK
pathway, leading to an increased expression of the immediate early gene Egr1 (early
growth response-1).1% Like CREB, phosphorylation of MAPKs is considered critical
for memory consolidation and long-term neuronal plasticity.!?-!% Blockade of
MAPK signaling in the hippocampus abolishes the enhancing effect of systemically
administered corticosterone on contextual fear conditioning.!® Glucocorticoid
effects on MAPK activation may be modulated by B-adrenoceptor activation. Acti-
vation of B-adrenoceptors by epinephrine and norepinephrine leads to the dissocia-
tion of G protein subunits B and . It has been demonstrated that B G protein subunits
interact with phosphoinositide-3 kinase to stimulate the MAPK pathway.!!'% Fur-
ther, epinephrine and norepinephrine were found to potentiate ligand-dependent GR
transactivation in cultured hippocampal cells via B,-adrenoceptors.!!!

13.6 CONCLUSIONS

The evidence summarized in this chapter indicates that adrenal stress hormones
influence memory processes in various animal and human memory tasks. Acutely
administered or released epinephrine or glucocorticoids dose-dependently enhance
the consolidation of long-term memory. However, the effects of stress hormones on
the storage of long-term memories depend critically on the arousal state and nora-
drenergic activation of the BLA. These findings may help to explain why stress
hormones do not uniformly modulate memory for all kinds of information but rather,
preferentially influence the consolidation of emotionally arousing information. As
adrenal stress hormones also play a critical role in the development of traumatic
memories and posttraumatic stress disorder (PTSD),!>-14 these findings may provide
some understanding of the neurobiological processes that underlie the development
of PTSD as well as some possible implications for therapeutic intervention (see
Reference 115) to ensure that significant events are well remembered, but do not
turn into pathophysiological conditions.
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14.1 INTRODUCTION

Experimental evidence demonstrates intensive and extensive interactions between
the nervous and immune systems.'™ The central capacity of associating a certain
immune response or status (allergen, toxin, antigen) with a specific stimulus (envi-
ronment or flavor) seems to be of high adaptive value; this special kind of associative
learning may have been acquired as an adaptive strategy during evolution in order
to protect an organism and/or prepare it for danger. Furthermore, it is possible that,
depending on the different environmental challenges, the species formed species-
specific associations during evolution.’

Classical conditioning or associative learning is often described as the transfer
of the response-eliciting property of a biologically significant stimulus (uncondi-
tioned stimulus; US) to another stimulus (conditioned stimulus; CS) without that
property.5-10 This transfer is thought to occur only if the CS serves as a predictor of
the US.!"-13 Thus, classical conditioning can be understood as learning about the
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temporal or causal relationships between external and internal stimuli, to allow for
the appropriate preparatory set of responses before biologically significant events
occur.

Regarding neuro-immune associative learning (NIAL), an immunomodulatory
stimulus (antigen, immunomodulating drug) is employed as an US and paired with
a neutral stimulus. After this associative phase, the neutral stimulus becomes a CS
that can modify the immune response on demand (conditioned response; CR). The
influence of NIAL on immune responses has been reviewed several times.!4-32
However, in this chapter we propose an innovative approach, pointing out the
biological meaning and possible clinical implications of neuro-immune associative
learning. Furthermore, after analyzing the available literature, we propose a general
theoretical framework for this special kind of associative learning.

14.1.1 HistoricAL DEVELOPMENT

S. Metalnikov and V. Chorine are generally credited with having conducted the first
studies on NIAL.3* However, V.I. Luk’ianenko cites the 1911 dissertation of LI
Makukhin at the University of St. Petersburg and a 1925 report by A. Voronov and
L. Riskin as perhaps the first researchers to demonstrate the “conditioned leukocytic
reaction.”!” Metalnikov and Chorine reported a series of experiments that clearly
demonstrated the possibility of associating exteroceptive stimuli with alterations in
immune parameters induced for the most part by injections of bacterial and viral
preparations.’*** Guinea pigs were given daily association trials with contingent
pairing of scratching or heating of the skin as a CS and an immune challenge (i.p.
injection of a small dose of tapioca, Bacillus anthrax, or a Staphylococcus filtrate)
as an US. The CR was an increase in peritoneal leukocyte numbers that was weaker
and more transitory than the UR. Follow-up experiments indicated that after the
recall phase, conditioned animals survived longer after lethal injections of Vibrio
cholera bacteria.

These initial results were rapidly replicated,**” and in the following years Soviet
investigators paid considerable attention to this topic.!7*® Many of these experiments
were basically similar to those performed by Metalnikov and Chorine, and apparently
a controversy arose over the reproducibility of certain experiments. In parallel to
the Soviet experiments, but not as well-known, were investigations performed in
Romania’**#! and Switzerland*>" reporting modulation of phagocytic activity and
anaphylactic reaction, respectively, by evoking specific NIAL. In 1975, R. Ader and
N. Cohen reported an immunosuppressive status after recalling the specific associ-
ation of a taste stimulus (CS) and an immunosuppressive drug (US).*

Later, these researchers and other groups developed different NIAL protocols,
most of them using taste and olfactory stimuli (CS) in rodents and humans. More
than 30 years of clinical and experimental research have demonstrated that by
evoking NIAL, the brain can suppress or enhance humoral as well as cellular immune
responses (Table 14.1). These effects are biologically relevant for the organism, as
they affect the course and outcome of disease and thus have possible applications
in clinical settings.
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14.2 PHENOMENON: ASSOCIATION BETWEEN
EXTEROCEPTIVE AND IMMUNE STIMULI

Two basic steps compose any conditioning protocol: an association phase in which
one or more CS-US contingent pairings occur, inducing an associative learning
process, and a recall phase in which the memory of such an association is retrieved
after exposing the subject to the CS. Pioneer NIAL reports were based on the
association of somatosensory stimulation (CS) and peripheral immune challenges
(US). See Figure 14.1C. However, most of the recent work reporting conditioned
effects on immune function has followed two basic associative protocols (Figure
14.1). The principal difference between them is the nature of the CS: taste/olfactory
(Figure 14.1A) or visual/auditory (Figure 14.1B).

Although conditioned stimuli may employ any of the exteroceptive sensory
modalities (touch, vision, taste, olfaction, and audition), the naturalistic relation
between the CS and the US may explain the feasibility and strength of a specific
association.!?

14.2.1 TAsTE- AND OLFACTORY-IMMUNE ASSOCIATIVE LEARNING

Theoretically this protocol is based on the naturalistic relation of food and drink
ingestion with possible immune consequences that may also induce behavioral
modifications after the experience. On the experimental bench, the association
step involves the pairing of a taste (e.g., saccharin), odor (e.g., camphor), or flavor
(e.g., chocolate drink) as a CS with a stimulus that has immune consequences as
a US (e.g., immunomodulating drug, or antigen), usually administered intraperi-
toneally. At recall time, subjects are normally exposed to the CS alone (Figure
14.1A) and some protocols employ a vehicle injection as an additional component
of the CS.

Conditioned ingestive avoidance and aversion are often displayed after a single
association trial; however, the conditioned effects on the immune system may not
be evident until several association trials are applied.* It is important to indicate
that the behaviorally conditioned response (i.e., aversion or avoidance) has been
elicited by NIAL in which T-dependent antigens such as protein antigens,’*? T-
independent antigens such as lipopolysaccharides,’*> superantigens such as staphy-
lococcal enterotoxin,>*>7 immunosuppressive drugs such as cyclophosphamide,*-3
and cyclosporine A%*% have been employed (Figure 14.2). Additionally, the magni-
tude of the behaviorally conditioned response seems to be modulated by the intensity
of the immune stimulation at association time.

For instance, a dose-response relationship between the amount of antigen used
(US) and the conditioned taste aversion has been demonstrated: the higher the antigen
dose, the more pronounced the conditioned taste avoidance.”¢! Using a mild dose
of antigen after an immune sensitization procedure induces a strong behaviorally
conditioned avoidance response.®> Regarding immunosuppressive drugs, it has been
documented that the immunosuppressive effects of cyclosporine A (US) can be
associated with the taste of saccharin (CS). After recalling such an association,
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FIGURE 14.1 (See color insert following page 202). Neuro-immune associative learning.
A. After water regimen consumption is established, animals are exposed to a novel taste/olfac-
tory conditioned stimulus (CS) paired with an immunomodulating unconditioned stimulus
(US) generally administered intraperitoneally (e.g., saccharin as CS, cyclosporine A as US).
B. Certain contextual CS composed of visual/auditory cues are associated with exposure to
an immunomodulating US (e.g., light and sound as CS; ovo-albumin in aerosol as US). C.
Somatosensory stimulation is employed as CS, paired with an immunomodulating US (e.g.,
scratching as CS; bacterial antigen i.p. as US). Evoking such associations often results in
aversive/avoidance behavior and a complex repertory of physiological responses that inclu-
sively affects immune functions. Enhanced or suppressive immune status can be established
after the recall phase.

experimental subjects displayed immunosuppressive status (CR).3%% However, dif-
ferent behaviorally conditioned responses result from such associative learning. In
the case of mice, this specific taste-immune association does not result in conditioned
taste avoidance behavior,” whereas rats display reduced appetitive behavior,*® and
for humans the palatability of the conditioned taste is affected.®?
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FIGURE 14.2 Neuro-immune associative learning differentially affects drinking behavior.
Different immune stimuli were employed as unconditioned stimuli resulting in associative
learning. klh = small dose of keyhole limpet hemocyanin. KLH = high dose of KLH (data
extracted from Reference 51). OVAI = primary immune response to ovalbumin. OVA2 =
secondary immune response to ovalbumin (data extracted from References 52 and 62). LPS
= lipopolysaccharide (data extracted from Reference 180). SEB = staphylococcal enterotoxin
B (data extracted from Reference 56). Cy = cyclophosphamide (data extracted from Reference
106). CsA = cyclosporine A (data extracted from Reference 59).

14.2.2 VISUAL- AND AUDITORY-IMMUNE ASSOCIATIVE LEARNING

This protocol induces the association of a certain context and an immune response
or status (Figure 14.1B). At association time, a certain context composed of visual
and/or auditory cues (CS) is paired with a stimulus that has immune consequences
(US). At recall time, the subject is exposed to the same context that induces the CR
(Figure 14.1B). To induce conditioned effects on the immune system, it is usually
necessary to submit the experimental subject to several association trials.

Aversive behavior to the context associated with the US may also be part of the
CR displayed. For instance, an immune sensitization [s.c. injection of ovalbumin
(OVA), i.p. injection of Bordetella pertussis, and larval infection with the nematode
Nippostrongylus brasiliensis] induced higher levels of IgE after subsequent antigen
injections and increased the number of intestinal mast cells.®* In subsequent trials,
s.c. injections of OVA (US) were contingently paired with an auditory or visual cue
(CS) in three association trials. One hour after a single recall trial (CS alone), rat
mast cell protease (RMCP)-II levels in the serum were enhanced, suggesting that
the degranulation of mucosal mast cells was behind the immune response.

Five hours after recall, serum RMCP-II levels did not significantly differ from
control groups. A strong anaphylactic response in the lung as a conditioned response
has recently been reported following a similar NIAL protocol.® In addition, these
authors reported high levels of stress and anxiety postrecall and demonstrated that
the audio-visual stimulus (CS) was stressful and anxiogenic per se.
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Another set of animal studies supports the associability of environmental stimuli
(CS) with anaphylactic shock reaction.®-%8 Rats sensitized with OVA were given
injections of the same antigen to elicit a second anaphylactic shock in a context
different from that in which the first anaphylactic shock was induced. Animals
experiencing both anaphylactic shocks in the same context displayed much smaller
shocks than rats subjected to the second shock in a different context. Repeated, non-
reinforced presentation of the antigen in the new context prior to the CS and induction
of the first anaphylactic shock prevented the increased resistance to the induction
of a second anaphylactic shock reaction. These findings were ascribed to the CR
that attenuated the UR (anaphylactic shock).

Accordingly, it has recently been shown that OVA-immunized mice avoid the
context previously associated with presentation of the allergen against which they
have been immunized.® In a modified classical passive avoidance test, OVA aerosol
was employed as an aversive stimulus (US); although attracted by the supposedly
safer, dark compartment of the apparatus (CS), OVA-immunized mice avoided
entering the dark side, preferring the bright (usually aversive) side of the box.

When CNS activity was tracked using c-Fos expression as a neuronal metabolic
marker, allergic animals showed enhanced c-Fos immunoreactivity in the hypotha-
lamic paraventricular nucleus and central nucleus of the amygdala after airway OVA
challenge. These brain structures are commonly linked to emotional and affective
behavioral patterns that are important components in the development of learned
aversive behavior such as conditioned taste aversion.”

14.2.3 ToucH-IMMUNE ASSOCIATIVE LEARNING

With touch-immune associative learning, somatosensory stimulation (scratching,
heating the skin) can be employed as a CS paired with a stimulus that has immune
consequences (US). At recall time, the subject is exposed to the CS that induces the
CR and affects peripheral immune functions (Figure 14.1C). To our knowledge,
apart from pioneer studies in the 1920s3334 and their replications*-*7 (see Section
14.1.1), no further attempts have been made to develop NIAL employing somatosen-
sory stimulation as a CS. Furthermore, it should be noted that behavioral control
conditions and immunological interpretations have changed substantially since those
experiments were reported.

14.3 THEORETICAL FRAMEWORK FOR NEURO-
IMMUNE ASSOCIATIVE LEARNING

After reviewing the existing data about NIAL, it is possible to summarize guidelines
for the general mechanisms underlying these phenomena (summarized in Figure
14.3). Part of this conceptualization has already been elaborated.?®’!7> According to
this theory, in the terminology of behavioral conditioning, both the CS (changes in
the external environment) and the US (changes in the internal environment) must
be inputs to the CNS, which in turn processes and associates this information. Thus,
at association time, only a change in the immune system sensed by the CNS can
serve as a US. Furthermore, both the CR and the UR must be outputs of the CNS.
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FIGURE 14.3 (See color insert following page 202.) Theoretical framework for neuro-
immune associative learning. At association time two possible unconditioned stimuli (US)
were associated with a conditioned stimulus (CS). The US directly detected by the CNS is
defined as a directly perceived US. The one that needs one or more intermediary molecules
released by another system in order to be detected by the CNS is called an indirectly perceived
US. Any US, directly or indirectly perceived, has two possible afferent pathways to the CNS:
a neural afferent pathway and a humoral afferent pathway. At recall time, the CNS can
modulate immune functions via these two possible pathways. The humoral efferent pathway
may imply changes in neuro-hormones that directly or indirectly modify the immune response.
The neural efferent pathway is supported by the direct innervations of primary and secondary
lymphoid organs. Features such as novelty, intensity, duration and naturalistic relation to the
US may explain the feasibility of associating the CS with the US, along with the stability
and strength of such an association. It is also necessary to consider that the immune history
(tolerance and memory) of a subject may vary the response to the US, resulting in different
associative learning at association time and/or in a different conditioned response at recall

time. (Adapted from Pacheco-Lépez, G. et al., in Psychoneuroimmunology, 4th ed., Ader, R.,
Ed., Academic Press, New York, 2006.)

Thus, only an immune parameter directed by the CNS can serve as a UR for
conditioning and at recall time the CR will resemble such a UR.

14.3.1 AsSOCIATION PHASE

Two possible kinds of US are employed to induce NIAL. The US that is directly
detected by the CNS is defined as a directly perceived US, whereas the one that
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needs one or more intermediary molecules released by another system in order to
be detected by the CNS is an indirectly perceived US. Any US perceived directly
or indirectly has two possible afferent pathways to the CNS: (1) a neural afferent
pathway and (2) a humoral afferent pathway. The neural afferent pathway may detect
the US and translate this information into neural activity. This sensory process
implies the interoceptive capacities, including immunoception, of the CNS.”>7* The-
oretically, this afferent pathway may also be able to codify the location of stimulation
(local versus systemic).

The humoral afferent pathway is required for any US that is not detected locally
or for molecules induced by a given US (indirectly perceived US) that reach the
CNS via the blood stream. If a given US has effects on several cell types, it is
reasonable to assume that several molecules are candidates to be perceived by the
CNS (directly perceived US). Figure 14.3 indicates that for an indirectly perceived
US, the pathway to the CNS is complex and longer than for a directly perceived
US. After administration of a given US, it can be hypothesized that the CNS takes
longer to respond to indirectly perceived unconditioned stimuli than to those per-
ceived directly. This feature can be employed in experimental designs in order to
elucidate the nature of the US. For instance, backward conditioning should not be
possible in the case of a directly perceived US, whereas an indirectly perceived US
could result in associative learning under such conditions.

For an indirectly perceived US that affects immune functions, one should con-
sider that the immune history (tolerance and memory) of a subject may interfere
with the response to such a US, resulting in a different immune reaction, and thus
a different signal intensity to the CNS. For example, the immune responses to a
given antigen differ completely between the first and second times because an
immune memory process takes place after the first exposition. Another example is
the immune tolerance phenomenon developed after repeated exposition to the same
drug. Applying the same conditioning protocol to two subjects with varying immune
histories may result in different associative learning processes that in turn may affect
the immune system in diverse ways at recall time.

In Pavlovian conditioning, the strength of the association of the CS and the US
is affected by the temporal relation (inter-stimulus interval) between these stimuli.
Orthodox theory predicts that when the US precedes the presentation of the CS
(backward conditioning), learning is poor. In addition, when the CS precedes the
US by increasing intervals, the probability of a CR declines.!® The specific inter-
stimulus interval that yields the most pronounced CR varies with organisms and
responses studied. For NIAL, this associative feature may be employed to delineate
the nature of the US (directly versus indirectly perceived) by systematically varying
the inter-stimulus interval between the CS and US and describing the UR kinetics.

Regarding the CS, it is important to mention that features such as novelty,
intensity, duration, and naturalistic relation to the US may explain the feasibility of
associating the CS with the US, as well as the stability and strength of such an
association. For instance, it is well documented that gustatory or olfactory stimuli
are strongly and easily associated with visceral US, in contrast to tactile, visual, or
auditory stimuli.!®”> The strength and lastingness of flavor-visceral association is
reflected in several features of the CR, such as high magnitude and low forgetting
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rate or extinction resistance. Additionally, the neutrality of the CS toward the immune
system must be assured for each experimental setting.

14.3.2 RecALL PHASE

The CR represents tacit and unique proof that an associative learning process has
occurred at association time. In several NIAL protocols, the experimental subjects
displayed complex CRs with behavioral and neuroendocrine components in addition
to the effects observed in the immune system. Furthermore, it is necessary to consider
that the immune system displays sensitization (memory) and habituation (tolerance)
responses to specific stimuli and that many immune parameters underlie circadian
rhythms. Thus, the specific time points for association and recall and the immuno-
logical history of each experimental subject may be important variables for the final
immunological outcome after recalling a given NIAL. Thus, some immune param-
eters modulated at recall time may be the bizarre reflections of neural activities not
explained by established learning and memory rules.

For example, the expression of neural activity (e.g., behavior) may follow a
normal extinction process during consecutive recall trials, whereas the effects of
such activity on the peripheral immune response may not display the same extinction
slope or may even be enhanced. Such peculiar results may be explained in several
ways. It is possible that the interval between the recall trials is not long enough for
the specific immune measure to return to baseline, resulting in an additive effect on
the conditioned immune response during consecutive near-recall trials. Another
possibility is related to immune processes that may be modulated by neural activity;
however, once such a process has started it is basically independent of neural
modulation. Additionally, it has been demonstrated that a stable and sturdy memory
under extinction can to a great extent be reconsolidated by contingent exposure to
the US, even if it is of low intensity.”®

Thus it is possible that, after an intensive association phase, the conditioned
immune effects work as a putative US, inducing a reconsolidation process of the
memory trace at each recall trial and therefore maintaining or enhancing the condi-
tioned effects on the immune system in subsequent recall trials. In this regard, it
should be indicated that some changes in the immune response after recalling NIAL
cannot strictly be called CRs.”! In summary, immune responses can be affected by
NIAL, but this does not necessarily imply that such immune responses were behav-
iorally conditioned.

Regarding the conditioned immune response, specific features may give impor-
tant clues to its nature and should be considered in an experimental design in order
to differentiate the underlying mechanisms. The two possible pathways by which
the CNS can modulate immune functions are (1) the humoral efferent pathway and
(2) the neural efferent pathway. The humoral efferent pathway may imply changes
in neuro-hormones that directly or indirectly modify the immune response at recall
time. The peripheral effects evoked after activation of this pathway are diffuse and
long-lasting like any neuroendocrine responses. The neural efferent pathway is
supported by the direct innervations of primary and secondary lymphoid organs.””78
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Several immune parameters are subject to neural modulation: T cell differenti-
ation,”8 hematopoiesis,?'-# T cell activity, B cell activity,?* natural killer (NK) cell
activity,%7 and inflammatory responses.*#8 We hypothesize that many of these
neuro-immune interactions may be affected by NIAL but few have been investigated
experimentally to date.

The extinction of the conditioned immune response is another feature that may
give hints about the underlying mechanisms. It has been demonstrated that for
behavioral conditioning in which the nervous system directly modulates the CR
(e.g., nictitating membrane, gastric secretion, aversive behavior), an extinction pro-
cess occurs when the CS is repeatedly presented without the US (active forgetting).
However, if the CR observed is the reflection of neural activity on different types
of cells, like immune cells that exhibit tolerance and memory processes, CR extinc-
tion will not necessarily be elicited in an orthodox Pavlovian manner. Moreover, if
the CR observed reflects neural activity on two or more cellular types, the picture
may be more abnormal (e.g., the neuroendocrine efferent pathway affecting immune
functions). Further consideration is required since the life spans of immune cells
are short and thus each recall trial may affect different leukocyte or lymphocyte
subsets.

Several experimental approaches allow analysis of the mechanisms responsible
for behavioral conditioning. For example, treatment performed before association
may affect sensory and early associative processes (short-term memory). Consoli-
dation and long-term memory can be experimentally analyzed by varying the timing
of treatment after association. If the treatment is given before recall, then the memory
process can be studied. This scheme seems to be applicable for short-term treatments.
However, for long-lasting treatment, differentiating between the learning and the
memory processes is only possible by comparing the effects of treatment given
before association with those of treatment given before recall. In addition, the specific
timing of a given treatment may depend on the nature of the treatment (short- versus
long-term effects) and the pharmacokinetics and pharmacodynamics of the drugs
applied.

14.4 NEUROBIOLOGY OF NEURO-IMMUNE
ASSOCIATIVE LEARNING

The naturalistic associability of food and drink ingestion with its possible immune
consequences has been experimentally appraised in rodents and humans employing
the conditioned taste aversion paradigm.®® Conditioned taste aversion or avoidance
is a type of associative conditioning in which the subjects learn to associate a taste
with delayed malaise.”” This learning has been conserved across the animal
kingdom®'-%* including humans® which reflects its high adaptive value in food
selection strategies. However, reduced ingestive behavior may be only part of a
complex and diverse repertory of physiological responses that the individual evokes
to avoid, reject and/or prepare to counteract the unconditioned effects.’

One discrete neural network involved in taste-visceral associative learning has
already been described, mainly including sensory and hedonic neural pathways.?®%7
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Such a neural circuit consistently includes the nucleus tractus solitary, the parabra-
chial nucleus, medial thalamus, amygdala, and insular cortex.”® In particular, the
insular cortex is essential for the acquisition and retention of this associative
learning®!'% and it has been postulated that the insular cortex may integrate gustatory
and visceral stimuli.'?! More recently, using the neuronal activity marker c-Fos, it
was possible to confirm the preponderant role of the insular cortex in conditioned
antibody production!®? in agreement with a previous report.!%3

Regarding other forebrain structures, the amygdala seems to play an important
role during the formation of aversive ingestive associations'® and is also relevant
for limbic—autonomic interactions.!% A series of reports indicates that the insular
cortex and amygdala are key structures in conditioned immunosuppression after
evoking taste-cyclophosphamide association.!0%:107

It has also been proposed that the ventromedial hypothalamic nucleus, widely
recognized as a satiety center,'® is intimately associated with sympathetic facilitation
in peripheral tissues'®” including modulation of peripheral immune reactivity.''® In
agreement with previous reports,'31%197 we have identified the neural substrates
involved in behaviorally conditioned immunosuppression (CS: saccharin; US:
cyclosporine A) in rats.!!! The conditioned effect on the immune system reducing
splenocyte responsiveness and cytokine production (IL-2 and IFN-y) was affected
by brain excitotoxic lesions; this shows that the insular cortex is essential to acquiring
and evoking this conditioned response. In contrast, the amygdala seems to mediate
the input of visceral information necessary at acquisition time, whereas the ventro-
medial hypothalamic nucleus appears to participate in the output pathway to the
immune system needed to evoke a behaviorally conditioned immune response.

Using a pharmacological approach, the neurochemical features of the condi-
tioned effect enhancing NK cell activity in rodents have been described. Central
catecholamines seem to be essential, and glutamate — but not GABA — is also
required at the recall stage.!'>!!3 Furthermore, it has been demonstrated that cholin-
ergic and serotonergic central systems are required at the association and recall
stages.!!4

In addition to classical neurotransmitters, cytokines have been demonstrated to
play an important role within the CNS, modulating neuronal and glial functions in
non-pathological settings such as learning and memory processes.>!!>!1% Specifically,
pro-inflammatory cytokines such as IL-1, IL-6, and TNF-a have been shown to
modulate spatial learning tasks and long-term potentiation phenomena.!'’-* In this
sense, it is plausible that cytokines are significant factors in the associative processes
occurring during behavioral conditioning of immune functions.

Apart from these neuromodulatory properties, pro-inflammatory cytokines seem
to play an important part in the afferent pathway between the immune system and
the CNS.2125126 Therefore, it can be hypothesized that central cytokines act as
mediators in the brain during “immune-sensing” in the association phases of behav-
iorally conditioned immunomodulating paradigms. These hypotheses are supported
by observations that (1) receptors for these pro-inflammatory cytokines are expressed
in the CNS, 27128 (2) peripheral immune changes affect central cytokine production
and cytokine receptor expression in the brain,'?*!3° and (3) cytokines can act as
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unconditioned stimuli to induce conditioned taste aversion or avoidance.!3!-13* Apart
from these reports, we know of no systematic attempts to elucidate the neural
substrates underlying immunomodulating effects based on neuro-immune associa-
tive learning.

14.5 BIOLOGICAL RELEVANCE OF NEURO-IMMUNE
ASSOCIATIVE LEARNING

Neuro-immune interactions appear to bring several adaptive advantages to those
organisms that acquired and further developed them during ontogeny and phylog-
eny.**135136 This complex repertoire of physiological responses including immune,
endocrine, neural, and behavioral responses may be orchestrated to achieve better
adaptation of the organism to a constantly challenging environment. In vertebrates,
the many intricate interactions in both directions between the immune and nervous
systems are well established.!?”-140 It was recently shown that invertebrate biology
also evolved around acquiring and developing complex neuro-immune communica-
tions.

For example, interaction between neurons and immune cells has been demon-
strated in the mollusk Aplysia californica.'*' Furthermore, invertebrates also express
neuropeptides (e.g., opioids) in the neural and immune tissues that play a key role
as neuro-immune messengers during their evolution.!*” Neuro-immune complexity
appears as well in the behavior of insects; for example, in the linkage between the
immune and nervous systems of bees and humblebees.!#>!43 Noninfected honey bees
whose immune systems were challenged by a nonpathogenic immunogenic elicitor
(lipopolysaccharide) displayed reduced abilities to associate an odor with sugar
reward in a classical conditioning paradigm.

Classical conditioning can be understood as learning about the temporal or causal
relationships between external and internal stimuli to allow for the appropriate
preparatory set of responses before biologically significant events.'3!4* The capacity
to associate a certain immune response or status (allergen, toxin, antigen) with a
specific stimulus (environment or flavor) is of high adaptive value.

Thus, it can be hypothesized that this capacity was acquired during evolution
as an adaptive strategy in order to protect organisms and/or prepare them to face
danger. Furthermore, such associative learning is typically acquired under certain
stressful conditions. For example, the exposure to a specific antigen (and its cate-
gorization as an allergen) may be associated (learning) with a specific environment
or food. An adaptive response is then elicited (memory), consisting first of behavioral
modification in order to avoid the place or food associated with the antigen.50-%°

If this is not possible, the organism will try to reduce contact with the allergen,
i.e., by coughing or sneezing.!*> At the same time, its immune system may prepare
the body for interaction with the antigen by mast cell degranulation®63146.147 or
antibody production 31021481499 Although under experimental conditions such asso-
ciative learning can be extinguished, it is likely that it will last for a long time since
an organism in a natural situation will try to avoid contact with the environmental
cues that signal the CS.
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14.6 CLINICAL RELEVANCE OF NEURO-IMMUNE
ASSOCIATIVE LEARNING

Few attempts have been undertaken to specifically investigate conditioned effects
that directly modulate peripheral immune functions in human subjects. Since the
19th century, anecdotic case studies have reported the occurrence of allergic symp-
toms in the absence of allergens provoked simply by different cues (i.e., conditioned
stimuli) such as a picture of a hay field or an artificial rose.'*® Several decades later,
researchers reported conditioned dermatitis responses in adolescent male subjects
(n = 4) resulting from evocation of a specific association (CS: blue solution appli-
cation; US: 2% raw extract R. Venicifera application).!3!

In another case report, two asthmatic patients suffering from skin sensitivities
to house-dust extract and grass pollen were exposed to these allergens by inhala-
tion.!>2 After a series of conditioning trials, they experienced allergic attacks after
inhalation of the neutral solvent used to deliver the allergens. This work showed not
only fast conditioning of the asthmatic attack (CR), but also tenacious retention, i.e.,
lack of extinction. This observation along with data from animal experiments resulted
in the early hypothesis that asthma could be conceived of as a learned response.'>?
This view was further supported by a conditioning protocol (CS: taste; US: dust
mite allergen) in nine patients with allergic rhinitis.!>* After the association phase,
elevated mast cell tryptase in mucosa was observed when an intranasal saline appli-
cation was given simultaneously with the CS.

Another type of allergic reaction, the delayed-type hypersensitivity response,
was tested in seven healthy volunteers who received five monthly tuberculin skin
tests.!> In this conditioning protocol both tuberculin (US) and saline were injected;
while the latter was taken from a green vial (CS-), tuberculin was drawn from a
red vial (CS+). On the test day, the color labeling of the substances was reversed.
Although the saline injections did not induce skin reactions (erythema and indu-
ration), the severity of the symptoms was significantly blunted in all the subjects
tested when the tuberculin was drawn from the green vial (conditioned effect).
However, a similar protocol using various allergens (mite dust, fur) taken from
colored vials did not result in conditioned modulation of skin reactions in the 15
subjects tested.!>®

Associative learning has been consistently reported in the context of cancer
treatment, particularly chemotherapy.’® Chemotherapy agents (e.g., cyclophospha-
mide) generally have immunosuppressive effects. They are typically administered
in cycles, with each outpatient treatment infusion followed by a period of recovery
prior to the next infusion. From a conditioning perspective, clinic treatment visits
can be viewed as association trials in which the distinctive salient features of the
clinic environment (CS) are contingently paired with the infusion of agents (US:
cyclophosphamide) that have effects on the immune system.

Immune function was assessed in 20 cancer patients in a hospital prior to
chemotherapy and compared with assessments conducted at home. Proliferative
responses to T cell mitogens were lower for cells isolated from blood samples taken
in the hospital (after recall) than for home samples.!>” These results were replicated
in 22 ovarian patients'>® and 19 pediatric patients receiving chemotherapy.'> How-
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ever, chemotherapy patients often develop conditioned nausea,'>”160-162 anxiety, 163164
and fatigue'® responses to reminders of chemotherapy. These conditioned nausea
and anxiety responses can also be elicited by thoughts and images of chemother-
apy,'6%1%7 raising the possibility that conditioned effects may affect patients during
the course of normal life for years after treatment.

Only a few human studies have tried to affect immune parameters on the cellular
level by employing behavioral conditioning procedures. Based on the knowledge
that adrenaline administration leads to the immediate mobilization of leukocytes in
the periphery, especially of NK cell numbers with simultaneous augmentation of
their lytic activity,'%%19 one research group assessed the conditionability of NK cell
numbers and their lytic activity in healthy volunteers. Although positive results were
reported after evoking a taste (CS)—adrenaline (US) association.!”*!7! these effects
could not be replicated by other research groups.!”

The efficacy of a conditioning protocol was also tested in multiple sclerosis
patients, for whom four monthly cyclophosphamide infusions (US) were contin-
gently paired with the taste of anise-flavored syrup (CS).!”* Long-term treatment
with cyclophosphamide decreased blood leukocyte numbers, often leading to leu-
kopenia. Interestingly, after 6 months of administering a placebo infusion paired
with the drink, 8 of 10 patients showed conditioned reductions in peripheral leuko-
cyte numbers. In addition, by pairing s.c. interferon-y injections (US) with a dis-
tinctively flavored drink (CS), it was possible to induce elevations of neopterin and
quinolinic acid serum levels after evoking such an association in healthy volunteers
(n = 10).!7

It has been hypothesized that more than a single associative learning trial pairing
a distinctive taste (CS) with interferon-f injections (US) is necessary to produce
immune conditioned effects.!”> This view is supported by experimental data for
healthy male volunteers (n = 18). The immunosuppressive drug cyclosporine A (US)
was paired four times with a distinctively flavored and colored solution (CS),%
inducing taste-immune associative learning. The immunopharmacological mecha-
nism of cyclosporine A involves its binding to cyclophilins, which leads to intrac-
ellular phosphatase calcineurin inhibition, then selectively reducing the expression
of interleukin-2 (IL-2) and interferon- (IFN-y) cytokines, which finally resulted in
specific suppression of T cell function.!”® After association, the mere re-exposure to
the drink (CS) induced conditioned inhibition of ex vivo cytokine (IL-2 and IFN-y)
mRNA expression and cytokine release along with the proliferative responsiveness
of human peripheral blood lymphocytes similar to the drug effect.

14.7 SUMMARY AND FUTURE PERSPECTIVE

Conceptualizing Pavlovian conditioning as a mechanism by which an organism
anticipates the onset of a biologically important event (US) and initiates preparatory
responses (CR) to allow the organism to deal better with US effects invites the
hypothesis that one reason for the neural control of immunity lies in accommodating
the adaptive value of classical conditioning.!® In its natural environment, an animal
with a cut or a scratch must build up immunological defenses against microorgan-
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isms. In the laboratory or a clinical setting, an antigen is reliably preceded by an
injection. Therefore, conditioned immune effects may, in fact, be very common.

The difficulty for the investigator lies not so much in inducing such responses,
but in employing the proper controls, both immunological and psychological, in
order to demonstrate that these responses exist and to explore the underlying mech-
anisms. Due to the physiological basis of the conditioned effects, the magnitude of
the conditioned immune response should not to be expected to override the homeo-
static balance of the organism. However, this does not mean that conditioned effects
on immune functions are not of biological and clinical significance, as reviewed
here and in previous work.?’

A very small increase in the potential of the immune system may be of great
value in the fight against pathogens when a system reaches an allostatic load,!””-!”
but it may increase the occurrence and severity of allergies and autoimmune disorders
in other conditions. It is important to emphasize that several immune responses may
be affected by NIAL protocols, but this does not necessarily imply that such immune
responses are conditioned. Because of the complexity of neuro-immune interaction,
such differentiation is not easy to establish.

As we have seen, the use of a US with immune consequences, such as immu-
nomodulating drugs or antigens, is not the only requirement for genuinely condi-
tioning an immune response through behavioral protocol. Experimental data reflect
a dichotomy that is possibly supported by different mechanisms that may follow
different rules. In our own experience and after reviewing the available literature,
we conclude that the direction of the CR is a key feature of conditioning; i.e., the
direction of this response should be independent of the immune, endocrine, and
circadian status of the subject at association and recall time.

Before NIAL can be implemented as supportive therapy together with traditional
pharmacological regimens, it is essential to describe some of its features. For exam-
ple, we do not yet know how long conditioned immune responses last and how
immune-specific they are. Since it may be necessary to apply reinforcement at
appropriate intervals, questions arise whether reconditioning is possible. Therapy
will eventually stop. What is the forgetting pattern of conditioned immune responses?
How predictable is the conditioned immune response in a human population with
different immune and psychological histories? What are the impacts of age and
gender on immunoconditioning? When using immunomodulating drugs as the
unconditioned stimuli, are some side effects conditioned?

To date, experimental evidence indicates that behavioral conditioning may have
practical implications in a clinical setting and be of use as supportive therapy, with
the aim of reducing undesired side effects and maximizing the effects of pharma-
cological therapies.'” In summary, we have reviewed and summarized the current
data indicating that both innate and adaptive immune responses are affected by
evoking neuro-immune associative learning. The effect of NIAL on immune func-
tions is just about to be understood and the possible clinical applications seem to
be enormous.

In future studies it will be essential to analyze the afferent and efferent pathways
in brain-to-immune communications before NIAL paradigms can be employed as
beneficial tools in clinical settings. Finally, research on behavioral immunocondi-
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tioning has revealed that organisms have important adaptive psychoneuroimmuno-
logical strategies acquired to deal with constantly changing and challenging envi-
ronments in a better way.
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ABSTRACT

The advent of human brain imaging techniques (PET, fMRI) has allowed previously
unimaginable examination of human brain functions including studies of the mech-
anisms underlying memory for emotional events. Many of these studies have been
guided by findings from animal research that identified the amygdala as a key
candidate brain region crucial to emotional memory. Evidence from human brain
imaging studies has robustly confirmed this conclusion. At the same time, it has
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expanded our understanding of emotional memory in unsuspected directions. For
example, it is now evident that males and females on average do not process
memories of the same emotional events in identical ways. This fact is most clear at
present regarding the amygdala, for which a sex by hemisphere interaction in its
relation to memory has been documented. Whether and how these sex differences
influence what is retained in memories of men and women from emotional events
is now an important area of research. The evidence to date also makes clear that the
long standing and still widespread assumption that subject sex matters little if at all
in studies of the neurobiology of emotional memory is no longer tenable and should
be abandoned.

15.1 INTRODUCTION

For most of human history, those interested in understanding how brains work
possessed few methods to interrogate a healthy human brain without damaging it.
This situation changed dramatically about 20 years ago with the advent of imaging
techniques such as positron emission tomography (PET) and functional magnetic
resonance imaging (fMRI). With these new methods, we are now able to ask ques-
tions of the intact, healthy human brain with ever-increasing spatial and temporal
resolution. Indeed, so rapid are the advances that those working with these methods
struggle to understand how best to utilize this new-found power.

Not surprisingly, scientists interested in the neural mechanisms underlying the
influence or emotion on memory (emotional memory) were eager to apply the power
of PET and fMRI to their questions. The primary focus of this chapter is on this
work. I will also address related work uncovering sex-related influences on other
aspects of brain mechanisms of emotional memory storage. A major conclusion
from this work is that studies of emotional memory (at least involving human
subjects) can no longer safely assume that subject sex will not significantly influence
experimental findings and hence conclusions about brain mechanisms.

15.2 THE AMYGDALA: BUILT TO MODULATE

Before discussing this work, it is helpful to appreciate some of the evidence on
which the “memory modulation” view of amygdala function rests. Consider first the
anatomical connectivity of the primate amygdala. Figure 15.1 comes from a meta-
analysis of cortico—cortical connectivity in the monkey by Young and Scannell.! The
analysis conducted by these investigators was agnostic to any particular brain region
including the amygdala. Still, they uncovered a striking and unique aspect of the
amygdala. Alone among the cortical brain regions examined, the amygdala is pos-
sessed of extremely wide connectivity. Furthermore, the vast majority of its connec-
tions with the cortex are amygdalofugal — from the amygdala to other brain regions.
From this anatomical fact alone, it appears that the amygdala is elegantly and
uniquely situated to widely influence cortical function.

This anatomical structure of the amygdala’s connectivity dovetails nicely with
a well supported concept of amygdala function, namely that it modulates memory
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FIGURE 15.1 Meta-analysis of cortico—cortico connectivity in the primate brain. Note that
the vast majority of amygdala connections are amygdalofugal, suggesting that the amygdala
is well positioned to widely influence brain function. (From Young, M.P. and Scannell, J.W.,
Rev Neurosci, 5, 227, 1994. With permission.)

storage processes for emotionally arousing events in other brain regions.”> A very
large, diverse, yet cohesive body of evidence indicates that a major amygdala func-
tion is to modulate memory storage processes during and after an emotionally
arousing event via interactions with endogenous stress hormones released by the
events. Across many species, learning tasks, and laboratories, stimulation of the
amygdala (and in particular its basolateral complex) potently modulates —enhances
or impairs — memory storage processes. Most often, stimulation has been given
immediately after learning, allowing the conclusion that the effects of the stimulation
on memory resulted from an influence on consolidation processes.?

Extensive and remarkably consistent evidence also indicates that the amygdala’s
ability to modulate memory consolidation depends crucially on endogenous stress
hormones. Indeed, the same amygdala stimulation may either enhance or impair
memory storage, depending on the state of the adrenal glands.? So strong is the
evidence for an interaction between stress hormones and the amygdala in memory
that one may fairly conclude that concepts of amygdala function in memory that
fail to actively incorporate influences of the body’s hormonal milieu can be consid-
ered incomplete at best.
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Amygdala function is necessary in essentially all circumstances for peripherally
administered drugs and hormones to affect memory. For example, lesions of the
amygdala or its key circuitry (e.g., stria terminalis) block the memory-enhancing
and -impairing effects of all drugs and hormones tested to date. Even the amnestic
effect of general anesthetics is blocked by lesions of the basolateral amygdala.® Thus
the amygdala appears to be a necessary “door” through which all peripherally
administered drugs and hormones must go to influence memory storage.

If a major amygdala function is to interact with endogenous stress hormones to
influence memory, then we should find a disproportionate effect of amygdala lesions
in learning situations that are relatively stress hormone-activating. Cahill and
McGaugh* tested this possibility by examining in rats the effects of amygdala lesions
on learning in a series of arousing and presumably hormone-activating tests with
their effects on a series of closely matched but relatively non-arousing learning tests.
Amygdala lesions impaired memory only in the relatively arousing circumstances.
Cahill and McGaugh concluded that “the degree of arousal produced by the uncon-
ditioned stimulus, and not the aversive nature per se, determines the level of
amygdala involvement (in a learning situation). The amygdala appears to participate
in learning especially when the reinforcement is of a highly arousing nature.” The
amygdala then is not particularly involved with any particular emotion such as fear,
but with arousing learning situations, whether pleasant or unpleasant.

This conclusion is sharply reinforced by four recent human brain imaging studies
from four different laboratories, each of which compared the response of the human
amygdala to stimuli that varied across the arousing dimension (arousing—calming)
and across the valence dimension (pleasant—unpleasant).>-* All four studies reported
that the amygdala responded to the arousing qualities of the stimuli, and not to their
valence. As one example, Lewis et al.® used fMRI to examine the responses of the
human amygdala to words that varied according to either their valence or arousal-
inducing qualities. Amygdala activity did not correlate with ratings of valence, but
correlated significantly with ratings of arousal.

15.3 HUMAN SUBJECT STUDIES RELATING
AMYGDALA ACTIVITY TO EMOTIONAL MEMORY

Several studies utilizing human brain imaging examined the amygdala’s role in
memory for arousing material. The consistent conclusion from these studies fits very
well with the memory modulation view of amygdala function derived from animal
research (described above). Amygdala activity while subjects experienced emotional
stimuli related significantly to subsequent (usually long-term) memory for the stim-
uli. However, amygdala activity in the same subjects failed to correlate with subse-
quent memory for relatively non-arousing stimuli.

In the first of these studies, Cahill et al.® scanned healthy male subjects with
PET for regional cerebral glucose while they viewed either a series of relatively
emotionally arousing (negative) films or a matched but much more emotionally
neutral set of films. Memory for the films was assessed in an incidental free recall
test given 3 weeks later. We found that activity of the right amygdala while viewing
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a series of emotional films correlated very highly (r = 0.93) with long-term recall
of the films but did not relate to recall of the emotionally neutral films.’

This basic finding was subsequently confirmed in three studies from two addi-
tional laboratories.'®!> However, unexplained hemispheric asymmetries in the
amygdala were evident in each study. We observed that those studies reporting
amygdala effects predominantly or exclusively on the right side of the brain involved
only male subjects, whereas studies reporting amygdala effects predominantly or
exclusively on the left side of the brain involved only female subjects, raising the
possibility that subject sex determined, at least in part, the hemispheric lateralization
of amygdala function. This conclusion could not, however, be made with confidence
on the basis of these studies because they differed along many other dimensions
(e.g., type of scanning, type of to-be-remembered material).

15.4 AN ASIDE ON SEX DIFFERENCES IN THE BRAIN

Sex (that is, being male or female) influences brain function to a far greater extent
than neuroscience has recognized to date.!® Increasingly we see demonstrations of
pronounced neurobiological differences between males and females outside the
traditional domain of reproduction in which they are to be expected. Clear sex
differences exist in every brain lobe,'* even in “cognitive” brain regions such as the
neocortex and hippocampus.

Studies employing human brain imaging techniques report functional sex-related
differences in brain correlates of emotional processing, '’ facial processing,'%!7 work-
ing memory,'® auditory processing,'®-?! language processing,’>?3 and even in visual
cortex responsiveness to specific light wavelengths.?* Even cellular mechanisms of
neuronal death in cell cultures differ, depending on whether the cells were derived
from male or female brains.?> Sex-related differences were also reported in stress
hormone responses. For example, Wolf and colleagues recently reported a sex-related
difference in the relationship of cortisol to short-term memory.? They found a
negative correlation between the cortisol response to a stressor and memory in their
subjects as a whole (men and women considered together), but this effect resulted
from a highly significant correlation in men and no such correlation in women.

Finally, sex appears to affect the emotional consequences of amygdala damage
in primates. Indications that female monkeys often displayed heightened aggres-
sive behavior following amygdala damage have been in the literature for some
time?” — findings in direct opposition to typical effects following amygdala
damage in males. Kling?® directly compared the effects of amygdala damage on
aggressivity in a group of three female and three male monkeys. He observed that
in both his experiment and in the extant literature, “paradoxical” heightened
aggressivity after amygdala damage was present only in females. Had potential
influences of subject sex been examined starting with the original investigation
by Kluver and Bucy,” we might now have a very different conceptualization of
the behavioral consequences of amygdala damage. Within this context, it is clear
that studies examining sex-related influences on the amygdala and its relation to
memory acquire heightened importance.
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15.5 SEX-RELATED INFLUENCES ON AMYGDALA
RELATION TO MEMORY FOR
EMOTIONAL EVENTS

Given this context, my colleagues and I examined whether subject sex influenced
lateralization of the amygdala relationship to long-term memory for emotional
material by directly comparing activities in the brains of men and women within
a single study.’® Healthy adult subjects (11 women, 11 men) were scanned for
regional cerebral glucose utilization while watching a series of emotionally arous-
ing film clips and again while watching a series of matched but more emotionally
neutral clips. Memory for the films was assessed in a surprise free recall test three
weeks later.

The results showed that a large area of right but not left hemisphere amygdala
activity was significantly related to enhanced memory for the emotional film clips
in men. An identical analysis in women revealed a large area of left and not right
hemisphere amygdala activity related to enhanced memory for the emotional films.
The general finding of Cahill et al.3® was confirmed in a separate study of amygdala
function employing fMRI.31 Subjects were scanned while viewing a series of
emotionally arousing or neutral slides. As reported by Cahill et al.,’* activity of
the right and not left amygdala in males related significantly to memory for the
most emotional slides. Conversely, activity of the left and not right amygdala
related significantly to memory for the most emotional slides in women. Canli et
al.’! noted that “both correlations were so robust that they were present even with
multiple comparisons across the brain and without selecting the amygdala as a
region of interest.”

The single most compelling demonstration of a sex-related hemispheric later-
alization to date comes from an fMRI study by Cahill et al.3> Like Canli et al.,’!
they used fMRI to examine the relationship of amygdala activity at encoding and
subsequent memory for a series of images of varying emotional content. Consistent
with the previous studies, activity of the right hemisphere amygdala was signifi-
cantly more related to subsequent memory for emotional images in men than in
women, but activity of the left hemisphere amygdala was significantly more related
to subsequent memory for emotional images in women than in men. These findings
are shown in Figure 15.2. Crucially, Cahill et al.’> documented a significant
interaction between sex and hemisphere in the amygdala relation to memory for
emotional material.

A simple, but very important conclusion emerges from these studies. No matter
what this sex-related lateralization of amygdala function in emotional memory
ultimately proves to mean for memory of emotional events in men versus women,
these results indicate the studies of the amygdala role in memory (at least for
humans) risk conclusions that are incomplete at best and wrong at worst if they
fail to account for influences of sex and hemisphere.
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Men > Women

Women > Men

FIGURE 15.2 (See color insert following page 202.) Sex-related hemispheric lateralization
of amygdala function in long-term memory for emotionally arousing films. Activity of the
right and not left amygdala in males while viewing emotionally arousing films related sig-
nificantly to memory of the films two weeks later. Activity of the left and not right amygdala
in women related significantly to memory of the films. (From Cahill, L. et al., Learn Mem,
11, 261, 2004. With permission.)
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15.6 SEX DIFFERENCES IN HUMAN AMYGDALA
FUNCTIONAL CONNECTIVITY AT REST

We next examined whether the sex-related hemispheric lateralization of amygdala
function in its relation to memory for emotional material might result from differ-
ential amygdala connectivity at rest in the absence of emotional stimulation. To do
so, we examined the patterns of covariance between the left and right hemisphere
amygdalae and the rest of the brain in a large sample of men and women (36 of
each sex) who received PET scans while simply resting with their eyes closed.®

The results revealed far wider patterns of covariance between the right hemi-
sphere amygdala and the rest of the brain in men than in women, but far wider
patterns of covariance between the left hemisphere and the rest of the brain in women
than in men. The key result is shown in Figure 15.3. Although only one slice through
the amygdala in the rostral/caudal plane is shown, the pattern was evident throughout
the entire extent of the amygdala. All voxels in the right hemisphere displayed
significantly greater correlations with the rest of the brain in men than in women,
while all voxels in the left hemisphere displayed significantly greater correlations
with the rest of the brain in women than in men.

An additional, and unsuspected, result concerned the regions in which the
amygdalae covaried in the two sexes. In men but not women, the amygdala (right
side) covaried with several brain regions (such as the caudate nucleus and visual

FIGURE 15.3 (See color insert following page 202.) Location of amygdala seed voxels
displaying significant sex-related differences in amygdala functional connectivity during
resting conditions. Red areas are associated with greater functional connectivity in women
than in men. Blue areas are associated with greater functional connectivity in men than in
women. (From Kilpatrick, L.A. et al., Neuroimage, 30, 452, 2006. With permission.)
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cortex) important for interactions with the external environment. In women but
not men, the amygdala (left side) covaried with several regions (such as the
hypothalamus, insular cortex, and cingulate cortex) strongly associated with sen-
sations from the internal milieu. This result raises the intriguing possibility that
prior to any overt stimulation there exists in the amygdala at rest a differential
“tilt” of its functions toward the external environment in men and toward the
internal environment in women.?* This possibility would seem to warrant future
investigation.

15.7 POTENTIAL RELATIONSHIP OF SEX-RELATED
AMYGDALA HEMISPHERIC SPECIALIZATION TO
HEMISPHERIC GLOBAL AND LOCAL
PROCESSING BIAS

To better understand implications of the sex-related hemispheric lateralization of
amygdala function in relation to explicit memory of emotional events, we inte-
grated it with an already well investigated framework of hemispheric functional
specialization positing that the cerebral hemispheres possess differential biases in
the processing of relatively global, diffuse versus local, precise aspects of a
stimulus or scene.

Substantial evidence from studies of both brain damaged and healthy subjects
indicates that the right hemisphere is biased toward the processing of more global
holistic aspects of a stimulus or scene, while the left hemisphere is biased towards
more local, finer detail processing of the same stimulus or scene.3*40

Considering the evidence of a gender-related hemispheric asymmetry of
amygdala function in memory for emotional material described above (males right,
females left) and the evidence of hemispheric biases in processing global versus
local information (holistic right, detail left), we created a specific hypothesis about
a sex-related difference in the effects of a B-adrenergic blockade on emotional
memory. Combining these two lines of evidence with two additional assumptions,
namely that amygdala modulatory influences on brain function are predominantly
ipsilateral (because amygdalo-cortical projections are almost exclusively
ipsilateral*!#? and the amygdala’s modulatory ability requires 3-adrenergic receptor
activation®?), we predicted that propranolol should impair long-term memory for
relatively global (central, gist) aspects of an emotionally arousing story in men,
but not memory for relatively local (peripheral detail) aspects of the story. In
women, propranolol should produce the opposite effect: impairing memory for
peripheral story details but not memory for central story information.

We tested this hypothesis through a re-analysis of published data from two
studies demonstrating an impairing effect of B-adrenergic blockade on memory
for an emotionally arousing story.** Data from the retention tests from these two
studies were pooled to increase statistical power and re-analyzed with respect to
(1) whether subjects were male or female and (2) whether the questions pertained
to central story information or peripheral story detail. Central information was
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defined as “any information that cannot be changed or removed without changing
the fundamental story line,” as determined by consensus of three fourths of inde-
pendent judges. Figure 15.4 shows the results of this analysis.*

Note in particular the results for story phase 2 (P2 on the x-axis) in which the
emotional story elements were introduced (concerning severe injuries to a small
boy in an accident while his mother watched) and for which the hypothesis at
issue most clearly holds. The P2 results reveal a double dissociation of gender
and type of to-be-remembered information (central versus peripheral) on propra-
nolol’s impairing effect on memory: Propranolol significantly impaired P2 memory
of central information in men but not women, yet impaired P2 memory of periph-
eral detail in women but not men.

These results are consistent with the hypothesis that, under emotionally arous-
ing conditions, activation of right amygdala/hemisphere function produces a rel-
ative enhancement of memory for central information in males. Activation of left
amygdala/hemisphere function in females produces a relative enhancement of
memory for peripheral details in women.

15.8 SOME IMPLICATIONS FOR DISEASE STATES

Sex differences exist in the incidence and/or nature of a host of brain-related
disorders such as Alzheimer’s disease, schizophrenia, and autism, to name only
three.!®> More relevant to the present discussion, sex differences also exist in the
incidence of emotion-related disorders such as anxiety disorders, post-traumatic
stress disorder (PTSD), and clinical depression.

It is well known that PTSD incidence is approximately twice as high in women
compared to men.* Despite this fact, basic science investigations of emotion and
memory have left the issue of sex-related influences virtually unexplored. Thus at
present we have very little insight into why men and women differ in their
susceptibility to PTSD; consequently we know virtually nothing about how we
might tailor PTSD treatments to optimally benefit women versus men. Investiga-
tions of sex-related influences on emotion and memory should be crucial in helping
to fill these important gaps.

This research is also relevant to our understanding of clinical depression,
another major disorder about twice as likely to occur in women as in men.*
Interestingly, depression is associated with enhanced activity of the left amygdala
in studies predominantly involving women.*’” Thus interesting parallels involving
amygdala function already exist between mechanisms of emotionally influenced
memory in healthy women and clinical depression. It seems likely that studies of
the influences of sex on basic mechanisms of emotion and memory will help
elucidate neural mechanisms underlying sex differences in depression incidence
and potential treatments for depression. Logically, we cannot fully understand
disorders with clear sex differences in their incidence and/or nature without careful
attention to the influence of sex in our basic science investigations relevant to the
disorders.



Human Brain Imaging Studies of Emotional Memory 321

Men Women
entral Information
@) Central Inf t
100 * 1001
s 1
& 901 90 ]
|
E’ 801 1 80 1
8 | 1
8 70 701
R
S 601 60 1
=
50
%0 P1 P2 P3 P1 P2 P3
-~ Placebo
-#- Propranolol
(b) Peripheral Detail
707 70 1
=
o | *
| 60 60 1 3
x
k3]
@ 50 50 1
o
o
2 40 ]
< 40 T 40
D
s
30 30
P1 P2 P3 P1 P2 P3

FIGURE 15.4 Recognition test scores for three-phase emotional story. (A) Values for ques-
tions defined as pertaining to central information. (B) Values for questions defined as pertain-
ing to peripheral detail. Values represent mean percent correct (= SEM) on recognition test
in each experimental group. P1, P2, and P3 indicate story phases 1, 2, 3, respectively.
Emotional story elements were introduced in P2. * = p <0.01 placebo compared with corre-
sponding P2 propranolol group (post-hoc, two-tailed, unpaired t-test comparison). (From
Cahill, L. and van Stegeren, A., Neurobiol Learn Mem, 79, 81, 2003. With permission.)
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15.9 SUMMARY

Substantial evidence from animal studies indicates that endogenous stress hormones
and the amygdala interact to modulate memory consolidation for emotional events.?
Evidence from human subject studies has clearly reinforced this view. At the same
time, it revealed previously unsuspected influences of subject sex on these memory-
modulating mechanisms. This evidence combined with a growing number of indi-
cations that sex powerfully influences memory-related brain processes'® suggests
that future studies of the neurobiology of emotional memory must actively account
for the influences of sex. In so doing, the field will be better positioned to understand
and treat clinical disorders with sex differences in their incidences and nature.
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Acetylcholine (ACh), 86
antagonists, enhanced training and, 177
cortical, 139
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metabolism, 70
neurochemical cascade and, 86
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functions associated with, 134
memory formation and, 141
motor activity and, 133
novel environments and, 135
novel stimuli and, 135, 136
recall and, 142
systems inducing, 142
synaptic activity, inhibitors of, 86
Acetylcholinesterase (AChE), 70
ACh, see Acetylcholine
AChE, see Acetylcholinesterase
ACTH, see Adrenocorticotropic hormone
AD, see Alzheimer’s disease
Adenylate cyclase, inhibition of, 86
Adrenalectomy, 238
Adrenal stress hormones and enhanced memory
for emotionally arousing
experiences, 265-283
involvement of amygdala in mediating stress
hormone effects on memory
consolidation, 269-271
amygdala interaction with other brain
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amygdala involvement in human studies,
271
role of noradrenergic activation within
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and glucocorticoid effects on
memory consolidation, 271-276
interactions at cellular level, 274-276
role of emotional arousal-induced
noradrenergic activation, 273-274
stress hormone effects on memory
consolidation, 266267
stress hormone enhancement of memory
consolidation, 267-269
Adrenocorticotropic hormone (ACTH), 228, 269

Age, cognitive function and, 237, 244
Aging, see Memory impairments associated with
stress and aging
AIN-best neurons, see Amiloride-insensitive
NaCl-best neurons
Alzheimer’s disease (AD), 245, 246
American Psychological Association, 81
Amiloride-insensitive NaCl (AIN)-best neurons,
114
Amiloride-sensitive NaCl (ASN)-best neurons,
114
Amnesia
cerebral structure activity and, 186
cue-dependent, 211
of learning, 187
toxin producing, 183
Amnesic syndrome, 5
Amnesic treatments, enhanced learning and,
175-191
history, 175-177
models, 184—-186
overtraining of positively reinforced learning,
183-184
protective effect of enhanced training,
177-183
intracerebral treatments, 180—183
systemic treatments, 177-179
Amnestic agents, 86
AMPA
phosphorylation, 29
receptor(s)
density, decreased, 242
-mediated glutamatergic transmission,
204
short-term memory and, 86
synaptic scaling of, 59
subunit trafficking, 21, 33
-type glutamate receptors, 25
Amphetamine, speech therapy plus, 83
Amygdala
ability to modulate memory consolidation,
313
activation, emotional arousal-induced, 271
activity, emotional memory and, 314
anisomycin injected in, 212
basolateral, 142, 234
chronic stress and, 241
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CTA formation and, 119
damage, paradoxical heightened aggressivity
after, 315
-dependent conditioned place preference task,
140
functional connectivity, sex differences in, 318
hemispheric specialization, sex-related, 319
input—output pathway, 270
involvement in mediating stress hormone
effects on memory consolidation,
269
lesions, memory impairment and, 314
memory formation and, 181
memory modulation and, 312
noradrenaline release in, 143
noradrenergic activation with, 271
norepinephrine levels, 272
sex-related influences and memory, 316
working memory and, 204
Anaphylactic shock, 291
ANI, see Anisomycin
Animal research, extrapolations of, 81
Anisomycin (ANI), 85, 86, 169, 170, 212, 217
Annual Review of Psychology, 69
ANS, see Autonomic nervous system
AN task, see Attenuation of neophobia task
Anterolateral prefrontal cortex (APC), 200
Antigen, immune responses to, 293
Antisense oligonucleotides, 53
Antiserotonergic drugs, amnesic states and, 179
APC, see Anterolateral prefrontal cortex
Aphasia, recovery from, 83
Aplysia californica, 297
Aplysia californicus, 97
Appetitively motivated tasks, 266
Arc-GFP expression, 55
Arc mRNA transcription, 53
Arc protein expression
Arc mRNA expression and, 56
kinetics of exploration-induced, 55
time course of, 54
Arteriosclerosis, 245
ASN-best neurons, see Amiloride-sensitive NaCl-
best neurons
Aspartate:GABA ratio, memory formation and,
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Associative learning, 97, 298
Associativity, cooperative LTP and, 18
Asymmetric place field expansion, 38
Atropine, 181
Attentional set-shifting task, 248
Attenuation of neophobia (AN) task, 216
Auditory-immune associative learning, 290
Autonomic nervous system (ANS), 227

Avoidance memory, see also Short-term
avoidance memory, studies of
neurobiological separation of, 200
role of cortical regions in, 200
role of entorhinal cortex in, 199
role of hippocampus in, 198

B

Bacillus anthrax, 286
Barnes circular platform task, 250
Basolateral amygdala (BLA), 6, 117, 142, 234
activation of, 7
blockade of endogenous CRH in, 269
CS-US association and, 122
emotional arousal and, 270
emotional memory and, 143
impaired learning, 169
long-term memory and, 7
memory consolidation and, 7
memory processing and, 6
noradrenergic stimulation of, 8
norepinephrine release in, 272
pyramidal neurons, 121
BDNEF, see Brain-derived neurotrophic factor
Behavior
experience-dependent changes in, 15
human, differential environments and, 81
memory-related changes and, 159
Behavioral conditioning
immunosuppression, 296
mechanisms responsible for, 295
Behavioral plasticity, drug-induced, 27
Bicuculline, 122
BLA, see Basolateral amygdala
BNDF receptor TrkB, 58
Bordetella pertussis, 290
Brain
anatomy
maze training and, 72
plasticity of, 72
cell grafts, success of, 84
chemistry, plasticity of, 71
circuits, plastic properties of, 158
damage, recovery from, 84
energy metabolism, learning performance
and, 249
function, amygdala modulatory influences on,
319
imaging techniques, human, 311
inactivation, reversibility of, 166
infarcts, enriched environment as therapy for,
84
plasticity, skepticism, 77
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related, 322

sex differences in, 315
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effects of stress on, 235
use and, 73
ways to store learned information, 188
weight, dogma of fixity of, 72
Brain, searching for memory in, 1-13

brain systems and forms of memory, 4-6

brain systems and memory functions, 6—8

cells and systems, 8-9

great debate, 3—4

history of controversy, 1-3

progress in research, 9

Brain-derived neurotrophic factor (BDNF), 29,

58, 104

activation of TrKb receptors by, 59

activity-dependent synaptic efficacy and, 31

consolidation and, 216

glucocorticoids and, 242

interaction between CaMKII and, 58

LTP induced by, 118

mRNA, 31, 58

permissive actions, 30

signaling to LTP, 30

TrkB activation, signaling pathways of, 32

C

Ca2+
/calmodulin-dependent protein kinase II, 49
influx, 47
transducer, 49
Calmodulin kinase IT (CamKII), 21,28, 49
activity, TrKb receptors and, 59
assemblies, hyperphosphorylation, 33
autophosphorylation activity, 59
functional properties of, 50
heterozygous mutations of, 51
interaction between BDNF and, 58
link between Arc and, 57
mRNA, accumulation of, 50
structural synaptic plasticity and, 51
Calmodulin protein (CaM) kinases, 86
CamKII, see Calmodulin kinase II
CaM kinases, see Calmodulin protein kinases
cAMP, see Cyclic AMP
cAMP response element-binding protein (CREB),
31, 176
disruption, tamoxifen administration and, 164
pathway, 274, 275
phosphorylation, 21, 202, 242
CA1 neurons, LTP in, 96
CA3 pyramidal cells, 98, 99
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Catecholamines, memory models and, 130
catfish, see Compartmental analysis of temporal
activity using fluorescence in situ
hybridization
C. elegans, 165
Cell adhesion molecules, chronic stress and, 242
Cell death, amyloid forms and, 246
c-Fos expression, tracking of CNS activity using,
291
c-fos immunostaining, 123
Chemotherapy agents, immunosuppressive effects
of, 298
Cholinergic system
activation of, 134
disrupted attentional processing and, 139
enhanced training and, 177
modulation of arousal and, 134
relationship between stimulation and
activation of, 135
stressor stimuli and, 146
Chronic stress
cell adhesion molecules and, 242
excitatory amino acids and, 242
molecular alterations, 242
neurotrophic factors, 242
structural effects, 239
synaptic plasticity, 241
Circadian profiles, body temperature, 134
Classical conditioning, 285-286
Clinical depression, 320
Cocaine exposure, enriched environment as
therapy for, 84
Cognition, aging and, 247
Cognitive function, 2, 235
Cognitive impairment, age-associated, 244
Cognitive processes
age-related changes in, 245
noradrenaline release and, 144
Compartmental analysis of temporal activity
using fluorescence in situ
hybridization (catFISH), 53
Complex environment, 78
Conditioned ingestive avoidance, 288
Conditioned leukocytic reaction, 286
Conditioned response (CR), 169, 286, 289, 298
Conditioned stimulus (CS), 167, 211, 285
enhanced responses to, 114, 116
-evoked gustatory pathway, 121
PBN neuronal response to, 115
saccharin as, 114
somatosensory stimulation, 288
taste stimulus, 286
—US association, 118, 122, 214, 220
Conditioned taste aversion (CTA), 25, 266, 295
CS hedonics and, 116
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formation
amygdala and, 119
glutamate metabotropic receptor
antagonists and, 145
impairment of, 123
impairments in, 138
LTP studies using, 48
memory
-elicited discomfort during retrieval of,
117
long-term, 121
neuronal responses, 117
paradigm, 113
reward system and, 122
Consolidation, see also Memory reconsolidation
vs. updating consolidation
BDNF and, 216
blockers, 220
hypothesis, 210
Contextual-conditioning memory recovery, 220
Contextual fear conditioning, 215
Contextual memory, 141, 214
Corticosteroid receptors, altered levels of, 251
Corticosterone, 7, 228, 268, 272-273, 274
Corticotropin-releasing hormone (CRH), 228, 269
Cortisone, 234
CR, see Conditioned response
CREB, see cAMP response element-binding
protein
CRH, see Corticotropin-releasing hormone
Cryogenic inactivation techniques, 161
CS, see Conditioned stimulus
CTA, see Conditioned taste aversion
Cue-dependent amnesia, 211
Cyclic AMP (cAMP), 176, 250, 273
Cycloheximide, 85, 214
Cyclophosphamide, 298, 299
Cyclosporine A, 288
Cytokines, role in CNS, 296

D

DDC, see Diethyldithiocarbamate
Declarative memory(ies), 194
decay of long-term, 245
hippocampus-dependent, 271
Delayed matching, impairments in, 138
Depotentiation, 20
Depression, clinical, 320
Dexamethasone, 244, 268, 269
Diabetes, 245
Dialysis efficiency, 133
Diethyldithiocarbamate (DDC), 100
Differential environments, human behavior and,
81

Differential experience
cerebral effects, 75-76
accelerated maturation, 76
differential locomotion, 76
handling, 75
hormonal mediation, 76
stress, 75-76
duration of, 74
Directly perceived US, 292-293
Dissociable brain circuits, interactions among,
159
Dopamine
place field firing and, 36
system, activation of, 138
Drinking behavior, neuro-immune associative
learning and, 290
Drug
—environment interaction, 83
-induced state-dependent learning, 165
spread, measurement of, 163
Dual-trace hypothesis, Hebb, 4, 5

E

Early life experiences, stress reactivity and,
238
EC, see Enriched condition
ECS, see Electroconvulsive shock
EDS, see Extradimensional shift
Effector IEGs, 51
Electrical stimulation studies, pioneering, 2
Electroconvulsive shock (ECS), 5, 210
Emotional arousal
BLA and, 270
-induced noradrenergic activation, 273
novelty-induced, 268
training-associated, 268
Emotional behavior, role of amygdala in, 241
Emotionally arousing experiences, see Adrenal
stress hormones and enhanced
memory for emotionally arousing
experiences
Emotional memory
amygdala activity and, 314
BLA and, 143
deficiencies of, 176
Emotional memory, human brain imaging studies
of, 311-324
amygdala, 312-314
human subject studies relating amygdala
activity to emotional memory,
314-315
implications for disease states, 320
potential relationship of sex-related amygdala
hemispheric specialization to
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hemispheric global and local
processing bias, 319-320
sex differences in brain, 315
sex differences in human amygdala functional
connectivity at rest, 318-319
sex-related influences on amygdala relation to
memory, 316-317
Emotional story, recognition test scores, 321
Empirical scientific physiological inquiry,
emergence of, 1
Enhanced learning, see Amnesic treatments,
enhanced learning and
Enhanced memory, see Adrenal stress hormones
and enhanced memory for
emotionally arousing experiences
Enhanced training, protective effect of, 177-183
intracerebral treatments, 180183
systemic treatments, 177-179
Enriched condition (EC), 71, 72
Enriched environment(s)
brain and, 77
categories of research, 84
citation on Library of Medicine website, 77
gene expression and, 84
learning and, 79
therapeutic value of, 80
Enriched experience, caveat, 80
Enriching environments, history, 82
Entorhinal cortex
memory retrieval and, 216
role in avoidance memory, 199
Environmental complexity, 77
Environments as Therapy for Brain Dysfunction,
80
Epidermal growth factor, 52
Epilepsy, enriched environment as therapy for, 84
Epinephrine, 7, 199, 266, 267, 276
ERK, see Extracellular-regulated kinase
Eserine, 143
Excitatory amino acids, chronic stress and, 242
Experience, modification of brain circuits
through, 67-94
brain plasticity discovered through
serendipity, 68—71
approach and early findings, 70-71
field in 1950s, 68-70
cerebral effects of experience occurring in all
species tested, 75-77
cerebral effects caused by differential
experience, 75-77
skepticism greeting initial reports of brain
plasticity, 77
enriched environments and brain, 77-84
categories of recent research involving
enriched environments, 84
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caveat, 80
comparing laboratory-enriched
environment with natural
environment, 78-79
enriched environments as therapy for
animals and people, 80-81
improvement of ability to learn and solve
problems, 79—-80
introduction of enriched environments to
neuroscience community, 77-78
laboratory animals be housed in enriched
environments, 82—-83
stimulant drugs enhancing effects of
environment on recovery of
function, 83-84
neurochemical cascades underlying
modification of neural circuits,
85-88
parts of neurochemical cascade related to
different stages of memory
formation, 87-88
similar neurochemical cascades occurring
in different species, 8687
similar neurochemical cascades
underlying different kinds of
learning, 85-86
unexpected discovery of brain plasticity,
71-75
cerebral effects of experience occurring
rapidly and induced across life span,
74-75
early predecessor, 73-74
finding contradicting dogma of fixity of
brain weight, 72-73
finding plasticity of brain chemistry, 71
plasticity of brain anatomy, 72
Explicit memory, 194
Exploration-associated synaptic changes, 141
Extinction, 213
memory trace and, 220
neural activity and, 294
session, retrieval test and, 160
Extracellular-regulated kinase (ERK), 31
activation of, 21
BDNF and, 118
pathway, 215
phosphorylation, 216
Extradimensional shift (EDS), 248
Eyeblink classical conditioning, 167, 169, 170

Fear
conditioning, 143, 167, 266
learning, 113, 114
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role of amygdala in, 241

Feeding behavior, role of BLA complex in, 121

Feeding center, 120

Fixed ratio-1 (FR-1) task, 183

Flavor-visceral association, 293

Fluids, functioning of, 1

Fluorescence resonance energy transfer, 57

fMRI, see Functional magnetic resonance
imaging

Focal ischemia, enriched environment as therapy
for, 84

Food, malaise and, 114

Free moving microdialysis, 130

FR-1 task, see Fixed ratio-1 task

Functional magnetic resonance imaging (fMRI),
7,271, 311, 312, 314

G

GABA, 130, 269
-A receptors, distribution in central nervous
system, 163
blockers, 181
release
cortical, 137
during memory formation, 144
GAP-43
role in axonal growth, 98
up-regulation of, 104
Gender, stress and, 237
Gene expression
effects of enriched environments on, 84
JNK influences on, 202
knockouts of, 164
Genetic inactivation techniques, 164
Glucocorticoid(s)
BDNF and, 242
effects on MAPK activation, 276
functioning, drugs disrupting, 266
impairing effects of, 233
memory consolidation and, 267
memory deficits and, 244
noradrenergic system and, 274
norepinephrine release and, 272
receptor (GR), 228, 267, 270
Glutamate
AMPA /kainate receptor antagonist, 163
memory models and, 130
metabotropic receptor antagonists, 145
neurochemical cascade and, 86
receptor(s)
interaction of cholinergic and, 48
long-term potentiation and, 144
NMDA-type, 25
stimulation, 204

synaptic alterations and, 249
trafficking of, 48
Glutamatergic transmission, memory persistence
and, 48release during memory
formation, 144
Glycoprotein synthesis, 87, 88
GR, see Glucocorticoid receptor
Granule cell mossy fiber anatomy, 98
axonal termination zones, 99-100
mossy fiber pathways, 99
role of mossy fibers in learning, 100-102
Gustatory memories, 113

H

Habit learning, 176
Haloperidol depressant, 83
Handbook of Experimental Psychology, 3
Hebb dual-trace hypothesis, 4, 5, 70, 210
Hebb plasticities, 24, 25
Hebb synapse, 5, 8, 70
Hebb-Williams maze, 79-80
High performance liquid chromatography
(HPLC), 130, 146
Hippocampal mossy fibers, see Presynaptic
structural plasticity and long-lasting
memory
Hippocampus
acetylcholine release, 135, 139, 140
ACh—dopamine interactions, 142
aged, place cells and, 251
cholinergic neurotransmission, 136
chronic stress and, 239, 240
declarative memory and, 194
-dependent explicit/declarative memory,
271
-dependent learning, 105
-dependent tasks, 100, 232, 238
learning tasks, 250
memory task, 218
inactivation of, 6
LTP in, 18
memory consolidation and, 182
model, feature of, 37
mossy fiber projections, 99
mossy fiber system, 98
place cells, discovery of, 35
remodeling of presynaptic input circuitry,
102
role in avoidance memory, 198
spatial learning-induced structural plasticity
in, 58
theta rhythm, 135
Histamine, synaptically released, 142
Homeostatic plasticity, 105
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HPA axis, see
Hypothalamus—pituitary—adrenocort
ical axis

HPLC, see High performance liquid
chromatography

Humoral afferent pathway, 293

Humoral efferent pathway, 294

Hyperphosphorylation, 33, 50

Hypertension, 245

Hypothalamus—pituitary—adrenocortical (HPA)
axis, 227, 228, 229, 240

IA, see Inhibitory avoidance
IEGs, see Immediately early genes
Immediate early genes (IEGs), 21, 51
expression, BDNF and, 118
messenger RNA, increase of, 87
Immediate memory, 195
Immune challenges, enriched environment as
therapy for, 84
Immune functions, effect of NIAL on, 300
Immune response, association with stimulus,
297
Immune-sensing, cytokines and, 296
Immune system, pathogens and, 300
Immunosuppression, behaviorally conditioned,
296
Impoverished condition, 71
Indirectly perceived US, 292, 293
Information
processing, speed of, 245
storage, stress experienced during learning
and, 226
Infusion procedure, behavioral effects of, 166
Ingestive avoidance, conditioned, 288
Inhibitory avoidance (IA),141, 194, 266
-conditioned responses, 143
drugs used to working memory of, 197
learning, reversible inactivation approach
applied to, 167
LTM of, 196
one-trial, 177
overtraining and, 183
task, one-trial step-down, 196
training, advanced, 180
variants of, 195
working memory, pharmacological analysis
of, 203
Institute for Laboratory Animal Research, journal
of, 82
Interferon-o, 299
Intermediate stage of memory, 87
Intermediate-term memory (ITM), 85
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Intracerebral treatments, enhanced training and,
180
ITM, see Intermediate-term memory

JNK inhibitor, 202
Journal de Physique, 73

K

KA-induced seizures, 104
Kinase systems, activation of, 47

L

Labile short-term memory trace, 70
Laboratory-enriched environment, natural
environment compared with, 78
Lateral hypothalamus (LH), 114
Lead poisoning, enriched environment as therapy
for, 84
Learning, see also Neuro-immune associative
learning
amnesia of, 187
behavioral models, 167
behavior protocols, reversible inactivation
technique in, 168
brain organization of, 159
dissociated stages of, 159
dynamic nature of, 158
enriched environment and, 79
experience, neural activity derived from, 185
experimental journey of, 3
fear, 113, 114
habit, 176
hippocampal-dependent, 105
-induced presynaptic changes, 97
-induced presynaptic growth, 101
model, ACh release and, 136
neural mechanisms of, 69
neurochemical cascades underlying, 85
neurotransmitter activation and, 146
overtraining of positively reinforced, 183
place cell remapping and, 36
previous
reinforcement of, 219, 221
shift of, 219
procedures, one-trial, 167
processes
dissociating of overlapping, 169
sensory processes overlapping, 167-168
rapid reversal, 248
reversal, 80
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role of mossy fibers in, 100-102
spatial, 96, 245
state-dependent, contextual cue in, 165
stress experienced during, 226
studies, interpretation of behavioral outcomes
in, 165
tasks, multitrial, 196
taste aversion, 145, 158
LH, see Lateral hypothalamus
Lidocaine, 162, 163, 183
Lipopolysaccharides, 288
Local anesthetics, 162
Locomotor activation, ACh increases and, 133
Long-lasting memory, see Presynaptic structural
plasticity and long-lasting memory
Long-term depression (LTD), 8, 18, 19, see also
Long-term potentiation and
depression as putative mechanisms
for memory formation
heterosynaptic, 17, 19
induction mechanisms, diversity of types of,
19
mechanism, sensory deprivation and, 27
substrates of, 27
Long-term memory (LTM), 85, 193, 194
anisomycin and, 85
behavioral difference between STM and, 201
BLA and, 7
consolidation and, 196, 210
formation, 87
impairment of, 182
stages of, 88
tasks, 130, 139
Long-term potentiation (LTP), 8
associativity, 17
BDNF and, 30, 118
classification, 22
contributions of proteins to, 33
decay, 18, 34
development of, 16
dynamic behaviors of place cells and, 35
early phase of, 88
forgetting and, 32
glutamate receptors and, 144
Hebbian, 37
hippocampal, 234
impaired, 241
induction
blocked decay of perforant path—dentate,
34
blocking of, 32
cooperating synapses, 17-18
postsynaptic calcium critical for, 21
later phases of, 21
longevity, 18, 23

maintenance, mechanisms of, 28
memory and, 39
memory formation and, 87
multiple effector systems, 22
new and specific hypothesis of, 28
NMDA receptor-dependent, 29
nondecremental form of, 23
persistence of, 18
population spike, 20
postsynaptic depolarization, 20
postsynaptic plasticity and, 96
reverse effect of, 8
selective erasure of, 34
substrates of, 27
transient early phase of, 88
Long-term potentiation and depression as putative
mechanisms for memory formation,
15-46
experience-dependent modifications, 31-39
long-lasting forms of synaptic modification,
16-20
long-term depression, 19-20
long-term potentiation, 16—19
neurotrophins and synaptic plasticity, 29-31
outstanding questions and new directions, 39
persistent synaptic plasticity, 23-25
role of activity-dependent synaptic plasticity
in brain function, 25-27
substrates of LTP and LTD, 27-29
triggering, expression, and maintenance
mechanisms, 20-23
LTD, see Long-term depression
LTM, see Long-term memory
LTP, see Long-term potentiation
Lymnaea stagnalis, 215-216

M

Magnetic resonance imaging (MRI), 246
Malaise
food and, 114
-inducing agent, 214
LiCl injection applied for inducing, 168
Manduca sexta, 220
MAPK, see Mitogen-activated protein kinase
Maze training, brain anatomy and, 72
Medial prefrontal cortex (mPFC), 231, 270
Medial temporal lobe (MTL), 246
Memory
acquisition, impairment of, 34
avoidance
neurobiological separation of, 200
role of cortical regions in, 200
role of entorhinal cortex in, 199
role of hippocampus in, 198
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brain organization of, 159
brain systems and, 4
consolidation, 7
corticosterone enhanced, 274
glucocorticoids and, 267, 275
hippocampus and, 182
neurotransmitter systems involved in, 176
stress hormone effects on, 266
contextual, 141
CTA, 121
declarative, 194
decay of long-term, 245
hippocampus-dependent, 271
deficit(s)
aged rodents and, 247
aging human population and, 244
cerebral structure lesion and, 176
glucocorticoids and, 244
hippocampus-dependent tasks and, 238
demand, task, 233
destabilization, 220
disruption, ECS application and, 210
emotional, 143, 176
explicit, 194
formation
ACh release and, 141
amygdala and, 181
aspartate:GABA ratio and, 145
GABA release during, 144
glutamate release during, 144
noradrenaline release during, 143
protein synthesis hypothesis of, 85
forms, dissociable brain circuits and, 158
function, stress and, 230-232
factors related to memory processes,
231-232
stress magnitude and intensity, 230
stressor controllability, 230-231
stressor duration, 230
stressor timing, 230
gustatory, 113
impairment, 195, see also Memory
impairments associated with stress
and aging
acute stress and, 232-233
amygdala lesions and, 314
intermediate stage of, 87
load, 233
long-term, see Synaptic plasticity, molecular
mechanisms underlying long-term
memory formation
lost, 219
LTP and, 39
measurement of, 196
mechanism, LTP as, 32
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models
acetylcholine and, 130
catecholamines and, 130
glutamate and, 130
neurotransmitters and, 130
neural mechanisms of, 69
neurobiology research, 175-176
object-recognition, 232
olfactory, 145
progress in research, 9
proper, distinction between primary memory
and, 3
recovery, contextual-conditioning, 220
research, transition in, 210
retention, evaluation of, 197
retrieval
delayed, 233
entorhinal cortex and, 216
learning task used to study, 177
spatial, 139
stages, neuronal system and circuits
underlying, 129
stress hormone influences on, 7
studies, interpretation of behavioral outcomes
in, 165
systems
dynamic nature of, 158
multiple, 176
task, hippocampus-dependent, 218
trace(s)
activation of, 209, 211
extinction and, 220
interhemispheric transfer of, 158
true long-term, 88
Memory impairments associated with stress and
aging, 225-263
aging, 244-251
aging and structural and functional
plasticity, 249-251
memory deficits in aged rodents,
247-249
memory deficits in aging human
population, 244-246
neurobiological mechanisms associated
with age-related cognitive decline in
humans, 246-247
stress, 226244
acute stress and memory impairment,
232-233
concept of stress, 226-227
impairing effects of chronic stress on
cognitive function, 235-238
neurobiological mechanisms involved in
acute effects of stress on memory,
233-235
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neurobiological mechanisms involved in
deleterious effects of chronic stress
on brain and behavior, 239-243
physiological stress response, 227-229
stress and aging, 243-244
stress and memory function, 230-232
Memory reconsolidation vs. updating
consolidation, 209-224
consolidation hypothesis, 210-211
reconsolidation era, 211-213
restraints of reconsolidation hypothesis,
213-215
same process, 215-216
updating consolidation proposal, 216221
Metabolic inhibitors, effects on working memory,
193
Metabotropic glutamate receptors (mGluRs), 118
Metaplasticity, 24
Metyrapone, 268
MFTFs, see Mossy fiber terminal fields
mGluRs, see Metabotropic glutamate receptors
Microdialysate neurotransmitter concentrations,
variations in, 146
Microdialysis
advantage of, 130
core of, 130-131
experiments, cortical ACh and, 139
in vivo, 130
probe, 132
protocol, example of, 133
research experiments, 132—133
system
body of, 131
formation of, 131
Microinfusion procedures, variability of, 166
Middle age, neuroendocrine interactions during,
244
Mineralocorticoid receptor (MR), 228, 267
Mitogen-activated protein kinase (MAPK), 31,
270
activation of, 21
phosphorylation of, 276
signaling pathway, 31
Model(s)
amnesic treatments and, 184-186
behavioral, 167
enhanced learning, 184-186
hippocampus, 37
learning
ACh release and, 136
behavioral, 167
memory
acetylcholine and, 130
catecholamines and, 130
glutamate and, 130

neurotransmitters and, 130

Modification threshold, 24
Morris water maze, 48, 218, 233, 236, 238
Mossy fiber

—CA3 coding, 102

—dendritic synapses, 102

detonator synapses, NMDAR-independent, 38

sprouting, 52, 104

synapses, protein synthesis-dependent LTP

observed at, 22

synaptogenesis, 22

terminal fields (MFTFs), 101, 102, 103
Motor activity, acetylcholine release and, 133
Motor skill learning, 52
MPAK activation, glucocorticoid effects on, 276
mPFC, see Medial prefrontal cortex
MR, see Mineralocorticoid receptor
MRI, see Magnetic resonance imaging
MSBs, see Multisynaptic boutons
MTL, see Medial temporal lobe
Multisynaptic boutons (MSBs), 96
Muscarinic receptor blocker, 178
Muscimol, 163, 170
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National Library of Medicine website, 77
Natural environment, laboratory-enriched
environment compared with, 78
Natural killer (NK) cell activity, 295, 299
NCAM, see Neural cell adhesion molecule
NE, see Norepinephrine
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Nerve growth factor (NGF), 29, 49, 52, 58
Neural activity
expression of, 294
molecular events, 47
observation with catFISH, 53
Neural afferent pathway, 293
Neural cell adhesion molecule (NCAM), 234, 235
polysialylation, 243
reduced expression of, 251
Neural cell growth, 68
Neural circuit behavior, experiences and, 26-27
Neural efferent pathway, 294
Neural network, Arc protein and, 54
Neural plasticity
role of neurotrophins in, 57-58
use-dependent, 70
Neural systems, marker of differential
participation of, 134
Neuroblastoma cells, Arc interaction with
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Neuroendocrine efferent pathway, immune
functions and, 295
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drinking behavior and, 290
future perspective, 299-301
historical development, 286287
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recalling, 287
theoretical framework, 291-295
association phase, 292-294
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PBN, 115
sucrose-best, 115
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Neuronal cell death, cellular mechanisms of,
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Neuronal excitability, changes in, 16
Neuronal function, altering of, 39
Neuronal gene expression, activity-dependent, 52
Neuronal plasticity, long-term, 276
Neuropilin-1, expression of, 104
Neurotransmitter(s)
activation, learning and, 146
blockade, 98
memory models and, 130
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release, 32, 130, 137
systems
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130-133
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formation, 144-145
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137-138
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ligand binding preferences, 30
receptor signaling, stress and, 242
synaptic plasticity and, 29
Neurotrophin-3 (NT-3), 29
Neurotrophin 4/5 (NT-4/5), 29
NGEF, see Nerve growth factor
NIAL, see Neuro-immune associative learning
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NK cell activity, see Natural killer cell activity
NMDA
glutamate receptors, 50, 52
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activation, 17, 18, 28
antagonists, 37, 48
LTM and, 201-202
neurotransmitter release and, 137
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regulated trafficking of, 25reduced
expression of, 27
short-term memory and, 86

STP and, 16
subunit, 26, 50
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spatial learning and, 32
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Noradrenaline release
cognitive processing and, 144
during memory formation, 143
Norepinephrine (NE), 7, 269, 276
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Novel stimuli, ACh release and, 135, 136
Novelty-induced emotional arousal, 268
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NTS, see Nucleus of the solitary tract
Nucleus of the solitary tract (NTS), 145, 267
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memory, 232

training, 274, 275
Olfactory-immune associative learning, 288
Olfactory memory, 145
One-trial inhibitory avoidance, 177
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peptides, 22, 269
Organization of Behavior, The, 4, 69
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Parabrachial nuclei (PBN), 114, 145, 168
electrical stimulation of, 119
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Passive avoidance, 194, 291
Pavlovian conditioning, 293
PBN, see Parabrachial nuclei
Peck-avoidance paradigm, 86
Peptide co-transmitters, 22
Perceptual-motor responses, 6
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Perseveration—consolidation hypothesis, 4
Personality traits, stress and, 236
PET, see Positron emission tomography
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using, 161
Phospholipase C (PLC), 31
Physiological psychology, 69
Physiological stress response, 227
Pilocarpine, 49
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PKA, see Protein kinase A
PKIs, see Protein kinase inhibitors
Place cell(s), 16
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behavior, LTP and, 35
dynamics, 38

remapping, 36
Place field(s)
expansion, 16, 38
firing, normal stabilization of, 36
hard wired, 35
NMDARSs and, 36
Place-versus-response experiments, 4, 6
Plastic cells, decreasing number of, 55
PLC, see Phospholipase C
Polysialylated neural cell adhesion molecule
(PSA-NCAM), 105
Positron emission tomography (PET), 7,271,311,
312, 318
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Postsynaptic plasticity, 96
Post-tetanic potentiation (PTP), 18
Post-traumatic stress disorder (PTSD), 276, 320
PPC, see Posterior parietal cortex
Prefrontal cortex (PFC), 234, 240
Prenatal stress, enriched environment as therapy
for, 84
Presynaptic growth protein, 104
Presynaptic plasticity, 96
invertebrate, 97
mammalian, 97
molecular determinants, 104
pioneer terminals, 102
Presynaptic structural plasticity and long-lasting
memory, 95-111
anti-boutonism vs. biological reality, 105-106
hippocampal granule cell axon terminals and
learning, 98-102
mossy fiber pathways and axonal
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role of mossy fibers in learning and
processing of spatial information,
100-102
learning and structural plasticity, 96-98
postsynaptic plasticity, 96
presynaptic plasticity, 96-98
mechanisms of presynaptic structural
plasticity, 102-105
Previous learning
reinforcement of, 219, 221
shift of, 219
Primary memory, 3, 5
Problem solving
behavior, tests of, 68
enriched environment and, 79
Pro-inflammatory cytokines, 296
Propranolol, 319, 320
Protein(s)
antigens, 288
Arc, 53
cAMP response element binding, 176
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presynaptic growth, 104
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blockers, 164, 213
enriched experience and, 85
RNA translation and, 211
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consolidated memory susceptibility to,
218
effect, 217
extinction and, 214
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Psychosocial stress, 236
PTP, see Post-tetanic potentiation
PTSD, see Post-traumatic stress disorder
Puromycin, 85

Q

Quality of life, behavioral techniques, 80

R

Radial arm water maze (RAWM), 233, 236
Rapid reversal learning, impairment of, 248
Rat mast cell protease (RMCP), 290
RAWM, see Radial arm water maze
Recall
increased release of ACh during, 142
tests, 33
Reconsolidation, 209, 218, 221, see also Memory
reconsolidation vs. updating
consolidation
CS-US, 214-215
hypothesis, restraints of, 213
uncovered, 214
REM sleep states, memory formation and, 18
Retrieval deficits, 165
Retrieval test, extinction session and, 160
Retrograde amnesia, 5
Reversal learning, 80
Reversible inactivation of brain circuits in
learning and memory research,
157-173
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brain lesion approach, 158-160
dissociating independent learning and
memory processes, 168—170
motor and associative processes during
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overlapping learning processes, 169-170
sensory and associative processes during
acquisition, 168—-169
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reversible inactivation techniques, 160166
advantages and limitations, 165-166
cryogenic inactivation techniques, 161
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pharmacological techniques, 161-164
protein synthesis blockers, 164
transcranial magnetic stimulation,
160-161
Reversible inactivation studies, most common
agonist in, 163
Reward system, CTA and, 122
RMCP, see Rat mast cell protease
RNA translation, protein synthesis and, 211
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Saccharin, 116, 288
Satiety center, 120
Schaffer-CA1 synapses, 23, 30
Scientific American, 72
Scopolamine, 86, 139, 178, 180
Second order conditioning, 220
Seizures, KA-induced, 104
Semaphorin 3A, 104
Sensory deprivation, LTD mechanisms and,
27
Sensory-evoked potentials, electrophysiological
recordings of, 162
Septo-hippocampal cholinergic pathway, 135
Serotonergic system, enhanced training and,
179
Serotonin, place field firing and, 36
Ser/Thr protein kinase, 49
Short-term avoidance memory, studies of,
193-208
behavioral differences of STM and LTM,
201-202
biochemistry of short-term memory, 202-203
neurobiological separation of short- and long-
term avoidance memory, 200-201
pharmacological analysis of IA working
memory, 203-204
role of entorhinal cortex in short- and long-
term avoidance memory, 199-200
role of hippocampus in short- and long-term
avoidance memory, 198-199
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roles of other cortical regions and amygdala
in short- and long-term avoidance
memory, 200
STL and LTM, 195-198
Short-term memory (STM), 85, 193, 194
behavioral difference between LTM and, 201
biochemical changes in synapses and, 204
duration of, 87
impairment of choice accuracy in, 138
prevention of, 86
relationship of cortisol to, 315
transduction cascades, 210
Short-term potentiation (STP), 16, 88
Significant experiences, memories of, 265
Sleep—wake rhythm, 134
SNAP-25, expression of, 97
SNARE complex, 97
SNS, see Sympathetic nervous system
Sodium channel blockers, 161, 162
Spatial discrimination, 266
Spatial learning, 96, 245
Spatial memory, 58, 139
Special Opportunity Scholarship Program, 81
Speech therapy, amphetamine plus, 83
Spermophilus beldingi, 78
State-dependent learning, contextual cue in,
165
Staurosporin, 199
Stereotaxic surgery, 165-166
Stimulant drugs, recovery of function and, 83
STM, see Short-term memory
Stone maze task, 142
STP, see Short-term potentiation
Stress, see also Chronic stress; Memory
impairments associated with stress
and aging
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effects on memory consolidation, 266
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memories of experiences and, 266
lifetime exposure to, 238, 243
prolonged exposure to, 235
psychosocial, 236
reactivity, early life experiences and, 238
sympathetic nervous system and, 228
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controllability, 230-231
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timing, 230
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83
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plasticity and long-lasting memory

Sucrose-best neurons, 115
Superantigens, 288
Survival behavior, determinants of, 195
Sympathetic nervous system (SNS), 228
Synapses
Hebbian plasticities, 24
most remarkable property of, 23
Synaptic changes, exploration-associated, 141
Synaptic consolidation, 30
Synaptic efficacy, BDNF and, 31
Synaptic junctions, sizes of, 72
Synaptic plasticity, 23
bidirectional modification of, 24
CaMKII and, 51
chronic stress and, 241
long-term, 51
LTP-like, 118
neurotrophins and, 29
persistent forms of, 52
role in brain function, 25
Synaptic plasticity, molecular mechanisms
underlying long-term memory
formation, 47-66
Ca?* and its transducer, 49-51
early signals, 47-49
immediate early genes, 51-57
trophic factors, 57-59
Synaptic scaling, 24, 48, 59
Synaptic strength, learning-induced potentiation
of, 25
Synaptic tags, 21
Synaptogenesis, NGF-induced excitatory, 49
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Tamoxifen administration, 164
Taste(s)
hallucinations of, 113
-immune association, 288, 289
—malaise association, 214
memory, muscarinic receptor activity and,
216
novelty, cholinergic activity and, 136
-visceral associative learning, 295
Taste aversion learning, 158
glutamate release and, 145
reversible inactivation approach applied to,
167
sensory and learning processes separated
during, 167
Taste memory, electrophysiological
representation of, 113-128
alteration of responses reflecting hedonic
shift, 116-117
CS-US association, 118-119
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CTA paradigm, 114

enhanced responses to CS, 114-116

importance of amygdala in CTA formation,

119-122

involvement of reward system, 122—123
T cell differentiation, 295
Tetrodotoxin (TTX), 161, 162, 168, 183, 211
Theta bursts, 17, 36
Tissue displacement, damage due to, 161
T-maze, 4

performance, deficits in, 138

task, dual-solution, 140
TMS, see Transcranial magnetic stimulation
Tone—foot shock association, 212
Touch-immune associative learning, 291
Trace eye-blink conditioning, 96
Training-associated emotional arousal, 268
Transcranial magnetic stimulation (TMS), 160
Transcription factors, phosphorylation of, 21
Transient global ischemia, enriched environment

as therapy for, 84

Trier Social Stress Test, 233
Trk, see Tropomyosin receptor kinase
TrKb receptors, activation by BDNF, 59
Tropomyosin receptor kinase (Trk), 118
True long-term memory, 88
TTX, see Tetrodotoxin
Tuberculin, 298
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Unconditioned stimulus (US), 167, 211, 285,
292
changes in the internal environment, 291
directly perceived, 292
foot shock used as, 201
immune consequences, 300
immunosuppressive drug, 286
indirectly perceived, 292, 293
orthodox theory, 293
peripheral immune challenges, 288
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pre-exposure, 168
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Ventral pallidum (VP), 117

Ventromedial nucleus of the hypothalamus
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Visual-immune associative learning, 290
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Water maze
acquisition, impairments in, 138
memory deficits and, 238
stress-related responses, 101
Well-trained rats, 218
WM, see Working memory
Working memory (WM), 193, 245
cognitive events and, 195
1A, 203
immediate memory and, 195
retention test, 204
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efficacy at, 29
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FIGURE 3.2 (See Figure caption on page 56.)

FIGURE 5.1 (See Figure caption on page 99.)
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