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Summary

Sensory information undergoes extensive associative
elaboration and attentional modulation as it becomes
incorporated into the texture of cognition. This process
occurs along a core synaptic hierarchy which includes
the primary sensory, upstream unimodal, downstream
unimodal, heteromodal, paralimbic and limbic zones of
the cerebral cortex. Connections from one zone to another
are reciprocal and allow higher synaptic levels to exert
a feedback (top-down) influence upon earlier levels of
processing. Each cortical area provides a nexus for the
convergence of afferents and divergence of efferents. The
resultant synaptic organization supports parallel as well
as serial processing, and allows each sensory event to
initiate multiple cognitive and behavioural outcomes.
Upstream sectors of unimodal association areas encode
basic features of sensation such as colour, motion, form
and pitch. More complex contents of sensory experience
such as objects, faces, word-forms, spatial locations and
sound sequences become encoded within downstream
sectors of unimodal areas by groups of coarsely tuned
neurons. The highest synaptic levels of sensory-fugal
processing are occupied by heteromodal, paralimbic and
limbic cortices, collectively known as transmodal areas.
The unique role of these areas is to bind multiple unimodal
and other transmodal areas into distributed but integrated
multimodal representations. Transmodal areas in the
midtemporal cortex, Wernicke’s area, the hippocampal—
entorhinal complex and the posterior parietal cortex
provide critical gateways for transforming perception into
recognition, word-forms into meaning, scenes and events
into experiences, and spatial locations into targets for
exploration. All cognitive processes arise from analogous
associative transformations of similar sets of sensory
inputs. The differences in the resultant cognitive operation
are determined by the anatomical and physiological
properties of the transmodal node that acts as the critical
gateway for the dominant transformation. Interconnected
sets of transmodal nodes provide anatomical and
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computational epicentres for large-scale neurocognitive
networks. In keeping with the principles of selectively
distributed processing, each epicentre of a large-scale
network displays a relative specialization for a specific
behavioural component of its principal neurospycho-
logical domain. The destruction of transmodal epicentres
causes global impairments such as multimodal anomia,
neglect and amnesia, whereas their selective disconnection
from relevant unimodal areas elicits modality-specific
impairments such as prosopagnosia, pure word blindness
and category-specific anomias. The human brain contains
at least five anatomically distinct networks. The network
for spatial awareness is based on transmodal epicentres
in the posterior parietal cortex and the frontal eye fields;
the language network on epicentres in Wernicke's and
Broca’'s areas; the explicit memory/emotion network on
epicentres in the hippocampal—entorhinal complex and
the amygdala; the face-object recognition network on
epicentres in the midtemporal and temporopolar cortices;
and the working memory-executive function network on
epicentres in the lateral prefrontal cortex and perhaps
the posterior parietal cortex. Individual sensory
modalities give rise to streams of processing directed to
transmodal nodes belonging to each of these networks.
The fidelity of sensory channels is actively protected
through approximately four synaptic levels of sensory-
fugal processing. The modality-specific cortices at these
four synaptic levels encode the most veridical
representations of experience. Attentional, motivational
and emotional modulations, including those related to
working memory, novelty-seeking and mental imagery,
become increasingly more pronounced within downstream
components of unimodal areas, where they help to create
a highly edited subjective version of the world. The
prefrontal cortex plays a critical role in these attentional
and emotional modulations and allows neural responses
to reflect the significance rather than the surface
properties of sensory events. Additional modulatory
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influences are exerted by the cholinergic and mono- consciousness and to induce the emergence of second-
aminergic pathways of the ascending reticular activating order (symbolic) representations related to language.
system. Working memory, one of the most prominent Through the advent of language and the resultant ability
manifestations of prefrontal cortex activity, prolongs the  to communicate abstract concepts, the critical pacemaker
neural impact of environmental and mental events in a for human cognitive development has shifted from the
way that enriches the texture of consciousness. The extremely slow process of structural brain evolution to
synaptic architecture of large-scale networks and the the much more rapid one of distributed computations
manifestations of working memory, novelty-seeking where each individual intelligence can become
behaviours and mental imagery collectively help to loosen incorporated into an interactive lattice that promotes the
the rigid stimulus—response bonds that dominate the transgenerational transfer and accumulation of know-
behaviour of lower animal species. This phylogenetic ledge.

trend has helped to shape the unique properties of human
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Abbreviations: AIT = anterior inferotemporal cortex; ARAS ascending reticular activating system; BA Brodmann
area; LIP= lateral intraparietal sulcus; MSF medial superior temporal area; PH posterior inferotemporal cortex

Introduction
A major task of the CNS is to configure the way in which in translating sensation into action, so that identical sensory
sensory information becomes linked to adaptive responsesvents can potentially trigger one of many different reactions,
and meaningful experiences. Small brains cope with thislepending on the peculiarities of the prevailing context. A
challenge by shifting the detection of significant events tostimulus that deserves to be approached in one setting may
peripheral organs. In the frog, for example, the inner ear isieed to be avoided in another; highly desirable consummatory
selectively tuned to spectral and temporal properties ofcts may need to be postponed in the presence of danger;
species-specific mating calls (Capranica, 1978) and ththe same glass may appear half-full or half-empty depending
retinotectal projection contains ‘bug perceiver’ fibres thaton mood; and getite madeleinean trigger a spectrum of
respond best when a dark object, smaller than a receptiveactions ranging from brief salivation to a torrent of words
field, enters that field, stops, and moves about intermittentlyhat can hardly be contained by seven volumes of compact
(Lettvin et al, 1959). Although this type of automatic pattern prose. This loosening of stereotyped stimulus—response
detection maximizes the limited processing capacity of thdinkages endows the organism with the biological freedom
CNS, it also restricts the range of events that can be identifietb choose one of many potentially available responses. The
and the flexibility with which they become interpreted. resultant coarse mapping of responses onto circumstances
Inflexible bonds between sensation and action lead tareates a setting where the rules of competitive selection can
instinctual and automatic behaviours that are resistant toperate to promote rapid change and adaptation.
change, even when faced by negative consequences. ForStreams of sensory processing in amphibians, reptiles and
example, frogs whose optic nerve has been cut and allowelirds are kept on a short leash: the synaptic interval between
to fully regenerate after a 180° rotation of the eye will the onset of a sensory event and its closure in the form
repeatedly snap at mud and moss on the ground wheof multimodal convergence, perceptual recognition,
presented with a fly above the head (Sperry, 1965); a turkegnotivational valuation and action is brief, usually of the
hen, whose protective maternal instincts dictate an attack oorder of one or two synapses (Ingle, 1975; Northcutt, 1978;
any moving object that fails to utter the characteristic peepGorlick et al,, 1984; Gaillard, 1990). The CNS of advanced
of her chicks, will peck her own newly hatched progeny tomammals displays major modifications in this plan of
death if she is made deaf (Schleidt and Schleidt, 1960); arganization. The fidelity of sensory encoding is enhanced
herring gull whose eggs have been displaced to an adjacehy reserving vast areas of the cerebral neocortex for modality-
and clearly visible site will proceed to incubate the emptiedspecific processing. The opportunities for subsequent
original nest and ignore the clutch of eggs lying right nextintegration are enhanced by the development of extensive
to her (Tinbergen, 1951); and rats with crossed sensorynultimodal association areas. And an intrinsic bias emerges
nerves in the hind limbs, one of which is inflamed, will hop to pursue novelty and flexibility rather than sameness and
on three legs to protect the healthy rather than the sore foattereotypy. The emergence of behavioural flexibility in
(Sperry, 1965). mammals can be attributed to an expansion of the synaptic
Advanced mammals with an intact CNS are less vulnerabléridge that links sensation to action and recognition. An
to the emergence of such inflexible patterns. With theexcessive length in such a synaptic bridge could have led to
exception of some autonomic, brainstem and spinal reflexesinacceptable delays in reacting to the environment, whereas
the behaviour of primates displays a much greater latitudéoo many lanes could have undermined the capacity for
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integration. As will be shown below, primate evolution the monkey and human brains will be discussed in any
reflects a compromise between such extremes: the synapterious detail. Fifth, the subject matter will lead to a discussion
chain that links sensation to action has been lengthened, buof consciousness, but only in the form of a brief incursion
not by too many synapses; and the bridge between the twioto realms of immense philosophical complexity.
has been broadened by the introduction of numerous parallel
lines of communication, but with ample opportunities for
integrative interaction among individual channels. .
The neural systems that bridge the gap between sensaticﬁ‘uehav'oural neuroanatomy of the cerebral
and action provide the substrates for ‘intermediary’ orCOrex
‘integrative’ processing. The behavioural outcome ofFunctional zones
intermediary processing is known as ‘cognition’, and includesThe human cerebral cortex contains ~20 billion neurons
the diverse manifestations of memory, emotion, attention(Pakkenberg and Gundersen, 1997). The absence of clear
language, thought and consciousness. The synaptic volunamatomical demarcations has encouraged the development of
dedicated to intermediary processing shows a marked increas@merous independent approaches to the subdivision of the
in phylogeny and occupies the great majority of the cerebraterebral cortex. The resultant maps can be divided into two
cortex in advanced primates and cetaceans. Thesgroups: those based primarily on structural (architectonic)
intermediary areas of the brain enable identical stimuli tofeatures, and those based primarily on functional affiliations.
trigger different responses depending on the situationaProponents of one school have constructed a wide variety of
context, past experience, present needs and contemplatedrtical maps, ranging in complexity from the map of
consequences. Exner (1881), which boasted hundreds of sharply delineated
The neurons that support intermediary processing aresubdivisions, to the more modest and also more widely
located predominantly within the ‘association’ and ‘limbic’ accepted ones of Brodmann (1909), the Vogts (Mogt and
areas of the cerebral cortex. The importance of the cerebralogt, 1919), von Economo (Economo and Koskinas, 1925)
cortex to behaviour varies from species to species. In thand Flechsig (1920). The second school is more difficult to
fish, frog and pigeon, decortication produces little change indentify since few of its proponents have produced systematic
sensation or locomotion (Ferrier, 1876; Northcutt, 1978).surveys of the entire brain. Members of this second school
Extensive neocortical lesions in hamsters, cats and monkeysclude theoreticians of brain function such as Campbell
cause considerably lesser and more reversible functiondll905), Broca (1878), Abbie (1942), Filimonoff (1947),
deficits than analogous lesions in humans (Lashley, 1952yakovlev (1959) and Sanides (1970). The thinking of this
MacLean, 1982). Furthermore, cortical lesions may be faschool has led to the subdivision of the cerebral cortex into
more effective than tectal lesions in causing deficits suclihe five major functional subtypes that will be described
as hemispatial neglect in monkeys, whereas the converdgelow: primary sensory—motor, unimodal association,
relationship is seen in cats (Mesulagh al., 1977). These heteromodal association, paralimbic and limbic (Mesulam,
observations point to the existence of a trend towards 498%). The principal factual base for this parcellation
progressive corticalization of function, and suggest thais derived from anatomical, physiological and behavioural
cognition, defined as the behavioural outcome of intermediargxperiments in macaque monkeys. The homologies to the
processing in the cerebral cortex, becomes established as human brain have been inferred from comparative cyto-
obligatory rather than a facultative correlate of informationarchitectonics, electrophysiological recordings, functional
processing in the course of evolution. imaging, and the behavioural effects of focal lesions. Unless
The synaptic arrangement of neural pathways involved irstated otherwise, the descriptions in this section can be
intermediary processing provides biological constraints thaassumed to apply to the brains of both species.
shape the nature of cognition and comportment. The goal of The primary sensory and motor cortices are easily
this review is to sketch some of the principles that guide thedelineated on cytoarchitectonic and functional grounds. The
organization of these pathways. Several limitations willprimary visual cortex [also known as V1, striate cortex,
become apparent in the course of the following accountcalcarine cortex or Brodmann area (BA) 17] covers the banks
First, much of the discussion will be limited to the cerebralof the calcarine fissure; the primary auditory cortex (also
cortex and will omit the very important contributions of known as Al, or BA 41-42) covers Heschl's gyrus on the
subcortical structures such as the thalamus, striatunfloor of the Sylvian cistern; the primary somatosensory cortex
claustrum and brainstem. Second, only visual and auditoryalso known as S1 or BA 3b) covers the anterior flank of the
streams of processing will be discussed in any detail. Thirdpostcentral gyrus; the primary gustatory cortex is probably
although domains such as perception, language, memorigcated in the fronto-insular junction in BA 43; and the
attention and emotion will be addressed, this will be done irprimary motor cortex (also known as M1) includes BA 4
a very limited fashion, to provide highly selective examplesand probably also a posterior rim of BA 6 in the precentral
of common principles that link sensation to cognition. Fourth,gyrus. The primary sensory areas provide an obligatory portal
although several phylogenetic trends will be mentionedfor the entry of sensory information into the cortical circuitry,
including numerous references to the CNS in the frog, onlywhereas the primary motor cortex provides a major gateway
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for relaying complex motor programmes into bulbar andheteromodal association areas, which are characterized by
spinal motoneurons. The primary sensory areas (wherthree criteria: (i) they receive convergent inputs from
densely packed small neurons give rise to a distinctivainimodal areas in more than one modality; (ii) unit recordings
koniocortical architecture) and the primary motor cortexshow that constituent neurons respond to stimulation in more
(where large pyramidal neurons give rise to a distinctivethan one sensory modality or that neurons responding to one
macropyramidal architecture) represent the most highlynodality are interspersed with those that respond to another;
differentiated and specialized subdivisions of the cerebra(iii) lesions always yield multimodal behavioural deficits.
cortex (Mesulam, 198%. The monkey brain has heteromodal areas in the prefrontal

Sensory-fugal processing starts with the transfer oftortex (BA 9, 10, 45, 46, anterior BA 8, anterior BA 11—
information from primary sensory areas to unimodall2), in the inferior parietal lobule (parts of BA 7), in the
association areas. These areas fulfil three criteria: (i) theibanks of the superior temporal sulcus (junction of BA 22
major source of sensory-fugal projections is located inwith BA 21), and in the parahippocampal region (Pandya
primary sensory areas and other unimodal association areasd Yeterian, 1985). In the human brain the analogous realms
in that modality; (ii) the constituent neurons respond toof the heteromodal cortex are located in the prefrontal cortex,
stimulation predominantly, if not exclusively, in that particular the posterior parietal cortex (posterior BA 7, BA 39-40),
sensory modality; and (iii) lesions lead to behavioural deficitsparts of the lateral temporal cortex (probably corresponding
confined to tasks under the control of that particular sensoryo parts of BA 37 and BA 21) and portions of the
modality. Unimodal areas can be divided into upstream angharahippocampal gyrus (parts of BA 35-36). The unimodal
downstream components: upstream areas are only one syna@sel heteromodal areas are characterized by a six-layered
away from the relevant primary sensory area whereasiomotypical architecture. The columnarization and laminar
downstream areas are at a distance of two or more synaptdifferentiation of neurons is more conspicuous in unimodal
units from the corresponding primary area. than heteromodal areas. If primary sensory and motor areas

The unimodal visual association cortex can be divided intaconstitute the most highly specialized and differentiated parts
an upstream peri-striate component which includes areasf the cortex, unimodal and heteromodal areas occupy the
BA 18-19, and a downstream temporal component whichwo subsequent levels of differentiation.
includes the inferotemporal regions (BA 21-20) in the A further stage of sensory-fugal processing occurs in a
monkey, and the fusiform, inferior temporal and perhapsgroup of areas designated paralimbic. These areas provide a
parts of the middle temporal gyri in humah3he unimodal zone of gradual cytoarchitectonic transition between the
auditory association cortex covers the superior temporal gyrusomotypical isocortex and the more primitive allocortex
(BA 22) and perhaps also parts of the middle temporal gyrusf core limbic structures. The primate brain contains five
(BA 21) in the human (Creutzfeldet al, 1989). The paralimbic regions: the caudal orbitofrontal cortex (caudal
connectivity of the monkey brain would suggest that theBA 11-12, BA 13), the insula (BA 14-16), the temporal
posterior parts of the superior temporal cortex (BA 22)pole (BA 38), the parahippocampal gyrus (BA 27, 28 and
display the properties of upstream auditory association cortegarts of BA 35), and the retrosplenial-cingulate-parolfactory
whereas the more anterior parts of this gyrus and the dorsabmplex (BA 23-26 and BA 29-33). These paralimbic
banks of the superior temporal sulcus may fit the designatioformations can be divided into two groups. The temporopolar-
of downstream auditory association cortex (Pandya anéhsular-orbitofrontal regions merge into each other and
Yeterian, 1985). In the monkey brain, rostral BA 5 representgonstitute the olfactocentric subdivision of the paralimbic
the upstream component of somatosensory unimoddlelt because they provide a transition between the olfactory
association cortex, whereas caudal BA 5 and BA 7b maypllocortex and the homotypical cortex. The amygdala is the
represent its downstream components (Pandya and Yeteriamajor core limbic structure associated with this set of
1985). In the human, unimodal somatosensory associatioparalimbic regions. The parahippocampal and posterior
cortex may include BA 5, parts of BA 7 and perhaps BA 2.cingulate regions constitute the hippocampocentric
The subdivision of unimodal auditory and somatosensorsubdivision of the paralimbic zone because they provide a
association cortices into upstream and downstream aredsansition between the hippocampal formation (including its
remains to be elucidated in the human brain. Premotor regioniaduseal rudiment) and the homotypical cortex. These two
(anterior BA 6 and caudal BA 8) fulfil the role of motor subdivisions collectively form a gapless paralimbic ring
association areas because they provide the principal corticathich encircles the medial and basal components of the
input into the primary motor cortex. cerebral hemispheres (Mesulam and Mufson, 1985).

The next stage of sensory-fugal processing occurs in The last cortical stage in the sensory-fugal stream of

1 . . information processing occurs within five core limbic
Approximately half of middle temporal gyrus (MTG) neurons respond tof . - the hi | | h daloid
speech (Creutzfeldit al., 1989; Vincentet al, 1997). However, some tasks ormations: the _|ppocampa complex, the amygadalol
based on visually presented faces, words and objects can also activate tse@mplex, the prepiriform olfactory cortex, the septal area
MTG (Vandenberghet al, 1996; Gorno Tempirgt al, 1997; Schultztal,  and the substantia innominata. These regions are characterized

1997). At this time it is not clear whether all of the MTG should be classified ies: th displ - I ical
as heteromodal cortex or whether it should be divided into sections oPY WO properties: they display a primitive allocortica

unimodal auditory, heteromodal, and unimodal visual cortex. architecture (palaeocortical in the case of olfactory areas,
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Fig. 1 The straight arrows illustrate monosynaptic sensory-fugal neural connections in the visual and
auditory modalities. The thick arrows represent more massive connections than the thin arrows. The
broken arrows illustrate motor output pathways. The latter are not discussed in this review.

archicortical in the case of the hippocampus, and corticoicre polarized towards the internal milieu and deal with the
in the case of the amygdala, septum and substantieegulation of emotion, motivation, memory and autonomic—
innominata), and they have massive reciprocal connectionsndocrine function. The opposite pole of this spectrum is
with the hypothalamus. occupied by the primary sensory—motor areas, which display
The entire cortical surface can thus be divided into fivethe most highly differentiated cytoarchitecture and which are
functional zones which collectively display a continuouspolarized towards the extrapersonal world rather than the
spectrum of cytoarchitectonic differentiation from the mostinternal milieu. The zones of unimodal, heteromodal and
highly differentiated primary sensory—motor areas to the leagparalimbic areas are inserted between these two extremes
differentiated limbic structures. This architectonic hierarchyand act as neural bridges that link the inside to the outside
is paralleled by a relative hierarchy (or polarization) of world so that the needs of the internal milieu can be
connectivity. Figure 1 illustrates the sensory-fugal gradient oflischarged according to the opportunities and restrictions
connectivity which sequentially conveys sensory informationpresented by the extrapersonal environment. Within the
about the extrapersonal environment from the primary sensorgontext of these behavioural affiliations, the unimodal and
to the upstream unimodal, downstream unimodalheteromodal areas are most closely involved in perceptual
heteromodal, paralimbic and limbic areas of the monkeyelaboration and motor planning, whereas the paralimbic
brain (Pandyaet al, 1981; Mesulam and Mufson, 1985; areas play a more critical role in channelling emotion
Pandya and Yeterian, 1985; Van Essen, 1985; Mataal,  and motivation to behaviourally relevant intrapsychic and
1987; Morecraftet al, 1992; Aggleton, 1993). Some extrapersonaltargets. This functional landscape of the cerebral
connections, as in the case of the projection from the posteriarortex provides the basic template for linking sensation to
superior temporal gyrus to the entorhinal cortex (Amaralcognition in the primate brain.
et al, 1983), cross levels. However, such connections are
not as prominent as those that extend between two adjacent
levels. Figure 1 is based on the organization of visual andConnections and multimodal convergence
auditory pathways. Although somatosensory pathways followr he literature of the 1940s and 1950s expressed considerable
many of the same principles of organization, they also displagmbivalence about the status of the cerebral cortex in mental
unique properties such as the existence of monosynaptitinctioning and tended to ignore the seminal contributions
connections between primary sensory and primary motoof Hughlings Jackson, Ferrier, Charcot, Dejerine, Wernicke
areas. Olfactory and gustatory pathways have been excludeshd Liepmann. Wilder Penfield (1938), for example, had
from this analysis because they represent chemical sensatiributed the highest levels of integration to thalamic activity
and follow a different plan of organization, reflecting a closerand Karl Lashley (1952) had raised serious doubts about the
relationship to the internal than to the external milieu. existence of functional specializations in the association
As noted above, only the constituents of the limbic zonecortex, even in the monkey. The modern resurgence of
have massive reciprocal monosynaptic connections with thiterest in the cerebral cortex can be traced to the publication
hypothalamus, a nuclear complex that functions as thef the ‘disconnexion syndromes’ papers by Norman
principal coordinator of the homeostatic, autonomic andGeschwind (1965). Based on a comprehensive review of
hormonal aspects of the internal milieu. In keeping with thisthe literature, Geschwind suggested that the critical neural
connectivity, the behavioural affiliations of the limbic zone substrate of mental function revolved around precisely
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organized cortico-cortical pathways that interconnectperistriate visual association areas, located mostly within
behaviourally specialized regions of the cerebral cortex. Thi8A 19 and designated V3, V4, V5 (MT), VP, V6 (PO) and
inference was particularly interesting, since very little wasso on (Felleman and Van Essen, 1991). The further occipito-
known then about the details of cortical connectivity. Atfugal flow of visual information took the form of two
about the same time, new methods based on the selectidivergent multisynaptic pathways. One was directed dorsally
silver impregnation of degenerated axons were becomingpwards the parietal cortex and was specialized for encoding
available and enabled a detailed investigation of corticothe spatial attributes of visual information, and the second
cortical connectivity in monkeys. The basic organization ofwas directed ventrally towards downstream visual association
these connections was described in two classic papers, omaeeas of the temporal lobe and was specialized in the
by Pandya and Kuypers (1969) and the other by Joneglentification of faces and objects (Ungerleider and Mishkin,
and Powell (1970). These papers outlined an orderly and982; Mesulam, 199). This expanded view of visuo-fugal
hierarchical connectivity, mostly consistent with Geschwind’spathways will provide a starting point for exploring a new
account, for linking sensory cortices to primary, secondanform of connectivity that links sensation to cognition.

and sometimes even tertiary modality-specific association

areas, which in turn sent convergent projections to multimodal

sensory association zones. Such multimodal sensorfFrom sensation to perception

convergence areas were identified in the posterior parietalfhe representation of visual experience
lateral prefrontal and temporal cortices of the rhesus monkey-igure 2a contains a schematized summary of cortical
The field of neuroscience had been primed to anticipat@onnectivity in the visual system of the monkey brain and is
such a sequential organization through the work of Hubehased on the review by Felleman and Van Essen (1991).
and Wiesel (1965), who had demonstrated a hierarchy ofjrtually all of these connections are reciprocal. They are
simple, complex and hypercomplex neurons in the primaryepresented on a template of concentric circles where each
visual cortex, each successive level encoding a morgijrcle is separated from the next by at least one unit of
composite aspect of visual information. The discoveries okynaptic distance. V1 occupies the first synaptic level. The
Pandya and Kuypers and of Jones and Powell seemed to B&cending synaptic levels in Fig. 1 follow a ‘downstream,’
extending this serial and convergent organization from thefeed-forward,’ ‘sensory-fugal’ or ‘bottom-up’ direction with
realms of the primary sensory cortex and sensation to thos@spect to the visual modality, whereas descending levels
of the association cortex and Cognition. A great deal Ofcan be described as fo||owing an ‘upstream” ‘feed-back,’
emphasis was placed on the pivotal role of multimodalsensory-petal’ or ‘top-down’ direction.
convergence as the final and supreme site of integration for primary visual cortex (V1) is the exclusive cortical
all aspects of mental function, including the storage ofrecipient of projections from the magnocellular and
memories, the formation of concepts and the acquisition oparvocellular layers of the lateral geniculate nucleus and
language (Geschwind, 1965; Pandya and Kuypers, 196%rovides a precise retinotopic mapping of the visual fields.
Jones and Powell, 1970; Van Hoesenal, 1972; Pandya |n addition to retinotopic location, its neurons are sensitive
and Seltzer, 1982; Mesulam, 1985 to orientation, movement, binocular disparity, length, spatial
While the importance of serial processing and mU|tim0da|frequency’ Wave|ength and luminance. Aggregations of
convergence to cognitive function was widely accepted, somf@eurons that are preferentially sensitive to colour, stereopsis,
potentially serious computational limitations of such angrientation and movement form a multidimensional mosaic
arrangement were also acknowledged (Rumelhart angf columns, layers and cytochrome oxidase-reactive (or
McClelland, 1986; Goldman-Rakic, 1988; Mesulam, 1990)._negative) modules (Van Essen, 1985). Areas V2, V3, V4
The surfacing of these concerns coincided with theand V5 (MT) are monosynaptically connected with V1 and
development of far more powerful neuroanatomical methodstherefore constitute ‘upstream’ visual association areas at
based on the intra-axonal transport of horseradish peroxidasge second synaptic level, whereas MST (medial superior
and tritiated amino acids, which started to show that th@emporal area), LIP (lateral intraparietal sulcus), the posterior
sensory-fugal flow of information was more complicatedand anterior inferotemporal cortex (PIT and AIT), temporal
than previously surmised. The classic description of visuoarea TF (BA 20) and the caudal inferior parietal lobule
fugal pathways, for example, had assumed that informatiopBA 7a) constitute some of the ‘downstream’ visual
from V1 (BA 17) is transferred successively and serially toassociation areas at the third and fourth synaptic |&/€he
a first-order visual association area, V2 (BA 18), then to &cortical nodes at the second and perhaps also third synaptic
second-order visual association area corresponding to BA 19svels fulfil the criteria for unimodal visual association areas
and finally to a third-order association area in theas described above. When taken as a whole, area TF and

inferotemporal cortex. The newer methods revealed @rea 7a display features of heteromodal cortex but appear to
somewhat different picture. The entire extent of V1 did

indeed project to V2 (BA 18) in a topographically well- 2 parts of V4 receive monosynaptic input from V1, but this may not be seen
in every case (Felleman and Van Essen, 1991). Area V4 may therefore have

orde_red fashion. However, V1 a_nd V2 then gave rl_se toparts that should be designated upstream visual association cortex and parts
multiple parallel pathways that projected to numerous discretenat more closely fit the definition of a downstream visual association cortex.
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Fig. 2 Each concentric ring represents a different synaptic level. Any two consecutive levels are separated by at least one unit of
synaptic distance. Level 1 is occupied by the primary sensory cortex. Small empty circles represent macroscopic cortical areas or
‘nodes’, one to several centimetres in diameter. Nodes at the same synaptic level are reciprocally interconnected by the black arcs of the
concentric rings. Coloured lines represent reciprocal monosynaptic connections from one synaptic level to anbikeal (pathways

as demonstrated by experimental neuroanatomical methods in the macaquebbraive {nferred organization of the homologous visual
pathways in the human brairc)(Visual (green) and auditory (blue) pathways in the human brdinVisual (green), auditory (blue) and
transmodal (red) pathways in the human brainbjic andd, the anatomical details of individual pathways are inferred from

experimental work in the monkey. The anatomical identity of many of the nodes is not specified because their exact anatomical location
is not critical. This review is guided by the hypothesis that these types of anatomical interconnections and functionally specialized nodes
exist in the human brain even though their exact location has not yet been determined. The terms ‘dorsal’ and ‘vardrad’hirrefer

to the separation of visuo-fugal pathways, especially at the fourth synaptic level, into dorsal and ventral streams of processing. The gaps
in the circles at the first four levels indicate the absence of monosynaptic connections between modality-specific components of auditory
and visual pathways. Abbreviations: Alprimary auditory cortex; AlIT= anterior inferotemporal cortex; £ area specialized for face

encoding; L= hippocampal—entorhinal or amygdaloid components of the limbic system=LI&eral intraparietal cortex; MSF

medial superior temporal cortex;  heteromodal posterior parietal cortex; Pflateral prefrontal cortex; s= area specialized for

encoding spatial location; PIF posterior inferotemporal cortex; ¥ heteromodal lateral temporal cortex; F-part of medial

inferotemporal cortex; = area specialized for identifying individual voice patterns; ¥Iprimary visual cortex; V2, V3, V4, V5=

additional visual areas; W Wernicke’s area; wr= area specialized for encoding word-forms; 7a(Optpart of dorsal parieto-occipital

cortex.
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have subregions (such as Opt in the inferior parietal lobuléncrease processing efficiency by allowing the simultaneous
and the caudal part of area TF) that may be engagednalysis of individual attributes associated with a visual event.
predominantly in the processing of visual information The elementary sensory features encoded at the first two
(Mesulamet al, 1977; Pandya and Yeterian, 1985; Andersensynaptic levels are used by more downstream areas along
et al, 1990). The nodes at the fourth synaptic level in Fig. 2athe ventral visuofugal pathway for the discrimination of
represent these relatively modality-specific subregions oform and complex patterns. In the monkey, for example, a
areas 7a and TF. posterolateral inferotemporal region (area TEO or PIT at the
The primary dimension of visual mapping is retinotopic junction of lateral BA 19 with BA 20-21) plays a critical
and is achieved by finely tuned neurons which provide arfole in form and pattern discrimination (Yaginune al.,
exquisitely ordered spatial representation of the visual fieldd982). A homologous area in the human brain includes parts
in V1. Other dimensions of visual experience, such as colou@f the fusiform gyrus (BA 19 and 37), just anterior to V4,
and motion, are mapped in V1 and V2 by coarsely tunectnd probably extends into the adjacent lingual and inferior
neurons, and become more fully encoded at further synaptieccipital gyri (Halgreret al, 1997; Kanwisheet al, 199%).
stages such as V4 and V5. Nodes at upstream synaptic level4lis area appears to be involved in the construction of shape
tend to contain neuronal groups specialized for encodinéfom simpler visual features since it becomes activated by
relatively elementary attributes of visual experience, whereatsks that require attention to both simple and complex shapes
nodes at more downstream levels are organized into neuron@hd does not give differential responses to upright versus
groups specialized for encoding more composite featureéf‘V?rFed fa_lces_, real versus nonsense objects, or novel versus
The gradual increase of response latency, visual field sizEmiliar stimuli (Corbettaet al, 1991; Haxbyet al, 1994,
and response complexity in the progression from V1 to v2199™; Martin et al, 1996; Clarket al, 1997; Kanwisher
V4, PIT and AIT confirms the existence of a synaptic et al, 199b). In comparison with the brain of the macaque,
hierarchy in the organization of visuo-fugal pathways.the down.stream components of the ventral visuo-fugal
Although a visual event activates nodes at higher levels oPathway in the human appear to have been transposed
this hierarchy with increasing latencies (11 ms between Vl\/entromedlally, probably in response to thg expansion of the
and V2 and 9 ms between V1 and V5, but 40 ms from Vllateral t?mpo_f?" a_nd post_e rior parietal cort|ce_s.
to PIT—AIT), all areas eventually become concurrently active If the identification of visual events and objects had to be

in the course of visual processing (Raigethl., 1989; Dinse basgad og ? sequegtlzl C?”}ﬁ”at]'c.ont otfhthe colour, t'f orrln aTd
and Kruger, 1994). It seems as if each node is continuallyOlon data encoded at the first three Synaplic 1evels,
)f)erceptlon would probably take an inordinately long time

passing on information to the others rather than fulfilling its nd miaht not allow the rapid recoanition of frequentl
part of the processing and then transmitting a complete 9 - rap cogr q y
roduct to the next station (Toge1994) encountered and behaviourally significant patterns. This
P The specialization of V4 for colour érce tion and of V5 potential limitation is overcome at the fourth synaptic level,
P P P Yvhere neuronal groups selectively tuned to specific visual

for movement perception have been documented e>.<ten5|vee/ tegories promote the rapid identification of entities such
in the monkey (Van Essen, 1985). In humans, studies basefi faces, objects and words. In the monkey, the anterior

ohn fllj.nctloTaI IrSaglng hlave shown tha]E th? posterlc_)r parts CI) nferotemporal area (AIT or anterior BA 20-21) contains
the ingual and, toa ‘esser .ext_ent,. usiform gyri (ventra neuronal ensembles specialized for face and object
BA 19) display selective activation in response to colourijeyification (Grosset al, 1972; Desimone, 1991). In the

stimulation (Lueclet al, 1989; Chacet al, 1997). This area  ;man prain, functional imaging studies, electrophysiological
constitutes a human homologue of the colour-sensitive V4, oyed responses and the location of lesions in patients with
region of the monkey since its unilateral destruction leads tqyq syndrome of prosopagnosia indicate that the homologous
acontralateral loss of colour perception (hemi-achromatopsig)reas specialized for face and object identification are located
without ~ equivalent impairments of acuity, movement yreqominantly within the mid-portion of the fusiform gyrus
perception or object identification (Damasio, 1985; Mesulam(BA 37 and BA 20) (Damasio, 1985; Sergesital, 1992;
1994g). Other functional activation studies have shown thata|lison et al, 1994: Puceet al, 1996).

a lateral occipitotemporal area at the confluence of BA 19 The “face’ area in the human brain (‘f' in Fig. 2b) is more
and 37 shows selective activation in response to visual motiostrongly activated by faces than by other objects (Kanwisher
(Watsonet al, 1993). This region appears to represent theet al, 1997). It is also more strongly activated by upright
human homologue of area V5 in the monkey. Its destructiorand intact faces than by inverted or scrambled ones, but does
causes a state known as akinetopsia where the patient cani@t show a differential response to familiar versus novel
perceive visual motion, although acuity and colour perceptiorfaces (Gorno Tempinet al, 1997; Haxbyet al, 1997).

may be relatively preserved (Zeki, 1991; Zigt al, 1991;  This area therefore appears to encode faces at a categorical
Mesulam, 1994). The clinical dissociation of achromatopsia or generic level, prior to the stage of individual recognition.
from akinetopsia proves that the V1 projections to V4 andThe fourth synaptic level of the human brain contains
V5 are organized largely in parallel rather than in series. Theadditional regions specialized for the identification of other
presence of such parallel pathways would be expected toommon objects such as chairs and houses (Ishail,
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1997). An area specialized for the encoding of word-formsthrough the mediation of temporally correlated multifocal
and word-like letter-strings (‘wr’ in Fig. 2b) has also been activity (Lowel and Singer, 1992).
identified in this region, at a location perhaps slightly more Although neurons in a given column respond preferentially
lateral to that of the fusiform face area (Notetal, 1994; to similar canonical features of an object or face, optimal
Puceet al, 1996). A second potential visual word-form tuning properties vary among constituent cells so that
identification area may be located in a more lateral occipitocolumnar activation may encode generic properties whereas
temporal region, at the confluence of BA 19 with BA 37 the activities of individual cells within the column may help
(Petersenet al, 1988). Considering the extremely recentto encode distinguishing (subordinate) features of individual
emergence of written language in human phylogeny and itexemplars (Fujiteet al, 1992). In response to an object, a
relatively late acquisition in ontogeny, the organization ofsmall subset of neurons in a given column can fire maximally
the word-form area is almost certainly not genetically orand set constraints to guide and restrict the interpretation of
epigenetically programmed. A more likely possibility is less active neurons within the same ensemble (Geisler and
that it represents an experiential modification of neuronallbrecht, 1995). Identification can thus start by matching the
subgroups within populations tuned to the encoding of facesoarse (or generic) features and then focusing on finer
and objects. The visual word-form areas could thus mediatésubordinate) detail. A visual entity may be represented by
a sort of processing where written words are handled aa small number of modules, each broadly selective for some
objects rather than as symbols. reference object or face, which collectively measure the
The fourth synaptic level also contains components of thesimilarity of the target stimulus to the reference entities
dorsal visuofugal pathways ('s’ in Fig. 2b), where relatively (Edelman, 1998). This type of encoding, also known as
more elementary retinotopic and visuomotor informationsecond-order isomorphism, is thought to be computationally
leads to the selective identification of extrapersonal targetsnore parsimonious than representations based on a more
Neurons in parts of area 7a of the macaque, for examplalirect isomorphic matching of the target shape (Edelman,
can compute the allocentric coordinates of extrapersond998).
events by combining retinotopic location with information The face-responsive ensembles display considerable
about eye position (Zipser and Andersen, 1988). Some gblasticity so that some neurons alter their firing rate to a
these neurons display tuning for locations in head-centrediven face when it becomes more familiar or when a new
coordinate space and show response enhancements to spatiaé is added to the set (Rokg al, 1989), suggesting that
positions containing events that will become targets of visuathe identity of an individual face is not encoded by fixed
or manual grasp (Mesulam, 1981; Andersetnal, 1985). rates of firing but by the relative firing frequencies (and
Functional imaging experiments based on tasks of spatiglerhaps interneuronal correlation patterns) across the entire
localization indicate that the analogous region in the humamnsemble. The processing parsimony offered by this
brain may be located in the dorsal occipito-parietal regionprganization is substantial (Erickson, 1982). A very large
at the junction of BA 19 with BA 7 (Haxbet al, 1994). number of faces can be encoded by a small number of
neurons, recognition can be graded (rather than being all-or-
none) and based on partial information, the same information
can be probed through multiple associations, generalizations
Representation of individual faces and objects  based on a few common features (or analysis based on
Neuronal ensembles within downstream visual associatiodifferences) can be achieved rapidly, the progression from
areas provide representations of objects and faces throughcategorical to subordinate identification can proceed
process of group encoding. The tuning is broad and coarsemoothly, and damage or refractory states in a subset of
one neuron may be activated by several faces and the sameurons within the ensemble can lead to a graceful, partial
face may excite several neurons (Rolls, 1987). The facelegradation of function. These neurons can achieve the rapid
neurons in the inferotemporal cortex are selectively tuned taletection of behaviourally relevant, recurrent and composite
category-specific canonical features such as intereye distanogsual events, obviating the need for a cumbersome
style of hair, expression, and direction of gaze (Yametre,, compilation of the more elementary sensory features. The
1988). Neurons tuned to similar object features form verticabeneral principles that guide the visual identification of faces
columns measuring ~0.4 mm in diameter. Several adjacergrobably also apply to the encoding of other classes of
columns responsive to similar effective features may beobjects, words and spatial targets.
linked to form larger ‘patches’ or modules measuring several In the frog’s brain, the equivalent process of object
millimetres (Harries and Perrett, 1991; Tanaka, 1996). Groupglentification begins in the retina and is largely completed
of such patches may form interconnected but distributedne synapse later in the tectum. In the primate brain, at
ensembles collectively tuned to the set of canonical featureleast four synaptic levels of cerebral cortex are devoted to
that define an object class. The tangential inter-patchidentifying a bug and transforming its location into a target
connections that are necessary for establishing such &or action. The disadvantages of the increased synaptic
organization could be stabilized during the period of corticaldistance are partially offset by the insertion of parallel
development and subsequently strengthened by experienpathways (AIT, for example, can receive inputs either through
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PIT or directly from V4) and the extensive myelination of R, receive the most extensive input from the primary thalamic
the axons. The advantages of this more flexible arrangemeauditory relay nucleus in the ventral medial geniculate. They
are extensive: we can identify the individual species of bugcan be activated directly by pure-tone responses whereas
comment on its function, remember the experience for futurarea CM depends on inputs from Al and R for its pure-tone
reference, let it inspire poetfyand, if necessary, inhibit the responses and is more responsive to complex broad-band
tendency for immediate predatory action in order to plan atimuli and high-frequency sounds used for sound
strategy for approach, avoidance or attack. localization. These three areas may occupy cortical nodes at
The anatomical areas that play crucial roles in thethe first two synaptic levels of auditory pathways.
identification of colour, movement, faces, words, objects and The complex cytoarchitecture and connectivity of the
spatial targets display relative rather than absoluteuperior temporal gyrus in the monkey brain suggest that
specializations. For example, V4 is specialized for colourmultiple association areas with hierarchies and intercon-
perception but also participates in spatial attention, the\ections analogous to those described in the visual system
identification of salience and the encoding of form (Morangre also likely to exist in the auditory modality. Pitch and
and Desimone, 1985; Schiller, 1995; Conredral, 1996).  tone discrimination are accomplished at the level of A1 and
In turn, the processing of colour information may involve cosely related upstream auditory association areas of the
not only V4 but also a part of the lateral peristriate cortexposterior superior temporal gyrus, whereas the identification
(Corbettaet al, 1990). Furthermore, neuronal ensemblesgf more complex auditory sequences, the discrimination of
selectively tuned to canonical features of faces participatéspecies-specific calls and the detection of sound motion and
although to a lesser extent, in encoding other visual entitieg,calization engage downstream auditory association areas
(Rolls, 1987). It is quite likely that several ensembles, eachy, ihe superior temporal gyrus (Colomko al, 1996).
composed of neurons optimally tuned to a different category, aq in the case of visual pathways, the auditory pathways

of the monkey brain may be divided into dorsal and ventral

| . het Thi sation has b desi d‘?)rocessing streams. Area Tpt of the posterior superior
ocation to anothet.This organization has been designate temporal gyrus, for example, may play a prominent role in

‘selectively distributed processing’ (Mesulam, 189%eeck the dorsal audio-fugal stream of processing, and may be

et ?'-’ 199.5) to S.Et .'t apart from ot_her models based Onspecialized for detecting the spatial localization of sound
equoter!nallly d'St”bUtEd. processing  (Lashley, 1929)'sources, whereas the more anterior and ventral parts of the
parallel distributed processing (Rumelhart and MCCIe"andSUperior temporal gyrus may be specialized for identifying

192?2\ andhr?r:)dlfjlla\;lprf\(;iess“ni?ﬁ(l:rcr):ciri, igf)\'[\m in Eig. 2b complex auditory sequences and species-specific vocaliza-
oug € flow of visual information Sho 9- jons (Leinonenet al, 1980; Heffner and Heffner, 1984;

obeys a core hlerar_chy, it also contains many nodes_ 0golombo et al, 1996). The role of the superior temporal
convergence and divergence embedded within multiple ) . : e . o
) yrus in the auditory identification of species-specific calls
parallel pathways. This arrangement offers the well-know ) .
pears analogous to the role of inferotemporal cortex in

computational advantages of parallel processing. It also help . e . : ;

to sort the undifferentiated visual information that impinges,ace |<_jent|f|cat|on., bqth processes serving crucial functions
on the eye into attributes that become available for new" soqal _commumgaﬂqn. L :
combinatorial permutations. This process may be likened to A S|m|I§1r organization may exist in the hgman brain.
the prismatic diffraction of white light into primary colours Neurons in Al are tuned FO pure tones and pitch, Whergas
which, in turn, become available for creating a large numbef0Se ©f the mid to anterior parts of the human superior

of secondary and tertiary colours not present in the original€MPoral gyrus are relatively unresponsive to pure tones
spectrum. and non-linguistic noises but respond to specific phonetic

parameters of spoken language (Peterstnal, 1988;
Déemonetet al, 1992; Zatorreet al, 1994). The superior
Auditory experience temporal gyrus neurons are broadly tuned to the segmentation

The primary dimension of auditory mapping is tonotopic. 2nd sequencing of phonemes as well as to their coherence
The superior temporal plane of the monkey contains thredithin polysyllabic and compound words (Creutzfegdtal,
tonotopic maps, one each in areas Al, R and CM, raisind989). They encode speech at a presemantic level, since they
the possibility that the primate cerebral cortex containgespond to spoken real words as readily as to distorted
multiple auditory areas just as it contains multiple visualbackward speech (Creutzfeldt al, 1989). They may thus
areas (Rauschecket al, 1997). Two of these areas, Al and be analogous to the visual word-form neurons of the fusiform
.and occipitotemporal areas where word-forms are processed
Js perceptual patterns rather than symbols. The middle
temporal gyrus in the human brain (BA 21) appears to

“The ‘specialization’ of an anatomical region for a certain task cangontain a further downstream auditory association area, since
theoretically be assessed by calculating the sum of changes (in metabolism imatelv half of it . hiahl lecti
relative frequency of firing or cross-correlation of activity) across the entire@PProXimately half of its neurons give highly selective

region of interest when responding to one versus another class of stimuli.responses, mostly in the form of suppression, to

3 Just so much honour, when thou yield'st to me,/Will waste, as this flea
death took life from theelohn DonneThe Flea
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understandable speech but not to distorted speech (Creutzfeldtin keeping with these expectations, prominent learning
et al, 1989). effects have been identified in downstream unimodal
These observations suggest that the flow of auditonassociation areas of the cerebral cortex. In the monkey, for
information in the human brain may follow a template similar example, when pattem is paired with patteri in a paired-
to the one in the visual modality (Fig. 2c). Although the associates task acquired prior to the recording period, an AIT
evidence is not as easily interpreted as in the case of visugleuron responsive tB but not toa will increase its firing
pathways, it appears that upstream auditory areas tend {@ anticipation of towards the end of the delay period
encode more elementary features such as frequency and pit@gilowing stimulation bya, showing that it has learned the
whereas downstream areas may contain neuronal groups t"b’f’f‘bitrary association between the two stimuli (Nastaal.,
encode more composite features related to the identificatiofgge). Neurons in AIT also display a familiarity response to
of words (‘wr’ in Fig. 2c), the localization of sound sources faces encountered as long as 24 h ago, indicating that the
(‘s in Fig. 2c), the categorization of object-specific sounds,jnitial exposure had been stored in long-term memory (Fahy
and perhaps also the characterization of individual voicet a1, 1993). These observations have led to the suggestion
patterns (area ‘v’ in Fig. 2c). that the downstream visual association cortices in the temporal
lobe act as a ‘memory storehouse’ for object vision (Mishkin,

Sensory fidelity and memory in unimodal areas 1982; Nayaet al, 1996). Analogous long-term memory
One of the most important principles in the organization oféncoding probably exists in the downstream components
the primate cerebral cortex is the absence of interconnectio¥ unimodal auditory association cortices, although these
linking unimodal areas that serve different sensory modalitiesphenomena have not been investigated as extensively as those
In the monkey, for example, the auditory association cortexn the visual modality. Modifications of synaptic efficacy, such
in BA 22 has no direct connections with the visual associatioras those necessary for long-term potentiation and depression,
cortex in BA 19, BA 20 or BA 21 (Pandya and Yeterian, have been obtained in the human middle and inferior temporal
1985). Neurons in visually responsive areas such as BA 19gyri and could mediate similar long-term encoding (Chen
21 do not respond to auditory stimuli, and neurons in auditoryet al, 1996).
cortices such as BA 22 do not respond to visual stimuli. This The foregoing comments indicate that the neural nodes in
is particularly interesting since many of these unimodalFig. 2c can both identify and record visual and auditory
association areas receive monosynaptic feedback projectioesents. Furthermore, evanescent cross-modal coherence of
from heteromodal cortices which are responsive to bothhe visual and auditory features encoded by the nodes in
auditory and visual stimuli. The sensory-petal (or feedback):ig_ 2c could arise through the temporal synchrony of the
projections from heteromodal cortices therefore appear t@yo sensory channels during the actual unfolding of an event.
display a highly selective arrangement that actively protectgodality-specific cortices may thus initially appear to provide
the fidelity of sensory tuning during the first four synaptic g)| the necessary ingredients for the stable registration of
levels of sensory-fugal processing. . experience. A brain that contained only those components
Virtually every neuron and synapse in the CNS canghown in Fig. 2c, however, would face serious challenges if
potentially alter its excitability or efficacy in a manner that g associative synthesis or retrospective reconstruction of the
allows the storage of information for periods of time ranging ¢ |eyant experience became necessary. It would be impossible,

from a few miliiseconds to a I|f_et|me. The molecular andf r example, to encode the relationships between the visual
cellular bases of such learning include a broad spectrum o‘,f

h h ible alterati in th quct nd auditory components of the experience, since the two sets
phenomena such as reversible alterations in the conductange, i, qa| cortices have no interconnections. Experience for
of ionic channels, long-term potentiation (or depresslon)Su

. i . ch a brain would therefore tend to be incoherent across
changes of synaptic efficacy, and the expression of genes . ) .
Multiple channels of sensory processing. The unimodal

which alter the structure and number of synapses (Ba"e%\ssociation areas in Fig. 2c would be sufficient for deciding

et al, 1996; Bear, 1996). Durable learning effects, howeveri h foat f q wo f dentical
would be least desirable among neurons of the first synaptié € sensory features of two words or two faces are identica
or not, and even for distinguishing one object category from

level, where the accurate registration of new inputs :
necessitates a rapid return to a narrowly tuned baselinénOther’ but could not Ig_ad from word to meaning, from
whereas they would be highly useful at more downstreanPhySiognomy to recognition, or from sensory events to
levels, where synaptic plasticity, induced by life experiencesCOnerent experiences. Such transformations of sensation into
could play a critical role in the adaptive modification of cognltlon necessitate the part|C|_p_at|on of a different class of
response patterrs. cortical areas that can be classified as transmodal.

5 Breuer expressed this succinctly when he said that the mirror of a telescope

cannot at the same time be a photographic plate (Breuer and Freud, 1898:rom perception to recognition: transmodal
Although experience-induced changes have been reported in primary sensog

areas in the adult brain of phylogenetically more advanced species (Creut ateways

feldt and Heggelund, 1975; Wiesel, 1981; Cruikshank and WeinbergerTransmodal areas and binding

1996), they tend to be less common than in association or limbic areas, a dal includ Il het dal limbi d
require more drastic circumstances such as prolonged exposure to anomalot§&nsmodadal areas incluae all heteromodal, paralimbic an

visual input, nerve section and limb amputation. limbic areas and occupy the fifth and sixth synaptic levels
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in Fig. 2d. Their only common feature is the absence ofcan be likened to obtaining green by superimposing a blue
specificity for any single modality of sensory input. They and a yellow lens, which can then be separated from each
receive afferents predominantly from the more downstreanother to yield back the original uncontaminated colours.
parts of unimodal areas and from other transmodal region¥ransmodal areas allow multidimensional integration through
(Fig. 1). These connections are reciprocal and enablewvo interactive processes: (i) the establishment, by local
transmodal areas to provide a site for multimodal convergenceeuronal groups, of convergent cross-modal associations
and also to exert a ‘top-down’, ‘sensory-petal’ or ‘feedback’related to a target event; and (ii) the formation of a directory
influence upon unimodal areas. pointing to the distributed sources of the related information.

Everyday experiences unfold in multiple modalities. TheTransmodal areas can thus enable the binding of modality-
establishment of a durable record of experience, and itspecific information into multimodal representations that have
associative incorporation into the existing base of knowledgedlistributed as well as convergent components.
necessitate multimodal integration. The desirability of such Transmodal areas are not necessarily centres where
integration (or binding) had been articulated and its presenceonvergent knowledge resides, but critical gateways (or
postulated on multiple occasions. The most widelyhubs, sluices, nexuses) for accessing the relevant distributed
acknowledged version was introduced more than threanformation (Mesulam, 1993. Paradoxically, they also
centuries ago by Descartes, who proposed a convergence pfovide ‘neural bottlenecks’ in the sense that they constitute
sensory information within the pineal gland, where theregions of maximum vulnerability for lesion-induced deficits
immaterial mind could observe the representation ofin the pertinent cognitive domain. Transmodal areas in
experience provided by the material brain. Although Cartesiaulifferent parts of the brain share similar principles of
dualism has attracted severe and often justified criticisnorganization, each in relation to a specific cognitive domain.
(Dennett and Kinsbourne, 1992), the convergence that iExamples that will be examined in this review include the
postulated continues to be as compelling now as it was themivotal role of midtemporal and temporopolar cortices in face
Its organization, however, appears to entail more than and object recognition, Wernicke’s area in lexical retrieval,
spatial confluence within a single theatre where, in Dennetthe hippocampal—entorhinal cortex in explicit memory, the
and Kinsbourne’s words, ‘it all comes together’ for the prefrontal cortex in working memory, the amygdala in
benefit of its immaterial spectator. As will be shown in the emotion, and the dorsal parietal cortex in spatial awareness.
following discussion, the brain favours a distributed type of
Cartesian convergence where there are multiple theatres and
where the actor and spectator are one and the same. Face recognition and associative agnosias

The neuroanatomy of the 1960s and 1970s identifiedownstream visual association cortices are essential for the
several areas for multimodal convergence, raising theategorical encoding of faces and objects. By itself, this
possibility that these might be the sites where ainformation would provide an isolated percept devoid of
multidimensional synthesis of knowledge, memory andmeaning or context. The ability of this modality-specific
experience could be taking place. The logistic andperceptual information to activate the relevant multimodal
epistemological arguments against such a purely conveassociations that lead to recognition requires the mediation
gent organization of knowledge have been enumerated oof transmodal cortical areas. In the monkey, for example,
multiple occasions (Goldman-Rakic, 1988; Mesulam, 1990unimodal AIT neurons are sensitive to the sensory properties
McClelland, 1994). Two of these objections are most relevanof face stimuli whereas more downstream transmodal neurons
to this review: (i) if knowledge ofa was encoded in of the superior temporal sulcus are also tuned to more
convergent form by a small number of neurons within acomplex aspects of faces such as their expression and
transmodal area, the brain would have to resolve thdéamiliarity (Young and Yamane, 1992). In humans, the
cumbersome problem of conveyingrelated information in  perceptual identification of unfamiliar faces activates
all relevant modalities to the one highly specific addressunimodal visual association areas in the fusiform region,
where this convergent synthesis is located; (ii) the modalitywhereas the recognition of familiar faces also activates
specific attributes ofa would succumb to cross-modal transmodal nodes, including those in the lateral midtemporal
contamination during the process of convergence and theortex (Gorno Tempinét al, 1997). Other transmodal areas,
sensorial fidelity of the experience would be lost. This seconduch as those in the temporopolar cortex, also appear to play
circumstance can be likened to the mixing of yellow andan important role in face recognition, since their involvement
blue to obtain green, a process which precludes the subsequent neurological lesions frequently impairs the ability to
extraction of the original hues from the resultant mixture. recognize famous faces (Tranet al, 1997). Transmodal

Both objections can be addressed by assuming that th@reas in the midtemporal and temporopolar cortex
role of transmodal nodes is not only to support convergenfrepresented by area ‘T’ in Fig. 2d) may therefore act as
multimodal synthesis but also, predominantly, to creategateways for binding the additional associations (such as the
directories (or address codes, maps, look-up tables) faname, voice, expression, posture, and private recollections)
binding distributed modality-specific fragments into coherentthat collectively lead to the recognition of familiar faces.
experiences, memories and thoughts. This alternative processSome neurological lesions lead to a specific face
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recognition deficit known as associative prosopagndsiasperform this task but retains the ability to determine if two
This syndrome is most commonly caused by bilateral lesiongbjects are perceptually identical or not. In analogy to
in the mid to anterior parts of the lingual and fusiform gyri. prosopagnosia, object agnosia appears to represent a
Bilateral lesions in this part of the brain are not infrequentdisconnection between visual association areas involved in
since the posterior cerebral arteries which supply the relevarihe categorical encoding of visual entities and transmodal
regions arise from a common basilar trunk. In the scheme ofiodes analogous to ‘T’ in Fig. 2d.
Fig. 2d, associative prosopagnosia can potentially arise from The question may be asked why all visual agnosias are
one of three different types of interruption in the connectionsnot of this type. If the fusiform and inferior occipital areas
between area ‘f’ and transmodal node ‘T’: (i) the visual inputspecialized for face and object identification are organized
into region ‘f’ of the fusiform face area may be interrupted as described above, how can a prosopagnosic patient with
by a more upstream lesion; (ii) area ‘f" may be damageddamage to these areas continue to name and identify objects
directly; (iii) the output from area ‘f’ to the inferotemporal and faces at a categorical level? Conceivably, the encoding
heteromodal cortex (‘T’ in Fig. 2d) may be interrupted by a of proprietary features that lead to subordinate classification
more downstream lesion. In all three instances perceptiomay require more information than the encoding of generic
(as tested by the ability to tell if two faces have an identicalfeatures. The identification of unique exemplars would thus
shape) can be relatively intact, presumably because momecessitate the participation of a larger group of neurons or
upstream areas of the occipito-temporal cortex remain intacfurther downstream processing. Object agnosia may therefore
Although a prosopagnosic patient cannot recognize familiarepresent the outcome of a more extensive or more upstream
faces by visual inspection, recognition becomes possibléesion than that associated with prosopagnosia. Although
when information in a non-visual modality, for example the clinical reports show that the lesions in object agnosia appear
voice pattern characteristic of that person, becomes availablgery similar to those in prosopagnosia, minor differences in
This auditory information can presumably access transmodaésion size or location could easily escape detection in case
area ‘T’ through area ‘v’ of the unimodal auditory cortex in studies based on cerebrovascular accidents.
Fig. 2d, leading to the activation of the other distributed A second potential distinction between prosopagnosia and
associations that lead to recognition. Furthermore, a face thabject agnosia may be based on the memory systems that
is not consciously recognized can occasionally still elicit asupport the recognition of generic versus proprietary
physiological emotional response (Bauer, 1984; Tranel anéhformation. The generic recognition of familiar objects is
Damasio, 1985), presumably because the damage is locatpdrt of semantic knowledge, whereas the recognition of
downstream to ‘f’ and interrupts its connections to area ‘T'familiar faces and objects is more closely related to
but not to limbic areas such as those represented by area ‘Hutobiographical experience. Although prosopagnosia and
in Fig. 2d. object agnosia are usually seen after bilateral lesions, these
The most conspicuous manifestation of prosopagnosia isyndromes do occasionally arise after unilateral lesions, in
the impaired recognition of familiar faces, including the which case prosopagnosia tends to result from lesions in the
patient's own face. However, patients with prosopagnosiaight hemisphere and object agnosia from lesions in the left
can also display impaired subordinate-level recognition of Farah and Feinberg, 1997). This dissociation is interesting
additional object categories (Damasio, 1985). Such patientsince the right hemisphere appears to have a greater role in the
may have no difficulty in the generic recognition and namingactivation of autobiographical memories (Fiakal, 1996).
of object classes (for example, they may recognize and name Associative agnosias have also been identified in the
a car as a car or a face as a face) but may not be able tuditory modality. Patients with a condition known as auditory
determine the make of a particular car, recognize a favouritebject agnosia fail to associate the ringing of a telephone or
pet, or identify a personal object from among other exampleshe siren of an ambulance with the corresponding entity, even
of the same category. This additional feature of prosopagnosithough more elementary auditory perceptual abilities remain
raises the possibility that area ‘f’ may also participate in therelatively preserved. This syndrome may reflect a
identification of objects other than faces or, alternatively, thatlisconnection of unimodal auditory areas specialized for
most lesion sites may involve immediately adjacent regiongncoding auditory properties of familiar objects from
that encode additional object categories. transmodal nodes (such as ‘T’) that coordinate their
If prosopagnosia represents an impairment of subordinatenultimodal recognition. The lesions that give rise to auditory
level recognition, associative visual object agnosia representgynosia typically involve the auditory association cortex, but
an impairment that extends to the level of categoricalthe more detailed anatomical correlates of this relatively rare
recognition. The patient with this syndrome can neithersyndrome remain to be elucidated (Spretral, 1965).
name a familiar object nor describe its nature. While a Associative agnosias arise when unimodal areas specialized
prosopagnosic patient can tell that a face is a face and for categorical perceptual encoding fail to access transmodal
pencil is a pencil, a patient with object agnosia is unable tagyateways that lead to explicit multimodal recognition and
6 . . . _ conceptual knowledge. The transmodal areas involved in this
This syndrome should be differentiated frapperceptivgprosopagnosia,
where the face recognition deficit results from faulty visuospatial per-process are not centres for convergent Conceptual knowledge,
ceptual synthesis. but optimal conduits for accessing the relevant distributed
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associations. These syndromes highlight the importance ahemory! is critically dependent on a special type of binding
sensory-fugal pathways to the process of recognition andubserved by transmodal nodes within the limbic system,
offer a neuroanatomical basis for the distinction betweerespecially within its hippocampal and entorhinal components.
perception and recognition. Other cognitive domains, such The first case report describing the onset of severe amnesia
as explicit memory, language, spatial awareness and emotiom a patient with bilateral hippocampal damage was published
display analogous principles of organization but revolvein 1900 by Bechterew. Since then, a very large number of
around transmodal gateways located in different parts oflinical observations have shown that limbic lesions,
the brain. especially those that involve the hippocampal—entorhinal
complex, completely abolish the conscious recall of new and
recent events while allowing relatively more effective access
to remote memories and semantic knowledge (Scoville and

Arbl'Frz_iry associations of sensory experience: Milner, 1957; Signoret, 1985; Mesulam, 1988; Nadel and
eXpII_CI_t memory and |<'_ngtfage Moscovitch, 1997). Lesions outside the limbic system do not
Explicit/declarative/episodic memory lead to similar deficits.

The encoding of space, colour, movement and form displays The amnestic state caused by limbic lesions is characterized
considerable species-specific invariance and is relativelpy dissociation between the explicit/declarative/episodic
unaffected by peculiarities of individual experience. Muchrecording of new experience, which is severely impaired,
of mental content, however, is based on idiosyncraticand the implicit learning of motor tasks and perceptual
associations which endow percepts and events with personassociations, which is relatively preserved. An amnestic
significance. The recording and explicit recall of thesepatient, for example, may develop new motor skills, improve
arbitrary relationships require the establishment of long-ternperformance in priming and stem completion tasks, and learn
memories. The long-term storage of individual experiencedo avoid situations that have recently been associated with
becomes increasingly more important in nervous systemaversive consequences, even when he or she has no conscious
where the linkage of sensation to cognition is complex, andnemories of the relevant experiences (Clagare1911;
where experience can alter the contingencies signalled by Milner et al, 1968; Schacter, 1995). In addition to the
sensory event. It would seem superfluous to evolve a personahpairment of new learning (anterograde amnesia), these
system of explicit memory if future contingencies are identicalpatients also display a retrograde amnesia for events that
to those of the past, and if the significance of sensory eventsccurred before the onset of the limbic lesion, and a gradual
does not vary from one time to another, or from one individualshrinkage of the time period encompassed by this retrograde
to another. In the frog, where a certain retinal patternamnesia in the course of recovery (Benson and Geschwind,
invariably signals a bug to be snapped at, regardless df967). The shrinkage of the memory impairment during
context or experience, the encoding of individual encountergecovery suggests that some of the memories lost to retrograde
would appear relatively unimportant. In fact, even the mostamnesia had not been obliterated, but had become impossible
rudimentary form of conditioning has been quite difficult to to retrieve.
establish in frogs (Russek, 1969). These observations, especially those related to the
The situation is drastically different in the primate brain. shrinkage of the retrograde amnesia, suggest that the limbic
Each component of the unimodal and transmodal cortesystem is unlikely to be a central storage site for memories.
appears to participate in learning arbitrary associations in ité\ccording to a model of explicit memory which is gradually
own area of specialization. The inferotemporal cortex encodeattracting considerable support, facts and events are initially
new information in memory tasks related to faces andecorded at multiple sites with an anatomical distribution that
complex visual patterns (Sobotka and Ringo, 1993; Nayaeflects the modality- and category-specific aspects of the
et al, 1996; Owenet al, 1996; Squire and Zola, 1996), relevant information. This information is relayed, through
the midtemporal cortex in memory tasks related to wordgeciprocal multisynaptic pathways, to transmodal nodes
(Ojemannet al, 1988), the dorsal parietal cortex in memory within the limbic system. These transmodal nodes appear to
tasks related to spatial relationships (Roland and Friberg, . .

985; Owenet al, 1996), and the posterior parietal and Explicit memoryrefers to voluntary and conscious recall that can be
1 ’ R , p_ - p ¢ reported overtly;episodic memoryefers to the explicit recall of personal
prefrontal cortices in memory tasks involving multimodal experiences, including their temporal and spatial contexts and the feeling of
associations (Kapuet al, 1996; Haxbyet al., 1997%) having been theresemantic memoryefers to the explicit recall of general

. bli h d K ’ led ? h h a?d invariable facts related to the world around disclarative memorys

In accessing eStf'i IShed knowle ge,_ SUC_ as the name Q'collective term referring to episodic and semantic memories and is
a colour, the meaning of a word or the identity of a familiar usually used as a synonym for explicit memoiryiplicit memoryrefers to
face. recall is based on rich and stable associations that hagcumstances where exposure to a task or stimulus influences future
b ' lidated f | d d Eﬁrformance even when the subject has no conscious awareness of the

een consolidated for many years. In order to encode angperience related to the prior exposure.

access new facts and experiences, however, fragile and
initially sparse linkages have to be established, nurtured an%The interconnected components of the limbic system include the cortical
. - . . P areas in the paralimbic and limbic zones, the limbic nuclei of the thalamus
inserted into the matrix of existing knowledge. This kind of

; o . : " (such as the midline, anterior and magnocellular dorsomedial nuclei), and
learning, also known as explicit, declarative or episodicthe hypothalamus (Mesulam, 1985
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play their critical roles by establishing a directory that guidesupdating and associative elaboration, which collectively lead
the binding of the modality- and category-specific fragmentdo the consolidation of new memories. At the initial stage of
of individual events into coherent multimodal experiencesencoding, a new fact or event has few associations and
(Mishkin, 1982; Damasio, 1989; Mesulam, 1990; McClelland,depends on the limbic system for maintenance and coherent
1995; Squire and Zola, 1996; Nadel and Moscovitch, 1997). Imetrieval. In time, as additional linkages become established
addition to its binding function, the hippocampal—entorhinalthrough reciprocal connections with other transmodal and
complex also appears to promote the stable encoding afnimodal areas, the relevant information can be probed
new associations in other parts of the neocortex, includinghrough numerous associative approaches and becomes less
unimodal sensory areas (Halgren al, 1985; Eichenbaum dependent on the limbic system. The participation of the
et al,, 1996; Higuchi and Miyashita, 1996). hippocampal—-entorhinal complex in retrieval is likely to be
When a critical volume of the limbic system is destroyed,most critical for the most recently acquired memories, for
new associations become more fragile and the process tiiose that have limited resonance with other mental contents,
binding is jeopardized. Consequently, fragments of new anfor those that have been registered casually rather than
recent events cannot be integrated interactively into théntentionally, for those with relatively weak emotional
overall fabric of consciousness with the type of coherencevalence, for those that require extensive cross-modal
that is necessary for declarative recall. However, some of thimtegration, for those that have been recalled rarely and have
information related to new events continues to be encodetherefore failed to establish associative elaboration, and for
in the neocortical association cortex in a manner that supporthose that require the reactivation of idiosyncratic contextual
implicit learning. The unbound, fragmentary form of this anchors related to temporal and spatial circumstances. The
information helps in understanding why implicit learning existence of such multiple factors helps to explain why the
tasks such as priming are so sensitive to the surface (rathgulnerability of a memory to retrograde amnesia is not always
than associative) properties of the stimuli and why they area simple function of its time of acquisition and why clear
resistant to transmodal generalization (Schacter, 1995). Thetemporal gradients are not universally found in amnestic
is probably no fundamental difference in the type of encodingpatients.
that is involved in implicit versus explicit memory. Inimplicit ~ Memory consolidation appears to involve a gradual
memory, the information remains in the form of isolatedincrease in the density of the matrix that binds the components
fragments, mostly within unimodal and heteromodalof the memory to each other and to other aspects of mental
association areas; in explicit memory it becomes incorporatedontent. The outcome is to increase the number of associative
into a coherent context through the binding function of limbicapproaches through which the memory can be probed. The
nodes. In keeping with this formulation, tasks of explicit hippocampal—entorhinal complex may well participate in the
memory lead to the activation of medial temporolimbic asretrieval of all autobiographical and episodic memories,
well as neocortical areas, whereas tasks of implicit memoryecent and remote, and even in the retrieval of the semantic
lead to the activation predominantly of neocortical areaknowledge related to arbitrary facts about the world, but it
(Squireet al, 1992; Haxbyet al, 1997%; Seecket al, 1997). may no longer be critical for the recall of facts and events
One of the most important components of the amnestithat have established a rich matrix of associations. In keeping
state is retrograde memory loss. Retrograde amnesia is usuallith this formulation, functional imaging experiments show
much more severe for events that occurred just before ththat the magnitude of hippocampal—entorhinal activation
onset of the limbic lesion than for those of the distant 8ast,during memory retrieval is inversely proportional to the
and more severe for autobiographical-episodic experiencestrength of encoding (Peterssenal.,, 1997). The transmodal
than for semantic knowledge (Nadel and Moscovitch, 1997)nodes that play a critical role in the retrieval of consolidated
In general, the severity of the anterograde amnesia in patienksiowledge remain outside the limbic system. Examples
with hippocampal—entorhinal lesions tends to be correlatechclude the relationship of transmodal midtemporal and
with the severity of the retrograde component, suggestingemporopolar cortices to the recognition of familiar faces
that the limbic components are as crucial for encoding asnd, as will be shown below, that of Wernicke’s area to
they are for retrieval (Nadel and Moscovitch, 1997). Thethe recognition of words. Thus even the most massive
hippocampal subregions that participate in retrieval may béippocampal—entorhinal lesions sustained during adulthood
different from those that participate in encoding (Gabrielispare areas of consolidated knowledge such as the recognition
et al, 1997), providing a potential explanation for the of familiar faces and lexical retrieval.
emergence of major dissociations between retrograde and Why is new learning dependent on the limbic system? A
anterograde amnesia in some patients (O’Coehat, 1992). tentative answer may be based on the constraints that the
The emergence of retrograde amnesia and the tempor@NS faces: the number of neurons is fixed with little hope
gradient that it displays in some patients suggest that thef obtaining new ones, every existing neuron is already
hippocampal—entorhinal complex and association neocorteaccupied by previously stored information, new information
are involved in a continuing process of reconstruction,needs to be written on top of existing items, and the amount
of new information is boundless. The CNS may therefore need
9 This is known as Ribot’s gradient. to be protected from learning too rapidly and indiscriminately,
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since this could jeopardize the stability of existing knowledge Transmodal

(McClelland, 1995). An initial filtering is provided by

attentional systems which select subsets of behaviourally /
relevant events for further consideration. The limbic system

appears to erect a second line of defence. It provides a

mechanism that allows the rapid learning of behaviouraly C +————»

relevant relationships, but in an initially transient (limbic-

dependent) form that may induce a relatively small amount of

permanent change in the association cortex. This transitional ‘\»
period may allow new memories to enter associative Tr B
readjustments before being assimilated in a more permanent

form and also to compete with each other, allowing only theF19: 3 A, B and C represent unimodal areas of the cerebral

fittest t lidify their hold . ti cortex. Tr represents a transmodal node of the cerebral cortex. Ta,
ittest to solidify their hold on precious synaptic space. Tb and Tc represent neuronal groups within T that are

Through these processes, the limbic system simultaneouspyeferentially interconnected with A, B and C, respectively.
satisfies the need to limit the indiscriminate influx of new Arrows denote monosynaptic reciprocal connections. The circuit

learning and the need to adapt to a rapidly ChangmgA —Ta—Tb-B is emboldened to show the preferential strengthening
environment (McClelland, 1994). (+) of the Ta—Tb and Th—Ta synapses upon the simultaneous

The question may also be asked why a function as vna?cuvat'on of Aand B.

as explicit memory should display a critical dependency on
a phylogenetically primitive part of the brain such as thein the encoding of the memory both because it contains the
limbic system. One explanation is that explicit and declarativedirectory which points to A and B and also because it
memory could have developed to recall contingenciesontains some convergent synthesis of A and B. There are
associated with food and danger. In the course of phylogenetiovo kinds of plasticity involved in this process: (i) local
development, the scope of explicit memory could havechanges in A or B—for example, a face that has become
expanded beyond the confines of appetitive and defensiviamiliar may elicit an altered firing pattern in the face-
behaviours while maintaining its anatomical dependency omesponsive regions of the visual association cortex (Rolls
the limbic system. The obligatory involvement of the limbic et al, 1989); and (ii) remote changes in the pattern of
system in memory and learning also ensures that sensogdditional areas that are conjointly accessed by Tr—for
events with high emotional and motivational valence will example, as a result of increasing familiarity the face may
enjoy a competitive advantage. Furthermore, the limbicelicit activation in a different set of distant association areas
system is particularly prone to long-term potentiation effects(Gorno Tempiniet al,, 1997).
and is also one of the few areas that continue to display Figure 3 also helps to illustrate how such a circuit can
axonal sprouting during adulthood (Benowit al, 1989; support the three major forms of remembering: associative
Bliss and Collinridge, 1993). These properties make theaetrieval, voluntary recall and recognition. Associative
limbic system highly suitable for serving a critical role in retrieval occurs when one sensory component, such as A,
the organization of new learning. leads to the activation of the entire template; voluntary recall
Unravelling the processes by which directories forreflects the access to both A and B through the intrinsic top-
multimodal binding are constructed within transmodal areasgdown activation of the relevant transmodal area Tr, and
including those of the limbic system, continues to poserecognition occurs when the input matches the existing
formidable challenges. The Hebbian rule of covarianceemplate. Area Trin Fig. 3 could represent the hippocampal-
(Cruikshank and Weinberger, 1996) and the existence ofntorhinal complex in the process of explicit memory;
reciprocal neural interconnections between unimodal andnhidtemporal or temporopolar cortices in face and object
transmodal areas may provide two essential ingredients faecognition; and, as will be shown below, Wernicke's area
this process. Figure 3 attempts to illustrate how synchronoum lexical retrieval, the amygdala in motivation, and the
activity in two unconnected unimodal areas can leave gosterior parietal cortex in directed spatial attention. In the
record of this relationship in a transmodal area so that thease of explicit memory, a lesion in Tr does not obliterate
future activation of one can elicit the reactivation of thethe entire ‘memory’, but interferes with the coherent binding
other. In this diagram, A and B represent sensory components its distributed features. The information encoded in A and
of the same event. Temporally synchronous activation of AB remains relatively unchanged in a manner that can sustain
and B will lead to synchronous activation in Ta and Tb processes related to implicit learning.
within transmodal node Tr. The rule of covariance is expected The registration and recall of recent experience involves
to elicit a strengthening of the Ta—Tb and Th—Ta synapsea great deal of sorting, associative search, recombination,
so that the next isolated excitation of either A or B will lead selection and reintegration. The heteromodal cortices of the
to the preferential conjoint activation of the other memberfrontal and parietal lobes play a critical role in controlling
of the pair, rather than area C. The ‘memory’ in this procesghese aspects of memory formation and recall. These
is collectively encoded in A, B and Tr. Area Tr participates transmodal nodes seem to participate in numerous memory-
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related functions, including the reconstruction of context ancbe related mostly to the stage of word retrieval. Damage to
temporal order, the guidance of encoding and retrieval, antlVernicke’s area (posterior third of BA 22 and immediately
the associative search of internal data stores. They alsadjacent parts of the heteromodal cortex in BA 39-40), on
provide contextual constraints to keep the reconstructethe other hand, causes severe comprehension as well as
memories within the bounds of plausibility. Damage to thenaming deficits. This is one of the very few lesion sites that
prefrontal cortex increases the effort needed for encodingives rise to two-way naming deficits where the patient can
and retrieval, causes an impoverishment of associativaeither retrieve the name of an object nor point to the
linkages that are necessary for reconstructing context anappropriate object when the name is supplied by the examiner.
temporal order, decreases the speed with which internal data These observations may initially suggest that Wernicke’s
stores are searched, and also increases the tendency aa could be the site of a central lexicon where word
confabulate (Mesulam, 1985 Moscovitch, 1995; Curran representations are stored. Three sets of clinical correlations,
et al, 1997). In keeping with these clinical observations,however, suggest a different interpretation: (i) patients with
almost all tasks of explicit memory yield consistent activationdamage to Wernicke’s area pour out an excessive volume of
in heteromodal association cortices, especially in prefrontalvell-articulated words, although the resulting speech conveys
areas (Tulvinget al,, 1994). little meaning; (ii) lesions that interrupt auditory or visual
The process of explicit memory represents one of the modhput to Wernicke’'s area cause modality-specific compre-
fundamental means of incorporating sensory information intdiension deficits for spoken or written words but leave intact
cognition. It allows each individual to construct a uniquethe ability to verbally articulate thoughts and intentions; and
record of experience and knowledge based on events dfii) lesions that spare Wernicke's area but interrupt its
personal significance. A memory has no anatomicatonnections with other parts of the association cortex impair
boundaries. Its encoding and retrieval involve almost all partéanguage comprehension and the ability to translate thoughts
of the association cortex, but with an orderly anatomicalinto words. Such observations have led to the conclusion
distribution of component processes: relevant unimodal anthat Wernicke’s area is as unlikely to be a central repository
transmodal areas encode the sensory aspects; the limtior the mental lexicon as the hippocampal—entorhinal complex
system binds this information into a coherent whole; ands to be a central bank for recent memories. Instead, the role
prefrontal and other heteromodal areas guide the orderliness Wernicke’s area might be conceptualized as that of a neural
of storage and retrieval. gateway that coordinates reciprocal interactions between the
sensory representations of word-forms and the arbitrary
(second-order or symbolic) associations that give them
Words and language meaning. According to this formulation, damage to
Language is based on a special kind of relationship betweeWwernicke’s area does not necessarily obliterate word
sensation and cognition. It allows the formulation andrepresentations but makes it impossible to understand
communication of experiences, thoughts and memorie§decode) words in any modality of input, or to link (encode)
through the mediation of arbitrary symbols known as wordspercepts and concepts into corresponding word-forms. Thus,
The arbitrary associations between word and meaninghe relationship of Wernicke’s area to lexical knowledge is
eventually enter the realm of consolidated knowledge andanalogous to the relationship of transmodal areas in the
as in the case of familiar face and object recognition, becomenidtemporal cortex to the recognition of familiar faces, and
coordinated by transmodal nodes outside the limbic systenthe relationship of the hippocampal-entorhinal complex to
The encoding and activation of associations related tdhe encoding and retrieval of recent experiences.
language follow principles of organization that are quite Functional imaging experiments have started to provide
analogous to those involved in object recognition andconsiderable support for this view and have led to novel
explicit memory. and occasionally unexpected insights. Two types of lexical
Wernicke's and Broca’s areas in the left hemisphere areetrieval tasks have been used in these experiments:
the two perisylvian transmodal nodes that provide pivotalsensorially evoked and conceptually (or semantically) evoked.
gateways for linking sensory word-forms to the arbitrary Sensorially evoked tasks where the subject is asked to name
associations that encode their meanings. The critical role ofolours, actions, tools, familiar faces and animals can each
Broca’s area (BA 44—45) in articulation, syntax and grammaitead to the relatively selective activation of separate and
and in the processing of verbs and function words hagliscrete regions of the temporal lobe, very few of which
been demonstrated by multiple clinical and imaging studiesppear to overlap with Wernicke's area (Marénal., 1995;
(Benson, 1985; Mesulam, 1990; Danieleal,, 1994; Nobre Damasicet al., 1996; Martinet al,, 1996; Chacet al,, 1997).
and Plunkett, 1997). Broca'’s area is consistently activated byhe naming of animals and tools, for example, activates the
tasks of word generation, and patients with damage to thigisual association cortex in the vicinity of the fusiform object
part of the brain have difficulty in tasks of confrontation identification areas of the ventral temporal lobe; the naming
naming but not in tasks of word comprehension (Bensonof colours activates an area near the colour-responsive area
1985; Peterseret al, 1988; Martin et al, 1996). The V4 in the left hemisphere; and the naming of tools and of
participation of Broca’s area in nhaming therefore appears tdhe actions related to their use activates an additional posterior
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midtemporal area slightly anterior to the movement-perceptual entities in the word-form areas of auditory or visual
responsive area V5 and a premotor area (also activated kassociation cortex; this representation is relayed through
imagined hand movements), both in the left hemispher&Vernicke’s area and induces optimal resonance in
(Martin et al, 1995, 1996). Conceptually evoked lexical corresponding intermediary lexical areas (‘Lex’ in Fig. 4),
retrieval experiments have led to analogous results. Fdeading to the activation of the associations that define the
example, the generation of a colour word, characteristic ofmeaning of the word. Wernicke’s area would thus appear to
an object shown to the subject in the form of a black-and-play a central role in lexical retrieval and comprehension by
white drawing, leads to activations near the colour area Vécting as a transmodal gateway which links the perceptual
(Martin et al, 1995). It appears, therefore, that lexical aspects of a word form to the distributed associations that
retrieval is a highly distributed function and that the namingdefine its meaning. The organization outlined in Fig. 4 helps
of visual entities and features is mediated by areas adjacetd explain why naming deficits arise after lesions in so many
to those that support the perceptual encoding of thalifferent parts of the temporal lobe, why some of these
corresponding entities and features. This relationship holdkesions can give rise to category-specific anomias and also
when the lexical labelling is triggered by a sensory event inwhy lesions in Wernicke's area give rise to global naming
the outside world and also when it is directed to the conceptualeficts.
knowledge of objects as retrieved from semantic memory. The intermediary lexical areas in Fig. 4 (‘Lex’) contain
Lexical knowledge related to objects is thus anchored to th@art of the distributed knowledge pertaining to colours,
perceptual mapping of the corresponding experience. actions, faces and objects. The location of the regions that
These functional imaging experiments might have led toprovide access to the additional conceptual attributes of
the conclusion that the naming of visual entities is entirelythese visual features and entities seems to follow a similar
controlled by a set of category-specific lexical retrieval sitesorganization. Thus, conceptual knowledge related to animals
located distinctly outside of Wernicke’s area. In fact, lesionsis most likely to become impaired by lesions that involve
and electrical stimulations in these areas are known to yielthe fusiform region, whereas conceptual knowledge related
naming deficits, some of which can be category-specifido tools is more likely to become impaired by more laterally
(Ojemann, 1983; Benson, 1985; Damasb al, 1996). situated lesions that involve the posterior midtemporal cortex,
However, the clinical experience mentioned above also showis the vicinity of V5 (Tranelet al, 1997). Despite this
that the most severe and generalized naming deficits occwimilarity of anatomical organization, the areas that are
as a consequence of damage to Wernicke's area and adjacenitical for lexical access are probably not identical to those
perisylvian regions. The category-specific lexical retrievalthat are critical for accessing additional aspects of conceptual
areas located outside Wernicke’s area therefore appear to Baowledge. Thus, anomic patients may have no difficulty
necessary but not sufficient to support naming. These areatescribing the use and nature of objects they cannot name,
could provide -category-specific prelexical or implicit probably because access to the transmodal gateways that
representations that need to be transformed into explicilnediate object recognition remains intact. This dissociation
outputs (in the form of spoken, written or signed words)of lexical from conceptual knowledge provides the anatomical
through the intervention of Wernicke's area and otherbasis for the separation of thought from language.
components of the language network. Although its spontaneous development only in humans
Figure 4 outlines a neural organization that is consistenendows language with a sense of uniqueness, its neurological
with these observations. According to this figure, sensoriallffoundations are quite analogous to those of other cognitive
evoked verbal naming entails multiple steps: (i) the visualdomains (Nobre and Plunkett, 1997). Word-forms (verbal
input triggers the processes of sensory and perceptuand written), for example, are likely to be encoded within
encoding (in the regions indicated by ‘Per’ in Fig. 4); (ii) a unimodal areas according to the principles that also guide
nearby ‘intermediary’ lexical labelling area is activated the encoding of faces and objects. Lexical labelling,
(shown by ‘Lex’ in Fig. 4); (iii) projections from ‘Lex’ reach furthermore, can be conceptualized as a component of object
Wernicke's area, which acts as a transmodal gateway farecognition in the sense that a name is as much an attribute
activating a corresponding auditory (phonological) word-of an object as its colour, location or past associations. Word
form so that the word can be articulated through the mediatiomomprehension is also an object recognition task where the
of Broca's area and other premotor regions. Conceptuallperceptual features first lead to the categorical identification
evoked lexical labelling takes a similar course except thabf a word as a word, then to a subordinate level identification
area ‘Lex’ becomes activated by an internally generatedf the individual word, and finally to the establishment of
representation evoked by semantic knowledge, probabl
through the intervention of transmodal gateways that mediateo This organization can also provide a neurological substrate for cognitively-
. .. s . based models of speech production. According to Morton (1969), for
ObJeCt recognition, such as area ‘T" in Fig. 2D. example, the mental lexicon is a collection of logogens, each sensitive to
The reverse process of word comprehension related t@s own conceptual or perceptual information. All logogens are simultan-

visual entities and features has not been investigated in Sously active but only some reach threshold in response to a given set of
inputs and then induce a phonological code which eventually results in word

much_ de_tall by fun_ctlonal Imaging. Howeyer, a similar output. The ‘intermediary’ lexical areas in Fig. 4 could provide potential
organization may exist such that words are first encoded ashatomical substrates for logogens.
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Output

Per

Transmodal gateways
for object recognition

Fig. 4 A highly simplified schematic representation of some aspects of lexical retrieval and word
comprehension. Arrows represent reciprocal neural connections. AbbreviatichBriBca’s area;

Lex = areas for encoding prelexical representations related to colours, tools and actiorsaRErs

for encoding sensory and perceptual features related to colour (V4), faces and objects (midfusiform
area), and movement (V5); W Wernicke’s area. Output refers to speech or writing. The transmodal
gateways that mediate object recognition include area T in Fig. 2D. Their organization is discussed in
the section ‘From perception to recognition: transmodal gateways’. The auditory and visual word-forms
are encoded in the auditory and visual ‘wr’ nodes shown in Fig. 2D)

the multiple arbitrary associations that define its meaningnput. The patient with pure alexia is not blind since objects
through the mediation of transmodal nodes in perisylvianand faces presented to the left hemifield can be identified
language areas. Word recognition and retrieval thus proceedith no difficulty. There is also no aphasia since Wernicke’s
according to principles that also guide object recognition andrea and other core language areas are intact. However, upon
associative recall, except that the critical transmodal gatewayseing asked to read, the patient appears Iilliterate since
are located in the perisylvian cortex rather than thelanguage-related transmodal nodes such as area ‘W’ in Figs
midtemporal or temporopolar cortex. 2D and 4 can no longer receive word-form information in
The analogy between the neural organization of languagthe visual modality.
and object recognition is further emphasized by the existence A similar analysis applies to pure word deafness, which
of two types of verbal associative agnosias, known as purarises when area ‘wr’ in unimodal auditory cortex is cut off
alexia and pure word deafness. In contrast to prosopagnosfeom auditory input or when it cannot communicate with
and object agnosia, which emerge when visual informatiomelevant transmodal nodes in area ‘W', usually as a
cannot access area ‘T’ in Fig. 2D, pure alexia (word blindnesstonsequence of bilateral lesions in the superior temporal
emerges when areas that encode visual word-forms argyrus or a unilateral lesion in the left hemisphere. The patient
disconnected from visual input or when they cannotwith pure word deafness is not deaf and can readily interpret
communicate with Wernicke’s area and related componentsnvironmental sounds since parts of the primary auditory
of the language cortex. This usually happens when a lesiooortex and the auditory association areas are usually intact.
of area V1 in the left hemisphere (which by itself yields a Such patients are not aphasic and show no impairment of
right homonymous hemianopia) occurs in conjunction withreading, writing or speaking since their language areas are
a lesion of the splenium, a region of the corpus callosunintact. When exposed to speech, however, the patient reacts
which conveys visual information from one hemisphere toto it as an alien tongue that cannot be deciphered since the
the other. The splenial lesion interferes with the transcallosahuditory information cannot reach language-related
transfer of visual information from the intact visual areas oftransmodal nodes such as those of Wernicke’s area.
the right hemisphere to the visual word-form areas (‘wr’ in  Domains as different as object recognition, explicit memory
Fig. 2D) and transmodal language areas (area ‘W’ in Fig. 2Dand lexical knowledge can thus share common principles of
of the left hemisphere. These areas thus become completetyganization. In each case, specialized transmodal nodes act
disconnected from ipsilateral as well as contralateral visuahs critical gateways for looking up and binding distributed
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multimodal information upon being queried by relevantshown to give differential responses during delay periods of
unimodal inputs. Each of these processes entails convergenag to 20 s, as if they were prolonging the impact of the cue
but much of the convergence is based on knowing where tor anticipating its reappearance. Each part of the unimodal
look up the information rather than on the presence of association cortex seems to participate in the maintenance of
privileged site ‘where it all comes together’. working memory in its own area of specialization. Neurons
with increased activity during delay periods are seen in the
inferotemporal cortex in experiments where the stimuli are
Selective enhancement of sensory experience colours or visual _pattgrns, and_ in the_ posterior parietal.
. . cortex when the stimuli are spatial locations (Fuster, 1990;
through attentional modulation Constantinidis and Steinmetz, 1996). Furthermore, working
Working memory and other ‘top-down’ memory performance in visual and auditory tasks is severely
processes impaired after damage to the inferotemporal and superior
The processing capacity of the CNS is finite and necessitatdemporal cortices, respectively (Horel, 1984; Colombo
a predominantly sequential rather than parallel approach tet al, 1996).
ambient sensory information (Broadbent, 1958; Baddeley, In some instances the inferotemporal or posterior parietal
1996). This situation creates a potentially serious limitationneurons that are sensitive to the cue are also the ones that
since important events can be brief, occur in clusters, andubsequently maintain a higher delay activity when the
unfold on a noisy background full of distractors. If the memory of that same cue must be kept active. In other cases
interaction with the environment had to depend on briefthe two types of responses are dissociated from each other
neural responses which sequentially focused on only oneo that neurons that respond to the cue are different from the
event at a time, the resultant stream of consciousness migbhes that are active during the subsequent delay. Some
lack the coherence and associative depth necessary for objewturons that are active during the delay show stimulus
recognition, explicit memory and lexical retrieval. specificity (will only respond during delays that follow a
If, on the other hand, the neuronal response to a brieparticular colour), whereas others do not (Fuster, 1990;
sensory event could be prolonged beyond the duration of thBesimone, 1996).
actual event, linkages with past memories, lexical labels and Although unimodal association areas can sustain the
other events in the environment would become more likelyprocess of working memory within their own preferred
despite the limitations of real-time processing capacity. Suclsensory domain, the lateral prefrontal transmodal cortex
a prolongation of neural responses is achieved by thappears to play a uniquely critical role in orchestrating
intervention of working memory, a special type of attentionalworking memory in all domains of neural processing.
process which enables the temporary, on-line holding oPrefrontal neurons display selective delay firing that is
information for durations that fall between those of iconic maximal for specific faces, objects or spatial locations, in a
memory and those of long-term ‘off-line’ storage. Working way that could maintain the internal representation of a cue
memory enriches the texture of consciousness by transformirtipat is behaviourally relevant but no longer part of ambient
information access from a sequential and disjunctive processeality. The stimulus-specificity of the delay activity is more
where only one item can be heeded at any given instant, tpronounced and robust in the prefrontal cortex than in the
a conjunctive pattern where multiple items becomeinferotemporal or parieto-occipital cortex (Desimone, 1996).
concurrently available (Fig. 5). Working memory determinesAt least in monkeys, some anatomical segregation has also
the number of parallel channels of information that can bebeen reported so that the dorsolateral part of the prefrontal
handled on-line in a way that keeps them accessiblesortex (which receives a dense projection from dorsal
interactive and transiently protected from interference. Theposterior parietal cortex) is more involved in working memory
span of working memory could be likened to the number oftasks for spatial locations whereas its ventrolateral part (which
balls that a juggler can simultaneously hold in the air.receives a dense projection from the inferotemporal cortex)
Performance in tasks of digit span and delayed matching-tas more involved in working memory tasks for objects
sample reflects the integrity of working memory. Daily (Wilson et al, 1993).
activities that range from holding a telephone number in mind One of the most remarkable properties of these prefrontal
to considering alternative perspectives and outcomes ineurons is a resistance to interference. For example in an
solving a problem rely on working memory. A:-B-C.-D-A paradigm (where the cue and its match are
In a typical experiment on working memory, a monkey is separated by distractors), a prefrontal neuron which is known
first briefly shown a sample cue (a colour, pattern or location)to emit a selective delay activity following the presentation
exposed to a variable delay, and rewarded for responding tof A continues to show high delay activity after B, C and D
a subsequent test stimulus only if it matches the sample. Thend maintains it until the reappearance of A (Desimone,
crucial component of working memory is the delay period1996). Prefrontal neurons may therefore play a critical
during which the animal has to maintain a mentalrole in protecting the contents of working memory from
representation of a cue which is no longer visible. Neuronglistraction. An equally interesting property of prefrontal
in the inferotemporal and posterior parietal cortex have beeneurons is their ability to display delay activity when the
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External events Sequential focusing and dysjunction Effect of
unfolding in real time due to limited processing capacity working memory
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Fig. 5In both A andB, a, b, and c represent three discrete everdts Hvents a, b and ¢ happen
consecutively (left row). The limited-capacity processing system attends to a, b and ¢ sequentially as
they unfold (middle row), without overlap. The temporal expansion introduced by working memory
creates a mental on-line conjunction of the three events (right r@&y)Eyents a, b and ¢ happen
simultaneously (left row). The limited-capacity processing system attends to them one at a time,
without overlap (middle row). The temporal expansion introduced by working memory restores on-line
conjunction (right row).

task requires the retention of convergent properties such at al, 1996; McCarthyet al, 1996). Working memory
the spatial location and the form of an object. In oneand related attentional functions can also influence the
experiment, for example, monkeys were given a task thagffectiveness of memory encoding and retrieval. This
required them to retain first the identity of an object and therrelationship may help to explain why the prefrontal cortex
its location. After having retained object information in the is so frequently activated by tasks of explicit memory. It is
initial delay, many prefrontal neurons switched modes andmportant to emphasize, however, that working memory and
conveyed spatial information in the second delay (Bgal,  explicit memory are behaviourally and neurologically distinct
1997). In keeping with these neurophysiological data, lesionphenomena. Lateral prefrontal cortex lesions that interfere
of the prefrontal cortex in the monkey impair performancewith working memory do occasionally impair the efficiency
in all types of working memory tasks and also decrease thef encoding and retrieval but almost never give rise to the
selectivity of delay activity in inferotemporal neurons (Fustersevere amnesias seen in patients with lesions of the limbic
et al, 1985; Desimone, 1996). As a transmodal zone at thaystem. Conversely, limbic lesions that devastate explicit
fifth and sixth synaptic levels, the prefrontal cortex (area ‘Pf’learning usually leave working memory abilities quite intact.
in Fig. 2D) is interconnected with numerous transmodal and The multisynaptic pathways that link sensation to cognition
downstream unimodal areas and is therefore in a position tmcrease the range of neural reverberations that a sensory
exert a top-down modulation of delay activity in multiple event can induce. Working memory enhances this effect by
perceptual and cognitive realms. The prefrontal cortex thupromoting an additional temporal dilation of neural activity
plays the role of a critical transmodal gateway which co-within each node of Fig. 2D. Working memory prolongs the
ordinates the multimodal aspects of working memory in ampact of experience and enables the on-line integration of
manner that may be analogous to the role of other transmodatultiple domains of neural activity without the need to
areas in the co-ordination of object recognition, explicittransfer them into and out of long-term storage. Through the
memory and lexical access. mediation of working memory, representations of external
The importance of the human prefrontal cortex to workingevents and internal phenomena can unfold concurrently and
memory had been inferred from cases of brain damageteractively while they remain transiently protected from
(Mesulam, 1986). This relationship was demonstrated wittdistraction so that the focus of attention can move from one
functional imaging as early as 1973 by Risberg and Ingvarto the other, creating new combinatorial assortments which,
who found that reverse digit span tasks resulted inin turn, join the resultant stream of consciousness. This type
haemodynamic activations that were maximal over the frontabf process would seem to be quite critical for integrating
lobes. Since then, numerous studies have confirmed thecenes, events and internally generated representations into
presence of frontal lobe activation during working memorya coherent conscious experience, and for allowing present
tasks based on verbal, perceptual and spatial stimuli (Fiegvents to enter into associative interactions with past
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memories, the present context and contemplated goalsptimally effective, however, the activation of V1 appears to
Despite this potentially crucial role of working memory in be less robust and less consistent than activation in the other
modulating the texture of consciousness, patients with sevendsual cortices (Sakai and Miyashita, 1994).
frontal lobe lesions and severe impairments of working Virtually any sphere of sensory processing could potentially
memory appear to maintain all external manifestations obecome the target of mental imagery. Mental rotations and
consciousness, although at a possibly reduced level dafther reconfigurations of visual percepts could subserve non-
complexity. There is, therefore, relatively little support for a verbal thinking, whereas the mental activation of auditory
modern sort of Cartesianism which would substitute theword-forms and related associations could support inner
frontal lobe for the pineal gland as the final seat that sensatiogpeech and verbal thinking. Functional imaging suggests that
must reach before it can hope to gain access to consciousnebg lateral prefrontal cortex plays a particularly important
(Crick and Koch, 1995). role in the top-down processes related to mental imagery

The influence of the prefrontal cortex upon the delay(Kosslyn et al, 1994), a role that is consistent with the
activity of unimodal neurons during working memory taskscritical influence of this area upon interrelated attentional
provides an example of top-down processing. As has beeprocesses such as working memory. There is no convincing
mentioned above, top-down processing is a generic term foegvidence yet, however, that prefrontal lesions impair mental
all sensory-petal pathways, especially those that emanatmagery.
from transmodal areas. The top-down processing of the Mental imagery provides one of at least three settings
prefrontal cortex in working memory is analogous to the top-where the activation of sensory areas can transcend the
down processing of the hippocampal-entorhinal cortex irconstraints imposed by external reality. The two other
explicit memory and of Wernicke’s area in lexical access.examples include working memory, where the representation
Other top-down processes that contribute to the attentionalf a sensory experience is prolonged beyond the duration of
modulation of sensory experiences include mental imagernthe stimulus, and anticipatory paired-associate responses,
novelty-seeking behaviours and the influence of emotion andvhere sensory representations become activated in
motivation upon neural activity. The prefrontal cortex playsexpectation of an event which is not yet present in reality.
an important integrative role in each of these attentional
processes.

Novelty-seeking
Some sensory events elicit a greater neural response because

Mental imagery of objective properties such as excessive brightness, loudness
Mental imagery refers to the activation of sensoryor noxiousness. Others do so on subjective grounds, because
representations that are not part of ambient reality. It couldhey have become relevant to current needs, because they
be conceptualized as a special type of attentional procedsmve acquired special associations in the course of past
targeted to internal representations. The neural substrates fexperience, or because they are novel. The preferential
mental imagery appear to include the same areas that woukhhancement of responses to novel stimuli is a luxury that
have supported the corresponding acts of perception if thenly advanced brains can afford. In primitive animals the
imagined scene were actually unfolding in the external worldCNS contains numerous neural circuits, exemplified by the
Functional imaging experiments, for example, have shownbug detectors’ in the frog, for identifying familiar patterns
that the visualization of spatial relationships leads to theon the basis of partial evidence and for linking them to
activation of the dorsal occipitoparietal cortex, whereas theautomatic responses. The frog may not be able to distinguish
visualization of objects leads to the activation of ventralone bug from another or a wind-swept leaf from a bug, but
occipito-temporal visual areas (Roland and Gslyd994; the processing efficiency offered by this arrangement appears
Sakai and Miyashita, 1994). There may even be somé¢o offset the attendant limitation in the resolution of reality.
retinotopic organization since visualizing larger objects The bias for perceiving sameness and emitting automatic
(which presumably subtend a greater visual angle irresponses represents a ‘default mode’ of brain function and
the mind’s eye) leads to more extensive activation in the parieads to behaviours that can also be designated as instinctual,
of V1 that maps the more peripheral aspects of the visuadtereotyped or stimulus-bound. One consequence of this
fields (Kosslynet al., 1993). organization is to enhance efficiency and reliability, but

Activation during mental imagery has been shown inanother is to promote premature closure, perseveration and
almost all of the primary, upstream and downstream visuatesponse rigidity, phenomena frequently encountered in the
areas. Primary and upstream visual areas such as V1-M&ehaviours of less evolved species, of infants and of brain-
may be activated predominantly by imagery that emphasizesjured humans. The CNS of more advanced species has
internal sensory detail and mental rotation, whereazompensated for these limitations by developing specialized
inferotemporal visual association areas may be activatedeural circuits for the rapid detection of unfamiliar events
predominantly by imagery tasks that reactivate storedand for inhibiting automatic response tendencies that have
memories (Roland and Friberg, 1985; Kossbtnal,, 1994;  become contextually inappropriate.
Sakai and Miyashita, 1994). Even in imagery tasks that are Play and novelty-seeking behaviours, for example,



From sensation to cognition 1035

represent an antitheses to the pursuit of sameness. Suthportant role in altering the impact of previously neutral
behaviours are inconspicuous in amphibians and reptilestimuli that become linked to emotionally relevant events.
emerge in birds, and reach their most exuberant expression For example, initially neutral auditory stimuli start to elicit
advanced mammals, especially primates. In humans, sensogynygdaloid activation only after they become associated
deprivation and monotony induce restlessness and even vividith fear (LeDouxet al, 1983). In humans, amygdaloid
hallucinations (Heron, 1957). Monkeys will work hard in a stimulations evoke emotionally charged memories whereas
setting where the only reward is a peek through a windowamygdaloid lesions cause states of hypoemotionality and
and human subjects who are given a choice between familianterfere with the acquisition of conditioned emotional
and simple versus novel and complex patterns, willresponses (Gloat al, 1982; Aggleton, 1993; Bechaea al,,
consistently spend more time viewing the latter (Butler, 1953:1995). In one patient, neurological damage involving the
Berlyne, 1960). The tendency for seeking novelty mayvisuo-amygdaloid pathways led to the cancellation of a
even have survival value: in a prospective study of 2153ubscription to Playboy apparently because the visual
community-dwelling elderly subjects, those with a higherevocation of erotic feelings became blunted (Bauer, 1982).
baseline level of ‘curiosity’ had a better chance to be alive The amygdala is reciprocally interconnected with unimodal
and well 5 years later (Swan and Carmelli, 1996). sensory association cortices in the superior and inferior
Nearly all transmodal and downstream unimodal nodes itemporal gyri (Aggleton, 1993). Through these connections,
Fig. 2D respond more actively to novel stimuli in their the amygdala can selectively modulate sensory responses in
specific domains of specialization (Browhal, 1987; Wilson a manner that reflects their intrinsic or acquired emotional
and Rolls, 1993; Bernst al, 1997). However, the frontal relevance. In analogy to the organization of the other
lobe plays a particularly critical role in this realm of neural transmodal nodes in the cerebral cortex, the amygdala
function. The P300 response elicited by novel or devian{represented by node ‘L’ in Fig. 2D) appears to act as a
stimuli, for example, is critically dependent on the integrity neural gateway for binding the sensory representations of
of the prefrontal cortex; an N2—P3 response which is maximaprimary and secondary reinforcers with each other and with
over the prefrontal cortex appears to determine the attention#éthe neural correlates of emotional and motivational valence.
resources that will be allocated to novel events; and the The amygdala has a dual role in relation to attention and
region of the frontal eye-fields belongs to a distributedmemory. Its role in attention is to selectively enhance the
network for exploring the extrapersonal space and seekingrocessing resources allocated to ambient events with high
motivationally relevant targets (Mesulam, 1981; Knight,emotional and hedonic valence. Its role in memory is to
1984; Daffneret al, 1998). Patients with damage to various encode the implicit and explicit emotional correlates of
components of the prefrontal cortex display placid disinteresexperience. The latter aspect of amygdaloid function can be
in novel aspects of the environment, inability to inhibit conceptualized as complementary to that of the hippocampal
previously rewarded responses when reinforcementormation, but with a selective emphasis on the association
contingencies change, and vulnerability to perseveratiomf sensory experiences to emotional valence (Cagtilal,,
impulsivity and stimulus-bound behaviours (Leimkuhler and1995). The roles of the hippocampus and of the amygdala in
Mesulam, 1985; Mesulam, 1986). The prefrontal cortex thusnemory can be dissociated from each other. Hippocampal
seems to play an essential role in enhancing the impact désions interfere with the explicit recall of specific events but
novelty and inhibiting habitual reactions that have becomenot with the autonomic responses they elicit on the basis of
inappropriate. These multiple attentional functions of thetheir emotional significance, whereas amygdaloid lesions
prefrontal cortex and its role in various forms of responsdeave explicit recall intact but abolish the associated
selection have led to the suggestion that it fulfils an ‘executiveautonomic responses (Bechataal, 1995).
function in the linkage of sensation to cognition and The frontal lobe also participates in the modulation of
behaviour. neural responses to events that have become motivationally
significant. Identical sensory stimuli, for example, can elicit
dramatically different responses from lateral prefrontal
The valuation of sensation neurons when their relationships to reward-producing
Emotion, mood and motivation modulate the neural impactesponses are altered (Sakagami and Niki, 1994).
of sensory events in a manner that reflects the subjectivEurthermore, an arbitrary sensory cue elicits greater responses
value of these events to the individual. These partiallyfrom dorsolateral prefrontal neurons when it signals the
overlapping processes are closely related to the functions @gmpending delivery of a preferred food item, such as a piece
the hypothalamus and other components of the limbic systengf apple or cabbage, than when it signals a less favourite
especially the amygdala and the paralimbic areas with whiclfiood such as a raisin (Watanabe, 1996). Their pronounced
it is interconnected. The relationship of the amygdala toanatomical connectivity with the amygdala suggests that the
emotion was emphasized by Downer (1962), who showed thadaralimbic sectors of the orbitofrontal area might play a
naturalistic sensory events triggered appropriate emotiongdarticularly prominent role in the emotional modulation of
responses in the monkey only if the sensory information ha@éxperience (Morecrafet al, 1992). In fact, damage to
access to an intact amygdala. The amygdala also plays amwbitofrontal cortex can cause severe disruptions in the
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linkage of experience to the appropriate emotional state andhis arrangement allows internal states to influence sensory-
can lead to extensive impairments of judgement, insight anéugal processing only after the essential features of sensory
comportment. However, a blunting in the emotional andevents have been encoded. In fact, there is little adaptive
motivational colouring of sensory experience is also seen isense in altering responses to shapes, motion or colour,
patients with lesions in the more dorsolateral parts of theavhereas it makes a lot of sense to modulate responses to
prefrontal cortex. These observations suggest that thspecific faces, objects or locations. The organization of
dorsolateral and orbitofrontal components of the prefrontabensory-petal (top-down) connections is consistent with this
cortex and the amygdala collectively modulate the neurapolarization, since transmodal cortices have very few
impact of experience by encoding the acquired significancenonosynaptic projections to primary sensory areas and send
of sensory events rather than their surface properties. fewer projections to upstream than to downstream
The modulatory effects of emotion and motivation components of unimodal areas. In the frog, the situation
influence the attentional resources allocated to a sensomay be quite different. Attention can dramatically alter the
stimulus. Attention is difficult to define but easy to detect. Itresponse properties of visually responsive tectal neurons at
usually refers to an enhancement in the selectivity, intensityhe first central synapse of visuo-fugal pathways, and can
and duration of neuronal responses to events that have beconmeluce an obligatory change in the nature of all the visual
emotionally and motivationally relevant. The attentionalinputthatthe brain receives (Lettvihal, 1961). Significance
component of a neural response can be conceptualized asaad appearance are therefore much more tightly yoked to
vector with a magnitude and a direction. The direction ofeach other in the frog than in the primate.
the vector is determined by the specialization of the neurons
that express the attentional effect. Thus, inferotemporal
neurons show attentional enhancement to behaviourall . o
relevant visual patterns, posterior parietal neurons to spatiE}/VlOdUlatory pathways of the reticular activating
targets, pyriform neurons to odorants, and Wernicke's aregystem
to words (Bushnelkt al, 1981; Nobre and McCarthy, 1994; The initial accounts of the ARAS had focused on its thalamo-
Desimone, 1996; Eichenbauet al, 1996). The magnitude cortical components. More recent work has shown that the
of the attentional vector in each of these cortical areas is undé&kRAS also contains several sets of projections that arise
two types of influences: bottom-up influences emanating fronfrom relatively small regions of the basal forebrain and
the ascending reticular activating system (ARAS), and topbrainstem and that reach the cerebral cortex without a synapse
down influences emanating from the limbic and prefrontalin the thalamus. These modulatory pathways mediate the
cortices. The ARAS modulates the intensity of attentionstate-dependent regulation of neural responses in accordance
according to the general level of arousal and wakefulnessyith changes of arousal, mood and circadian phase (Mesulam,
whereas the limbic and frontal cortices provide modulationsl995). The cholinergic pathways that extend from the
based on factors such as novelty, emotion, motivationnucleus basalis of the basal forebrain (the Ch1l-Ch4 cell
intention and past experience. One manifestation of the topgroups) to the cerebral cortex are the most massive of all
down influence of prefrontal cortex upon the attentional vectomodulatory pathways. Others include histaminergic
is known as working memory and has been reviewed aboverojections from the hypothalamus, dopaminergic projections
Attention, emotion and motivation introduce a value systenfrom the substantia nigra—ventral tegmental area, serotonergic
to sensory processing. These value-based modulations allogvojections from the raphe nuclei, and noradrenergic
the CNS to sculpt sensory experience into a subjectivg@rojections from the nucleus locus coeruleus. Each of these
landscape. The effects of attention can be detected at evepathways has a slightly different pattern of cortical
synaptic level of Fig. 2D. For example, some neurons in thelistribution and physiological effect. For example,
primary auditory cortex respond to a sound only when theserotonergic pathways are directed predominantly to cortical
animal appears to attend to its source (Huekehl, 1959). interneurons whereas the cholinergic pathways are directed
Numerous experiments in primates and humans have algoredominantly to projection neurons (Smiley and Goldman-
shown, however, that attentional responses are more commdRekic, 1996; Smileyet al, 1997).
and prominent at higher synaptic levels, especially in the Cortical cholinergic innervation reaches all cortical regions
heteromodal cortex and downstream components of thbut is most intense within limbic areas (Mesulam, 1996).
unimodal cortices (Mesulam, 1985Sakai and Miyashita, The major effect of acetylcholine upon neurons of the cerebral
1994; Maunsell, 1995). Motivational modulation seems tocortex is mediated through the ml subtype of muscarinic
display a similar pattern. In the monkey, for example, hungereceptors and causes a prolonged reduction of potassium
modulates the neuronal response to palatable liquids almosbnductance so as to make cortical neurons more receptive
exclusively at the final stage of the multisynaptic tasteto sensory stimulation (Satt al, 1987; McCormick, 1990).
pathways in the orbitofrontal cortex (Rolls, 1987). Cholinergic neurons of the nucleus basalis are particularly
These observations suggest that early sensory processirggnsitive to novel and motivationally relevant stimuli (Wilson
especially at the first two synaptic levels of the template inand Rolls, 1990). Furthermore, the novelty-related P300
Fig. 2D, is relatively protected from value-based modulationsresponse in the human cerebral cortex can be abolished by
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cholinergic antagonists (Hammomd al, 1987). In addition seen in patients with mania, depression, paranoia and chronic
to playing a role in novelty-seeking behaviours, cholinergicanxiety. Preliminary evidence suggests that the neural
projections may also modulate attentional processes relatedsponse to sensory events may be altered in patients with
to working memory. For example, locally infused cholinergic such conditions. For example, when compared with control
blockers interfere with the accuracy of saccadic eyesubjects, patients with generalized anxiety disorder show
movements only when they are guided by spatial workinggreater metabolic activation of the temporal and frontal cortex
memory but not when they are guided by ambient visualuring the passive viewing of neutral stimuli (Wtal.,, 1991).
targets (Diast al, 1996). Indirect evidence based on the pharmacological treatment of
In addition to these short-term effects, acetylcholine maydepression and anxiety with noradrenergic and serotonergic
promote the establishment of long-term plasticity and synapti@gents and of paranoia with dopamine blockers suggests that
efficacy during the acquisition of new associations (Huertahe modulatory pathways of the cerebral cortex may play
and Lisman, 1993; Cruikshank and Weinberger, 1996; Woolfimportant roles in setting such fixed attitudinal biases in the
1996; Baskervilleet al, 1997). Although the basal forebrain emotional valuation of sensory experience.
cholinergic nuclei project to all cortical areas, they receive As in the case of cholinergic pathways, the nuclei that
cortical input only from the limbic system. Thus, only give rise to these modulatory projections innervate all parts
behaviourally significant events which activate the limbicof the cerebral cortex but receive feedback (top-down)
system can effectively induce a rapid change of activity inprojections from a much more limited set of cortical areas,
the nucleus basalis (Mesulam, 1996). Such limbic activatiopredominantly from those that belong to the limbic and
of the nucleus basalis and the resultant release of acetylcholiparalimbic zones of the cerebral cortex (Mesulam, 1987).
in cortical areas would enhance the response of unimodadditional inputs to these nuclei may also arise in the
and heteromodal areas to the target sensory event, amypothalamus and other subcortical structures. This
selectively increase the responsivity of the limbic system taasymmetry of cortico-fugal versus cortico-petal connections
the resultant input. Through these processes, cholinergiallows the neurons of the basal forebrain, substantia nigra—
activation can influence the preferential registration andrentral tegmental area, brainstem raphe and nucleus locus
binding of significant events within the context of the circuitry coeruleus to act as transmitter-specific relays for rapidly
shown in Fig. 3. Cortical cholinergic projections can thusmodulating the linkage of sensation to cognition throughout
selectively enhance the immediate and long-term impact ofhe cerebral cortex, and in a manner that is particularly
sensory events that are novel and motivationally relevant. responsive to the activation state of the limbic system. It is
The dopaminergic cells of the substantia nigra—ventralinlikely that there will be a one-to-one relationship between
tegmental area are also selectively sensitive to motivationallgny single pathway in the ARAS and individual components
relevant stimuli and to cues that signal their existenceof cognition or behaviour. In general, however, the activation
(Schultz, 1997). These neurons appear to encode deviation$ these modulatory pathways provides a mechanism for
between the prediction and occurrence of reward and magugmenting the neural responses to novel and motivationally
therefore convey teaching signals for learning appetitivaelevant events, facilitating their storage in memory,
behaviours (Schultz, 1997). In keeping with these tuningenhancing their access to on-line processing resources,
properties, the dopaminergic projections from the ventrakharpening the attentional focusing they elicit, and increasing
tegmental area to the cerebral cortex and nucleus accumbetigir impact on consciousness.
appear to play an important role in mediating the neural
processes related to substance addiction (€tiah, 1997). As

in the case of cholinergic projections, ascending dopaminergighea organization of neurocognitive networks

inputs can also enhance the working memory capacity Obistributed large-scale networks and their
neurons in the frontal lobe (Goldman-Rakic, 1996). The ical epi ) del b d h
nucleus locus coeruleus provides another CNS site Whe@ortlca epicentres: a model based on the

neurons can encode the behavioural significance rather th&¥ganization of spatial awareness and directed
surface appearance of sensory stimuli (Aston-Jateal,  Spatial attention
1997). The noradrenergic projection from the nucleus locuSransmodal nodes in the midtemporal cortex, Wernicke’s
coeruleus to the cerebral cortex increases the signal-to-noigegea and the hippocampal—entorhinal complex transform
ratio of sensory responses in the cerebral cortex and therefotmimodal sensory input into coherent multimodal assemblies
enhances the sharpness of neural tuning to significant sensamgcessary for face and object recognition, naming, and
events (Footeet al,, 1983; Levinet al, 1988). ThroughB3- explicit memory. These transmodal areas provide the neural
adrenergic synapses in the amygdala, ascending noradrenergigicentres of large-scale distributed networks (Mesulam,
pathways are also thought to mediate the preferential storage990). The organization of such networks has been explored
and retrieval of emotionally relevant memories (McGaughin relation to the process of directed spatial attention.
et al, 1993). Observations on patients with focal brain damage, relevant
These modulatory projections may also induce pathologicahnimal experiments and more recent work based on functional
biases in the encoding of sensory experience, such as thoseaging show that the distribution of attention within the
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extrapersonal space is co-ordinated by a network built aroundetwork for midtemporal and temporopolar cortices; in the
three transmodal areas: one in the region of the frontal eyexplicit memory network for the amygdala and the
fields and adjacent parts of the prefrontal cortex, a second ihippocampal—parahippocampal complex; in the language
the heteromodal parts of posterior parietal cortex, and aetwork for Wernicke’s area and Broca’s area; in the network
third in the cingulate region (Mesulam, 1981, 1990, 1894 for working memory and related ‘executive’ functions for
Gitelmanet al, 1996; Nobreet al, 1997). The frontal eye the prefrontal cortex and probably parts of the posterior
field component provides access to a motor map for thgarietal cortex. The axonal transport experiments in the
distribution of exploratory and orienting acts, the parietalmonkey indicate that if one member of such a pair, say ‘A,
component to a multimodal representation of the extrais interconnected with additional cortical areas such as 1, 2,
personal space, and the cingulate component to a map énd 3, then ‘B’ is also interconnected with the same three
expectancy and relevance. Experiments in the rhesus monkes@rtical areas. Consequently, if ‘A" transmits a message, ‘B’
where an analogous network for spatial attention has bee¥yill receive it directly, but also through the alternative
identified, showed that these three cortical epicentres aréantage points provided by areas 1, 2 and 3. This arrangement
monosynaptically interconnected with each other and witrllows parallel processing and introduces multiple neural
subcortical structures in the medial pulvinar nucleus and th&odes for seamless transitions between parallel and serial
striatum. Numerous clinical observations have indicated thafocessing. In resolving a complex cognitive problem such
unilateral damage to any component or connection of thi€S trying to reconstruct a past memory, finding words to
network can lead to contralesional spatial neglect, especiallfXPress & thought or trying to decide the identity of a face,
if the lesion is in the right hemisphere (Mesulam, 1981). & set of cortical areas interconnected in this fashion is in a

Functional imaging experiments show that the part of!oosition_to execute an ext_remely _rapi_d survey of a vast
posterior parietal cortex that is critical for spatial attention/Nformational landscape while considering numerous goals,
(area ‘P’ in Fig. 2D) is located within the banks of the constraints, scenarios and hypotheses until the entire system

intraparietal cortex in the human brain (Noteeal, 1997). settles into a state of best fit (or least conflict) which becomes

Its proposed role in the attentional network is based on itddentified as the solution to the cognitive problem.

ability to integrate distributed spatial information (originating thA tasfk sucth i’:ls C%I_c;_ur tr_1ammfg, for texarEpIe, \r/]vouldﬂ:rlgger
from ‘s’ in the visual and auditory modalities as shown in "¢ Preferential mobiiization o f'i networ SU,C as the one
shown in Fig. 6, with Wernicke’s and Broca’s areas at its

Fig. 2D) in all relevant sensory modalities. When this area” . ¢ but with the additional participat f
is damaged, the modality-specific channels of informationsiz 'S:IH rgjéjitgr Wlan d (tar:nséﬁlgggl F;re;cs'pa”'%?v? dunaL:mneerS;Jasl
related to the extrapersonal space may remain intact but ' y . ' . .

ensembles at these regions would respond, according to their

cannot be bound into the type of coherent and interactive . . . ; .
representation that is necessary for the adaptive deployme {eferred tuning properties, to the visual, lexical, phonological
and articulatory parameters of the task. Some of these

of spatial attention. As in the relationship of transmodal . . : T
. . . . .relationships are serial. For example, area ‘Lex’ in Fig. 4
nodes to other cognitive domains, posterior parietal cortex is

¢ a dedicated re f i tial dinat b|s inserted between area V4 and Wernicke's area. Other
not a dedicated centre for mapping spatial co-ordinates, l1'F1teractions occur in parallel. For example, the verbal output

a criticql gateway for accessing, binding and intggratinggay emerge from the simultaneous activation of several
mformatllon related to the conceptual representation an nsembles in the superior temporal gyrus, each interconnected
exploration of the extrapersonal space. with Wernicke’s as well as Broca’s area, some specialized
The —architecture  of interconnectivity among the ¢, encoding the skeleton of the utterance, and others for
components of the network for spatial awareness wagnqqging its internal segments related to initial sound, syllabic
investigated in an experiment where the regions of the fro”taétructure, and so on (Creutzfelet al, 1989; Levelt, 1992).
eye fields and posterior parietal cortex were each injectegoygh a process of iterative and competitive approximation,
with a different retrogradely transported tracer in the samgpe pattern that attracts the most neuronal recruitment
monkey. The pattern of retrograde labelling showed thafominates the network and guides the articulation of the
these two epicentres of the attentional network wereyppropriate colour name. Although the primary goal is colour
interconnected not only with each other and the cingulat§aming, the related neural activity also results in corollary
gyrus but also with an additional set of 12 identical corticaldischarges which evoke related semantic associations.
areas. Furthermore, some thalamic nuclei, including the As shown in the anatomical experiments described above,
medial pulvinar, were found to project to both injection sitessome thalamic subnuclei can project to both epicentres of a
(Morecraftet al, 1993). large-scale neural network. Because cortical areas tend to
These anatomical details helped to generate the principlesave very extensive corticocortical projections, parts of the
of network organization summarized in Fig. 6 (Mesulam,association cortex are likely to belong to multiple networks
1990). In this figure, ‘A’ and ‘B’ represent two interconnected intersecting at that point. With rare exceptions, however,
epicentres of any large-scale neural network. In the attentionahalamic subnuclei have almost no connections among each
network, ‘A and ‘B’ would stand for the frontal eye fields other (Mesulam, 198§%. This arrangement led to the
and posterior parietal cortex; in the face and object recognitiosuggestion that thalamic subnuclei could fulfil the very
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Fig. 6 A general representation of a large-scale neurocognitive network. Lines without arrowheads
represent reciprocal connections. The cortical connections to the striatum are not reciprocal. Dashed
lines illustrate thalamic projections. Areas A and B represent two epicentres of network A, B. Areas
1AB, 2AB and 3AB represent three additional cortical components of the network. AB, XA and BY
represent thalamic subnuclei. Reprinted frémnals of NeurologyMesulam, 1990).

important role of binding components of a given network, orMesulam, 1990). The transmodal components in all of these
alternatively of setting co-activation boundaries for separatingnetworks receive their sensory information from the common
the activity of one network from the activity of others set of unimodal cortical areas shown in Fig. 2D. The nature
(Mesulam, 1990). A similar view was expressed by Penfieldf the resultant cognitive transformation is determined by
(1975), who suggested that thalamic nuclei could act ashe anatomical location and connectivity of the transmodal
integrators of the cortical areas involved in speech anapicentres that guide the process.

language. Additional anatomical experiments had also shown The large-scale network approach leads to the prediction
that interconnected epicentres of large-scale networks arhat several, if not all, network components will be activated
likely to send interdigitating projections to the striatum concurrently during the performance of a task in the relevant
(Yeterian and Van Hoesen, 1978; Selemon and Goldmarcognitive domain. In keeping with this prediction, tasks
Rakic, 1988). Since the striatum receives cortical inputs butelated to spatial awareness, language, working memory,
does not project back to the cerebral cortex, the suggestioexplicit memory and object identification have each led to
was made that it could serve the role of an efferencahe joint activation of the relevant epicentres noted above
synchronizer (or filter) for co-ordinating the outputs of (Petrideset al, 1993; Mcintoshet al,, 1994; Bullmoreet al,,
cortical areas in a given network (Mesulam, 1990). 1996; Justet al, 1996; Haxbyet al, 1997; Nobre et al,

The human brain contains at least five large-scalel997; Rumseet al, 1997). Figure 2D also shows how each
neurocognitive networks: (i) a right hemisphere-dominantsensory modality could give rise to streams of processing
spatial awareness network with epicentres in the dorsalirected to each of the five major neurocognitive networks.
posterior parietal cortex, the frontal eye fields and theThe subdivision of sensory-fugal streams of processing into
cingulate region; (ii) a left hemisphere-dominant languageonly dorsal and ventral components may therefore represent
network with epicentres in Wernicke's and Broca’s areasan oversimplification when applied to the human brain.

(i) a memory—emotion network with epicentres in the A central feature in the organization of the large-scale
hippocampal-entorhinal regions and the amygdaloichetwork outlined in Fig. 6 is the absence of one-to-one
complex; (iv) a working memory—executive function network correspondences among anatomical sites, neural computations
with epicentres in the prefrontal cortex and probably theand complex behaviours (Mesulam, 1990). According to this
posterior parietal cortex; (v) a face and object identificationorganization, an individual cognitive or behavioural domain
network with epicentres in the midtemporal and temporopolais subserved by several interconnected macroscopic sites,
cortices. Neuroanatomical experiments in the analogousach of which subserves multiple computations, leading to a
regions of the monkey brain have shown that the componenistributed and interactive but also coarse and degenerate
of these networks are interconnected according to the patteone-to-many and many-to-one) mapping of anatomical
shown in Fig. 6 (Selemon and Goldman-Rakic, 1988;substrate onto neural computation and computation onto
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behaviour. Since many sites within the association cortex arby a given task if the averaged evoked potentials to two
likely to serve several intersecting networks, an individualcontrasting stimuli (e.g. familiar vs unfamiliar faces) differed
lesion, even when confined to a single cytoarchitectonideyond the 1 standard error range for each (Seeak 1995).
field, may impair multiple domains of cognitive function. The results showed that all four recording sites were
Conversely, some lesions (or electrical stimulations) mayengaged by several of these tasks, but each with a distinct
remain behaviourally silent under certain conditions becausprofile. The hippocampus was the one area that did not seem
alternative parallel channels may become availableto show a definite preference for one task over another,
Furthermore, the same cognitive function may be impairegrobably because none of the tasks required long-term explicit
by lesions in many different parts of the brain, as long asnemory. The probability of activation in the amygdala was
these regions remain within the confines of the relevanhighest when the goal of the task was the detection of
network. For the more practical purposes of neurobehaviourdamiliarity; in the inferotemporal cortex, when the goal was
assessment, this model predicts that no cognitive task cgmerceptual categorization or perceptual matching; and in
ever provide a specific test for detecting damage within grefrontal cortex, when the goal was to hold information
single region of association cortex, and that the clinicianin working memory. These results are consistent with an
need not look for multiple lesions just because the patienbrganization based on selectively distributed processing. They
shows more than one cognitive deficit. also support the contention that there are no object or face
‘centres’ in the brain, and that the anatomical distribution
of stimulus-induced activation is a probabilistic function
determined by the goal of the task rather than the nature of
Selectively distributed processing and shifts of  the stimulus.
network affiliations According to the principles of selectively distributed
Although all cortical nodes of a given network (for example processing, many cortical nodes are likely to participate in
A, B, 145, 255 and 3 in Fig. 6) contribute to the co- the function of more than one network. Conceivably, top-
ordination of the same cognitive function, they are notdown connections from transmodal areas could differentially
interchangeable. Each node displays specialization for eecruit such a cortical node into the service of one network
specific behavioural component of the relevant domain. Thi®r another. For example, Friston showed that a region of the
specialization is relative rather than absolute. For examplenferotemporal cortex was able to yield differential activation
Wernicke’s area occupies the phonological/lexical/semantito faces versus other objects only when there was a high
pole of the network but also participates in articulationlevel of activation in a region of the medial posterior parietal
and syntax, whereas Broca’s area occupies the articulatorgbrtex (Friston, 1997). In another experiment, the same set
syntactic pole of the network but also participates inof subjects were given two tasks, one of face identification
phonological discrimination and lexical generation (Mesulam,and the other of spatial attention (Mcintoshal, 1994). A
1990). In the case of spatial localization, the frontal eyeregion that corresponds to the parietal component of the
fields occupy the motor/exploratory pole of the relevantattentional network (BA 7), a region of prefrontal cortex
network but also participate in the compilation of a perceptual(BA 46) related to the frontal component of the same network,
representation, whereas the posterior parietal cortex occupiesnd a part of inferotemporal cortex (BA 21) were activated
the sensory/representational pole but also participates in tHgy both tasks. However, the activation of BA 7 in the task
programming of exploratory movements (Mesulam, 1981)of object identification was much more strongly correlated
In the limbic network, the hippocampal complex is mostwith the activation of BA 21 than with that of BA 46,
closely related to explicit memory but also plays a role inwhereas the reverse relationship was observed during the
emotional modulation whereas the amygdaloid complex isattentional task, where the activation of BA 7 was more
most closely related to emotional modulation but alsostrongly correlated with that of BA 46 than BA 21. These
participates in the encoding of emotionally salient memoriesesults suggest that individual cortical areas can dynamically

(Canhill et al, 1995; Mongeatet al,, 1997). shift affiliation from one network to another depending on
This functional organization fits the designation of the overall goal of the task.
selectively distributed processing (Mesulam, 1898eeck The mechanisms underlying these shifts are poorly

et al, 1995). The plausibility of selectively distributed understood. Changes in behavioural context can alter the
processing was probed experimentally in subjects undergoingiay in which the activity of a neuron is temporally correlated
depth electrode recordings as they were being investigatedith the activity of another in the same area of the cerebral
for the surgical treatment of epilepsy. The subjects wereortex (Vaadiaet al, 1995). These effects could allow a
shown a large number of faces and common objects andhpid association and dissociation of local clusters into distinct
were asked to engage in one of four tasks: detection ofunctional subgroups, each favouring a different network
familiarity, perceptual matching, perceptual categorization]inkage. Such dynamic network reconfigurations occur in the
and working memory. Recording sites were located in thestomatogastric ganglion of decapod crustaceans, where they
hippocampus, amygdala, inferotemporal cortex and lateraappear to be controlled by monoaminergic inputs (Harris-
prefrontal cortex. A recording site was noted to be engagetlVarrick and Marder, 1991). Furthermore, in the lamprey the
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same group of neurons mediates swimming, burrowing and The transfer of information from the first to the fourth
crawling, and can be reoriented from one task-specifisynaptic level does not follow the model of an assembly line
network to the other by serotonin through the modulation ofwhere each level, having accomplished a finite job, terminates
a calcium-activated potassium current (Ayetsal, 1983). its engagement as it delivers a product to the next higher
Conceivably, network realignments in the primate brain couldevel for further processing. Instead, several levels remain
also be influenced by the modulatory monoaminergic andctive as the pertinent information is conveyed from one
cholinergic pathways of the cerebral cortex. node to the other, so that the identification of a face or word
reflects the combined outcome of concurrent activity at many
. . ) of the relevant synaptic levels. There is also no initial triage,
Overview and speculations on the evolution of 5o that any visual input can potentially activate most nodes
human consciousness in Fig. 2B. However, an input with canonical features that
In the frog, the distance from sensation to cognition is shortelicit more robust activation in the face area of the temporal
Only a very limited amount of sensory information can enterlobe has a greater chance of being processed as a face,
the CNS, its fidelity is lost within a synapse or two due towhereas another, with canonical features that elicit greater
attentional modulation and convergence, and there is aactivation in the word-form areas, has a greater chance
almost immediate closure of processing in the form ofof being processed as a word. The selectively distributed
obligatory skeletal or autonomic responses. The majoprocessing model also indicates that faces activate not only
difference between humans and frogs is not based on brathe face area but also, although to a lesser extent, other visual
size, but on the synaptic distance that separates an initi@ssociation nodes, so that the final modality-specific neural
sensory response from recognition, interpretation and actiomepresentation of a face can be considered as a plane that
The organization of the synaptic template shown in Fig. 2Dhas its highest peak over the face area but which also has
allows each sensory event to trigger an almost boundledesser peaks and valleys over numerous other nodes in Fig. 2B.
variety of cognitive and behavioural outcomes while at the The fifth and sixth synaptic levels contain transmodal
same time maintaining accuracy and reliability. In such agateways serving two interactive purposes: (i) they have
system adaptability is based on diversity, competition andeurons that provide a site for multimodal convergence at
choice rather than on fail-safe, stereotyped mechanisms. the level of group encoding; and (ii) they bind transmodal
The sensory-fugal streams of processing that transforrand unimodal areas into coherent multimodal groupings.
sensation into cognition start at the first synaptic level wherdransmodal nodes are critical for transforming perception
sensation is initially mapped by finely tuned neurons into anto recognition, words into meaning, scenes and events into
primary dimension, retinotopic for vision and tonotopic for experiences, and spatial locations into targets for exploration.
audition. The second synaptic level participates in moreEach transmodal zone acts as one of several epicentres for a
complex integrations and also in the extraction of attributedarge-scale distributed network, and each epicentre displays
such as colour and motion. The third and fourth synaptia relative specialization for specific behavioural components
levels play critical roles in the perceptual and categoricabf the domain subserved by that network. Each transmodal
identification of patterns and entities such as faces, objectzone can also potentially belong to several intersecting
words, and extrapersonal targets by ensembles of coarsehetworks and can dynamically shift allegiance from one to
tuned neurons organized according to the principles ofhe other depending on the goal of the task. Network
selectively distributed processing. components are interconnected with an architecture that
The fidelity of modality-specific encoding is actively enables parallel processing and that also allows rapid
protected through the first four synaptic levels. Motivational,transitions from parallel to serial processing.
emotional, and attentional modulations based on the internal Since the nature, purpose and consequences of
state and experience of the individual are relatively weak aénvironmental events are relatively unpredictable, a new
the first two synaptic levels but become increasingly moreevent is likely to activate all networks, at least initially. The
influential at higher synaptic levels, where they help to createsteps of perceptual identification, deployment of spatial
a subjectively sculpted version of the world. There is aattention, naming, association with past experiences,
hierarchical organization of the synaptic levels in Fig. 2D,assessment of present context, planning of options, inhibition
but the hierarchy becomes less and less strict at moref automatic responses and prediction of consequences
downstream stages of processing. Individual nodes at eagiroceed simultaneously and interactively. The process can
level have parallel connections with nodes at adjacent levelse characterized as a rapid and iterative succession of
and the vast majority of all connections are reciprocalmental scripts, scenarios and hypotheses that are triggered
creating multiple opportunities for feed-forward and feed-by interactions between environmental events and internal
back interactions. Each node in this template acts as a nexuspresentations. The most relevant ensembles and networks
for receiving convergent afferents and sending divergengradually dominate the landscape of neural activity as they
efferents. This arrangement facilitates rapid feature extractiorhecome more and more resonant with the goals and constraints
differential analysis, integrative synthesis and associativef the prevailing context. The solution to the cognitive
elaboration. problem or task is defined as the settling of the entire system
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into a state of best fit. This is not the final product in athe biological purpose of perceptual and mnemonic abilities
hierarchical assembly line, but a complex surface with manys not necessarily to enhance representational fidelity but
peaks and valleys, spread over much of the cerebral cbrtex.rather to optimize the adaptive value of the behaviours that
There is, therefore, both localization (phrenology) andare guided by the relevant percepts and recollections.
equipotentiality, but the localization is distributed and the From a strictly behavioural point of view, the existence of
equipotentiality displays regional selectivity. consciousness might be inferred when a living organism
Facts and events that need to be encoded in memory aresponds to environmental events in an adaptive way that
composed of modality-specific sensory components. Thé not entirely automatic. According to such a definition,
initial encoding of these components occurs within unimodakonsciousness is a property shared by a multitude of species.
areas and provides the immediate substrates of perceptuphere are, however, differences of detail. The path from
information that can be tapped by implicit memory. The sensation to cognition in the frog is straight and narrow,
construction of a consciously accessible and explicitlyleading to an equally modest texture of consciousness. In the
identifiable memory necessitates the transformation of thesguman brain, the multiple paths inserted between the first
isolated fragments into a coherent multimodal representatioryng sixth synaptic levels of Fig. 2D and the additional
The multimodal binding that subserves this process is Comfluence of working memory introduce a vast spatial and
ordinated by the hippocampal—entorhinal complex and relategempora“ expansion of the neural landscape that links
limbic structures. Since behaviourally relevant events arggnsation to cognition. Working memory, in particular, greatly
more likely to elicit Iimbic ac_tivation, this. arrangement oynands the horizon of consciousness by lengthening the
promotes the preferential learning of behaviourally relevantemporal influence of internally or externally generated events
experiences. An |_n|t|al entry into explicit memory do_es NOtand by increasing the number of processing channels that
guarantee longevity. Newly encoded memories remain Morggp he accommodated simultaneously. The impact of working
heavily dependent on the integrity of limbic connecnon; formemory on the quality of consciousness may resemble the
months to years as they gradually become consolidategl,,, .+ of resonance, reverberation and dynamic range on the

through extensive associative linkages. Consolidation is @ ajity of the auditory experience in a concert hall (Beranek,
life-long bidirectional process: it is enhanced by assomatlvelg%) Human consciousness is not a special faculty

linkages and may decre_ase i the_ memory remains_dormara)tccupymg a specific site of the brain but an integrative
for a long period of time. During the early period of

LS L : manifestation of many CNS systems, including all cortical
consolidation, the new associations remain vulnerable as theﬁ'etworks reviewed above (Delacour, 1997)

compete for limited synaptic space. Those that survive Not all sensory events that activate nodes in Fig. 2D are

become part of the ever-changing matrix of knowledge and . . :

. . ; . necessarily accessible to consciousness. Some facts and
start to influence the way in which new learning becomes . :
; . . . events can be encoded in ways that covertly influence
incorporated. Once memories are consolidated, the bindi

n ) )
of their constituents becomes more dependent on transmod%l'bs’equent behaviour even when the subject appears to have

. L 0 conscious awareness of the relevant information. As
areas outside the limbic system and they become legd

vulnerable to limbic lesions. The hippocampus and relatec?lrgady IT“.‘:”“"”%‘?" su;:h deSSOSIatI?]I’IS bgtweedn the 'Tplt'cg
limbic structures could thus be conceptualized as maintainin nd explicit encoding of information have been demonstrate

a nursery for memories in gestation. One purpose of thi amnestic patients. In other settings, patients who appear

prolonged limbic tutelage may be to protect the cerebraf® P€ blind by traditional testing may nonetheless reach
cortex from the disruptive influence of too many erratic accurately towards a visual target within their blind field

changes, many of which may later turn out to have beefiWeiskrantzet al, 1974); those who cannot consciously
unimportant (McClelland, 1995). identify a familiar face may still emit a galvanic skin response

The template in Fig. 2D illustrates the multiple paths@S & covert sign of recognition (Bauer, 1984; Tranel and
that link sensory information to perception, recognition andPa@masio, 1985); and others, who cannot recognize words or
recollection. Since informational channels are noisy andaces they have been asked to memorize, display priming
entropy tends to increase as information is transferred fron§ffects in stem completion and recognition paradigms
one node to another, private perceptions and recollections &Varrington and Weiskrantz, 1974; Moscovitch, 1982;
the higher synaptic levels are unlikely to contain faithful Schacter, 1995; Seeek al, 1997). The conscious awareness
replicas of the real-life events they represent. The influenc€f some sensory experiences may be delayed by up to 500
of emotion, motivation and selective attention introducems beyond the time of the initial cortical response, during
additional subjective biases. Each individual consciousnesghich the incoming impulses appear to acquire ‘neuronal
may thus be embedded within the illusory reality of aadequacy’ (Libet, 1966, 1982). It appears, therefore, that
reconstructed present and the personal mythology of athe accessibility of an event to explicit consciousness and
approximated past. It is important to realize, however, thaintrospective commentary is the by-product of a special type

of cortical activity and not an automatic consequence of

11 Functional imaging emphasizes the peaks and therefore gives the impre§-ensory input. Access to _the level of epr|C|t consmou_sness
sion of a sharper localization. would appear to be most likely for components of experience
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that can elicit coherent binding and multimodal associativeof which is closely determined by the here-and-now of
elaboration through the intercession of transmodal nodes. immediate needs and sensations. A more complex form of
According to the organization of the template in Fig. 2D, consciousness would be expected to emerge if some critical
the same event can potentially elicit numerous alternativenass of neurons, freed from the household chores of sensation
representations and the same goal can be reached throughd action, could afford to form alternative and annotated
equally numerous means. The consequences of thispresentations of ambient eveft©ne consequence of this
organization permeate all aspects of behaviour and underligrocess could be the emergence of an observing self who
the uniquely human aptitude for discovering multiple becomes differentiated from the sensory flux and who can
solutions to similar problems. All conspecific frogs tend totherefore intentionally comment (introspect) on experietice.
fancy the same type of bug and display a similar snappinguch a capacity for introspection and intentionality may have
style. Humans, however, have conjured up an almost infinitgenerated first the sense of a ‘commenting self’ separate
number of solutions to satisfy the need for clothing, shelterfrom the experiencing body, then the belief that others also
food and communication. Although the basic verbal messagdsave commenting selves, and, ultimately, that these other
transmitted from one individual to another have not variedcommenting selves believe that others also have
much from one social group to another or from one epocttcommenting selves.
to the next, they have nonetheless become expressed inThese additional dimensions of human consciousness are
thousands of different languages. If there ever was a prdikely to have created the driving force for the development
Babel epoch, it must have happened before humans emergel symbolic communications, including language. Thought,
as a species or before the template in Fig. 2D assumed itefined as the cerebral activity that intervenes between
present form. sensation and action, is likely to arise in all experiencing
The template in Fig. 2D allows the emergence of aorganisms of sufficient CNS complexity, and may therefore
large number of alternative trajectories as sensation becomég said to exist in many animal species. Animals can also
transformed into cognition. In the course of this processcommunicate, but in a concrete and reflexive fashion where
obligatory one-to-one linkages between stimulus and response specific set of emotive states or external events triggers a
are transcended, creating a setting that encourages menggilecific call or gesture. The development of a communication
relativism. The realization that identity is not violated evensystem based on consensually sanctioned arbitrary labels
as the same object acquires different sensory properties wheach as words, however, would appear to require not only
viewed from different points in space (because of parallaxthe ability to transcend concrete stimulus—response linkages,
or time (because of aging), that an act may be condoned ihut also the presence of an intentional, observing self and
one context but not in another, and that individual variationghe belief in the existence of other self-conscious individuals
in perspective may lead to alternative interpretations of thevho will be able to decipher the message. Language, in this
same event are some examples of this mental relativism. Asequence of events, becomes a consequence of thought, not
important component of mental relativism is the capacity toits cause. As Wgotsky (1962) has said, a thought may be
assume another person’s perspective, an ability which isompared to a cloud shedding a shower of words.
probably unique to humarid,and which emerges relatively  The development of language is likely to have shaped the
late in cognitive development (Selman, 1971). course of cognitive evolution by enabling the emergence of
The neural substrate of mental relativism would appear t@ uniquely human phenomenon known as civilization. Frogs
be based on the ability to establish multiple representationsay have consciousness, brilliant apes may display occasional
of the same fact, and to realize that such representations (féwursts of symbolic communication, but only humans build
example, the reflection of the self in the mirror) constitutecivilizations. The impact of this distinction becomes
alternative manifestations of the same basic phenomenoparticularly significant within an evolutionary context.
This type of neural computation is not automatic. A maleHumans and their closest cousins, apes, parted ways ~5
turtle, for example, will fight its own reflection in the mirror million years ago. During the subsequent 4 million years
from dawn to dusk; only specially trained monkeys give anyevolutionary pressures led to expansion of cranial volume,
sign of rudimentary self-recognition in front of a mirror; and the assumption of an erect posture, and the descent of the
many demented patients will react to their reflections as ifarynx into a position that enabled a richer vocal output
they were intruders (Ajuriagueret al, 1963; Harless, 1979; (Donald, 1991). In contrast to this relatively brisk pace of
Gallup et al, 1980; Hauseet al., 1995).
A tolerance for multiple alternative representations mayishe rgle of prefrontal cortex in this development needs to be given
provide the critical ingredient that sets the special flavour okonsiderable prominence. Itis probably the only part of the brain that makes
human consciousness. It is reasonable to assume that animBafsessential contribution to routine sensory, skeletomotor or autonomic

h lativel . | f . h nxnction. It is also the part of the brain that shows the greatest expansion
ave a relatively simple sort of consciousness, the conte in the primate line of evolution. The prefrontal cortex could be conceptualized

as a luxury dividend that phylogeny offered primates and that catalysed the
12 preprogrammed behaviours such as the broken wing display of a ploveability to transcend a stimulus-bound existence.
trying to lure predators away from her offspring do not fit the description
of voluntary shifts of perspective, although they do depend, in an automatié* A most poignant example is in Genesis. ‘Then God said “Let there be
sort of way, on assumptions concerning the point of view of the predator. light”; and there was lightAnd God saw that the light was good
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biological evolution, the pace of cognitive change duringmemory!” Through the advent of writing, progress would
these 4 million years was painfully slow and seems to havao longer be contingent on a few wise men with phenomenal
been confined predominantly to the transition from the usenemories and communicative skills. Even those of modest
of accidentally sharpened stones Aystralopithecugo the talent could have access to vast libraries containing the
use of deliberately sharpened onesHpmo erectusModern  distilled wisdom of all humanity. The development of writing
humans entered the scene only 50 000 to 100 000 years agtould thus have triggered the second and even steeper
During the short interval since then, our species has leape@cceleration of cognitive evolution.
from caves to skyscrapers, from the drawings of Lascaux to The hypothetical sequence of events outlined above is
the mosaics of Pompei, and from cannibalism to nouvelldased on the following milestones: the horizon and
cuisinel® Brain structure, however, has probably shown notomplexity of consciousness became augmented by the
substantial change during this interval. How can brainSPatio-temporal dilation of the pathways that lead from
function change so radically when brain structure has€nsation to cogr'n.tlon; the enrichment of consciousness and
remained relatively stable? the resultant ability to step bacll< fro.m real—tllme events
At least part of the answer lies in the transition of the €nabled the emergence of intentionality and |ntrospectlye
bottleneck from individual to group cognition through the comme_ntgiry; the_ realization that othermembe_rs of the species
mediation of language and civilization. Civilization depends'Ve'® Similarly disposed encouraged symbolic communica-

on two major ingredients: adaptability to rapid change,t'on; the resultant transgenerational accumulation of

and the ability to transfer knowledge of procedures anC](_nowledge led to the establishment of culture and civilization;

. X S civilizations then became the vehicle for further accelerations
relationships from one individual to another and from one,

. . . ..~ in the pace of change through additional inventions such as
generation to the ng)%?. The former ingredient, the ability Writing?Through thgse stepgiomo sapiendias been able
to t_olerate change, 'S & luxury that only the most advancego make giant cognitive leaps without the need for parallel
brains can afford. It might take a very long time, for example

'changes in the biological hardware of the brain. Clearly, this

to convince a frog to change its eating habits. In ContraStsequence of events represents a great oversimplification.

adaptability to change, in.fact an overwhelming urge FOMany of these developments could have proceeded
seek novelty and alternative vantage points, iS & MajoLim itaneously and numerous intermediate steps could have
characteristic of the human CNS and the principal determinaniyisted. The purpose in this account, however, has been to
of the cognitive relativism described above. The secondpoy that neurological scenarios based on the template in
ingredient of civilization, the inter-individual transfer of Fig. 2D could become relevant to the exploration of even
knowledge, is a by-product of the capacity to communicateéhe most complex achievements of the human mind, in
complex and abstract relationships through the mediation frinciple if not in detail.
language. Such a transfer of knowledge would have fostered |n the frog, sensation becomes cognition at the first synaptic
the development of civilization by liberating each individual |evel. The horizons of consciousness are defined by a rigidly
member of a social group from the need to re-inventfiitered sensory reflection of the immediate present. In the
the wheel and by promoting a gradual transgenerationghuman, sensation merely begins to kindle the creative
accumulation of knowledge. A pivotal outcome of this processprocesses of the mind, and the present is only one point
would have been to shift the pacemaker for cognitive advancealong a continuum of consciousness that extends from the
from the painfully slow process of physical brain evolution dim past to the distant future. In the eyes of evolution, the frog
to the far more rapid and dynamic pace of computationahas a much more extensive record of credibility. However, its
evolution where each individual intelligence could potentially future is completely constrained by its past. The human brain
become a constituent link in a massively parallel network. has followed a different kind of adaptation based on a
In preliterate societies, the contribution of each link to thiscontinuous pressure to seek and create novelty and change.
process was undoubtedly limited by the synaptic capacityfhe resultant texture of human existence, based on the
and lifespan of individual biological memories. The invention flexibility afforded by the neural pathways that link sensation
of writing is likely to have overcome this limitation by tO cognition, is immensely rich but also potentially quite

introducing a new and infinitely expandable, extracorporeaffagile since not all that is novel is necessarily good. The
future of the human race, while almost unlimited in its
15 _ _ _ iy potential, is therefore also more uncertain than that of the frog.
Cultural evolution has obviously not been uniformly positive. The same
neural template that enabled the serenity of Ryoanji has also enabled
Auschwitz. It goes without saying that purpose in biology is constrained by
survival, not by value. The neural connections in Fig. 2D enable theAcknowledgements
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information can be discerned in other species in the form of ‘observational

learning’ but its scope is very limited, usually confined to consummatory” Writing was apparently invented by a Sumerian king, some 5000 years
behaviours. ago, who was loath to fire his loyal but forgetful messenger.
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