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Preface

Mathematics is an essential ingredient in the education of a professional physicist, indeed
in the education of any professional scientist or engineer in the 21st century. Yet when it
comes to the specifics of what is needed, and when and how it should be taught, there is
no broad consensus among educators. The crowded curricula of undergraduates, especially
in North America where broad general education requirements are the rule, leave little room
for formal mathematics beyond the standard introductory courses in calculus, linear algebra,
and differential equations, with perhaps one advanced specialized course in a mathematics
department, or a one-semester survey course in a physics department.

The situation in (post)-graduate education is perhaps more encouraging—there are many
institutes of theoretical physics, in some cases joined with applied mathematics, where modern
courses in mathematical physics are taught. Even in large university physics departments there
is room to teach advanced mathematical physics courses, even if only as electives for students
specializing in theoretical physics. But in small and medium physics departments, the teaching
of mathematical physics often is restricted to a one-semester survey course that can do little
more than cover the gaps in the mathematical preparation of its graduate students, leaving
many important topics to be discussed, if at all, in the standard physics courses in classical
and quantum mechanics, and electromagnetic theory, to the detriment of the physics content
of those courses.

The purpose of the present book is to provide a comprehensive survey of the mathematics
underlying theoretical physics at the level of graduate students entering research, with enough
depth to allow a student to read introductions to the higher level mathematics relevant to
specialized fields such as the statistical physics of lattice models, complex dynamical systems,
or string theory. It is also intended to serve the research scientist or engineer who needs a quick
refresher course in the subject of one or more chapters in the book.

We review the standard theories of ordinary differential equations, linear vector spaces,
functions of a complex variable, partial differential equations and Green functions, and the
special functions that arise from the solutions of the standard partial differential equations of
physics. Beyond that, we introduce at an early stage modern topics in differential geometry
arising from the study of differentiable manifolds, spaces whose points are characterized by
smoothly varying coordinates, emphasizing the properties of these manifolds that are inde-
pendent of a particular choice of coordinates. The geometrical concepts that follow lead to
helpful insights into topics ranging from thermodynamics to classical dynamical systems to
Einstein’s classical theory of gravity (general relativity). The usefulness of these ideas is, in
my opinion, as significant as the clarity added to Maxwell’s equations by the use of vector
notation in place of the original expressions in terms of individual components, for example.
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X1V Preface

Thus I believe that it is important to introduce students of science to geometrical methods as
early as possible in their education.

The material in Chapters 1-8 can form the basis of a one-semester graduate course on
mathematical methods, omitting some of the mathematical details in the discussion of Hilbert
spaces in Chapters 6 and 7 if necessary. There are many examples interspersed with the main
discussion, and exercises that the student should work out as part of the reading. There are
additional problems at the end of each chapter; these are generally more challenging, but pro-
vide possible homework assignments for a course. The remaining two chapters introduce the
theory of finite groups and Lie groups—topics that are important for the understanding of
systems with symmetry, especially in the realm of condensed matter, atoms, nuclei, and sub-
nuclear physics. But these topics can often be developed as needed in the study of particular
systems, and are thus less essential in a first course. Nevertheless, they have been included in
part because of my own research interests, and in part because group theory can be fun!

[

Each chapter begins with an overview

that summarizes the topics discussed in the ‘ 1
chapter—the student should read this through l
4

10‘

T
° |

in order to get an idea of what is coming in the
chapter, without being too concerned with the
details that will be developed later. The exam-
ples and exercises are intended to be studied
together with the material as it is presented.
The problems at the end of the chapter are ei-
ther more difficult, or require integration of
more than one local idea. The diagram at the

right provides a flow chart for the chapters of Flow chart for chapters of the book.
the book.

I would like to thank many people for their encouragement and advice during the long
course of this work. Ron Aaron, George Alverson, Tom Kephart, and Henry Smith have read
significant parts of the manuscript and contributed many helpful suggestions. Tony Devaney
and Tom Taylor have used parts of the book in their courses and provided useful feedback. Pe-
ter Kahn reviewed an early version of the manuscript and made several important comments.
Of course none of these people are responsible for any shortcomings of the book.

-
-

I have benefited from many interesting discussions over the years with colleagues and
friends on mathematical topics. In addition to the people previously mentioned, I recall es-
pecially Ken Barnes, Haim Goldberg, Marie Machacek, Jeff Mandula, Bob Markiewicz, Pran
Nath, Richard Slansky, K C Wali, P K Williams, Ian Jack, Tim Jones, Brian Wybourne, and
my thesis adviser, David C Peaslee.

Michael T Vaughn

Boston, Massachusetts
October 2006
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1 Infinite Sequences and Series

In experimental science and engineering, as well as in everyday life, we deal with integers,
or at most rational numbers. Yet in theoretical analysis, we use real and complex numbers,
as well as far more abstract mathematical constructs, fully expecting that this analysis will
eventually provide useful models of natural phenomena. Hence we proceed through the con-
struction of the real and complex numbers starting from the positive integers'. Understanding
this construction will help the reader appreciate many basic ideas of analysis.

We start with the positive integers and zero, and introduce negative integers to allow sub-
traction of integers. Then we introduce rational numbers to permit division by integers. From
arithmetic we proceed to analysis, which begins with the concept of convergence of infinite
sequences of (rational) numbers, as defined here by the Cauchy criterion. Then we define
irrational numbers as limits of convergent (Cauchy) sequences of rational numbers.

In order to solve algebraic equations in general, we must introduce complex numbers and
the representation of complex numbers as points in the complex plane. The fundamental
theorem of algebra states that every polynomial has at least one root in the complex plane,
from which it follows that every polynomial of degree n has exactly n roots in the complex
plane when these roots are suitably counted. We leave the proof of this theorem until we study
functions of a complex variable at length in Chapter 4.

Once we understand convergence of infinite sequences, we can deal with infinite series of
the form

Tn

M8

Il
-

n

and the closely related infinite products of the form
II =
n=1

Infinite series are central to the study of solutions, both exact and approximate, to the differ-
ential equations that arise in every branch of physics. Many functions that arise in physics
are defined only through infinite series, and it is important to understand the convergence
properties of these series, both for theoretical analysis and for approximate evaluation of the
functions.

!"To paraphrase a remark attributed to Leopold Kronecker: “God created the positive integers; all the rest is human
invention.”
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2 1 Infinite Sequences and Series

We review some of the standard tests (comparison test, ratio test, root test, integral test)
for convergence of infinite series, and give some illustrative examples. We note that absolute
convergence of an infinite series is necessary and sufficient to allow the terms of a series to be
rearranged arbitrarily without changing the sum of the series.

Infinite sequences of functions have more subtle convergence properties. In addition to
pointwise convergence of the sequence of values of the functions taken at a single point,
there is a concept of uniform convergence on an interval of the real axis, or in a region of
the complex plane. Uniform convergence guarantees that properties such as continuity and
differentiability of the functions in the sequence are shared by the limit function. There is also
a concept of weak convergence, defined in terms of the sequences of numbers generated by
integrating each function of the sequence over a region with functions from a class of smooth
functions (fest functions). For example, the Dirac J-function and its derivatives are defined in
terms of weakly convergent sequences of well-behaved functions.

It is a short step from sequences of functions to consider infinite series of functions, espe-
cially power series of the form

o0
E anz"
n=0

in which the a,, are real or complex numbers and z is a complex variable. These series are
central to the theory of functions of a complex variable. We show that a power series converges
absolutely and uniformly inside a circle in the complex plane (the circle of convergence), with
convergence on the circle of convergence an issue that must be decided separately for each
particular series.

Even divergent series can be useful. We show some examples that illustrate the idea of
a semiconvergent, or asymptotic, series. These can be used to determine the asymptotic be-
havior and approximate asymptotic values of a function, even though the series is actually di-
vergent. We give a general description of the properties of such series, and explain Laplace’s
method for finding an asymptotic expansion of a function defined by an integral representation
(Laplace integral) of the form

I(z) = /O " F0)e® at

Beyond the sequences and series generated by the mathematical functions that occur in
solutions to differential equations of physics, there are sequences generated by dynamical
systems themselves through the equations of motion of the system. These sequences can
be viewed as iterated maps of the coordinate space of the system into itself; they arise in
classical mechanics, for example, as successive intersections of a particle orbit with a fixed
plane. They also arise naturally in population dynamics as a sequence of population counts at
periodic intervals.

The asymptotic behavior of these sequences exhibits new phenomena beyond the simple
convergence or divergence familiar from previous studies. In particular, there are sequences
that converge, not to a single limit, but to a periodic limit cycle, or that diverge in such a way
that the points in the sequence are dense in some region in a coordinate space.
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An elementary prototype of such a sequence is the logistic map defined by
Th:z—ay=Xx(l—x)
This map generates a sequence of points {x,,} with
Tyt = A (1l — 2p)

(0 < X\ < 4) starting from a generic point x in the interval 0 < zg < 1. The behavior of
this sequence as a function of the parameter A as A increases from O to 4 provides a simple
illustration of the phenomena of period doubling and transition to chaos that have been an
important focus of research in the past 30 years or so.

1.1 Real and Complex Numbers

1.1.1 Arithmetic

The construction of the real and complex number systems starting from the positive integers
illustrates several of the structures studied extensively by mathematicians. The positive inte-
gers have the property that we can add, or we can multiply, two of them together and get a
third. Each of these operations is commutative:

roy=yox (1.1)
and associative:
zxo(yoz)=(xoy)oz (1.2)

(here o denotes either addition or multiplication), but only for multiplication is there an identity
element e, with the property that

eor=xr=2xo0e€ (1.3)

Of course the identity element for addition is the number zero, but zero is not a positive integer.
Properties (1.2) and (1.3) are enough to characterize the positive integers as a semigroup under
multiplication, denoted by Z. or, with the inclusion of zero, a semigroup under addition,
denoted by Z ;.

Neither addition nor multiplication has an inverse defined within the positive integers. In
order to define an inverse for addition, it is necessary to include zero and the negative integers.
Zero is defined as the identity for addition, so that

r+0=x=04+=x (1.4)
and the negative integer —x is defined as the inverse of x under addition,

x4+ (—z)=0=(-z)+=x (1.5)
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With the inclusion of the negative integers, the equation
ptr=gq (1.6)

has a unique integer solution = (= g — p) for every pair of integers p, . Properties (1.2)—(1.5)
characterize the integers as a group Z under addition, with O as an identity element. The fact
that addition is commutative makes Z a commutative, or Abelian, group. The combined
operations of addition with zero as identity, and multiplication satisfying Eqs. (1.2) and (1.3)
with 1 as identity, characterize Z as a ring, a commutative ring since multiplication is also
commutative. To proceed further, we need an inverse for multiplication, which leads to the
introduction of fractions of the form p/q (with integers p, ¢). One important property of frac-
tions is that they can always be reduced to a form in which the integers p, ¢ have no common
factors?. Numbers of this form are rational. With both addition and multiplication having
well-defined inverses (except for division by zero, which is undefined), and the distributive
law

ax(x+y)=axxr+axc=y (1.7)

satisfied, the rational numbers form a field, denoted by Q.
-> Exercise 1.1. Let p be a prime number. Then /p is not rational. O

Note. Here and throughout the book we use the convention that when a proposition is simply
stated, the problem is to prove it, or to give a counterexample that shows it is false.

1.1.2 Algebraic Equations

The rational numbers are adequate for the usual operations of arithmetic, but to solve algebraic
(polynomial) equations, or to carry out the limiting operations of calculus, we need more. For
example, the quadratic equation

2_92-0 (1.8)

has no rational solution, yet it makes sense to enlarge the rational number system to include
the roots of this equation. The real algebraic numbers are introduced as the real roots of
polynomials of any degree with integer coefficients. The algebraic numbers also form a field.
- Exercise 1.2. Show that the roots of a polynomial with rational coefficients can be ex-
pressed as roots of a polynomial with integer coefficients. O

Complex numbers are introduced in order to solve algebraic equations that would other-
wise have no real roots. For example, the equation

224+1=0 (1.9)

has no real solutions; it is “solved” by introducing the imaginary unit ¢ = y/—1 so that the
roots are given by x = +i. Complex numbers are then introduced as ordered pairs (z,y) ~

2The study of properties of the positive integers, and their factorization into products of prime numbers, belongs
to a fascinating branch of pure mathematics known as number theory, in which the reducibility of fractions is one of
the elementary results.
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x + 1y, of real numbers; x, y can be restricted to be rational (algebraic) to define the complex
rational (algebraic) numbers.

Complex numbers can be represented as points (x,y) in a plane (the complex plane) in a
natural way, and the magnitude of the complex number x + ¢y is defined by

|z +iy| = Va? + y? (1.10)
In view of the identity

e = cosf +isind (1.11)
we can also write

z + iy = re? (1.12)

with 7 = |z + iy| and tan @ = y/z. These relations have an obvious interpretation in terms
of the polar coordinates of the point (z, y). We also define

arg 2 =0 (1.13)

for z # 0. The angle arg z is the phase of z. Evidently it can only be defined as mod 2;
adding any integer multiple of 27 to arg z does not change the complex number z, since

e2mi 1 (1.14)

Equation (1.14) is one of the most remarkable equations of mathematics.

1.1.3 Infinite Sequences; Irrational Numbers

To complete the construction of the real and complex numbers, we need to look at some
elementary properties of sequences, starting with the formal definitions:

Definition 1.1. A sequence of numbers (real or complex) is an ordered set of numbers in
one-to-one correspondence with the positive integers; write {z,,} = {z1, 22,...}. 1

Definition 1.2. The sequence {z, } is bounded if there is some positive number M such that
|z | < M for all positive integers n. |

Definition 1.3. The sequence {x,, } of real numbers is increasing (decreasing) if x, 1 > x,
(xp+1 < x,) for every n. The sequence is nondecreasing (nonincreasing) if r,+1 > x,
(xp4+1 < x,) for every n. A sequence belonging to one of these classes is monotone (or
monotonic). |

Remark. The preceding definition is restricted to real numbers because it is only for real
numbers that we can define a “natural” ordering that is compatible with the standard measure
of the distance between the numbers. O

Definition 1.4. The sequence {z, } is a Cauchy sequence if for every € > 0 there is a positive
integer NV such that |z, — z,| < € whenever p,q > N. |
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Definition 1.5. The sequence {z, } is convergent to the limit z (write {z,,} — z) if for every
€ > 0 there is a positive integer N such that |z, — z| < & whenever n > N. |

There is no guarantee that a Cauchy sequence of rational numbers converges to a rational,
or even algebraic, limit. For example, the sequence {z,,} defined by

Ty = (1—!—1) (1.15)
n

converges to the limit e = 2.71828..., the base of natural logarithms. It is true, though
nontrivial to prove, that e is not an algebraic number. A real number that is not algebraic is
transcendental. Another famous transcendental number is 7, which is related to e through
Eq. (1.14).

If we want to insure that every Cauchy sequence of rational numbers converges to a limit,
we must include the irrational numbers, which can be defined as limits of Cauchy sequences
of rational numbers. As examples of such sequences, imagine the infinite, nonterminating,
nonperiodic decimal expansions of transcendental numbers such as e or 7, or algebraic num-
bers such as v/2. Countless computer cycles have been used in calculating the digits in these
expansions.

The set of real numbers, denoted by R, can now be defined as the set containing rational
numbers together with the limits of Cauchy sequences of rational numbers. The set of complex
numbers, denoted by C, is then introduced as the set of all ordered pairs (x, y) ~ x+iy of real
numbers. Once we know that every Cauchy sequence of real (or rational) numbers converges
to a real number, it is a simple exercise to show that every Cauchy sequence of complex
numbers converges to a complex number.

Monotonic sequences are especially important, since they appear as partial sums of infinite
series of positive terms. The key property is contained in the

Theorem 1.1. A monotonic sequence {x,, } is convergent if and only if it is bounded.

Proof. If the sequence is unbounded, it will diverge to 4+-co, which simply means that for
any positive number M, no matter how large, there is an integer N such that z,, > M (or
x, < —M if the sequence is monotonic nonincreasing) for any n > N. This is true, since
for any positive number M, there is at least one member x ; of the sequence with z > M
(or zy < —M)—otherwise M would be a bound for the sequence—and hence z,, > M (or
T < —M) for any n > N in view of the monotonic nature of the sequence. |

If the monotonic nondecreasing sequence {x,} is bounded from above, then in order to
have a limit, there must be a bound that is smaller than any other bound (such a bound is the
least upper bound of the sequence). If the sequence has a limit X, then X is certainly the least
upper bound of the sequence, while if a least upper bound X exists, then it must be the limit
of the sequence. For if there is some £ > 0 such that X — a, > ¢ for all n, then X — ¢ will
be an upper bound to the sequence smaller than X .

The existence of a least upper bound is intuitively plausible, but its existence cannot be
proven from the concepts we have introduced so far. There are alternative axiomatic formu-
lations of the real number system that guarantee the existence of the least upper bound; the
convergence of any bounded monotonic nondecreasing sequence is then a consequence as just
explained. The same argument applies to bounded monotonic nonincreasing sequences, which
must then have a greatest lower bound to which the sequence converges.
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1.1.4 Sets of Real and Complex Numbers

We also need some elementary definitions and results about sets of real and complex numbers
that are generalized later to other structures.

Definition 1.6. For real numbers, we can define an open interval:
(a,b) ={z|a < x < b}

or a closed interval:
[a,b] = {x]a <z < b}

as well as semiopen (or semiclosed) intervals:
(a,b] = {z|a <2 <b} and [a,b) ={z|a <z <b}

A neighborhood of the real number z( is any open interval containing xy. An e-neighborhood
of x is the set of all points = such that

|x — 20| < & (1.16)

This concept has an obvious extension to complex numbers: An (¢)-neighborhood of the
complex number zy, denoted by N, (zp), is the set of all points z such that

0<|z—z20<e¢ (1.17)

Note that for complex numbers, we exclude the point zy from the neighborhood N.(zp). 1

Definition 1.7. The set S of real or complex numbers is open if for every x in S, there is a
neighborhood of z lying entirely in S. S is closed if its complement is open. S is bounded if
there is some positive M such that x < M for every z in S (M is then a bound of S). |

Definition 1.8. =z is a limit point of the set S if every neighborhood of = contains at least one
point of S. |

While z itself need not be a member of the set S, this definition implies that every neigh-
borhood of x in fact contains an infinite number of points of S. An alternative definition of a
closed set can be given in terms of limit points, and one of the important results of analysis is
that every bounded infinite set contains at least one limit point.

-> Exercise 1.3. Show that the set S of real or complex numbers is closed if and only if every
limit point of S is an element of S. O

- Exercise 1.4. (Bolzano—Weierstrass theorem) Every bounded infinite set of real or com-
plex numbers contains at least one limit point. O

Definition 1.9. The set S is everywhere dense, or simply dense, in a region R if there is at
least one point of S in any neighborhood of every point in R. |

U Example 1.1. The set of rational numbers is everywhere dense on the real axis. |
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1.2 Convergence of Infinite Series and Products

1.2.1 Convergence and Divergence; Absolute Convergence

If {24} is a sequence of numbers (real or complex), the formal sum

> (1.18)
k=1

is an infinite series, whose partial sums are defined by

S

P Z 2k (1.19)
k=1

The series Y zj is convergent (to the value s) if the sequence {s,, } of partial sums converges
to s, otherwise divergent. The series is absolutely convergent if the series Y |zx| is con-
vergent; a series that is convergent but not absolutely convergent is conditionally convergent.
Absolute convergence is an important property of a series, since it allows us to rearrange terms
of the series without altering its value, while the sum of a conditionally convergent series can
be changed by reordering it (this is proved later on).

- Exercise 1.5. If the series > zj, is convergent, then the sequence {z} — 0. ad

- Exercise 1.6. If the series Y zj is absolutely convergent, then it is convergent. O

To study absolute convergence, we need only consider a series Y . xy, of positive real num-
bers (3~ |zx| is such a series). The sequence of partial sums of a series of positive real num-
bers is obviously nondecreasing. From the theorem on monotonic sequences in the previous
section then follows

Theorem 1.2. The series Y xj of positive real numbers is convergent if and only if the
sequence of its partial sums is bounded.

U Example 1.2. Consider the geometric series

Z z* (1.20)
k=0

for which the partial sums are given by

S(x)

" 1—=z
_ k _
Sp = E " = s (1.21)
k=0

These partial sums are bounded if 0 < x < 1, in which case

1
1—2x

(50} — (1.22)
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The series diverges for x > 1. The corresponding series

S(z) = Z 2" (1.23)

k=0

for complex z is then absolutely convergent for |z| < 1, divergent for |z| > 1. The
behavior on the unit circle |z| = 1 in the complex plane must be determined separately
(the series actually diverges everywhere on the circle since the sequence {z*} /£ 0; see
Exercise 1.5). |

Remark. We will see that the function S(z) defined by the series (1.23) for |z| < 1 can
be defined to be 1/(1 — z) for complex z # 1, even outside the region of convergence of the
series, using the properties of S(z) as a function of the complex variable z. This is an example
of a procedure known as analytic continuation, to be explained in Chapter 4. O

O Example 1.3. The Riemann (-function is defined by

=1

§ — (1.24)
né

n=1

The series for ((s) with s = o + i7 is absolutely convergent if and only if the series for
¢(0) is convergent. Denote the partial sums of the latter series by

¢(s)

AR |
sn(o) =) — (1.25)
n=1

Then for o < 1and N > 2™ (m integer), we have

1
sn(0) 2 sn(1) 2 sam(1) > syms (1) 45 > > & (1.26)
Hence the sequence {sy (o)} is unbounded and the series diverges. Note that for s = 1,
Eq. (1.24) is the harmonic series, which is shown to diverge in elementary calculus
courses. On the other hand, for ¢ > 1 and N < 2" with m integer, we have

1 (m—1) (c—1)
SN(O')<SQm(J)<82m—1 (J)+(§) AR

m—1 1 k(oc—1) 1
< ;O (2> 1209

Thus the sequence {sy (o)} is bounded and hence converges, so that the series (1.24) for
((s) is absolutely convergent for o = Re s > 1. Again, we will see in Chapter 4 that
¢(s) can be defined for complex s beyond the range of convergence of the series (1.24) by
analytic continuation. ]

(1.27)
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1.2.2 Tests for Convergence of an Infinite Series of Positive Terms

There are several standard tests for convergence of a series of positive terms:

Comparison test. Let > x5 and Y yj be two series of positive numbers, and suppose that
for some integer N > 0 we have y;, < xy, for all £ > N. Then

(i) if > @y is convergent, Y yx, is also convergent, and

(i) if >y is divergent, Y | xy, is also divergent.
This is fairly obvious, but to give a formal proof, let {s,} and {¢,,} denote the sequences of
partial sums of Y xj and > yy, respectively. If y, < xy, for all k > N, then

tn*tNSSn*sN

forall n > N. Thus if {s,,} is bounded, then {¢, } is bounded, and if {¢,,} is unbounded, then
{s,} is unbounded.

Remark. The comparison test has been used implicitly in the discussion of the (-function to
show the absolute convergence of the series 1.24 for o0 = Re s > 1. O

Ratio test. Let Y xy, be a series of positive numbers, and let r, = xj11 /2 be the ratios
of successive terms. Then

(i) if only a finite number of 75, > a for some a with 0 < a < 1, then the series converges,
and

(i1) if only a finite number of 5, < 1, then the series diverges.
In case (i), only a finite number of the r; are larger than a, so there is some positive M such
that 2, < MaF for all k, and the series converges by comparison with the geometric series.
In case (ii), the series diverges since the individual terms of the series do not tend to zero.

Remark. The ratio test works if the largest limit point of the sequence {r} is either greater
than 1 or smaller than 1. If the largest limit point is exactly equal to 1, then the ratio test
does not answer the question of convergence, as seen by the example of the (-function series
(1.24). |

Root test. Let Y xy, be a series of positive numbers, and let o5, = {&/x). Then

(i) if only a finite number of g5, > «a for some positive a < 1, then the series converges,
and

(i) if infinitely many g5 > 1, the series diverges.
As with the ratio test, we can construct a comparison with the geometric series. In case (i),
only a finite number of roots g are bigger than a, so there is some positive M such that
x}, < MaF for all k, and the series converges by comparison with the geometric series. In
case (ii), the series diverges since the individual terms of the series do not tend to zero.

Remark. The root test, like the ratio test, works if the largest limit point of the sequence
{0k} is either greater than 1 or smaller than 1, but fails to decide convergence if the largest
limit point is exactly equal to 1. O

Integral test. Let f(t) be a continuous, positive, and nonincreasing function for ¢ > 1, and
letz, = f(k) (k=1,2,...). Then > x} converges if and only if the integral

I= /00 ft)dt < (1.28)
1
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also converges. To show this, note that

k+1 k
/ f(t)dt <ap < f(t)dt (1.29)
k k—1

which is easy to see by drawing a graph. The partial sums s,, of the series then satisfy

n+1 n n
/ fydt < s, => xp <xy +/ f(t) dt (1.30)
1 P 1

and are bounded if and only if the integral (1.28) converges.

Remark. If the integral (1.28) converges, it provides a (very) rough estimate of the value of
the infinite series, since

/OO Ft)dt < s— sy = i o < /OO () dt (131)
N

N+1 k=N41

1.2.3 Alternating Series and Rearrangements

In addition to a series of positive terms, we consider an alternating series of the form
oo
S=Y " (—1)Fay (1.32)
k=0

with x> 0 for all k. Here there is a simple criterion (due to Leibnitz) for convergence: if
the sequence {x} is nonincreasing, then the series S converges if and only if {z}} — 0, and
if S converges, its value lies between any two successive partial sums. This follows from the
observation that for any n the partial sums s,, of the series (1.32) satisfy

Sont1 < S2p43 < v < Sapqa < S2n (1.33)

U Example 1.4. The alternating harmonic series

B 1 1 1 = (-
A:1’§+§*1+”'*;}k+1 (1.34)

is convergent according to this criterion, even though it is not absolutely convergent (the
series of absolute values is the harmonic series we have just seen to be divergent). In fact,
evaluating the logarithmic series (Eq. (1.69) below) for z = 1 shows that A = In 2. |

Is there any significance of the ordering of terms in an infinite series? The short answer
is that terms can be rearranged at will in an absolutely convergent series without changing the
value of the sum, while changing the order of terms in a conditionally convergent series can
change its value, or even make it diverge.
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Definition 1.10. If {ny,ns,...} is a permutation of {1,2, ...}, then the sequence {(x} is a
rearrangement of {z, } if

Ck = Zn, (1.35)

for every k. Then also the series D (j is a rearrangement of > zy. |

U Example 1.5. The alternating harmonic series (1.34) can be rearranged in the form

11 1 1 1
A= (14-—= R R 1.
(+3 2>+(5+7 4)+ (1.36)

which is still a convergent series, but its value is not the same as that of A (see below). 1

Theorem 1.3. If the series Y z; is absolutely convergent, and ) (j is a rearrangement of
> zp, then > (j is absolutely convergent.

Proof. Let {s,} and {0, } denote the sequences of partial sums of > z; and > (j, re-
spectively. If ¢ > 0, choose N such that |s,, — s,,| < ¢ for all n,m > N, and let
Q = max{ny,...,ny}. Then|o, — o,| < e foralln,m > Q. |

On the other hand, if a series in not absolutely convergent, then its value can be changed
(almost at will) by rearrangement of its terms. For example, the alternating series in its original
form (1.34) can be expressed as

- 1 1 - 1
A= - )= e 1.37
nz::() (Zn—l—l 2n+2) nz::() (2n+1)(2n + 2) (1.37)
This is an absolutely convergent series of positive terms whose value is In2 = 0.693.. ., as

already noted. On the other hand, the rearranged series (1.36) can be expressed as

oo

= 1 1 1 8n+5
A= - = 1.38
7;)(4n+1+4n+3 2n+2> ;}2(n+1)(4n+1)(4n+3) (1.38)

which is another absolutely convergent series of positive terms. Including just the first term of
this series shows that

A>%>m2:A (1.39)

In fact, any series that is not absolutely convergent can be rearranged into a divergent series.

Theorem 1.4. If the series Yz, of real terms is conditionally convergent, then there is a
divergent rearrangement of 3 xy.

Proof. Let {{, &, . . .} be the sequence of positive terms in {x }, and {—71, —72, ...} be the
sequence of negative terms. Then at least one of the series Y . & , Y 7y is divergent (otherwise
the series would be absolutely convergent). Suppose Y & is divergent. Then we can choose
a sequence ni,Ng, . . . such that

> &> 1+ 0m (1.40)
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(m =1,2,...), and the rearranged series

’ﬂz—l ng—l
=D G-m+ Y Gk—mt- (1.41)
k:n1 k::’nz
is divergent. u

Remark. It follows as well that a conditionally convergent series » . zj of complex terms
must have a divergent rearrangement. For if z;, = xj + iy, then either > xy or > yy is
conditionally convergent, and hence has a divergent rearrangement. O

1.2.4 Infinite Products

Closely related to infinite series are infinite products of the form
IT @+ 2m) (1.42)

m=1

({zm } is a sequence of complex numbers), with partial products
po= ] Q+2) (1.43)

The product [ [ (14 z,,) is convergent (to the value p) if the sequence {p,, } of partial products
converges to p # 0, convergent to zero if a finite number of factors are 0, divergent to zero if
{pn} — 0 with no vanishing p,,, and divergent if {p,, } is divergent. The product is absolutely
convergent if [ (1 + |zm|) is convergent; a product that is convergent but not absolutely
convergent is conditionally convergent.

The absolute convergence of a product is simply related to the absolute convergence of a
related series: if {z,,} is a sequence of positive real numbers, then the product [ (1 + z;,)
is convergent if and only if the series Y x,, is convergent. This follows directly from the
observation

ixm < ﬁ (1+xz,,) < exp (i xm> (1.44)
m=1 m=1 m=1

Also, the product [ | (1 —x,,) is convergent if and only if the series Y x,, is convergent (show
this).

U Example 1.6. Consider the infinite product
pP= H m - ﬁ - L (1.45)
m3+ 1 ket m3 '

The product is (absolutely) convergent, since the series

o0

> =)

m=1

is convergent. Evaluation of the product is left as a problem. |
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1.3 Sequences and Series of Functions

1.3.1 Pointwise Convergence and Uniform Convergence of Sequences of
Functions

Questions of convergence of sequences and series of functions in some domain of variables
can be answered at each point by the methods of the preceding section. However, the issues of
continuity and differentiability of the limit function require more care, since the limiting pro-
cedures involved approaching a point in the domain need not be interchangeable with passing
to the limit of the sequence or series (convergence of an infinite series of functions is defined
in the usual way in terms of the convergence of the sequence of partial sums of the series).
Thus we introduce

Definition 1.11. The sequence {f,,(2)} of functions of the variable z (real or complex) is
(pointwise) convergent to the function f(z) in the region R:

{fn(z)} — f(z)inS
if the sequence { f,,(z0)} — f(20) at every point zy in R.
Definition 1.12. {f, ()} is uniformly convergent to f(z) in the closed, bounded R:

{fn(2)} = f(z)inS
if for every € > 0 there is a positive integer N such that | f,,(z) — f(2)| < € forevery n > N
and every point z in R. |

Remark. Note the use of different arrow symbols (— and =) to denote strong and uniform
convergence, as well as the symbol (—) introduced below to denote weak convergence. O

Q Example 1.7. Consider the sequence {2"}. Evidently {2} — 0 for 0 < x < 1. Also,
the sequence {2} = 0 on any closed interval 0 < x < 1 —§ (0 < § < 1), since for any
such z, we have |z"| < ¢ for all n > N if N is chosen so that |1 — 8| < . However,
we cannot say that the sequence is uniformly convergent on the open interval 0 < x < 1,
since if 0 < € < 1 and n is any positive integer, we can find some x in (0, 1) such that
2™ > e. The point here is that to discuss uniform convergence, we need to consider a
region that is closed and bounded, with no limit point at which the series is divergent. 1l

It is one of the standard theorems of advanced calculus that properties of continuity of the
elements of a uniformly convergent sequence are shared by the limit of the sequence. Thus if
{fn(2)} = f(z) in the region R, and if each of the f,,(z) is continuous in the closed bounded
region R, then the limit function f(z) is also continuous in R. Differentiability requires a
separate check that the sequence of derivative functions { f/ (z)} is convergent, since it may
not be. If the sequence of derivatives actually is uniformly convergent, then it converges to the
derivative of the limit function f(z).

O Example 1.8. Consider the function f(z) defined by the series

f(2)

=1
Z — sinn’mz (1.46)
n=1 n
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This series is absolutely and uniformly convergent on the entire real axis, since it is
bounded by the convergent series

2)=> L (1.47)
n=1

n2

Howeyver, the formal series
fllz)=n Z cosn’mz (1.48)
n=1

converges nowhere, since the terms in the series do not tend to zero for large n. A similar
example is the series

g(z) = Z a™sin 2"z (1.49)
n=1

for which the convergence properties of the derivative can be worked out as an exercise.
Functions of this type were introduced as illustrative examples by Weierstrass. |

1.3.2 Weak Convergence; Generalized Functions

There is another type of convergent sequence, whose limit is not a function in the classical
sense, but which defines a kind of generalized function widely used in physics. Suppose C is
a class of well-behaved functions (test functions) on a region R—typically functions that are
continuous with continuous derivatives of suitably high order. Then the sequence of functions
{fn(2)} (that need not themselves be in C) is weakly convergent (relative to C) if the sequence

{ /R (=) 9(2) dr} (150)

is convergent for every function g(z) in the class C. The limit of a weakly convergent sequence
is a generalized function, or distribution. It need not have a value at every point of R. If

{[ maaarf ~ [ sereear (151)

for every ¢g(z) in C, then { f,,(2)} — f(#) (the symbol — denotes weak convergence), but the
weak convergence need not define the value of the limit f(z) at discrete points.

U Example 1.9. Consider the sequence { f,,(z)} defined by

—— <z <
fnlz) = (1.52)

0, otherwise

S
SRS

n
2
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Then { f,,(z)} — 0 for every = # 0, but

/ fo(x)dx =1 (1.53)
forn =1,2,..., and, if g(x) is continuous at z = 0,
{| n@awiac} g0 (154)

The weak limit of the sequence { f,,(x)} thus has the properties attributed to the Dirac ¢-
Sfunction 6(x), defined here as a distribution on the class of functions continuous at x = 0.
The derivative of the §-function can be defined as a generalized function on the class of
functions with continuous derivative at z = 0 using integration by parts to write

[ " (@) g(a) do = — [ (@) ¢ (2) dz = —g'(0) (1.55)

Similarly, the nth derivative of the J§-function is defined as a generalized function on the
class of functions with the continuous nth derivative at x = 0 by

/oo 5(n)($)g(.’£) de — 7/00 5(n—1)(l) g’(x) dx
. —oo (1.56)
N lC)

using repeated integration by parts. |

1.3.3 Infinite Series of Functions; Power Series

Convergence properties of infinite series

> fl2)
k=0

of functions are identified with those of the corresponding sequence
su(2) =Y ful2) (1.57)

of partial sums. The series >, fi(2) is (pointwise, uniformly, weakly) convergent on R
if the sequence {s,(z)} is (pointwise, uniformly, weakly) convergent on R, and absolutely
convergent if the sum of absolute values,

> k()]
k

is convergent.
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An important class of infinite series of functions is the power series
oo
S(z) = Z anz" (1.58)
n=0

in which {a,,} is a sequence of complex numbers and z a complex variable. The basic con-
vergence properties of power series are contained in

Theorem 1.5. Let S(z) = > 7, a,2™ be a power series, a,, = {/|ay|, and let a be the
largest limit point of the sequence {«,, }. Then

(i) If « = 0, then the series S(z) is absolutely convergent for all z, and uniformly on any
bounded region of the complex plane,

(ii) If o does not exist (o« = 00), then S(z) is divergent for any z # 0,

(iii) If 0 < v < o0, then S(z) is absolutely convergent for |z| < r = 1/, uniformly within
any circle |z| < p < r, and S(z) is divergent for |z| > 7.

Proof. Since {/|a,z"| = o,z

Thus the region of convergence of a power series is at least the interior of a circle in the

complex plane, the circle of convergence, and r is the radius of convergence. Note that con-

vergence tests other than the root test can be used to determine the radius of convergence of a

given power series. The behavior of the series on the circle of convergence must be determined

separately for each series; various possibilities are illustrated in the examples and problems.
Now suppose we have a function f(z) defined by a power series

, results (i)—(iii) follow directly from the root test. |

f(2) =) anz" (1.59)
n=0

with the radius of convergence » > 0. Then f(z) is differentiable for |z| < r, and its derivative
is given by the series

o0

F(2) =" (n+1)ang 2" (1.60)

n=0

which is absolutely convergent for |z| < r (show this). Thus a power series can be differenti-
ated term by term inside its circle of convergence. Furthermore, f(z) is differentiable to any
order for |z| < r, and the kth derivative is given by the series

oo
. (n+ k)! n
F®(z) = Z% T gk 2 (1.61)
since this series is also absolutely convergent for |z| < r. It follows that

ar = f*(0)/k! (1.62)
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Thus every power series with positive radius of convergence is a Taylor series defining a
function with derivatives of any order. Such functions are analytic functions, which we study
more deeply in Chapter 4.

U Example 1.10. Following are some standard power series; it is a useful exercise to verify
the radius of convergence for each of these power series using the tests given here. |

(i) The binomial series is

(14 2)% = i (Z) o (1.63)

n=0

where

n n! n!T'(a—n+1)
is the generalized binomial coefficient. Here I'(z) is the I'-function that generalizes the ele-
mentary factorial function; it is discussed at length in Appendix A. Fora =m =0,1,2,...,

the series terminates after m + 1 terms and thus converges for all z; otherwise, note that

a a a—n
(n+1)/(n> Tl — (1.65)

whence the series (1.63) has the radius of convergence r = 1.
(i1) The exponential series

oo n

=Y % (1.66)

n=0

has infinite radius of convergence.
(iii) The trigonometric functions are given by the power series

s 2n+1
sinz=Y (-1)" m (1.67)
n=0
0 2n
cosz = Z (=" % (1.68)
n=0 ’

with infinite radius of convergence.
(iv) The logarithmic series

o0 Zn+1
In(l1+2) = 1" 1.69
(1+2) ”2::0< T (1.69)
has the radius of convergence r» = 1.
(v) The arctangent series
o0 Z2n+1
tan™' z = -1 1.70
an” " z ”zzjo( ) 1 (1.70)

has the radius of convergence r» = 1.
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1.4 Asymptotic Series

1.4.1 The Exponential Integral
Consider the function F1 (z) defined by

oo —t oo —u
Ei(z) = / 67 dt — e~ /O ue+ —du=eI(2) (1.71)

E,(z) is the exponential integral, a tabulated function. An expansion of F; (z) about z = 0 is
given by

0o —t z _—t Z ] _ et 0o —t
El(z):/ e—dt—/ e—dt:—lnz+/ c dt+/ at
1 t 1 t 1 t 1 t

e oo —t X (1) .1
—Inz— / 1-¢ dt—/ e—dt — E (=1) c
0 t 1 t 1 n n'

Here the term in the square brackets is the Euler—Mascheroni constant v = 0.5772. .., and
the power series has infinite radius of convergence.

Suppose now |z| is large. Then the series (1.72) converges slowly, and a better estimate of
the integral I(z) can be obtained by introducing the expansion

1 1 — o U\
EREPNEIAC

n

into the integral (1.71). Then term-by-term integration leads to the series expansion

> !
I(z)=3Y" (—1)"% (1.74)
n=0

Unfortunately, the formal power series (1.74) diverges for all finite z. This is due to the
fact that the series expansion (1.73) of 1/(u + z) is not convergent over the entire range of
integration 0 < u < oo. However, the main contribution to the integral comes from the region
of small u, where the expansion does converge, and, in fact, the successive terms of the series
for I(z) decrease in magnitude for n + 1 < |z|; only for n 4+ 1 > |z| do they begin to diverge.
This suggests that the series (1.74) might provide a useful approximation to the integral I(z)
if appropriately truncated.

To obtain an estimate of the error in truncating the series, note that repeated integration by
parts in Eq. (1.71) gives

e—u

n! e

(1.75)
= Sn(2) + Rn(2)
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If Re z > 0, then we can bound the remainder term Ry (z) by

N +1)!
|RN(Z)|<(Z|T+Q)

(1.76)
since |u + z| > |z| for all w > 0 when Re z > 0. Hence the remainder term Ry (z) — 0 as
z — oo in the right half of the complex plane, so that I(z) can be approximated by Sy (z)
with a relative error that vanishes as z — oo in the right half-plane. In fact, when Re z < 0
we have

(N +1)!

Ry (2)| £ ——=
By ()] £ =

(1.77)

so that the series (1.74) is valid in any sector — < arg z < ¢ with 0 < § < m.Note also that
for fixed z, | R (2)| has a minimum for V + 1 2 |z|, so that we can obtain a “best” estimate
of I(z) by truncating the expansion after about NV + 1 terms.

The series (1.74) is an asymptotic (or semiconvergent) series for the function I(z) de-
fined by Eq. (1.71). Asymptotic series are useful, often more useful than convergent series,
in exhibiting the behavior of functions such as solutions to differential equations, for limiting
values of their arguments. An asymptotic series can also provide a practical method for eval-
uating a function, even though it can never give the “exact” value of the function because it is
divergent. The device of integration by parts, for which the illegal power series expansion of
the integrand is a shortcut, is one method of generating an asymptotic series. Watson’s lemma,
introduced below, provides another.

1.4.2 Asymptotic Expansions; Asymptotic Series
Before looking at more examples, we introduce some standard terminology associated with
asymptotic expansions.

Definition 1.13. f(z) is of order g(z) as z — zg, or f(z) = Olg(z)] as z — z, if there
is some positive M such that |f(z)| < M|g(z)| in some neighborhood of z. Also, f(z) =
olg(z)] (read “f(2) is litrle 0 g(2)”) as z — zg if

lim f(z)/g9(z) =0 (1.78)
zZ—20
O Example 1.11. We have
(i) 2"t = o(2") as z — 0 for any n.
(ii) e=* = o(2™) for any n as z — oo in the right half of the complex plane.

(iii) Eq1(z) = O(e ?#/z), or E1(z) = o(e™*), as z — oo in any sector —J < arg z < §
with 0 < 6 < 7. Also, E4(z) = O(In z) as z — 0. |

Definition 1.14. The sequence {f,,(z)} is an asymptotic sequence for z — z, if for each
n=1,2,..,wehave f,11(2) = o[fn(z)] as z — 2. |
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U Example 1.12. We have
(1) {(z — 2z0)™} is an asymptotic sequence for z — zg.

(i) If {\,} is a sequence of complex numbers such that Re A, +; < Re \,, for all n, then
{z*»} is an asymptotic sequence for z — oc.

—nz

(i) If {\,} is any sequence of complex numbers, then {2*" e~"*} is an asymptotic se-
quence for z — oo in any sector —§ < arg z < J with0 <0 < 3. |

Definition 1.15. If {f,,(z)} is an asymptotic sequence for z — z, then

N

F(2)~ D anfal2) (1.79)

n=1
is an asymptotic expansion (to N terms) of f(z) as z — zq if

N

f(z) - Z an fn(z) = O[fN(z)] (1.80)

n=1
as z — zg. The formal series

oo

F(2)~ D anta() (1.81)

n=1
is an asymptrotic series for f(z) as z — zg if

N

F(2) = anfu(z) = Olfn41(2)] (1.82)

n=1

asz — zo (N =1,2,...). The series (1.82) may converge or diverge, but even if it converges,
it need not actually converge to the function, since we say f(z) is asymptotically equal to
g(z), or f(z) ~ g(z), as z — zo with respect to the asymptotic sequence { f,,(z)} if

f(2) —9(2) = o[ fn(2)] (1.83)
as z — zg forn = 1,2, . ... For example, we have
f(z)~ f(z) +e77 (1.84)

with respect to the sequence {z~"} as z — oo in any sector with Re z > 0. Thus a function
need not be uniquely determined by its asymptotic series. |

Of special interest are asymptotic power series

OB =

n=0

E

(1.85)
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for z — oo (generally restricted to some sector in the complex plane). Such a series can be
integrated term by term, so that if F’(z) = f(z), then

(oo}

an+1
F(z)~apz+arlnz+c— zjl an (1.86)
n—=

for z — oo. On the other hand, the derivative

o0

HOREDY :,ffl (1.87)

n=1

only if it is known that f’(z) has an asymptotic power series expansion.

1.4.3 Laplace Integral; Watson’s Lemma

Now consider the problem of finding an asymptotic expansion of the integral
J(z) = / Plt)e=" dt (1.88)
0

for x large and positive (the variable is called x here to emphasize that it is real, although the
series derived can often be extended into a sector of the complex plane). It should be clear
that such an asymptotic expansion will depend on the behavior of F'(¢) near ¢t = 0, since that
is where the exponential factor is the largest, especially in the limit of large positive x. The
important result is contained in

Theorem 1.6. (Watson’s lemma). Suppose that the function F'(¢) in Eq. (1.88) is integrable
on 0 < z < a, with an asymptotic expansion for ¢ — 0+ of the form

F(t)~t" > ent” (1.89)
n=0

with b > —1. Then an asymptotic expansion for J(z) as x — oo is

I'n+b+1
Here
LE+1) E/ tse~tdt (1.91)
0

is the I'-function, which will be discussed at length in Chapter 4. Note that for integer values
of the argument, we have I'(n + 1) = nl.

Proof. To derive the series (1.90), let 0 < € < a, and consider the integral

J.(z) = /0 F(t)e ™™ dt ~ Y en /0 Tl et gt (1.92)
n=0
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Note that
J(x) — J(z) = / F(t)e" dt = e—=* / Flr+e)e ™ dr (1.93)
€ 0
is exponentially small compared to J(z) for z — oo, since F(t) is assumed to be integrable
on 0 <t < a. Hence J(z) and J.(x) are approximated by the same asymptotic power series.

The asymptotic character of the series (1.89) implies that for any N, we can choose ¢
small enough that the error term

AN (z) =

N-1 € €
Je(x) =Y en /O trhe dt‘ <C /O N+t dt (1.94)
n=0

for some constant C'. But we also know that

I(N+b+1) /5 +b—at / -
— | et g = et gy
g N+b+1 0 6

N (1.95)
=e / (T +e)" e ™ dr
0

The right-hand side is exponentially small for x — oo; hence the error term is bounded by

(N +b+1)

o N+b+1 (1.96)

|Aév (x)‘ <C

Thus the series on the right-hand side of Eq. (1.90) is an asymptotic power series for J.(x)

and thus also for J(x). |

We can use Watson’s lemma to derive an asymptotic expansion for z — oo of a function
1(z) defined by the integral representation (Laplace integral)

I(z) = / ’ f)e*® at (1.97)
0

with f(t) and h(t) continuous real functions® on the interval 0 < ¢ < a. For z large and
positive, we can expect that the most important contribution to the integral will be from the
region in ¢ near the maximum of Ah(t), with contributions from outside this region being expo-
nentially small in the limit Re 2 — +o00. There is actually no loss of generality in assuming
that the maximum of h(t) occurs at ¢ = 0.4

The integral (1.97) can be converted to the form (1.88) by introducing a new variable
u = h(0) — h(t), and approximating I(z) by

I(z) ~ I.(2) = —"O) 08 % e *“du (1.98)

3Tt is enough that f(t) is integrable, but we will rarely be concerned about making the most general technical
assumptions.

4Suppose h(t) has a maximum at an interior point (¢ = b, say) of the interval of integration. Then we can split
the integral (1.97) into two parts, the first an integral from O to b, the second an integral from b to a, and apply the
present method to each part.




24 1 Infinite Sequences and Series

The asymptotic expansion of I.(z) is then obtained from the expansion of f(t)/h/(t) for
t — 0+, as just illustrated, provided that such an expansion in the form (1.89) exists. Note
that the upper limit € (> 0) in this integral can be chosen at will. This method of generating
asymptotic series is due to Laplace.

U Example 1.13. Consider the integral
I(z) = / e~ Zsinht gy (1.99)
0

Changing the variable of integration to u = sinh ¢ gives

(oo}
I(z):/ (1+u?)"V2e " du (1.100)
0
Expanding
-1/2 _ 2n
(1+u?) Z n'r( ) u (1.101)

then gives the asymptotic series

[e'e] 1
5) (2n)! 1
Z E *2) Ti) 2n+1 (1.102)
— 5) n! z
for z — oo with |arg z| < § — d and fixed 0 < § < 7. [ |

Now suppose the function h(¢) in Eq. (1.97) has a maximum at ¢ = 0, with the expansion
h(t) ~ h(0) — AtP + - -- (1.103)

fort = 0, with A > 0 and p > 0. Then we can introduce a new variable © = tP into
Eq. (1.97), which gives
1 > 1 d I
I(z) ~ = M9 £(0) / upe=Auz 28— ¢zh(0) ¢() #)1 (1.104)
b 0 " p(Az)P

Note that F(fl;) = I'(3) = /7 in the important case p = 2 that corresponds to the usual
quadratic behavior of a function near a maximum. In any case, the leading behavior of I(z)
for z — oo (with Re z > 0) follows directly from the leading behavior of i(t) near ¢ = 0.

U Example 1.14. Consider the integral

Ko(z) = / e #cosht gy (1.105)
0
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which is a known representation for the modified Bessel function Ky(z). Since cosht =
1 +t%/2 near t = 0, the leading term in the asymptotic expansion of K(z) for z — oo is
given by

F
Ko(z) ~e™* P (1.106)

Here the complete asymptotic expansion of Ky(z) can be derived by changing the variable
of integration to v = cosh ¢. This gives

Ko(z) = / (u? —1)"Y2e = dy
1

:\@6_2/ v V2(1 4 do) V26 dy (1.107)
0

(v = u — 1). Expanding (1 + 3v)~1/2 then provides the asymptotic series

1
00 1112 nts
. P+ D)2 (1"
K ~e *? E -)—_ | — 1.108
again for z — oo with |arg z| < § — 0 and fixed 0 < § < 7. |

The method introduced here must be further modified if either of the functions f(¢) or h(t)
in Eq. (1.97) does not have an asymptotic power series expansion for ¢ — 0. Consider, for
example, the I'-function introduced above in Eq. (1.91), which we can write in the form

L(E+1) :/ etnte=t gt (1.109)
0

The standard method to find an asymptotic expansion for & — +oco does not work here, since
In ¢ has no power series expansion for ¢ — 0. However, we can note that the argument
(—t+& In t) of the exponential has a maximum for ¢ = £. Since the location of the maximum
depends on £ (it is a moving maximum), we change variables and let t = {u, so that Eq. (1.109)
becomes

oo
r¢+1) =§f+1/ efInu e=8u gy (1.110)
0
Now the argument in the exponent can be expanded about the maximum at u = 1 to give
oy £\
D(E+1) = estte s / e 281" gy =\ /2n¢ (—) (1.111)
O 6

This is the first term in Stirling’s expansion of the I'-function; the remaining terms will be
derived in Chapter 4.
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A Iterated Maps, Period Doubling, and Chaos

We have been concerned in this chapter with the properties of infinite sequences and series
from the point of view of classical mathematics, in which the important question is whether
or not the sequence or series converges, with asymptotic series recognized as useful for char-
acterizing the limiting behavior of functions, and for approximate evaluation of the functions.

Sequences generated by dynamical systems can have a richer structure. For example, the
successive intersections of a particle trajectory with a fixed plane through which the trajectory
passes more or less periodically, or the population counts of various species in an ecosystem
at definite time intervals, can be treated as sequences generated by a map 7" that takes each of
the possible initial states of the system into its successor. The qualitative properties of such
maps are interesting and varied.

As a simple prototype of such a map, consider the logistic map

T\: x— fi(z) = Az(l —2) (1.A1)

that maps the unit interval 0 < x < 1 into itself for 0 < A < 4 (the maximum value of
2(1 — ) in the unit interval is 1/4). Starting from a generic point z in the unit interval, T
generates a sequence {x,, } defined by

Tpt1 = A&y (1 —2y) (1.A2)
If A < 1, we have
Tpy1 < ATy < - < Nz < A (1.A3)

and the sequence converges to 0. But the sequence does not converge to 0 if A > 1, and the
behavior of the sequence as A increases is quite interesting.

Remark. A generic map of the type (1.A1) that maps a coordinate space (or manifold, to
be introduced in Chapter 3) into itself, defines a discrete-time dynamical system generated by
iterations of the map. The bibliography at the end of the chapter has some suggestions for
further reading. O

To analyze the behavior of the sequence in general, note that the map (1.A1) has fixed
points x,. (points for which x, = f) (z.)) at

z,=0,1-1% (1.A4)

If the sequence (1.A2) starts at one of these points, it will remain there, but it is important to
know how the sequence develops from an initial value of = near one of the fixed points. If an
initial point close to the fixed point is driven toward the fixed point by successive iterations of
the map, then the fixed point is stable; if it is driven away from the fixed point, then the fixed
point is unstable. The sequence can only converge, if it converges at all, to one of its fixed
points, and indeed only to a stable fixed point.

To determine the stability of the fixed points in Eq. (1.A4), note that

Tpi1 = fr (Tn) Zae + [y (20) (20 — 20) (1.A5)
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for x,, & z, so that

LTn+1 — Tx ’
n=——"——"= * 1.A6
1% T, — I, fa (@) ( )

Stability of the fixed point z, requires {x,,} — x, from a starting point sufficiently close
to z.. Hence it is necessary that |g,,| < 1 for large n, which requires

1< fi(ze) <1 (1.A7)
This criterion for the stability of the fixed point is quite general. Note that if

A(z)=0 (1.A8)
the convergence of the sequence will be especially rapid. With ¢,, = x,, — x,, we have

Ent1 X 3" (2)ed (1.A9)

and the convergence to the fixed point is exponential; the fixed point is superstable.
- Exercise 1.A1. Find the values of \ for which each of the fixed points in (1.A4) is

superstable. O
Remark. The case |f3 (x.)| = 1 requires special attention, since the ratio test fails. The
fixed point may be stable in this case as well. a

For the map defined by Eq. (1.A2), we have
f(r) =21 —2z,) (1.A10)

so the fixed point z, = 0 is stable only for A < 1, while the fixed point z, = 1 —1/\ is stable
for 1 < A < 3. Hence for 1 < A\ < 3, the sequence {x,, } converges,

{zp}—1- % =1, (1.A11)

It requires proof that this is true for any initial value z in the interval (0, 1), but a numerical
experiment starting from a few randomly chosen points may be convincing.

What happens for A > 3? For A slightly above 3 (A = 3.1, say), a numerical study shows
that the sequence begins to oscillate between two fixed numbers that vary continuously from
Ty = % as A is increased above 3, and bracket the now unstable fixed point z, = x. To study
this behavior analytically, consider the iterated sequence

Tngo = N xn(1—2,) 1= Azn(1 —20)] = f(f(z0) = fP (2) (1.A12)

This sequence still has the fixed points given by Eq. (1.A4), but two new fixed points

o D 1= VOE D03} (LAI3)

appear. These new fixed points are real for A > 3, and the original sequence (1.A2) eventually
appears to oscillate between them (with period 2) for A > 3.

xi
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- Exercise 1.A2. Derive the result (1.A13) for the fixed points of the second iterate 2!
of the map (1.A1) as defined in Eq. (1.A12). Sketch on a graph the behavior of these fixed
points, as well as the fixed points (1.A4) of the original map, as a function of A for 3 < \ < 4.
Then derive the result (1.A16) for the value of A at which these fixed points become unstable,
leading to a bifurcation of the sequence into a limit cycle of period 4. O

The derivative of the iterated map f[?! is given by
F (@) = f1(f(2)) ' () (1.A14)
which at the fixed points (1.A13) becomes
PV @) = flaf) fl(ar) =4+20 = N2 (1.A15)
Thus f1?(zF) = 1 at A = 3, and decreases to —1 as \ increases from A = 3 to
A=14623.4495. .. (1.A16)

when the sequence undergoes a second bifurcation into a stable cycle of length 4. Successive
period doublings continue after shorter and shorter intervals of A, until at

)22 3.56094... = A, (1.A17)

the sequence becomes chaotic. Iterations of the sequence starting from nearby points become
widely separated, and the sequence does not approach any limiting cycle.

This is not quite the whole story, however. In the interval A\, < A < 4, there are islands of
periodicity, in which the sequence converges to a cycle of period p for a range of \, followed
(as A increases) by a series of period doublings to cycles of periods 2p, 4p, 8p, ... and even-
tual reversion to chaos. There is one island associated with period 3 and its doublings, which
for the sequence (1.A2) begins at

A=1+1/823.828... (1.A18)

and one or more islands with each integer as fundamental period together with the sequence
of period doublings. In Fig. 1.1, the behavior of the iterates of the map is shown as a function
of \; the first three period doublings, as well as the interval with stable period 3, are clearly
visible. For further details, see the book by Devaney cited in the bibliography at the end of the
chapter.

The behavior of the iterates of the map (1.A2) as the parameter A varies is not restricted
to the logistic map, but is shared by a wide class of maps of the unit interval I = (0, 1) into
itself. Let

Ty: x> Af(x) (1.A19)

be a map I — I such that f(x) is continuously differentiable and f’(z) is nonincreasing
on I, with f(0) = 0 = f(1), f/(0) > 0, f/(1) < 0. These conditions mean that f(z) is
concave downward in the interval I, increasing monotonically from 0 to a single maximum in
the interval, and then decreasing monotonically to O at the end of the interval.
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1.0

0.0

2.8 by 4.0

Figure 1.1: Iterates of the map (1.A2) for A between 2.8 and 4.0. Shown are 100 iterates of the
map after first iterating 200 times to let the dependence on the initial point die down.

If f(z) satisfies these conditions, then T shows the same qualitative behavior of period
doubling, followed by a chaotic region with islands of periodicity, as a function of A. Further-
more, if \,, denotes the value of A at which the nth period doubling occurs, then

Antl — An
lim L

=0 =4.6692 ... (1.A20)
n—0o0 )\’7L+2 - >\n,+1

is a universal constant, discovered by Feigenbaum in the late 1970s, independent of the further
details of the map.

A simple context in which the sequence (1.A2) arises is the model of a biological species
whose population in generation n + 1 is related to the population in generation n by

Pn+1l = TDn—aps (1.A21)

Here » > 0 corresponds to the natural growth rate (r > 1 if the species is not to become
extinct), and a > 0 corresponds to a natural limitation on the growth of the population (due to
finite food supply, for example). Equation (1.A21) implies that the population is limited to

P < Pmax =7/a (1.A22)

and rescaling Eq. (1.A21) by defining x,, = p,, /pmax leads precisely to Eq. (1.A2) with A\ = 7.
While this model, as well as some related models given in the problems, is oversimplified,
period doubling has actually been observed in biological systems. For examples, see Chapter 2
of the book by May cited in the bibliography.
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Bibliography and Notes

The first three sections of this chapter are intended mainly as a review of topics that will
be familiar to students who have taken a standard advanced calculus course, and no special
references are given to textbooks at that level. A classic reference dealing with advanced
methods of analysis is

E. T. Whittaker and G. N. Watson, A Course of Modern Analysis (4th edition), Cam-
bridge University Press (1958).

The first edition of this work was published in 1902 but it is valuable even today. In addition
to its excellent and thorough treatment of the classical aspects of complex analysis and the
theory of special functions, it contains many of the notorious Cambridge Tripos problems,
which the modern reader may find even more challenging than the students of the time!

A basic reference on theory of convergence of sequences and series is

Konrad Knopp, Infinite Sequences and Series, Dover (1956).

This compact monograph summarizes the useful tests for convergence of series, and gives a
collection of elementary examples.
Two books that specialize in the study of asymptotic expansions are

A. Erdélyi, Asymptotic Expansions, Dover (1955), and
N. Bleistein and R. A. Handelsman, Asymptotic Expansions of Integrals, Dover
(1986).

The first of these is a concise survey of methods of generating asymptotic expansions, both
from integral representations and from differential equations. The second is a more compre-
hensive survey of the various methods used to generate asymptotic expansions of functions
defined by integral representations. It also has many examples of the physical and mathemat-
ical contexts in which such integrals may occur. The book by Whittaker and Watson noted
above, the book on functions of a complex variable by Carrier, Krook, and Pierson in Chap-
ter 4 and the book on advanced differential equations by Bender and Orszag cited in Chapter 5
also deal with asymptotic expansions.
A readable introduction to the theory of bifurcation and chaos is

R. L. Devaney, An Introduction to Chaotic Dynamical Systems (2nd edition), West-
view Press (2003).

Starting at the level of a student who has studied ordinary differential equations, this book
clearly explains the mathematical foundations of the phenomena that occur in the study of
iterated maps. A comprehensive introduction to chaos in discrete and continuous dynamical
systems is

Kathleen T. Alligood, Tim D. Sauer, and James A. Yorke, Chaos: An Introduction
to Dynamical Systems, Springer (1997).

Each chapter has a serious computer project at the end, as well as simpler exercises. A more
advanced book is

Edward Ott, Chaos in Dynamical Systems, Cambridge University Press (1993).
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Two early collections of reprints and review articles on the relevance of these phenomena
to physical and biological systems are

R. M. May (ed.), Theoretical Ecology (2nd edition), Blackwell Scientific Publishers,
Oxford (1981), and

P. Cvitanovig (ed.), Universality in Chaos (2nd edition), Adam Hilger Ltd., Bristol
(1989).

The first of these is a collection of specially written articles by May and others on various
aspects of theoretical ecology. Of special interest here is the observation of the phenomenon
of period doubling in ecosystems. The second book contains a collection of reprints of classic
articles by Lorenz, May, Hénon, Feigenbaum, and others, leading to the modern studies of
chaos and related behavior of dynamical systems, with some useful introductory notes by
Cvitanovig.

The reader should be aware that the behavior of complex dynamical systems is an impor-
tant area of ongoing research, so that it is important to look at the current literature to get an
up-to-date view of the subject. Nevertheless, the concepts presented here and in later chapters
are fundamental to the field. Further readings with greater emphasis on differential equations
and partial differential equations are found at the end of Chapters 2 and 8.

Problems’
1. Show that
ok

. Z\" z .

(D) =X e
2. Show that

1 —1
=TI (-5)

where Hp denotes a product over all primes p.

3. Investigate the convergence of the following series:

(i) i{i-m(ui)}

n=1

.. d 2n+1
(i) Z{l—nln(in)}

n=1

- 1
(iif) —
7; no (Inn)?

Explain how convergence depends on the complex numbers a, b in (iii).

SWhen a proposition is simply stated, the problem is to prove it, or to give a counterexample that shows it is false.
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4. Investigate the convergence of the following series:

o0

) Z (n+1)* 2"

n=0

> (n+n)! (n+ny)! n
S ARDIUETAIN

nl(n + ng)!

(i)

(iii) Z e~ cos(bn’z)
n=0

where a, b are real numbers, n, no, ng are positive integers, and z is a (variable) complex
number. How do the convergence properties depend on a, b, z ?

5. Find the sums of the following series:

(i) S=1+>-=——+-+

() S= bbbt
13 24 3.5 4.6
1 2 3 4
(iii) S—a—i-ﬂ—i-g-i-?-i-
(iv) f(Z)=i(—1)” (D e
= (2n+1)!

(p=0,1,2,...).

Remark. The result obtained here can be used to improve the rate of convergence of
a series whose terms tend to zero like 1/nP*! for large n; subtracting a suitably chosen
multiple of .S}, from the series will leave a series whose terms tend to zero at least as
fast as 1/nP*2 for large n. As a further exercise, apply this method to accelerate the
convergence of the series for the (-function ((p) with p integer. O

. The quantum states of a simple harmonic oscillator with frequency v are the states |n)
with energies

E, = (n+ 3)hv
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(n = 0,1,2,...) where h is Planck’s constant. For an ensemble of such oscillators in
thermal equilibrium at temperature 7', the probability of finding an oscillator in the state

|n) is given by

E,
P, = A exp <— k—j:)

where A is a constant to be determined, and the exponential factor is the standard Boltz-

mann factor.
(i) Evaluate the constant A by requiring

oo

anzl
0

(ii) Find the average energy (E(T")) of a single oscillator of the ensemble.

Remark. These results are used in the study of blackbody radiation in Problem 4.9. O

8. Investigate the convergence of the following products:

®

(ii) H (1 — m2>

where a, b are the real numbers and z is a (variable) complex number.

9. Evaluate the infinite product

ﬁ { 1+ eXp2(iw/2m) }

m=1
Hint. Note that 1 + e3% = (1 — ¢%) /(1 — e3i),
10. Evaluate the infinite products
= 1
(i) {1 _ 7}
IR E oy
s 3
.. n°® —1
11. Show that

i 1
1_:[ (1+22 ):l—z

m=0




34 1 Infinite Sequences and Series

12. The Euler—-Mascheroni constant v is defined by

N
. 1
7:1\}13;0{5 ﬁ—ln(N—Fl)}

n=1

(i) Show that ~ is finite (i.e., the limit exists). Hint. Show that

(ii) Show that
N 1 N
1 1—(1—1¢
S [,
ot n 0 t

(ii1) Show that

V/1—et et

13. The error function erf(z) is defined by

z

2
erf(z) = — e dt

™ Jo

(i) Find the power series expansion of erf(z) about z = 0.

(ii) Find an asymptotic expansion of erf(z) valid for z large and positive. For what range
of arg z is this asymptotic series valid?

(iii) Find an asymptotic expansion of erf(z) valid for z large and negative. For what
range of arg z is this asymptotic series valid?

14. Find an asymptotic power series expansion of

e o] e—zt
= ——dt
1) /0 1+ 2
valid for z large and positive. For what range of arg z is this expansion valid? Give an

estimate of the error in truncating the series after N terms.

15. Find an asymptotic power series expansion of

= [ (e L)

valid for z large and positive (here « is a complex constant). For what range of arg z is
this expansion valid? Give an estimate of the error in truncating the series after /V terms.
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16.

17.

18.

The modified Bessel function K, (z) of order A is defined by the integral representation

Ki\(2) :/ e77h cosh At dt
0

(i) Find an asymptotic expansion of K, (z) valid for 2 — oo in the right half-plane with
A fixed.

(ii) Find an asymptotic expansion of K (z) for A — oo with z fixed in the right half of
the complex plane (Re z > 0).

Find an asymptotic expansion of

f(z) = /000 et gt

valid for z large and positive.

The reaction rate for the fusion of nuclei A and B in a hot gas (in the center of a star, for
example) at temperature 7" can be expressed as

R(T) = (k%% /O () exp <_ % _ %) dE *)

where S(F) is often a smoothly varying function of the relative energy E. The ex-
ponential factor exp(—FE/kT) in (x) is the usual Boltzmann factor, while the factor
exp(—b/ \/E) is the probability of tunneling through the energy barrier created by the
Coulomb repulsion between the two nuclei. The constant b is given by

b— ZAZ582 2mAmB
- h V ma+mp

where m 4, m p are the masses, Z e, Z e the charges of the two nuclei, and 7 is Planck’s
constant.

(i) Find the energy E,. = E,(T) at which the integrand in (x) is a maximum, neglecting
the energy dependence of S(F).

(ii) Find the width A = A(T") of the peak of the integrand near F.,, again neglecting the
energy dependence of S(FE).

(iii) Find an approximate value for R(T"), assuming A < F,.

Remark. A detailed discussion of nuclear reaction rates in stars can be found in

C. E. Rolfs and W. S. Rodney, Cauldrons in the Cosmos: Nuclear Astrophysics,
University of Chicago Press (1988).

among many other books on the physics of stars. O

. Find the value(s) of X for which the fixed points of the iterated logistic map (Eq. (1.A12))

are superstable.
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20.

21.

22.
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Consider the sequence {x,, } defined by
Tpy1 = axy(l —22)

Find the fixed points of this sequence, and the ranges of a for which each fixed point is
stable. Also find the values of « for which there is a superstable fixed point.

Consider the sequence {x,, } defined by

Tyt = T, 0770

with A > O real, and z¢ > 0.
(i) For what range of A is {z,, } bounded?

(ii) For what range of A is {x,, } convergent? Find the limit of the sequence, as a function
of \.

(iii) What can you say about the behavior of the sequence for A > A, where )\ is the
largest value of \ for which the sequence converges?

(iv) Does the map

Ty :x— zert-%)

have any fixed point(s)? What can you say about the stability of the fixed point(s) for
various values of \?

Consider the sequence {x,, } defined by

Ty
T =
n+1 (1 +xn)b

with b, » > O real, and xy > 0.
(i) For what range of b, r is {x,, } bounded for all z > 0?

(if) For what range of b, r is {z,} convergent? Find the limit of the sequence (as a
function of b, r).

(iii)) What can you say about the behavior of the sequence outside the region in the b—r
plane for which the sequence converges?

(iv) Does the map

rx

Trp: P E———
,b m'_)(1+x)b

have any fixed point(s)? What can you say about the stability of the fixed point(s) for
various values of b, r?
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2 Finite-Dimensional Vector Spaces

Many physical systems are described by linear equations. The simple harmonic oscillator is
the first example encountered by most students of physics. Electrical circuits with resistance,
capacitance, and inductance are linear systems with many independent variables. Maxwell’s
equations for the electromagnetic fields, the heat equation and general wave equations are
linear (partial) differential equations. A universal characteristic of systems described by linear
equations is the superposition principle, which states that any linear superposition of solutions
to the equations is also a solutions of the equations. The theory of linear vector spaces and
linear operators provides a natural and elegant framework for the description of such systems.

In this chapter, we introduce the mathematical foundations of the theory of linear vector
spaces, starting with a set of axioms that characterize such spaces. These axioms describe
addition of vectors, and multiplication of vectors by scalars. Here scalars may be real or
complex numbers; the distinction between real and complex vector spaces is important when
solutions to algebraic equations are needed. A basis is a set of linearly independent vectors
such that any vector can be expressed as a linear combination of the basis vectors; the co-
efficients are the components, or coordinates, of the vector in the basis. If the basis vectors
form a finite set with n elements, then the vector space is finite dimensional (dimension 7n);
otherwise, it is infinite dimensional. With coordinates introduced, every n-dimensional vector
space can be identified with the space of ordered n-tuples of scalars. In this chapter, we con-
sider mainly finite-dimensional vector spaces, though we also treat function spaces as vector
spaces in examples where dimensionality is not critical. The complications associated with
infinite-dimensional spaces, especially Hilbert spaces, will appear in Chapters 6 and 7.

Here we consider only vector spaces in which nonzero vectors have a positive definite
length (or norm); the distance between two vectors x and y is the length of the vector x — y.
If a scalar product satisfying natural axioms can also be defined, the vector space is unitary.
Any basis of a unitary vector space can be transformed into a set of mutually orthogonal unit
vectors; vector components are then the projections of the vector onto the unit vectors.

A scalar-valued function defined on a vector space or function space is called a functional.
Many functionals can be defined on function spaces, for example, the action integral of clas-
sical mechanics to be considered in Chapter 3. Linear functionals defined on a linear vector
space V are of special interest; they form another linear vector space, the dual space V* of V.
An important result is that a bounded linear functional A on a unitary vector space has the
form of a scalar product, A[z] = (u,z) with u a vector in the space, so that V and V* are
equivalent. Linear functionals defined on function spaces are also known as distributions;
a notable example is the Dirac J-function introduced in Chapter 1, defined here as a linear
functional on the space of continuous functions.

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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Linear operators on a linear vector space arise in many contexts. A system of n linear
algebraic equations

a11T1 + a12T2 + -+ a1pTn = C1
a91x1 + A2%2 + + - + A2p Ty, = C2
Ap1T1 + Ap2To + - + AppTn = Cp

can be written in the short form
Axr=c

in which z denotes a vector in an n-dimensional space (real or complex), c is a known vector,
and A is an n X n matrix. If the determinant of the matrix A is not equal to zero, these
equations have a unique solution for every c.

In general, a linear operator A on a linear vector space is defined by the property that if
x1 and x5 are vectors and ¢; and ¢y are scalars, then

A(Cl.’L‘l + 023?2) =c1Ax1 + coAxy

Then if we know how A acts on a set of basis vectors, we can define the action of A on any
linear combination of the basis. A linear operator is also known as a linear transformation.

Important characteristics of a linear operator are its domain (the space on which it is de-
fined) and its image, or range (the space into which it maps its domain). The domain of a
linear operator A on a finite-dimensional vector space V" can always be extended to include
the entire space, and A can then be represented by an n x n matrix. The theory of linear
operators on V" is thus equivalent to the theory of finite-dimensional matrices. Questions of
domain and image are more subtle in infinite-dimensional spaces (see Chapter 7).

For a linear operator A on a finite-dimensional space we have the alternatives

(1) A is nonsingular: A defines a one-to-one map of V" onto itself, and the equation
Az = yhas aunique solution z = A~ly, or

(i1) A is singular: the homogeneous equation Az = 0 has a nontrivial solution, and V"
is mapped into a smaller subspace of itself by A.
The first alternative requires that the determinant of the matrix representing A be nonzero; the
second, that the determinant vanishes.

The homogeneous equation

Az = \x

has solutions only for discrete values of A, the eigenvalues (characteristic values) of A; the
corresponding solutions are the eigenvectors of A. The eigenvalues of a linear operator A
define the spectrum of A; in many applications, determining the spectrum of an operator is
critical, as we shall see. In a finite-dimensional space V", the eigenvalues are obtained by
solving the characteristic equation

det |A — A\1|| =pa(A) =0

in which pa () is a polynomial of degree n in A, the characteristic polynomial of A.
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The adjoint AT of a linear operator A on V can be defined as a linear operator on the dual
space V*. If V is a unitary vector space, then Al is a linear operator on V itself; then A is
self-adjoint, or Hermitian, if AT = A. A projection operator projects vectors onto a linear
subspace. Unitary operators transform an orthonormal basis into another orthonormal basis;
the length of a vector and the scalar product between two vectors are unchanged by a unitary
transformation. A unitary operator on a real vector space is simply a rotation, or orthogonal
transformation. Explicit matrix representations are constructed for rotations in two and three
dimensions.

Self-adjoint operators play a special role in quantum mechanics. States of a quantum
mechanical system are represented as vectors in a unitary vector space V, and the physical
observables of the system by self-adjoint operators on V. The eigenvalues of an operator cor-
respond to the allowed values of the observables in states of the system, and the eigenvectors
of the operator to states in which the observable has the corresponding eigenvalue. Espe-
cially important is the operator corresponding to the Hamiltonian of a system; its eigenvalues
correspond to the allowed energy levels of the system.

A question of general interest is whether an operator has eigenvalues and eigenvectors. It
turns out that a general linear operator A on the finite-dimensional space V'™ has the form

A=D+N

where D is a diagonalizable operator (one with a diagonal matrix representation in some basis)
whose eigenvalues are the eigenvalues of A, and N is a nilpotent operator (NP = 0 for some
integer p) and DN = ND. The spectral properties of operators on an infinite-dimensional
space are more complicated in general, and are discussed in Chapter 7.

An important class of linear operators on a unitary vector space V is normal operators; A
is a normal operator if

ATA = AAT

In a finite-dimensional space, it is true that every normal operator has a complete orthonormal
system of eigenvectors, which leads to the spectral representation

A:Z Mo Py
k

where the {\;} are the eigenvalues of A and the {P} are the projection operators onto
orthogonal subspaces such that

> Pp=1
k

A is diagonal in the basis defined by the eigenvectors; hence N = 0 for normal operators.
If A is normal, and )\ is an eigenvalue of A, then \* is an eigenvalue of Af. Self-adjoint
operators are normal, with real eigenvalues; unitary operators are normal, with eigenvalues
lying on the unit circle in the complex A-plane.
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The eigenvalues of a self-adjoint operator have minimax properties that lead to useful
approximation methods for determining the spectra. These methods are based on the funda-
mental result: if A is a self-adjoint operator on the n-dimensional space V", with eigenvalues
ordered so that A\; < Ay < --- < )\, and if A’ is the restriction of A to a subspace of
dimension m < n, with eigenvalues \] < A, < --- < X/ similarly ordered, then

)\h S )\;z S )\h+'n—7n

(h =1,...,m). Thus the eigenvalues of the restricted operator provide bounds on the eigen-
values of the full operator. The inequalities A, < A}, remain true in an infinite-dimensional
space for self-adjoint operators with a discrete spectrum.

Many quantum mechanics textbooks use thus result to derive a variational method for
estimating the ground state energy of a system, which is lower than the lowest eigenvalue of
any restriction of the Hamiltonian operator of the system to a subspace of the state space of
the system. Beyond that, however, the nth lowest eigenvalue of the restricted Hamiltonian is
an upper bound to the nth lowest eigenvalue of the full Hamiltonian, so the method provides
an upper bound for the energies of excited states as well.

Functions of operators can be defined in terms of power series expansions, and by other
methods when the spectrum of the operator is known. One example is the exponential func-
tion, which is used to provide a formal solution

z(t) = e z(0)

to the linear differential equation

dx
i Az
with constant coefficients, starting from z(0) at ¢t = 0.

This solution is applied in Section 2.5 to the study of linear dynamical systems, which
are described exactly by this equation, with time as the independent variable. The qualita-
tive behavior of the system is determined by the spectrum of A. Components of x(0) along
eigenvectors belonging to eigenvalues with negative real part decrease exponentially with in-
creasing t, and are irrelevant to the behavior of the system at large time. Eigenvalues of A
that are purely imaginary correspond to oscillatory modes of the system, with closed orbits
and definite frequencies. If any eigenvalue of A has a positive real part, any component of the
initial state 2:(0) along the associated eigenvector grows exponentially in time, and the system
is unstable.

Real physical systems are rarely exactly linear, but the behavior near an equilibrium point
of the system is often well approximated by a linear model. For an energy-conserving system,
this gives small oscillations with well-defined characteristic frequencies that are analyzed in
Appendix A. Instabilities can be present in systems that do not conserve energy, but exponen-
tial growth is a signal that the linear theory is no longer valid. There is some discussion of
nonlinear systems in Chapter 8 as well as in books cited in the bibliography.
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2.1 Linear Vector Spaces

2.1.1 Linear Vector Space Axioms

A linear vector space V is a collection of vectors such that if = and y are vectors in V), then so
is any linear combination of the form

u=azx+ by 2.1)

where a and b are numbers (scalars). V is real or complex, depending on whether scalars are
taken from the real numbers R or the complex numbers C (in mathematics, scalars can be
taken from any field, but here we are only concerned with real and complex vector spaces).

Addition of vectors, and multiplication by scalars must satisfy a natural set of axioms.
Addition of vectors must be commutative:

r+y=y+w (2.2)
for all  and y. Multiplication by scalars must satisfy the associative law:

a(bz) = (ab)x (2.3)
and the distributive laws:

alz+y) =azx+ay (a+b)x =ax + bx 2.4

for all a, b, z, and y. There must also be a zero vector (denoted by 6 when it is necessary to
distinguish it from the scalar 0) such that

r+0=ux (2.5)
for all x, and for every vector x there must be a vector —z (negative x) such that

x4+ (—z)=140 (2.6)
- Exercise 2.1. Show that the axioms (2.2)—(2.6) imply that

l-z=x 0-z=190

for all z. Hint. Use the distributive laws. O

Definition 2.1. A vector of the form a1z +. ..+ apxy 18 a linear combination of the vectors

x1,...,x) (here the coefficients a1, ..., ay are scalars). The vectors x1, ...,z are linearly
dependent if there is a nontrivial linear combination of the vectors that vanishes, that is, if
there are coefficients aq, . .., ax, not all zero, such that

a1x1+ ...+ arrp =0 2.7)

If no such coefficients exist, then the vectors x1, ..., x are linearly independent. |



42 2 Finite-Dimensional Vector Spaces

If the vectors x1, . . ., x are linearly dependent, then we can express at least one of them
as a linear combination of the others. For suppose we have a linear combination of the vectors
that vanishes, as in Eq. (2.7), with at least one nonvanishing coefficient. Then we can take
a1 # 0 (renumbering the vectors if necessary) and solve for z; to get

I 2.8)

Definition 2.2. A linear manifold M in the linear vector space V is a set of elements of V
such that if z, y are in M, then so is the linear combination az + by for any scalars @ and b. I

Thus M is itself a linear vector space, a subspace of V. If we have a set x1, ...,z of
elements of V, then we can define the linear manifold M = M(x,...,x}), the manifold
spanned by x1, ..., x, as the set of all linear combinations of x1, ..., .

Definition 2.3. The vectors x1, ..., x) form a basis of the linear manifold M if (i) the vec-
tors 1, . .., xy are linearly independent and (ii) the manifold M is spanned by the =1, . .., xk.
If M has a basis with k elements, then & is the dimension of M. If M has no basis with a
finite number of elements, then M is infinite dimensional. |

QO Example 2.1. The set of continuous functions on an interval ¢ < x < b forms a linear
vector space C'(a,b), with addition and multiplication by scalars defined in the natural
way. The monomials 1, 2,22, 23, ... are linearly independent; hence C(a, b) is infinite
dimensional. |

The concept of dimension is important, the more so because it uniquely characterizes a
linear vector space: if x1, ...,z and y1,. .., y,, are two bases of M, then k& = m. To show
this, suppose that m > k. Then each of the vectors y1, . .., y,, can be expressed in terms of
the basis z1, ...,z as

Yp = Ap1T1 + -+ + AppTg (2.9

(p = 1,...,m). But the first k£ of these equations can be solved to express the x1, ..., 2 in
terms of 41, . .., yx (if the determinant of the coefficients were zero, then a linear combination
of y1,...,y, would be zero), and the remaining yx+1, - . ., Y can be expressed in terms of
the z;, ..., z. Since this is inconsistent with the assumption that the y, . .., y,, are linearly
independent, we must have m = k.

It follows that if we have an n-dimensional vector space V", then any set of n linearly
independent vectors 1, . . ., ,, forms a basis of V", and any vector x in V" can be expressed
as a (unique) linear combination

r=a1x1+ ...+ apTy (2.10)

The coefficients a1, . . ., a, in this expansion are the components of the vector = (with respect
to the basis x1, ..., z,); we have a one-to-one correspondence between vectors and ordered
n-tuples (a1, ..., a,) of scalars. Evidently this correspondence depends on the basis chosen;
the components of a vector depend on the coordinate system.
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2.1.2 Vector Norm; Scalar Product

We introduce the length, or norm of a vector x, to be denoted by ||x||. The norm should
be positive definite, that is, ||| > 0 for any vector x, and ||z|| = 0 if and only if x = .
Once length is defined, the distance between two vectors = and y is defined by ||z — y||. This
distance should satisfy as an axiom the triangle inequality:

Jall - |y||\ < lle — yl) < =l + lg] e

with equality if and only if y = az for some real a; these inequalities are satisfied by the
sides of any triangle in the Euclidean plane. With this norm, definitions of open, closed, and
bounded sets, and limit points of sets and sequences in a vector space can be made by analogy
with the definitions in Chapter 1 for real and complex numbers.

A scalar product of two vectors x, y must satisfy axioms of Hermitian symmetry:

(y,2) = (z,9)" (2.12)
and bilinearity:
(y,a121 + asxs) = a1(y, 1) + az(y, x2) (2.13)

(biy1 + baya,x) = bi(y1,x) + b3(y2, ) (2.14)

If such a scalar product exists, then a standard norm is defined by
l]|* = (x,2) (2.15)

A vector space with scalar product satisfying axioms (2.12)—(2.14) is unitary. These axioms
correspond to standard properties of three-dimensional vectors, apart from the presence of the
complex conjugate. The complex conjugate is needed to make the norm positive definite in
a complex vector space, since if z is a complex number, then |z|2 = z*z is positive definite,
while 22 is not.

Remark. We are concerned here mainly with unitary spaces, but there are spaces with
positive definite norm that satisfy the triangle inequality with no scalar product. For example,
the length of a vector x = {&1, ..., &, } can be defined for any p > 1 by

ER (Z Ié‘kIp) (2.16)
k=1

(Check that this satisfies the triangle inequality.) This space is denoted by ¢7; only for p = 2
can a scalar product satisfying the axioms be defined on /7.

Remark. A physically interesting space with a length defined that is not positive definite
is the four-dimensional spacetime in which we live, with its standard (Minkowski) metric.
Spacelike and timelike vectors have norm-squared of opposite sign, and there are nonzero
vectors with zero norm (lightlike vectors). Spaces with such indefinite metrics will be dis-
cussed later. O
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Definition 2.4. The vectors x and y in a unitary vector space are orthogonal if and only if

(z,y) =0 (2.17)
The vectors x1, ..., x,, form an orthogonal system if

(g, 21) =0 (2.18)
for all & # [. The vector ¢ is a unit vector if ||¢|| = 1. The vectors ¢1, ..., ¢, form an

orthonormal system if

1, k=1

0. k£l (2.19)

(Br, b1) = 01 = {

The vectors in an orthonormal system are mutually orthogonal unit vectors; they are espe-

cially convenient to use as a basis for a coordinate system. If the vectors ¢, ..., ¢, form an
orthonormal system, then the components a1, . . ., a,, of a vector
r=a1¢1+ ...+ Gndm (2.20)

are given simply by a, = (¢, x), and we can write

= (¢1, )1 + -+ (o, )P .21

It is clear from this that the vectors in an orthonormal system are linearly independent, since
the only linear combination of ¢1, . . ., ¢,,, that vanishes necessarily has vanishing coefficients.
Even if z cannot be expressed as a linear combination of ¢1,. .., ¢, , it is still true that

> (k) < lz)? (2.22)

k=1

(Bessel’s inequality), since it follows from the positivity condition that

[z =" (br2)e|I” = llzlI> =Y (¢, 2)]> > 0 (2.23)
k=1 k=1
Note that the equality holds if and only if
z = (¢ x)dn (2.24)
k=1

Bessel’s inequality leads directly to the Schwarz inequality: if x, y are any two vectors, then

(@, )| < |l |yl (2.25)

with equality if and only if y is a scalar multiple of z. To show this, simply consider the unit
vector ¢ = y/|ly|| and apply Bessel’s inequality.
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Remark. The Schwarz inequality corresponds to the bound | cos)| < 1 for real angles o,
since for real vectors it is generally true that

(z,y) = [l=| ly|| cos¥ (2.26)

where 1 is the angle between x and y. O
An orthonormal system ¢1, . . ., ¢, can be constructed from linearly independent vectors
Z1,...,Ty, by astandard method known as the Gram—Schmidt orthogonalization process: let

!

b = 2L (2.27)
(k21|

and then let
k—1

VY
Y = T — Z(%a Tk)Op Ok = Texll (2.28)
p=1 k
(k=2,...,m). Itis easy to see that the ¢1, ..., ¢,, form an orthonormal system, since none

of the 15 can vanish due to the assumed linear independence of the xj. Furthermore, the
linear manifolds defined are the same at each stage of the process, that is,

M(¢p1) = M(z1)

M(d1,¢2) = M(z1,22) (2.29)

M(¢17¢27"'7¢m) = M(.’E],.’I?Q,...7"Em)
We can now introduce the concept of a complete orthonormal system.

Definition 2.5. The orthonormal system ¢, ¢2, . .. is complete if and only if the only vector
orthogonal to every ¢y, is the zero vector; i.e., (¢, 2) = 0 for all k if and only if x = 0. |
This definition has been carefully stated to remain valid in an infinite-dimensional space,
though the existence of a basis in the infinite-dimensional case requires an additional axiom.
If a basis exists, as it must in a finite-dimensional space, then it can be made into a complete
orthonormal system by the Gram—Schmidt process. Properties of a vector can be expressed in
terms of its components with respect to this complete orthonormal system in a standard way.

Theorem 2.1. The orthonormal system ¢+, . . ., ¢, in the n-dimensional linear vector space
V™ is complete if and only if

(i) m=mn,

(ii) ¢1,...,dm is a basis of V",

(iii) for every vector x in V", we have

2> =Y [(dn, @) (2.30)
k=1
(iv) for every pair of vectors x and y in V", we have
(z,y) =) (z,0%)(¢x,y) (2.31)

k=1
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Any one of these conditions is necessary and sufficient for all of them. The conditions not
already been dealt with explicitly can be verified from expansion (2.21).

U Example 2.2. The space R™ of ordered n-tuples of real numbers of the form (x4, . .., z,)
is a real n-dimensional vector space. Addition and multiplication by scalars are defined in
the obvious way: if = (z1,...,z,) and y = (y1,...,Yn), then

ax + by = (ax1 + by1, ..., ax, + byy,) (2.32)

The scalar product can be defined by

(@,9) = Tk (2.33)
k=1
(this definition is not unique—see Exercise 2.2). The vectors
o = (1,0,...,0)
¢2 = (0,1,...,0) (2.34)
on = (0,0,...,1)
define a complete orthonormal system, and the x;, and y;, are just the components of = and
y with respect to this complete orthonormal system. |

O Example 2.3. The space C™ of ordered n-tuples of complex numbers of the form

(&1,...,&,) is an n-dimensional complex vector space. Addition and multiplication by
scalars are defined in the obvious way: if z = (£1,...,&,) andy = (91, ..., 7n,), then
ax + by = (a&y + by, ..., aén + bny) (2.35)

The scalar product can be defined by
(@,9) = & (2.36)
k=1

Note the presence of the complex conjugate of the components of the vector on the left
side of the scalar product; this is necessary to ensure positive definiteness of the norm,
which is here given by

2l* =" 1€ 2.37)
k=1
The complete orthonormal system ¢1, @2, . .., ¢, defined in the previous example is also

a complete orthonormal system in C”. In C™, however, the scalars (and hence the com-
ponents) are complex. |
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In a sense, the preceding two examples are the only possibilities for real or complex n-
dimensional vector spaces. If there is a one-to-one map between two linear vector spaces U
and V such that if u; <> v1 and uy < v9 under the map, then

auy + bug < avy + bvg (2.38)

for any scalars a and b (U and )V must have the same scalars), then ¢/ and ) are isomorphic,
and the corresponding map is an isomorphism. If in addition, the vector spaces are unitary and

(u1,uz) = (v1,v2) (2.39)

whenever uq < v1 and us < v under the map, then the map is an isometry, and the spaces
are isometric. It is clear that any n-dimensional real vector space is isomorphic to R", and
any n-dimensional complex vector space is isomorphic to C". If we identify a vector in the
n-dimensional vector space V" with the n-tuple defined by its components with respect to
some fixed basis, then we have an isomorphism between V" and R"™ (or between V" and C™
if V™ is complex). If V" is unitary, then the isomorphism can be extended to an isometry.

- Exercise 2.2. Consider the linear vector space C™ with the scalar product of x =
(&1,...,&n) andy = (11, ..., 1), defined by

k=1

What restrictions must be put on the wjy, in order that C™, with this scalar product, be a unitary
vector space? If these restrictions are satisfied, denote the corresponding unitary vector space
by C™(wy,...,w,). Construct an explicit map between C™(wy, ..., w,) and the standard
C™ that is both an isomorphism and an isometry. O

2.1.3 Sum and Product Spaces

We can join two linear vector spaces U/ and V together to make a new vector space W = U DYV,
the direct sum of U and V. Take ordered pairs (u, v) of vectors with u from ¢/ and v from V),
and define

a(uy,v1) + b{ua,va) = (auy + buz, avy + bvg) (2.40)

This defines I/ @ V as a linear vector space. If ¢/ and V are unitary, define the scalar product
inU ©V by

((ug,v1), (ug,v2)) = (u1,uz) + (v1,v2) (2.41)

where the first scalar product on the right-hand side is taken in ¢/ and the second is taken in V.
This defines U/ & V as a unitary vector space.

- Exercise 2.3. Let{ and V be a linear vector spaces of dimensions m and n, respectively.
Show that the dimension of the direct sum &/ @ V is given by dim(U & V) = m + n. O
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- Exercise 2.4. If I/ and V are linear vector spaces with the same scalars, then the tensor
product W = U ®V is defined as follows: start with ordered pairs (u, v) = u ® v of vectors u
from U and v from V), and include all linear combinations of the form

Z Qg uR @ vy *)
Kl

with the {ug} from U/ and the {v;} from V. If U, V are unitary, define a scalar product on
UV by

(u1 ® v1,u2 @v2) = (u1,uz)(v1, v2)

and by bilinearity for linear combinations of the type ().
(i) Show thatif ¢1, ¢s, . . .1s an orthonormal system in I/ and 1, 12, . . . is an orthonormal
system in V), then the vectors

D = o @Yy

form an orthonormal system in & ® V. The {®y,;} form a complete orthonormal system in
U ® V if and only if the {¢}} are complete in &/ and the {1;} are complete in V.

(if) Show that if dim & = m and dim V = n, then dim(U ® V) = mn.

(iii) Does every vector in i ® )V have the form v ® v with v from ¢/ and v from V? O

If M is a linear manifold in the unitary vector space V, the orthogonal complement of M,
denoted by M, is the set of all vectors z in V such that (y, ) = 0 for all y in M. Thus M+
contains the vectors that are orthogonal to every vector in M. If M is finite dimensional, then
every vector x in V can be decomposed according to

r=12 +2" (2.42)

where z’ is in M (2’ is the projection of x onto M), and z” is in M. This result is known
as the projection theorem; it is equivalent to expressing ) as the direct sum

V=MaeM* (2.43)

To prove the theorem, let ¢1, . . . , ¢,, be an orthonormal basis of M (such a basis exists since
M is finite dimensional). Then define

7= Z (b, x)pp ' =x—2 (2.44)
k=1
This provides the required decomposition.

- Exercise 2.5. Let M be a finite-dimensional linear manifold in the unitary vector space
(M need not be finite dimensional here). Then (M~+)+ = M. m
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2.1.4 Sequences of Vectors

We are also interested in sequences of vectors and their convergence properties. In a finite-
dimensional vector space V" with a norm, these properties are directly related to those of
sequences in the field of scalars. We define a Cauchy sequence to be a sequence {z1, 3, ...}
of vectors such that for every € > 0 there is an integer N such that ||z, — z,|| < ¢ whenever
p,q > N. The sequence {x1, za, ...} converges if there is a vector 2 such that for every € > 0
there is an integer N such that ||z, — x|| < & whenever p > N. These definitions parallel the
definitions for sequences of real and complex numbers given in Chapter 1.

If we represent a vector in V" by its components &1, .. ., &, with respect to some basis,
then the sequence {z1, 22, ...} of vectors is a Cauchy sequence if and only if each of the se-
quences {&1x }, {&ak }, - - - {&nk } is a Cauchy sequence. Here &, denotes the pth component
of the vector x. To see this in a unitary space with a complete orthonormal system given by

¢17 ey djn’ Suppose

Th =Y Erpbyp (2.45)
p=1
Then, since
|2k = zmll* = 1kp = Empl® (2.46)
p=1

it follows that the sequence of vectors is a Cauchy sequence if and only if each of the se-
quences of components is a Cauchy sequence. In V", every Cauchy sequence of vectors
converges to a limit vector because the corresponding Cauchy sequences of the components
must converge (recall that this is how the real and complex number systems were constructed
from the rationals).

It is not so simple in an infinite-dimensional space; a sequence {¢1, ¢2, ...} of orthonor-
mal vectors is not a Cauchy sequence, yet each sequence of components of these vectors
converges to zero, which leads to the concept of weak convergence in an infinite-dimensional
space. This and other subtleties will be discussed in Chapter 6.

2.1.5 Linear Functionals and Dual Spaces

Definition 2.6. A function defined on a linear vector space V that takes on scalar values is
called a functional, or distribution, on V. The functional A is a linear functional if

Alaz + by] = aA[z] + bA[y] (2.47)

for all vectors x,y and scalars a,b. The functional A is bounded if there is some positive
constant C' such that

[Ale]] < Cll]| (2.48)

for every vector x in V. The smallest C' for which this is true is the bound |A| of A. |
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Theorem 2.2. If A is a linear functional on the finite-dimensional unitary vector space V",
then there is a vector u in V" such that A has the form of a scalar product

Alz] = (u, ) = Ay[z] (2.49)
Proof. If {¢1,...,$,} is a complete orthonormal system in V"*and A[¢r] = ay, then
Ap=AD " Gbr =) arle = (u,9) (2:50)
k k
with (note the complex conjugation here)
u=3"aioe 2.51)
k
It follows that every linear functional on V" is bounded, with |A,| = ||u||, since
(s )] < Jluflll2|l (2.52)

for all = by the Schwarz inequality (2.25). This need not be true in an infinite-dimensional
space. For example, the Dirac J-function d(z) introduced in Section 1.3 is a linear functional
defined on the space C! of functions f(z) that are continuous at x = 0; we have

§[f] = £(0) (2.53)

This is not of the form (u, f) with w in C L. However, it is not required to have that form, as
a function with unit norm can have an arbitrarily large value at a single point. To see this,
consider the sequence of functions {¢,,} defined by

1
n (2.54)

n

1
on(z) = 2 n
0  otherwise

<z <

Then ||¢,, || = 1 and §[¢,,] = 1/n/2. Hence the Dirac d-function is not bounded.
The linear functionals on V form a linear vector space V*, the dual space of V. If
T1,Ta2,...1s a basis of V, then the dual basis ui,us,... of V* is defined by the relations

uk[Ts] = e (2.55)

Equation (2.55) resembles the relations that define an orthonormal system, except that here the
Uy, usg, . .. need not belong to the same vector space as the x1, zs,.... In a unitary space V,
relations (2.55) define a dual basis even if the original basis x1, xo, ... is not orthogonal.
A simple two-dimensional illustration of this is given in Fig. 2.1, in which we start from a
nonorthogonal pair of X and Y axes, and construct the X*-axis orthogonal to the Y -axis and
the Y *-axis orthogonal to the X-axis. Nevertheless, the general theorem provides a natural
one-to-one correspondence between bounded linear functionals in V* and vectors in V. This
relation is not quite linear in a complex vector space, since Eq. (2.51) shows that

Agutbo = a" Ay + 07 Ay, (2.56)
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Y*

\
\
\
>
*

Figure 2.1: An example of a dual basis. If unit vectors in the X and Y directions define a basis
in R2, then unit vectors in the X* and Y* directions define the dual basis.

A relation of this type is called conjugate linear, or antilinear; here it means that we can think
of V* as a “complex conjugate” of V in some sense. A notation due to Dirac emphasizes the
duality between vectors and linear functionals. A vector is denoted by |z) (a ket) and a linear
functional by (u| (a bra). Then the value of the linear functional u at the vector x is denoted
by

u(x) = (u, z) = (ulz) (2.57)

where the last form on the right-hand side is known as a Dirac bra(c)ket. In a unitary vector
space, the Dirac bracket is equivalent to the scalar product with the natural identification
between linear functionals and vectors. The relations

(u, ax + by) = alu, z) + b(u, y) (2.58)
(au+bv,x) = a*(u, ) + b* (v, x) (2.59)

are equivalent to the bilinearity of the scalar product in Egs. (2.13)—(2.14).

2.2 Linear Operators

2.2.1 Linear Operators; Domain and Image; Bounded Operators

A linear operator A on a linear vector space ) is a map of V into itself that satisfies
A(ax + by) = aAx + bAy (2.60)

for all vectors x, y and scalars a, b. The operator A need not be defined on all of ), but it must
be defined on a linear manifold Dy , the domain of A. The domain can always be extended to
the entire space in a finite-dimensional space V", but not so in an infinite-dimensional Hilbert
space, as explained in Chapter 7. In this chapter, we deal mainly with properties of linear
operators on finite-dimensional vector spaces.



52 2 Finite-Dimensional Vector Spaces

The set of all vectors y such thaty = Ax
for some z in the domain of A is the image of
A (im A)'or the range of A (R a), as indicated
schematically in Fig. 2.2. It is easy to see that
im A is a linear manifold; its dimension is the
rank p(A) of A. The set of vectors x such that

Az =10 2.61)

defines a linear manifold ker A, the kernel (or
null space) of A. Figure 2.2 is a schematic illus-
tration of ker A and im A. If the only solution

to Eq. (2.61) is the zero vector (ker A = {0}), Figure 2.2: Schematic illustration
then the operator A is nonsingular. If there are of the kernel and image of an opera-
nonzero solutions, then A is singular. In a vec- tor A. The kernel (ker A) is the mani-
tor space of finite dimension n, we have fold mapped into the zero vector by A,
) while the image (im A) is the map of
p(A) + dim(ker A) = n (2.62)  the entire space V under A.

Equation (2.62) says that the dimension of im A is the original dimension of the space reduced
by the dimension of the subspace which A annihilates (transforms into the zero vector).

To prove this intuitively plausible relation, let m = dim(im A) and let y1,...,y, be a
basis of im A, with

Yk = Axg (2.63)
(k = 1,...,m). The vectors x1,...,&,, are linearly independent; if > crxr = 6 then
> ceryr = 0 by linearity, but 1, ..., y,, are linearly independent so all the ¢;, must vanish.
We can then choose z,,+1,...,x, to complete a basis of V". Since the y1,...,y,, form a
basis of im A, the action of A on the x,,1, ..., 2, can be expressed as
m
k
Az, =" My, (2.64)
=1
(k=m+1,...,n). Now define vectors z,, 11, ..., 2, by
2r = Xp — Z cg,k)xg (2.65)
=1
The z41, - - -, 2, are linearly independent (show this) and Azy = 0 (K = m+ 1,...,n).

Hence they define a basis of ker A (ker A = M(2,,41, . - -, 2,)) and V" can be expressed as
V= M(z1,...,xm) Dker A (2.66)

from which Eq. (2.62) follows.

"More precisely, the image of Dz under A, but the shorter terminology has become standard.
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The inhomogeneous equation
Az =y (2.67)

can have a solution only if y is in im A. If A is nonsingular, then im A is the entire vector
space V, and Eq. (2.67) has a unique solution for every y in V. If A is singular, then Eq. (2.67)
has a solution only if y is in im A, and the solution is not unique, since any solution of
the homogeneous equation (2.61) (i.e., any vector in ker A) can be added to a solution of
Eq. (2.67) to obtain a new solution. If Eq. (2.67) has a unique solution for every = in V, then
define the operator A~ the inverse of A, by

- Exercise 2.6. A and B are linear operators on the finite-dimensional vector space V".
(i) The product AB is nonsingular if and only if both A and B are nonsingular.
(i) If A and B are nonsingular, then

(AB)"' =B !A"!
(iii) If A is nonsingular and BA =1, then AB =1. O

Remark. Statement (iii) means that if B is a left inverse of A, then B is also a right inverse.
This is true only in a finite-dimensional space; a counterexample in infinite dimensions can be
found in Chapter 7. O

Definition 2.7. The linear operator A is bounded if there is a constant C' > 0 such that
|Az|| < C||x| for every vector x. The smallest C' for which this inequality is true is the
bound of A, denoted by |A|. 1

Theorem 2.3. Every linear operator on a finite-dimensional unitary vector space V" is
bounded.

Proof. To show this, suppose ¢1, ..., ¢, is a complete orthonormal system and let
b= ko (2.69)
k=1
be a unit vector. Then
Ap =" &Ady (2.70)
k=1
and
n 2 n n
lA]* < <Z |k |A¢k|> <DLl IAGl? < 3ol 2.71)
k=1 k=1 k=1
where
C?=>" A’ 2.72)
k=1

Remark. The theorem is even if the space V" is not unitary, but the proof is slightly more
subtle, and we do not give it here. O
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2.2.2 Matrix Representation; Multiplication of Linear Operators

Linear operators can be given an explicit realization in terms of matrices. If the linear operator
A is defined on a basis z1, x2, . .. of V, then we have

Azp =) Apa; (2.73)
j

and the action of A on a vector z = ), &,y is given by

Ar=7" (2}; Ajk€k> Tj = Z ;T (2.74)
J

J
This corresponds to the standard matrix multiplication rule

M A A - &1
e | = [ A1 Az | [ & (2.75)

if we identify  with the column vector () formed by its components and A with the matrix
(Ajr). The Ay, are the matrix elements of A in the basis 1, x5, . ... The kth column of the
matrix contains the components of the vector Axy.

- Exercise 2.7. Show that if V) is a unitary vector space with complex scalars, then the
operator A = 0 if and only if (x, Az) = 0 for every vector « in V. Show that the condition
(z, Ax) = 0 for every vector x in V is not sufficient to have A = 0 in a real vector space V
by constructing a nonsingular linear operator A on R? such that

(z,Az) =0

for every x in R2. o

Remark. The theme of this exercise will reappear in several contexts, as certain algebraic
properties are relevant only in complex vector spaces. a

The product of two linear operators A and B is defined in a natural way as

(AB)x = A(Buz) (2.76)
Acting on a basis x1, x2, . . . this gives
(AB)ICk = AZ Bjk$j = Z Angjk-LL‘j (277)
J 3¢
so that
(AB)ox = Y A¢jBjk (2.78)

J

This explains the standard rule for matrix multiplication.
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The order of the operators in the product is important; multiplication of operators (or their
corresponding matrices) is not commutative in general.

Definition 2.8. The commutator [A, B] of two operators A and B is defined by
[A,B] = AB — BA = —[B, A] (2.79)

and the anticommutator { A, B} by

{A,B} = AB + BA = {B,A} (2.80)
The operators A, B commute if [A,B] = 0 (= AB = BA) and anticommute if
{A,B} = 0 (= AB = -BA). ]

Q Example 2.4. The 2 x 2 Pauli matrices o,,0,,0, (sometimes called oy, 02, 03) are
defined by

P (? (1)) o, = <? _0’) 0, = (é _01) 2.81)
Some quick arithmetic shows that

02 = 05 =0l=1 (2.82)
and

Op0y =10, = —0y0y 0y0, = 10y = —0,0y 0,0; =10y = —0,0, (2.83)

so that two different Pauli matrices do not commute under multiplication, but the minus
signs show that they anticommute. Note that

tro, =0 tro,op = 204 (2.84)

(here tr denotes the trace defined in Eq. (2.103)) so that any 2 x 2 matrix A can be
expressed in the form

A=agl+a-d (2.85)
with ag and @ = (ay, ay, a.) determined by
ap=31trA  d=1itroA (2.86)
These results are useful in dealing with general 2 x 2 matrices. |
-> Exercise 2.8. (i) Show that if a = (a,,ay,a.) and b = (b, by, b.), then
o-ao-b=a-b+ioc-axb
(ii) Show that if 11 is a three-dimensional unit vector, then
7R = cos€ +iF - Aisiné

for any complex number &. O
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2.2.3 The Adjoint Operator

To every linear operator A on V corresponds a linear operator Af (the adjoint of A) on the
dual space V* of linear functionals on V (see Section 2.1.5) defined by

(ATu, z) = (u, Az) (2.87)

for every vector x in V and every linear functional » in V*. If V) is a unitary vector space, this
is equivalent to

(Afy,z) = (y, Ax) (2.88)

for every pair of vectors x, y in V.
- Exercise 2.9. Show that

(ANT=A (@A) =a"AT (AB)! = BTAT
where « is a scalar, and A, B are linear operators on the linear vector space V. O
- Exercise 2.10. If A is a linear operator on a unitary vector space V, then

ker A = (im AT+ ker AT = (im A)*
If V is finite dimensional, then

dim(im A) = p(A) = p(AT) = dim(im AT)

Remark. Thus, in a finite-dimensional vector space, A is nonsingular if and only if Af is
nonsingular. An infinite-dimensional counterexample will be seen in Chapter 7. O

In a unitary vector space a matrix element of an operator with respect to a complete or-
thonormal system can be expressed as a scalar product. If ¢1, @2, ... is a complete orthonor-
mal system and

Adr = Ajno; (2.89)
J

then the orthonormality conditions give

Aji = (05, Ady) (2.90)
The matrix elements of the adjoint operator are given by

(AN = (6, ATox) = (A, 1) = A} 2.91)

so the matrix representing AT is obtained from the matrix representing A by complex conjuga-
tion and transposition (interchanging rows and columns, or reflecting about the main diagonal
of the matrix).
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Definition 2.9. The operator A is self-adjoint, or Hermitian, if

AT=A (2.92)
In terms of the operator matrix elements, this requires

(v, Az) = (z, Ay)" (2.93)

for every pair of vectors x, y. |

Remark. It follows that the diagonal matrix elements (x, Ax) of a Hermitian operator A are
real for every vector x. In a complex vector space, it is also sufficient for A to be Hermitian
that (x, Ax) be real for every vector z, but not so in a real vector space, where (z, Ax) is real
for all = for any linear operator A (see Exercise 2.7). g

Remark. Self-adjoint is defined by Eq. (2.92) and Hermitian by Eq. (2.93). In a finite-
dimensional space, these two conditions are equivalent and the terms self-adjoint and Hermit-
ian are often used interchangeably. In an infinite-dimensional space, some care is required,
since the operators A and A may not be defined on the same domain. Such subtle points will
be discussed further in Chapter 7. O

2.2.4 Change of Basis; Rotations; Unitary Operators

The coordinates of a vector x, and elements of the matrix representing a linear operator A,
depend on the basis chosen in the vector space V. Suppose z1, 2, ... and y1, ya, . . . are two
sets of basis vectors in V. Then define a linear operator S by

J

(k=1,2,...). S is nonsingular (show this), and

T = S_lyk. = Z ?jk-yj (2.95)
J

where the S;, = (S71!),; are the elements of the matrix inverse of the matrix (S;x). The
coordinates of a vector

= Garn = ey (2.96)
k ‘
in the two bases are related by

&= Swm  me=Y Swué (2.97)
14 k

The operator S can also be viewed as a transformation of vectors:

2’ =Sz (2.98)
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in which 2’ is a vector whose coordinates in the basis y1, 2, . . . are the same as those of the
original vector x in the basis x1, x2, . . ., since

S <Z 51&%) =) &(Sm) =) G (2.99)
k

k k
Also, note that
Ayk = Z SjkA;Uj

Z AgjSikre = Z (SmeAejSik)ym
5.

J Jtm
= Z (STYAS) k¥ (2.100)
Thus the matrix elements of A in the basis y1, 2, . . . are given by
i = (STIAS) (2.101)
These are the same as the matrix elements of the operator
A’ =S7'AS (2.102)
in the basis z1, T9, . . .. The transformation (2.102) with nonsingular operator S is a similarity

transformation of A. Equation (2.101) shows that a similarity transformation of an operator
is equivalent to the change of basis defined by Eq. (2.94). The matrix elements of A’ in the
original basis x1, T, ... are the same as the matrix elements of the original operator A in the
transformed basis.

There are certain characteristics associated with a matrix that are invariant under a simi-
larity transformation. For example, the trace of A defined by

trA = Z Agr (2.103)
k
is invariant, since
trST'AS = > SpAumSmk = > AumSmrSke =tr A (2.104)
k,m k,4,m

since SS~! = 1. Further invariants are then the trace of any integer power m of A (tr A™)
and the determinant (det A). The invariance of the determinant follows either from the stan-
dard result of linear algebra that det MIN = det M det N, or from expressing the det A in
terms of traces of various powers of A (such expressions depend on the dimension of the
space—see Problem 27).

A change of basis corresponds to a nonsingular transformation S as shown in Eq. (2.94).

If the length of vectors is unchanged by this transformation (||Sz|| = ||z| for every z), then
the transformation is an isometry. If in addition the scalar product is preserved,
(Sz,8y) = (z,9) (2.105)

for all vectors z,y (= STS = 1), then the transformation is unitary, or orthogonal on a real
vector space, where it is a rotation. In general, a unitary operator U is characterized by any
one of the equivalent conditions:
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(i) UTU =1 = UUf, or simply Ut = U1,
(i) (Uz,Uy) = (z,y) = (UTx, Uty) for every pair of vectors , y.
(i) ||Uz|| = ||z|| = ||UTz| for every vector z.

@iv) if @1, @2, ... is a complete orthonormal system, then U, Ug,, ... is also a com-
plete orthonormal system.

U Example 2.5. Consider a rotation in two

dimensions in which the coordinate axes are ro-
tated by an angle 6 (see Fig. 2.3). The unit vec-
tors u,, u,s along the X', Y axes are related to X
the unit vectors u,, u, along the X, Y axes by

0 X
Uy = Uy cosl+ uy,sind
Uy = —Ugpsin® +uycosd (2.106)
Thus the matrix corresponding to the rotation is
cosf —sinf
R(0) = (sin 0 cos ) (2.107) Figure 2.3: Rotation of coordinate axes

in two dimensions.

Note that R™1(0) = R(—6). 1

Remark. The rotation R(6) presented here is a rotation of coordinate axes that changes the
components of vectors, which are viewed as intrinsic objects independent of the coordinate
system. This viewpoint (the passive point of view) is emphasized further in Chapter 3. The
alternative active point of view considers rotations as operations on the vectors themselves,
so that a rotation R() rotates vectors through an angle ¢ while keeping the coordinate axes
fixed. Evidently the two views of rotations are inverse to each other:

R(0) = R(—-0) (2.108)
since rotating the a vector through angle # induces the same change in the components of a

vector as rotating the coordinate axes through angle —6. o

U Example 2.6. Consider a rotation in three dimensions as illustrated in Fig. 2.4. The
rotation is characterized by three angles (the Euler angles) ¢, 0,1, which are defined as
follows:

¢ is the angle from the Y -axis to the line of nodes (0 < ¢ < 27),
0 is the angle from the Z-axis to the Z’-axis (0 < 6 < 7) and

is the angle from the line of nodes to the Y’-axis (0 < ¥ < 27)
g

where the angles are uniquely defined in the ranges given.?

2In some classical mechanics books, notably the book by Goldstein cited in the bibliography, the angle ¢ is defined
from the X -axis to the line of nodes, and the angle v from the line of nodes to the X”-axis. It is technically more
convenient in quantum mechanics to use the definition given here.
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Y X' line of nodes

Figure 2.4: Euler angles for rotations in three dimensions. The line of nodes is the intersection
of the X-Y plane and the X'—Y" plane, in the direction of the vector u, x u’.

Denote the associated rotation matrix by R(¢, 6,). If Ry (6) denotes a rotation by
angle # about an axis along the unit vector n, then

R((b, 9; ¢) =R (w)Ru(e)Rz((b) (2.109)
where u is a unit vector along the line of nodes, since the full rotation is a product of

(i) rotation by angle ¢ about the Z-axis,
(ii) rotation by angle 6 about the line of nodes, and
(iii) rotation by angle v about the Z’-axis.

To compute the matrix R(¢, 8,1)), it is better to express the rotation as a product of ro-
tations about fixed axes (the X, Y, Z axes, say). It turns out that this can be done, with
a strikingly simple result. Note first that the rotation about the line of nodes can be ex-
pressed as a rotation about the Y-axis if we first undo the rotation through ¢ about the
Z-axis, rotate by angle 6, and then redo the rotation about the Z-axis, i.e.,

R.(0) = R.(¢)Ry ()R ' (¢) (2.110)

The rotation about the Z’-axis can be expressed as a rotation about the Z-axis if we undo
the rotation about the line of nodes, rotate through ¢ about the Z-axis, and redo the rotation
about the line of nodes, so that

R./(¢) = Ru(0)R.(¥)R; ' (0) (2.111)
Then

and the rotation R.(¢, 6, 1) is obtained as the product of
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(i) rotation by angle 1) about the Z-axis,
(ii) rotation by angle 8 about the Y -axis, and

(iii) rotation by angle ¢ about the Z-axis.

Thus the rotations about the fixed axes have the same angles as the rotations about the mov-
ing axes, but they are done in reverse order! The final result for the matrix corresponding
to a general rotation in three dimensions is then

R(o,0,1) (2.113)
cospcosfcos¢p —sinysing —sin cosfcos ¢ —cosysing  sin b cos ¢
= | costpcosfsin g+ siny cos¢p —sin cosfsin g + cost cos¢ sinfsin ¢
— cossin 6 sin ¢ sin 6 cos 6
Note that Eq. (2.112) is easier to remember than this result! 1

2.2.5 Invariant Manifolds

A linear manifold M in V™ is an invariant manifold of the linear operator A if Az is in M

for every vector x in M. If M has dimension m and a basis x1, ..., Z,, there are linearly
independent vectors x,, 41, - . ., &, that complete a basis of V". Let M* denote the (n — m)-
dimensional manifold spanned by 41, ..., x,; then

V'=Mae M* (2.114)
This is similar to the split of a unitary space V into M @ M, but M~ is unique, while the
manifold M* is not, since to each of the basis vectors ,,,+1, . . ., £, can be added an arbitrary
vector in M. The matrix representation of A has the form

_(Am B
A= < 0 AM*> (2.115)

in this basis. A x4 is the restriction of A to M, and A ,- the restriction of A to M*, Note
that M* is also an invariant manifold of A if and only if B = 0. The properties of A that
decide whether or not it is possible to find a basis in which B = 0 are examined below.

Two invariant manifolds of the operator A are ker A and im A. In fact, all the manifolds
ker(A*) and im(A*) (k = 0,1,2,...) are invariant manifolds of A; we have

ker(A®%) = {6} C ker(A) C ker(A?) C --- (2.116)
and

im(AY) = V" D im(A) Dim(A%) D --- (2.117)
At each stage, there is a linear manifold M, such that

V' = M, @ ker(AF) (2.118)
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constructed as in the derivation of Eq. (2.66). On a space V" of finite dimension n, there must
be an integer p < n such that

ker(AP™!) = ker(AP) (2.119)
(the dimension of ker(AP) cannot exceed n). Then also

im(APT!) = im(AP) (2.120)
and V" can be expressed as

V" =im(AP) @ ker(AP) (2.121)

With this split of V", the matrix representation of A has the form

A o0
A= (0 N) (2.122)

where A is a nonsingular operator on im(AP), and N? = 0.

Remark. A nonsingular operator maps the space V" onto the whole space V", while a sin-
gular operator maps V" onto a subspace of smaller dimension. If A is singular, then repeated
application of A (n times is enough on V™) leads to a subspace that cannot be reduced further
by A. This space is just the space im(AP). a

Definition 2.10. An operator N is nilpotent if N = 0 for some integer m > 0. |

Q Example 2.7. The linear operator ¢+ on C? defined by

L Og+tiocy (0 1
o = — = (O 0 (2.123)
is nilpotent (see Eq. (2.81) for the definition of o, and o). |

- Exercise 2.11. Let A be a nilpotent operator on the n-dimensional vector space V™.
(i) Show that A has a matrix representation

0 a2 ... QAip

0 0 ... Q9p
A= )

o 0 ... 0

with nonzero elements only above the main diagonal (ay, = 0 if & > £).

(ii) Show that if V" is unitary, then there is an orthonormal basis on which this represen-
tation is valid. What is the matrix representation of AT in this basis? Is AT nilpotent?

(iii) Suppose A and B are nilpotent. Is AB necessarily nilpotent? What about [A, B]? O
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2.2.6 Projection Operators

We have seen that if M is a linear manifold in a unitary vector space V), then any vector x in V
can be uniquely expressed as

=12+ (2.124)

with 2/ in M and 2" in M~ (see Eq. (2.42)). The (or-
thogonal) projection operator (or projector) P, onto M
is defined by

for every vector x. If M is a one-dimensional manifold
with a unit vector ¢, then

Py = (¢,2)¢ (2.126)
selects the component of z in the direction of ¢ and elimi- Figure 2.5: Projection P onto
nates the orthogonal components, as shown in Fig. 2.5. the unit vector ¢.
More generally, if M is a manifold with an orthonormal basis ¢1, ¢, . . ., then
Puz =Y (¢r, 7)ok (2.127)
k

Every projection operator P is Hermitian and idempotent
P2=P (2.128)

(repeated application of a projection operator gives the same result as the first projection). The
converse is also true: any Hermitian operator that is idempotent is a projection operator (see
the exercise below). If P projects onto M, then 1 — P projects onto M, since for every x
expressed as in Eq. (2.124), we have

(1-Prp)r=2"=(Py)z (2.129)
- Exercise 2.12. Show that if P is a Hermitian operator with P? = P, then P is a projection
operator. What is the manifold onto which it projects? O

- Exercise 2.13. Let M, N be linear manifolds, and P, Q the projection operators onto
M, N. Under what conditions on M and N is it true that

(1) P + Q is a projection operator,
(ii) P — Q is a projection operator,
(iii) PQ is a projection operator, and

(iv) PQ = QP?

Give a geometrical description of these conditions. O
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2.3 Eigenvectors and Eigenvalues

2.3.1 Eigenvalue Equation

Definition 2.11. If the linear operator A transforms a nonzero vector z into a scalar multiple
of itself,

Ax = \v (2.130)

then z is an eigenvector of A, and X is the corresponding eigenvalue. The eigenvectors of
A belonging to eigenvalue )\, together with the zero vector, form a linear manifold M, the
eigenmanifold of A belonging to eigenvalue A\. The dimension m) of M is the geometric
multiplicity of the eigenvalue \. The set of distinct eigenvalues of A is the spectrum of A. 1

Eigenvectors belonging to distinct eigenvalues are linearly independent. To see this, sup-
pose Az = A\pxy (k=0,1,...,p)and

To = C1T1 + -+ CpTp (2.131)
with 1, ..., x, linearly independent, and cy, . .. , ¢, nonvanishing. Then

Axg = Nzo =1 iz + - + Ay (2.132)
is consistent with linear independence of x4, ..., x, only if

A=A ==X (2.133)

Equation (2.130) has a nonzero solution if and only if A satisfies the characteristic equa-
tion

pa(A) =det[|[A - 21| =0 (2.134)

On a space V™ of finite dimension n, det ||A — A1]| is a polynomial of degree n, the charac-
teristic polynomial of A, and the eigenvalues of A are the roots of this polynomial. From the
fundamental theorem of algebra derived in Chapter 4, it follows that pa (\) can be expressed
in the factorized form

pA()‘) = (_l)n(A - )\1);01 T (>\ - /\m)pm (2135)

with A1, ..., A, the distinct roots of pa (A\), and py, . .., p, the corresponding multiplicities
(p1 + -+ + pm = n). pg is the algebraic multiplicity of the eigenvalue A\g. It is important
to note that the characteristic polynomial is independent of the coordinate system used to
evaluate the determinant, since if S is a nonsingular matrix, then

det [S™H(A — A1)S|| = det(S™1) det |A — A1||det(S) = det [|A — A1 (2.136)

(it is a standard result of linear algebra that det MIN = det M det N).
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2.3.2 Diagonalization of a Linear Operator

Definition 2.12. The operator A is diagonalizable if it has a basis of eigenvectors. |
To understand this definition, suppose 1, .. ., x,, is a basis with
Al‘k = )\kxk (2137)
(k=1,...,n). In this basis, A has the matrix representation
A0 ..o 0
0 X ... O
A= . . .| =diag(A1, g, .. M) (2.138)
0 0 ... A\
with nonvanishing matrix elements only on the diagonal. In a general basis vy, .. ., y,, there

is then a nonsingular matrix S such that S'AS is diagonal in that basis.

The operator A is certainly diagonalizable if each root of the characteristic polynomial
pa () is simple (multiplicity = 1), since we can then choose one eigenvector for each eigen-
value to create a set of n linearly independent eigenvectors of A; these must form a basis
of V. On the other hand, suppose A is a multiple root of pa () (an eigenvalue of multi-
plicity > 1 is sometimes called degenerate). Then there may be fewer linearly independent
eigenvectors belonging to Ao than the algebraic multiplicity allows, as shown by the following
example.

U Example 2.8. Consider the 2 x 2 matrix

_ (1
A_<0 u) (2.139)

that has A = 1 as a double root of its characteristic polynomial pa (\) = (A — u)?. The
only eigenvectors belonging to the eigenvalue . are multiples of the unit vector

¢ = (é) (2.140)

and there is no second linearly independent eigenvector. |
Remark. Note that
(A-p1)?2=0 (2.141)

so that A satisfies its own characteristic equation pa (A) = 0. This is true in general. O

The geometric multiplicity of an eigenvalue is always less than or equal to the algebraic
multiplicity of the eigenvalue. To see this, suppose p is an eigenvalue of A, and M the corre-
sponding eigenmanifold (of dimension m). If x4, ..., x,, is a basis of M, and z,,,+1,..., %,
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a set of linearly independent vectors that complete a basis of V", then A has the matrix repre-
sentation

1% 0 0 a1 m+1 . A1n
0 1% 0 a2 m+1 . agn
A=1]10 0 L Gmmtl - Gmn (2.142)
0 0 0
Do : A
0 0 ... 0
with A an operator on the linear manifold M* = M(z,41,...,2,) of dimension n — m.

The characteristic polynomial of A can then be written as
pa(A) = (u—A)™det ||[A — 1| (2.143)

so the algebraic multiplicity of p is at least m.

If the algebraic multiplicity p of y is actually greater than m, then the operator A defined
on M* must have an eigenvector belonging to eigenvalue p. We can choose this eigenvector
to be the basis vector ,,1; then

A1 = PTma1 + Ymrt (2.144)
where
m
Ymi1 = D Gkmi1Tk (2.145)
k=1
is a vector in M. Thus the manifold M; = M(xy,...,Zm41) of dimension m + 1 is

an invariant manifold of A. This procedure can be repeated until we have a manifold M,
whose dimension is equal to the algebraic multiplicity p of the eigenvalue . The matrix
representation of A on M, then has the form

woo.. 0 armyr .- aip
0 o ammrr - Amp _
A, = 0o .. 0 I o ety =pl+N, (2.146)
0O ... 0 0 1

N, = A, — p1 has nonzero elements only above the main diagonal, hence is nilpotent; in
fact

NE—m =0 (2.147)
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Thus if the characteristic polynomial pa (A) of A has roots Ay, ..., \,, with algebraic
multiplicities p1, . .., P, as in the factorized form (2.135), then there are invariant manifolds
My, ..., M,, of dimensions p1,...,p,,, respectively, such that the restriction Ay, of A to
M, has the form

Ap = M\1+ Ny (2.148)
with Ny, nilpotent,
NI];lc—”Lk"‘l -0 (2.149)

(my_is the geometric multiplicity of the eigenvalue Ag). The eigenmanifold My is a subset
of Mj,; the two manifolds are the same if and only if p, = my. The vector space V" can be
expressed as

V=M @& My, (2.150)
and A can be expressed in the form (the Jordan canonical form)
A=D+N (2.151)

where D is a diagonalizable matrix, N is nilpotent (N = O if and only if A is diagonal-
izable), and N commutes with D (since D is just a multiple of 1 on each of the invariant
manifolds My,). Equation (2.151) is the unique split of a linear operator A into the sum of a
diagonalizable operator D and a nilpotent operator N that commutes with D.

Now suppose B is an operator that commutes with A. Then B also commutes with any
power of A, APB = BAP. If z is a vector in M., then

AP*Bx = BAPPx = A\rx (2.152)

so that Bz is also in Mj,. Thus each of the manifolds M, is an invariant manifold of B, on
which B can be expressed as the sum of a diagonalizable matrix and a nilpotent operator as in
Eq. (2.151). Thus B can be expressed in the form

B=D +N’ (2.153)

with D’ diagonalizable, N’ nilpotent and D’N’ = N’D’. Furthermore, there is a basis in
which both D and D’ are diagonal, N and N’ have nonzero elements only above the main
diagonal, and N commutes with N’. In particular, if A and B are each diagonalizable and
AB = BA, then there is a basis of vectors that are simultaneous eigenvectors of A and B.

2.3.3 Spectral Representation of Normal Operators

The study of the eigenvectors and eigenvalues of linear operators on V" in the preceding
section leads to the general structure expressed in Eq. (2.151). On a unitary vector space,
however, there is a broad class of operators for which it is possible to go further and construct
a complete orthonormal system of eigenvectors. This is the class of normal operators, for
which we have the formal
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Definition 2.13. The linear operator A on a unitary vector space is normal if
ATA = AAT (2.154)

that is, A is normal if it commutes with its adjoint. |

- Exercise 2.14. Every self-adjoint operator is normal; every unitary operator is normal. O

Normal operators have several useful properties:
(i) If A is normal, then

ATz = ||[Az]| (2.155)
for every vector z, since if A is normal, then
|Az|?> = (z, ATAz) = (z, AATz) = ||ATz|? (2.156)

It is also true in a complex vector space that A is normal if |Afz| = ||Ax| for every »
(Exercise 2.7 shows why a complex vector space is needed).
(i) If A is normal and Az = Ax, then

Az =\ (2.157)
since if A is normal and Ax = Ax, then
[(AT = X1z = [|(A = AL)z]| =0 (2.158)

(iii) If A is normal, eigenvectors belonging to distinct eigenvalues are orthogonal. For if
Az, = M\iz1 and Axy = \yx9, then

)\1(332,.%‘1) = (l‘g,AaTl) = (AT.T/'27.'171) = /\Q(l‘g,ml) (2159)

so that (arg,xl) =0if \; 75 Ao.

Theorem 2.4. (Fundamental Theorem on Normal Operators) If the linear operator A on V"
is normal, then A has a complete orthonormal system of eigenvectors.

Proof. A has at least one eigenvalue A\1; let M; denote the corresponding eigenmanifold.
If z isin M; and y is in M3, then

(z,Ay) = (ATz,y) = A (z,y) =0 (2.160)

so Ay is also in M4 ; thus M7 is also an invariant manifold of A. If dim(M7) > 0,
then A has at least one eigenvalue A\, in M7, with corresponding eigenmanifold M. It is

possible to proceed in this way to find eigenvalues A1, Ao, ..., A, with mutually orthogonal
eigenmanifolds My, Mo, ... M,, that span V", so that

Vi=M dOMyD---OM,, (2.161)
If we then choose a set of orthonormal elements {¢11,. .., $1p, } spanning M;, a second
orthonormal system {¢a1, ..., ¢2p, } spanning Mo, ..., and so on until we choose an or-
thonormal system {¢;,,1, . . ., @mp,, } spanning M, we will then have a complete orthonor-

mal system of eigenvectors of A.
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The converse is also true; if A has a complete orthonormal system of eigenvectors, then

A is normal. For if ¢1, ..., ¢, is a complete orthonormal system of eigenvectors of A with
eigenvalues A1, ..., \, (not necessarily distinct), then A and A are represented by diagonal
matrices,

A =diag(\i,...,\,) Al =diag()\],...,\%) (2.162)

Then A is normal, since
ATA = diag(A\[ A, ..., \50,) = AAT (2.163)

If A is a normal operator with distinct eigenvalues A1, ..., \,, and corresponding eigen-
manifolds M, ... M,,, introduce the projection operators

Pi=Pny,....Pnn=Pn,, (2.164)
The operators P, ..., P, are the eigenprojectors of A. They have the properties
PP, =P/Pr,=0 k#/ (2.165)
P+ -+P,=1 (2.166)
and
m
A=Y MPr=MNPi+-+ APy (2.167)
k=1

Equation (2.167) is the spectral representation of the normal operator A.

U Example 2.9. A simple example is provided by the 2 x 2 matrix

. = <(1) _01> (2.168)

introduced in Eq. (2.81). This matrix is already diagonal; its eigenvalues are 1 and —1.
The corresponding eigenprojectors are given by

P, = (é 8) P_ = (8 (1)) (2.169)

in terms of which the spectral representation of o, is
o, =P, —P_ (2.170)

Note also that P+ = %(1 + 0.) since 1 + o, gives zero when it acts on the eigenvector
of o, with eigenvalue F1, but this formula works only because o, has just two distinct
eigenvalues. |

-> Exercise 2.15. Find the eigenvalues and eigenprojectors for the o, and o, in Eq. (2.81). O
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- Exercise 2.16. Suppose A is a normal operator with spectral representation

m

A= Z AP
k=1

Show that A is
(i) self-adjoint if and only if all the eigenvalues {\;} are real,
(ii) unitary if and only if all the eigenvalues satisfy |[A\;| = 1, and
(iii) nonsingular if and only if all the eigenvalues are nonzero. |

Definition 2.14. A linear operator A on the unitary vector space V is positive definite (A > 0)
if (z, Ax) > 0 for every vector x, negative definite (A < 0) if (z, Ax) < 0 for every x, and
definite if it is either positive or negative definite. |

- Exercise 2.17. If V is a complex vector space, then the linear operator A is definite if and
only if A is self-adjoint and all its eigenvalues are of real and of the same sign. What if V is
a real vector space? O

Definition 2.15. A is nonnegative (A > 0) if (x, Az) > 0 for every x, nonpositive (A < 0)
if (z, Az) < 0 for every x, and semidefinite if it is either of these. |

- Exercise 2.18. What can you say about the eigenvalues of a semidefinite operator A? O

Suppose now that the normal operators A and B have the spectral representations

A:ZAkPk B:ZWQl (2.171)
k 4

and AB = BA (that is, A and B commute). From the discussion in the previous section, it
follows that every eigenmanifold of A is an eigenmanifold of B (here we know that A and B
are diagonalizable) and that there is a basis of vectors that are simultaneous eigenvectors of A
and B. In terms of the eigenprojectors, this is equivalent to the statement that

P.Q, = Q/Py foreveryk,/ (2.172)

Remark. States of a quantum mechanical system are represented as vectors in a unitary
vector space V, and the physical observables of the system by self-adjoint operators on V.
The eigenvalues of an operator correspond to allowed values of the observable in states of the
system, and eigenvectors of the operator to states in which the observable has the correspond-
ing eigenvalue. Linear combinations of the eigenvectors are states in which the observable
has no definite value, but in which measurements of the observables will yield values with a
probability distribution related to the amplitudes of the different eigenvectors in the state.
Measurement of an observable with a definite value projects the state of a system onto the
eigenmanifold of the operator corresponding to that eigenvalue. Independent measurement of
two observables at the same time is possible only if the eigenprojectors of the two operators
commute, i.e., if the two operators commute. This will be discussed further in Chapter 7. O
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2.3.4 Minimax Properties of Eigenvalues of Self-Adjoint Operators

The natural frequencies of a vibrating system (a string, or a drum head) are the eigenvalues of a
linear differential operator. Energy levels of a quantum mechanical system are eigenvalues of
the Hamiltonian operator of the system. Theoretical understanding of such systems requires
a knowledge of the spectra of these operators. In actual physical systems, there are often
too many degrees of freedom to allow an exact computation of the eigenvalues, even with
the power of modern computers. Hence we need to find relatively simple ways to estimate
eigenvalues.

Powerful methods for estimating eigenvalues are based on extremum principles. If a real
function f(z) of a real variable x is known to have a relative minimum at some point ., then
a very accurate estimate of the minimum value f, = f(x.) can be obtained with a moderately
accurate knowledge of x,. Since the behavior of f(x) is parabolic near the minimum, we
know that f — f, will be quadratic in z — z..

Here the (real) eigenvalues of a self-adjoint operator A on the linear vector space ) are
bounded by the eigenvalues of the restriction of the operator to any subspace V. If the sub-
space V) contains vectors close to the actual eigenvectors of A, then estimates of the eigen-
values can be quite accurate, since the errors in the eigenvalues are of second order in the
(presumed small) errors of the eigenvector.

Suppose A is a self-adjoint operator in V". Let the eigenvalues of A be arranged in non-

decreasing order so that A\; < Ay < --- < \,, with corresponding orthonormal eigenvectors
o1, P2, . .., dn. Then for any vector z,

(2, A2) = > Ml 0)* 2 0 D) [(dr )| = Mzl (2.173)

k=1 k=1
(and equality if © = c¢; for some scalar ¢). Similarly,
n
(2, A7) < X\ > 0k, 2)[° = Aa [l (2.174)
k=1

for any vector = (and equality if © = c¢,, for some scalar ¢). Thus

A= inf (¢, A@) N, = sup (¢,A9) (2.175)
lloll=1 lloll=1
Here “inf” (Latin: infimum) denotes the greatest lower bound (or simply minimum) and “sup”
(Latin: supremum) the least upper bound (or maximum) (over the unit sphere ||¢| = 1).

Remark. Equation (2.175) is the basis of the standard variational method used in quan-
tum mechanics to estimate the lowest (ground state) energy of a system with Hamiltonian H.
Choose a unit vector (trial wave function) ¢ = ¢.,, dependent on a set of (variational) param-
eters a, and minimize the energy

E(a) = (¢o¢a H¢a) (2.176)

with respect to the parameters «v. This leads to an upper bound for the ground state energy
that is often an excellent approximation to its actual value. As explained below, this method
can also be extended to generate upper bounds for excited state energies. O
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Figure 2.6: Roots of the characteristic polynomial of a 2 x 2 Hermitian matrix.

U Example 2.10. Consider a Hermitian operator A represented by the 2 x 2 matrix

A @1 b) 2.177)

az
(with a; < ag and b real). The eigenvalues are the roots of the characteristic polynomial
Pa(N\) = (a1 — N)(az — \) — b (2.178)

The graph in Fig. 2.6 shows (a; — A)(az — \) as a function of \; the eigenvalues of A are
the intersections of this curve with the line A\ = b2. It is clear from the graph that

A <ap <as < Ay (2.179)

consistent with Eq. (2.175). |

Equation (2.175) is especially useful, as it provides rigorous bounds for the extreme eigenval-
ues of a bounded operator. Formal bounds on other eigenvalues are obtained by restricting A
to manifolds orthogonal to the eigenvectors already found. For example,

2 = inf (¢, A9)  An1 = sup (¢, A9) (2.180)
llpllI=1,(¢1,¢)=0 l6l1=1,(¢n,p)=0

These results are not as useful as (2.175) in practice, however, since the orthogonality con-
straints cannot be satisfied exactly without knowing the eigenvectors ¢; and ¢,,. Bounds
of more practical importance for other eigenvalues can be derived by suitably restricting the
operator A to various subspaces of V". Let

AM)= inf JA (2.181)

paM) = | inf (6. A0)

be the minimum of (¢, A¢) on the intersection of the unit sphere with the linear manifold M.
A (M) is the smallest eigenvalue of the operator A restricted to M. If we let M range over
the (n — 1)-dimensional subspaces of V, we might expect that s (M) will vary between A\q
and \,. To show this, suppose ¢ is a unit vector in M~ with the expansion

¢ =a1p1 +azpa + - - (2.182)
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If a; = 0, then ¢y is in M, and pa (M) = Aq. If a; # 0, let

a=1/22+c3 a1 =asina ay=acosa (2.183)

Then the unit vector

P = cosa P — sina ¢s (2.184)
is in M, since it is orthogonal to the vector ¢ that spans M-+, and we have

pa(M) = cos? a Ay +sin? a Xy (2.185)
Thus we have

M < pa(M) <\ (2.186)

for any subspace M of dimension n — 1, with equality for M = [M(¢1)]*. This argument
can be extended show that if M is a subspace of dimension n. — h, then

pa(M) < Apia (2.187)

with equality for M = [M(¢1,...,¢n)]". Thus the eigenvalue ;. is larger than the
smallest eigenvalue of any restriction of A to a manifold of dimensionn—h (h =0, ...,n—1).
To work from the other end, let

va(M) = sup (¢,Aq) (2.188)
M, ll=1

va (M) is the largest eigenvalue of the operator A restricted to the manifold M. Then
An < va(M) (2.189)

for any manifold of dimension h, with equality for M = M(¢1, ..., ¢y); the eigenvalue A,
is smaller than the largest eigenvalue of any restriction of A to a manifold of dimension h.

Inequalities (2.187) and (2.189) provide rigorous bounds for the eigenvalue \;,. One fur-
ther refinement is to let M be a linear manifold of dimension m with P », the projection
operator onto M, and let

be the restriction of A to M. A’ is a self-adjoint operator on M its eigenvalues {\}, } can be
ordered so that

N <A< <N, (2.191)
The preceding inequalities imply here that
A €N, € Ann—m (2.192)

so that the eigenvalues of A’ give direct bounds on the eigenvalues of A.
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Ps()

Figure 2.7: Roots of the characteristic polynomial of a 3 x 3 Hermitian matrix.

Remark. Thus if a linear operator A on V is restricted to an m-dimensional subspace of V,
the eigenvalues of the restricted operator are upper bounds on the corresponding eigenvalues
of the full operator; the inequalities A;, < X}, give bounds for the lowest m eigenvalues, and
not just the lowest. In quantum mechanical systems, this provides estimates of excited state
energies as well as ground state energies. O

a

Example 2.11. Let A be a self-adjoint operator with a 3 x 3 matrix representation

al 0 b1
A=10 as b (2.193)
bioobs as

(with a1 < as < ag real). The characteristic polynomial of A is

P(\) = (a1 — N)(a2 — N(as — A) — (a1 = A) b2 — (a2 — A) b |? (2.194)
The roots of the P(\) correspond to the solutions of

A —a1) (A —a2)(A—as) = (A — ay) |ba]* + (A — a2) |b1|” (2.195)

Here the left-hand side is a cubic and the right-hand side a straight line as a function of A
as shown in Fig. 2.7. The eigenvalues are the values of \ at the intersections of the cubic
and the straight line. These eigenvalues evidently satisfy the inequalities

)\1 <a < )\2 < as < )\3 (2196)

consistent with the general inequalities (2.192). Note that it is essential to diagonalize the
2 x 2 matrix in the upper-left corner in order to conclude that a; < A\g < ag, although the
inequalities \; < a; and ag < Ag are true in general (that is, even if the two zero elements
in the matrix are replaced by a real parameter c). |
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2.4 Functions of Operators

If A is a linear operator, it is straightforward to define powers of A, and then polynomials of
A as linear combinations of powers of A. If A is nonsingular, then negative integer powers
of A are defined as powers of A~!. If a function f(z) is an analytic function of a complex
variable z in some neighborhood of z = 0, then a natural way to define f(A) is through the
power series expansion of f(z). Thus, for example, we have the formal definitions

(1-aA)'=> a"A" (2.197)
n=0
and
A _ i £ an (2.198)
=Y - ,
n=0

To give meaning to such series, we need to define convergence of sequences of operators.

Definition 2.16. Let {A;} be a sequence of linear operators on the linear vector space V.
Then the sequence converges uniformlyto A ({Ax} = A)if {|Ar — A|} — 0. The sequence
converges strongly to A ({Ax} — A)if {Aga} — Aux for every vector x, and weakly to A
(AL} — A)if {(y, Arz)} — (y, Ax) for every pair of vectors x, y. |
As with sequences of vectors, strong and weak convergence of sequences of operators are
equivalent in a finite-dimensional space V". The equivalence of uniform convergence follows
from the observation that if {¢1, ¢2,..., ¢, } is a complete orthonormal system, and if the
sequences { A1}, {Akgalt, ..., {Ar¢,} all converge, then also {|A; — A|} — 0, since

Ax— AP <Y [l(Ax — A)g? (2.199)

m=1

It is clear that an infinite series of operators on V" converges if and only if the corre-
sponding series of complex numbers obtained by replacing A by |A| is convergent. Thus, the
infinite series (2.197) converges if |a| |[A| < 1. It does not converge as an operator series if
|a] |A| > 1, although the series (Y o™A™)x may converge as a series of vectors for some .
The infinite series (2.198) converges for all ¢ (even uniformly) if A is bounded.

Suppose A is a normal operator with eigenvalues A1, ..., A, corresponding eigenprojec-
tors Py, ..., P,,, and thus spectral representation given by Eq. (2.167). If f(z) is any function
defined on the spectrum of A, then define

F(A) =D FOw)Ps (2.200)

k=1

This definition is as general as possible, and coincides with other natural definitions. Further-
more, it provides the equivalent of analytic continuation beyond the circle of convergence of
a power series. In the following examples, it is understood that A is a normal operator with
spectral representation (2.167).
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Example 2.12. Suppose f(z) = 1/z. Then if A is nonsingular, we have

1
A=) —Py,=A" 2.201
FA) =2 P (2.201)
k=1
as expected (no eigenvalue vanishes if A is nonsingular). |

Example 2.13. Suppose f(z) = z*. Then we have

FA)=> MNPy =AT (2.202)
k=

—

so the adjoint operator is the equivalent of the complex conjugate of a complex number (at
least for a normal operator). |

Example 2.14. Suppose f(z) = 1/(1 — az). Then if 1/« is not in the spectrum of A,
we have

1
e kz oy Pe=(t-ea)™ (2203)
=1

which gives the analytic continuation of the series (2.197) outside its circle of convergence
in the complex a-plane. |
Example 2.15. Suppose
zZ—1
= = 2.204
w=f() = (2204)

which maps the real z-axis into the unit circle except the point w = 1 (show this). If A is
self-adjoint (the \j, are all real), then the operator

A — 4 A -1l
Py = ‘
A+ A+l

U=f(A) = Z (2.205)
k=1

is unitary. U is the Cayley transform of A. Also, if U is unitary with no eigenvalue = 1,
then

1+U
A=f1YU)=i 2.206
U =it e (2.206
is self-adjoint. A is the inverse Cayley transform of U. |
Example 2.16. Suppose f(z) = /2, and suppose A > 0. Then
FA) =) VMPr=VA>0 (2.207)
k=1

and (VA)? = A. |
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2.5 Linear Dynamical Systems

A system whose coordinates 1, . . ., x,, evolve in time according to the equations of motion
dz ! (2.208)
— = keTe .
dt
¢
is a linear dynamical system. The coordinates x1,...,x, characterize a vector in a linear

vector space V", which allows Eq. (2.208) to be written in the compact form

dx
— =A 2.20
dt . ( %)

in which A is a linear operator on V" with matrix elements Ay;.
The solution to Eq. (2.209) that starts from the vector x(0) at time ¢ = 0 is

z(t) = e®2(0) (2.210)

This defines a solution for all ¢, according to the discussion in Section 2.4. To describe the
time dependence of the solution in more detail, recall the general decomposition

A=D+N (221D
with D diagonalizable and N nilpotent (Eq. (2.151)). Choose a basis 1, ..., x, in which D
is diagonal, with eigenvalues A1, . .., A,, and suppose that 2(0) is expressed as
2(0) = &owk 2212)
k=1
Then the solution (2.210) has the form
2(t) = &) (2.213)
k=1

with £, (0) = &ko. If N = 0, this solution has the simple form

Er(t) = eM'épo (2.214)

U Example 2.17. Consider a damped harmonic oscillator, with the equation of motion

Az dx
+ 27—

) i wir =0 (2.215)

where v > 0 to insure damping, and wy is real. With the new variable

u=— (2.216)
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the second-order equation (2.215) becomes the pair of equations

dx du
g = 9~y — WP 2.217
a " dt T Y% ( )
This has the form of Eq. (2.209) with
0 1
A= (wg 27) (2.218)

The eigenvalues of A are evidently given by

A = —y£4/—wi+72 (2.219)

and Re Ay < 0. If w3 > ~?, the eigenvalues are a complex conjugate pair, and the system
undergoes damped oscillations; otherwise, both eigenvalues are real and the system is
purely damped. The solutions of the system (2.217) are given explicitly by

x(t) = Apert 4 APt (2.220)
u(t) = ApApert F XA Mt (2.221)
with constants A4 chosen to satisfy the initial conditions (see also the discussion after
Eq. (6.94)). |

If A has one or more degenerate eigenvalues, then it is possible that N # 0. Even in this case,
the solution is straightforward. Since N” = O for some p, the power series expansion

p—1

k
eN=3%" %N’“ (2.222)
k=0

has only a finite number of nonzero terms, so the exponential factors are simply modified by
polynomials in .

U Example 2.18. Consider a two-dimensional system, with

A a

A= (0 A) (2.223)

We have
M at

et = ( 0 eAt) (2.224)
so the solution starting from the initial vector x = (£10, £20) is given by

& (t) = e (&0 + até) (2.225)

&a(t) = Mz (2.226)

Note here that 21 (¢) is unbounded if Re A = 0. |
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In general, the behavior of the solution & (t) for t — oo depends on the corresponding eigen-
value \j of A:

(1) if Re A\ < 0, then & () — 0 for ¢t — oo,
(i) if Re Ax > 0, then &, (t) — oo for t — oo, and

(iii) if Re A\, = 0, then & (¢) moves around a circle of fixed radius |{xo| in the complex
&-plane if N = 0, unless A\, = 0, in which case & (t) is constant.

The behavior of & () for t — oo if Re Ay # 0 is qualitatively independent of whether or not
N = 0, as the exponential factor dominates the asymptotic behavior. If N # 0, the & (¢)
corresponding to Re A\, = 0 grows in magnitude like a power of ¢ for ¢ — oo (the power may
be zero if the corresponding vector xj, is actually an eigenvector of A).

The vector z = 0 is a fixed point, or equilibrium solution, of Eq. (2.209), since if (0) = 6,
then z(¢) = 6 for all ¢. A fixed point x, is stable if there is a neighborhood N (z,) of z,
such that any solution starting in N (x,) remains in N (z,) for all t. z. is asymptotically
stable if there is a neighborhood of the z.. such that any solution starting in the neighborhood
approaches x, asymptotically for ¢ — oo. Such a fixed point is a sink, or an attractor.

It is clear here that 2:(0) = 6 is asymptotically stable if and only if Re A < 0 for every
eigenvalue of A, while stability requires only Re A\, < 0 and N = 0 on the invariant man-
ifolds belonging to the eigenvalues with Re A\, = 0. Physically, asymptotic stability means
that small displacements from the equilibrium will eventually be exponentially damped, while
simple stability allows bounded oscillations without damping, at least in some directions. A
fixed point for which Re A\, > 0 for every eigenvalue of A is a source, or repellor. The
solution curves move outward in all directions from a source.

A fixed point for which no eigenvalue has

Re Ay = 0is hyperbolic. In general, a hy- X2

perbolic fixed point will have a stable mani-

fold M? spanned by the invariant manifolds

M, for those eigenvalues with Re Ay, < 0,

and an unstable manifold M*" spanned by «
1

the invariant manifolds M, for those eigen-

values with Re A\, > 0. Ast — oo, the so-
lution curves will be drawn very close to the
unstable manifold as the components in the
stable manifold are exponentially damped.
The simple case of a two-dimensional sys-
tem for which the operator A has one pos-

itive and one negative eigenvalue is illus-

trated in Fig. 2.8. Imaginary parts of the Figure 2.8: Schematic form of solutions to
eigenvalues will give oscillatory behavior Eq. (2.208) in the hyperbolic case with one
not shown in the figure. positive and one negative eigenvalue.

The types of behavior described here occur in nonlinear systems as well. As already noted,
a nonlinear system can often be approximated by a linear system near a fixed point, and the
linear properties qualitatively describe the system near the fixed point.
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A Small Oscillations

Energy conservation is a fundamental principle for many systems in classical mechanics (such
systems are called conservative). For example, a harmonic oscillator of mass m and natural
frequency wq has a total energy

E = 1mu® + tmwia® (2.A1)

(u = dx/dt). This corresponds to the equation of motion (2.215) with v = 0 (no damp-

ing). For a conservative system with coordinates x1,...,x, and corresponding velocities
Uy ..., Uy (u, = day/dt), the energy often has the form
n
E=3>" wlu(z)u +V(z,... o) (2.A2)
k=1

Here the first term is the kinetic energy T of the system (hence the matrix T'(z), which may
depend on the coordinates, must be positive definite), and V' (x4, ..., x,) is the potential en-
ergy of the system.

An equilibrium of the system corresponds to a stationary point of the potential energy.
If the system has an equilibrium at a point zy with coordinates g, . .., Zy0, then the first
derivatives of the potential vanish at x(, and we can assume that the expansion

n

V(m) ~ V(mo) =+ % Z (l‘k — xko)Vk((IL‘g — xgo) =+ (2.A3)
k=1

exists, with

%
- (9xkaa?g

Viee (2.A4)

T=To

The matrix V. = (V}) is positive definite at a stable equilibrium, which corresponds to a
(local) minimum of the potential energy. Thus the eigenvalues of V determine whether or not
the equilibrium is stable. The kinetic energy can also be approximated near the equilibrium
point z by the quadratic function

n

T3> Ky (2.A5)
k=1

with Ky = Tye(xo). Thus the total energy has the approximate quadratic form
E~V(x) + 3 Z up Kpoug + 5 Z (zr — ko) Vie(ze — 2e0) (2.A6)
k=1 k=1

near the equilibrium point (the constant is not important for the motion near zy and will be
dropped).
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Since the matrix K is positive definite, we can choose a coordinate system in which it is
diagonal, with positive eigenvalues, so that the kinetic energy has the form

n df 2
KE=13" (d—t’“) (2.A7)
k=1

where the & = xj — xy( are the coordinates of the displacement from equilibrium, and f
is the “mass” associated with the coordinate &;. Introduce rescaled coordinates yi = /1 &k;
the quadratic energy (2.A6) then has the form

n dyk 2 n i
_1 1
E=3 E < 7 > + 5 k%ﬂ Yk Ve ye (2.A8)

where the Viy = Vi / /I fbe are the matrix elements of the potential energy matrix in terms
of the rescaled coordinates. In the operator form,

— 1 1
V=K 2VK™ 2 (2.A9)
The operator V is self-adjoint (check this), so that we can diagonalize it by a unitary
transformation, which does not affect the form of the kinetic energy in Eq. (2.A8). Denote

the eigenvalues of V by ay, ..., a,, and coordinates of a vector in the basis in which V is
diagonal by 71, ..., n,. Then the quadratic energy has the form

n dnk 2
_1 2 : 2
FE = 5 { (E) + QM (2A10)
and the equations of motion for the 7, are

d? Tk
dt?

= —apm 2.A11)

Thus each of the 7, evolves independently of the others; the 7, define the normal modes of
the system near the equilibrium z.

If a; > 0, which will be the case for all the eigenvalues of V at a stable equilibrium, let
ar = w}, and the coordinate 7, oscillates with (angular) frequency wy, which is a natural
frequency of the system. If a;, < 0, then let a;, = —aﬁ, and the coordinate 7, is proportional
to exp(Fayt), so it will in general have a component that grows exponentially for large ¢. In
practice, this means that the coordinate 7;, moves away from the equilibrium point, so that the
approximation of a small displacement from equilibrium becomes invalid, and the equilibrium
is unstable in the direction defined by the coordinate 7. Finally, if a;, = 0, then the coordinate
i evolves in time with constant velocity. Such a mode is called a zero mode; the approximate
energy (2.A10) is independent of the corresponding coordinate. This zero mode indicates a
symmetry of the approximate system, which may or may not be a symmetry of the original
system as well.
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m k M k m
WW
Figure 2.9: Three collinear masses joined by two springs, each with equilibrium length a.

Example 2.19. Consider the linear system of three masses connected by two springs
as shown in Fig. 2.9. Let {1, &2 denote the displacements of the masses m from their
equilibrium positions, and &3 the displacement of the mass M let uy, us, us denote the
corresponding velocities. The energy of the system is given by

E = im(uj +u3) + §Muj + $k[(& — &) + (&2 — &3)7)] (2.A12)

In terms of rescaled coordinates y; = /mé&1, yo2 = /mé&a, y3 = vV M&s, and velocities
vg = dyg/dt, the energy is

E = 3(v] +v3 +v3) + 3(y, Vy) (2.A13)
where V is the 3 x 3 matrix

1 0 —Q
0 1 — (2.A14)
—a —a 2a?

with a = y/m/M. The eigenvalues of V are 0, k/m, and (1 + 2a2)k/m, with corre-
sponding eigenvectors proportional to («, v, 1), (1, —1,0), and (1, 1, —2«), respectively.
While these eigenvalues and eigenvectors can be obtained by straightforward algebra, it is
also instructive to understand how they arise physically.

The zero mode has eigenvector (v, a, 1) corresponding to the center of mass coordi-
nate m(&1 + &2) + MEs. Since the potential energy depends only on the relative coordi-
nates of the masses, and not on the center of mass coordinate, the energy is unchanged if
all three masses are shifted by the same displacement. The total momentum of the system
is conserved, and the center of mass moves with constant velocity.

The mode with frequency \/k/m and eigenvector (1, —1,0) corresponds to an oscil-
lation of the two masses m with the mass M fixed. The eigenvector corresponds to the
two masses oscillating with opposite displacements; the frequency is just the frequency of
the a single spring connecting the two masses, since the mass M does not oscillate in this
mode.

The third mode, with frequency /(1 + 2a2)k/m and eigenvector (1, 1, —2a), corre-
sponds to an oscillation in which the two masses m oscillate in phase, such that the center
of mass of these two has a displacement in a direction opposite to the displacement of the
mass M (the center of mass must remain fixed). |
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This book describes the theory of rotations in three dimensions and its application to the
motion of a rigid body with one point held fixed. It also has a useful chapter on the theory
of small oscillations. However, it does not make use of the geometrical ideas introduced in
Chapter 3, in contrast to several books cited there.

An excellent alternative that also has a good discussion of small oscillations is

L. D. Landau and E. M. Lifshitz, Mechanics (3rd edition), Butterworth (1976).

This was the first of the famous series by Landau and Lifshitz that covered the foundations of
physics at a graduate level as viewed in the 1960s. It is still useful today.
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Problems

1. Consider a real two-dimensional vector space with vectors =1, x2, and x3 that satisfy
lz1]® = lleall* =1 flea|® = § (*)
and
x3 = x9 — (21, 22)21 (xx)
(i) Show that xq, x3 form a basis.
(ii)) How many linearly independent vectors x5 satisfy (x) and (xx)?
(ii1) For a vector x4 satisfying (x) and (), find a unit vector orthogonal to z5. Express

this vector as a linear combination of x| and 3.

2. Let {¢1, 2} be an orthonormal system in C? and consider the unit vectors w, ug, u3
defined by

up = ¢1 U2———¢1+\f¢2 uz = —3¢1 — 3¢2

(i) Draw a picture of the three unit vectors in the plane.

(ii) Show that for any vector x in C2,

3
2l =3 > I(un, (%)

k=1

(iii) Show that any vector x in C? can be written as

3
= %Z U, T (%)

k=1

Remark. Here (xx) looks like the expansion of a vector along a complete orthonormal
system, except for the factor 2 5. In fact the vectors u1, uz, u3 form a (tight) frame, which
is characterized by a relation of the form (%), although the constant may be different. The
vectors uj, ug, ug do not form a basis, since they are not linearly independent; they are
“redundant,” or “overcomplete.” Such sets are nevertheless useful in various contexts;
see the book by Daubechies cited in Chapter 6, where this example is given. O

3. Show that the polynomials p(t) of degree < N form a linear vector space if we define
addition and multiplication by scalars (which may be real or complex) in the natural way.
What is the dimension of this space? Write down a basis for this space. If we define the
scalar product of two polynomials p(t) and ¢(t) by

(p,q) = /0 p*(t)q(t) dt

then this space is unitary (verify this). Compute explicitly the first four elements of the
complete orthonormal system obtained by the Gram—Schmidt process from the basis you
have just given.
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4. (i) Show that

N
21'r1kn 21r7.qn
§ : = Néy,

(k,q=1,...,N).

(i) Show that a set of numbers fi, ..., fy can be expressed in the form

N
2nwikn
= Z cpe N ()
k=1

with coefficients c; given by

(iii) Show thatif the fq,..., fy arereal, thency_j, = ¢ (k=1,..., N).

Remark. Expansion (x) is the finite Fourier transform. O
5. Show that
= ok nrqg N
sin — sin — = —
N N~ 2M

n=1

(k,q=1,..., N —1) and thus that the set of numbers {f1,..., fy—1} can be expressed
as

i kmn
fn = ; bk- Sin T

with coefficients by given by

2Nl

fm 5111

m=1

Remark. This expansion is the finite Fourier sine transform. O

6. A lattice is a set of vectors such that if x1 and xo are lattice vectors, then any linear
combination

T =N1T1 + Noka
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10.

11.

2 Finite-Dimensional Vector Spaces

of x1 and xo with integer coefficients n; and no is also a lattice vector. The linearly
independent vectors eq, . .., ey are generators of an N-dimensional lattice if the lattice
consists of all linear combinations

N
xr = E Nnkgeg
k=1

with integer coefficients ny, ..., ny. The reciprocal lattice, or dual lattice, is the set of
vectors k for which £ - x is an integer for any lattice vector x.

(1) Show that the reciprocal lattice is actually a lattice, that is, if k1 and ko are in the
reciprocal lattice, then so is any linear combination 71 k1 +nsko with integer coefficients.

(ii) The reciprocal lattice is generated by the basis dual to e1, ..., ey in RY.

(i) If A, B and C are three linear operators, then

[[A,B], C] + HB7C]7A] + [[C,A],B] =0

Remark. This result is the Jacobi identity. O

(i) A, B and C satisfy the further identities
{{Av B}’ C} - {A’ {Bv C}} = [Bv [Av C]]
{[A7 BL C} - {A7 [B7 C]} = [{A> C}, B]
[{A’ B}v C] - [A’ {Bv C}] - [Bv {Av C}]

Let A be a linear operator on a unitary vector space V. If M is an invariant manifold of
A, then M is an invariant manifold of Af.

Show that with addition and multiplication by scalars defined in the natural way, the
linear operators on an n-dimensional vector space V" themselves form a linear vector
space. What is the dimension of the vector space? Give a basis for linear operators on
C? that includes the three Pauli matrices defined by Eq. (2.81).

Let U and V be unitary operators. Then

(i) UV is unitary,

(i) U + V is unitary if and only if

UVl =wP +w?(1 - P)
with P a projection operator and w? = 1.

What are the Euler angles (¢, 0, 1) of the rotation inverse to the rotation R(¢, 0, 1), given
the constraints 0 < ¢ < 27,0 < 0 < m,and 0 < v < 27?
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12.

13.

15.

16.

Show that the rotation R(¢, 6, 1) in three dimensions can be expressed as a product of
(i) rotation through angle ¢ about the Z’-axis,

(i) rotation through angle # about the Y'-axis, and

(iii) rotation through angle ¢ about the Z’-axis.

Let n = n(0, ¢) be a unit vector in the direction defined by the usual spherical angles

0, ®. Show that the matrix corresponding to rotation through angle ® about n can be
expressed as

Ru(®) = R(¢, 0, R.(®)R™(¢,0,€)

with an arbitrary angle &.

. Show that the eigenvalues of the proper rotation matrix Ry, (®) in Problem 13 are

A =1,eF®

Remark. The eigenvector n belonging to eigenvalue 1 is evidently along the axis of
rotation. O

(i) Explain the relation of the (complex) eigenvectors belonging to eigenvalues
exp(+i®P) to real coordinate axes in the plane normal to n. What is the form of the
rotation matrix in a real basis?

Show that if R is a proper rotation matrix that is symmetric, then either R is the identity,
or R corresponds to a rotation through angle 7 about some axis.

(i) Let R;(®),R,(®), and R, (®P) be the 3 x 3 matrices corresponding to rotations
through angle ® about the X, Y, and Z axes, respectively. Write down explicit forms for
these matrices.

(ii) Define the matrices L, L, and L, by
L, =iR ,(®=0)

(o = z,y, z) where the prime denotes differentiation with respect to ®. Show that the
commutator

[La,Lp] = LoLs — LgLa =i Y  capy Ly
gl
where €43, is the usual antisymmetric symbol on three indices.
- = —
Remark. These commutation relations can be written informally as L x L = ¢ L. That
the commutators of L, L, and L, are expressed as linear combinations of themselves

means that the L, L, and L, span a Lie algebra. This and more general Lie algebras
are studied in Chapter 10. O

(iii) Show that
Ra((ﬁ) = exp(*iLa(p)
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17.

18.

19.

20.

2 Finite-Dimensional Vector Spaces

(i) Show that any 2 x 2 matrix M can be expressed as
— —
M:exp{i(&)l—i— v - 5)}

where & denotes the usual three Pauli matrices, and 1 is the 2 x 2 unit matrix.
(i) Show that M is unitary if and only if £, and ? are real.
(iii) Show that

tr M = 2 exp(i&p) cos \?\ det M = exp(2i&p)

LetS, = %aa where o, are the 2 x 2 Pauli matrices (Eq. (2.81)) (o = z, ¥, 2).

(1) Show that the S, satisfy the same commutation relations as the L, in Problem 16.

Remark. The 2 x 2 matrices U, (®) defined by
Uy (P) = exp(—iS,P)

then satisfy the same multiplication rules as the corresponding 3 x 3 matrices R, (®)
defined in Problem 16, and can thus be used to study geometrical properties of rotations.
This is useful, since 2 x 2 matrices are easier to multiply than 3 x 3 matrices. a

(i) Find explicit 2 x 2 matrices U, (), U, (0), U.(0) corresponding to rotations through
angle 6 about each of the coordinate axes.

(iii) Construct a 2 x 2 matrix U(¢, 6,1) corresponding to a rotation characterized by
Euler angles ¢, 0, 1.
Suppose A is a 2 x 2 matrix with det A = 1. Show that
LtrAAT > 1
and the equality is true if and only if A is unitary.

A rotation in a real vector space is described by a real unitary matrix R, also known as
an orthogonal matrix. The matrix R can be diagonalized in a complex vector space, but
not in a real vector space, since its eigenvalues are complex (see Example 2.5, where the
eigenvalues of the two-dimensional rotation matrix are exp(+:6)). Show that

(i) in 2n dimensions, the eigenvalues of a proper rotation matrix R (det R = 1) occur
in complex conjugate pairs of the form

A= et Fila kil

(i1) in 2n 4 1 dimensions, the eigenvalues have the same form with an additional eigen-
value Ag, 11 = 1. (Note. You may use the fact that the complex roots of a polynomial
with real coefficients occur in complex conjugate pairs.)
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21.

22.

23.

89

(iii) a proper rotation R in 2n dimensions can be brought to the standard form

costly —sinb; 0 0 0 0

sin 04 cos 01 0 0 0 0

0 0 cosfly —sinfy 0 0

R — 0 0 sin 05 cos 0o 0 0
0 0 0 0 cosf, —sinb,
0 0 0 0 sin 6, cos b,

What is the corresponding form in 2n 4 1 dimensions? How do these results change for
a rotation-reflection matrix (a real unitary matrix R with det R = —1)?

Consider the matrix

1(3 -1
A_§<1 3)

Find the eigenvalues of A, and find one eigenvector for each distinct eigenvalue.

s ) =0

Consider the matrices

A %(;g ff) A,

(i) Show that
AL AAL=A,

where (k, [, m) denotes a cyclic permutation of (1, 2, 3).

(i1) Show that the operators P,f = %(1 + Ay) are projectors (k = 1,2, 3), and find the
projection manifolds.

(iii) Find a complete orthonormal set of eigenvectors of each Ay, together with the cor-
responding eigenvalues.

The linear operator A on C? has the matrix representation

1 —i
A=|("
(i) Find the eigenvalues of A, and express the corresponding eigenvectors in terms of
the unit vectors

vl =)

(i1) Find matrices representing the eigenprojectors of A in the u., u_ basis.

1
(iii) Find matrices representing the operators /A and (1 + A2) " 2 in the same basis.
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24.

25.

26.

217.

28.

29.

2 Finite-Dimensional Vector Spaces

A linear operator A on C? has the matrix representation

1 1
A_<0 1+5>

(i) Find the eigenvalues of A, and express the corresponding (normalized) eigenvectors
in terms of the unit vectors u4 defined above in Problem 23.

(i) What is the angle between the eigenvectors belonging to the two eigenvalues?
(iii) What happens in the limit ¢ — 0?
(iv) Repeat the analysis of parts (i)—(iii) for the operator Af.

Let ¢1, ... ¢, be a complete orthonormal system in }". Define the linear operator U by
Udr = ¢p+1 (k=1,...,n-1) U, = 1

(i) Show that U is unitary.

(i) Find the eigenvalues of U and a corresponding orthonormal system of eigenvectors.

Consider a linear operator A on V" whose matrix representation in one orthonormal
basis has the form

A = (&np +me7)

where £ = (&) and 5 = (1) are two linearly independent vectors in V". Find the
eigenvalues and eigenvectors of A.

(1) Show that any 2 x 2 matrix A satisfies

det A =1{(trA)> —tr A%}

(i) Show that any 3 x 3 matrix A satisfies
det A = {(tr A)® — 3(tr A)(tr A%) + 2tr A®}
(ii1) For extra credit, derive the corresponding relation between det A and the traces of
powers of A for a 4 x 4 matrix.
Show that

det A = tr(InA)

for any linear operator A on V™.

Suppose A is a positive definite linear operator on the real vector space V™. Show that

G(A) = / / e~ @A) qy o d, = d;A
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30.

31.

where (z, Az) is the usual scalar product

n

(z,Az) = Z xjAjrTy,
jk=1

A linear operator A is represented by the 4 x 4 matrix

a1 0 0 bl
o 0 a9 0 bg
A= 0 0 as bg

biobs b5 ay

with a1 < as < az < a4 real, and by, # 0 (k = 1,2, 3). By sketching the characteristic
polynomial pa (), show that the eigenvalues of A (suitably ordered) satisfy

)\1<a1<)\2<a2<)\3<a3<)\4

The linear operator A can be expressed as
A=X+1iY
where X and Y are Hermitian operators defined by

T _ Af
X:A—FA Y:A 'A
2 21

(this is the Cartesian decomposition of A).

(i) Show that A is normal if and only if
X, Y] =0

(i) Show that the nonsingular linear operator A has a unique left polar decomposition
of the form

A =RU

with R > 0 and U unitary, and express R and U in terms of A. Also find the right polar
decomposition

A =UR

with R/ > 0 and U’ unitary.

(iii) Under what conditions on the polar decompositions in part (ii) is A normal? State
and prove both necessary and sufficient conditions.
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32.

33.

34.

35.

36.

2 Finite-Dimensional Vector Spaces

The linear operator A on C? has the matrix representation

)

with & a complex number. What are the eigenvalues of A? Is A positive definite? Find a

matrix representation for each of the operators
S=VA and H(t) =e”
Linear operators A and B on C? are represented by the matrices
0 1 0 0
A= <0 0> and B = (1 0)
Find the matrices representing the operators
C=cAe® D =¢Be!™ and F = /(AFB)

Let A be a 3 x 3 matrix given by

a b 0
A=10 a b
0 0 a

Evaluate the matrix

B = ¢ %etA

Linear operators A and B on C? are represented by the matrices

0 1 0 0 0 0
A=(0 0 1 and B=(1 0 0
0 0 O 01 0

Find the matrices representing the operators

tA tB tB tA t(A+B
C =e2eB | D =¢Bet® and F = /(A1B)
Consider the linear nth-order differential equation

u™ (1) + au Y #) + -+ a1t (8) + agu(t) = 0

with constant coefficients o, . . ., a,,. Express this equation in the matrix form

dx
A
a0

by introducing the vector

= (u,,. .., u""NHT

(where 27" denotes the transpose of z). Find an explicit representation of the matrix A.

Show that the eigenvalues of A are the roots of the polynomial

PA) = X"+ A" b an A+



Introduction to Mathematical Physics

Michael T. Vaughn
© 2007 WILEY-VCH Verlag GmbH & Co.

3 Geometry in Physics

Analytic and algebraic methods are essential both for deriving exact results and for obtain-
ing useful approximations to the behavior of complex systems. However, it is important to
augment these traditional methods with geometrical ideas, which are often easy to visualize,
and which can provide useful insights into the qualitative behavior of a system. Such qual-
itative understanding is especially relevant when analyzing lengthy numerical computations,
both for evaluating the accuracy and validity of the computations, and for extracting general
conclusions from numerical results.

Moreover, there is a deep connection between geometry and gravitation at the classical
level, first formalized in Einstein’s theory of gravity (general relativity), which has led to the
prediction of exotic phenomena such as black holes and gravitational radiation that have only
been confirmed in the last 30 years or so. Beyond that, one of the fundamental problems of
contemporary physics is to find a theory of gravity that incorporates quantum physics. This
has stimulated the development and application of even deeper geometrical ideas to various
string theories.

Thus we introduce here some basic elements of differential geometry. We begin with the
concept of a manifold, which is simply a collection of points labeled by coordinates. The
number of coordinates required to identify a point is the dimension of the manifold. An atlas
on a manifold is defined by a set of overlapping regions (coordinate patches) in each of which
points are characterized by smoothly varying n-tuples {x1, ..., x,} of numbers such that in
the regions of overlap, the different sets of coordinates are smooth functions of each other.
Mathematical properties such as continuity and differentiability of functions on the manifold
are defined in terms of the corresponding properties of functions of the coordinates. Assumed
smoothness properties of the relations between coordinates ensure that these properties do
not depend on which particular set of equivalent coordinate systems is used to describe the
manifold; there is no preferred coordinate system on the manifold.

For example, the space and time in which we live appears to be a four-dimensional mani-
fold, spacetime, though string theorists suggest that there may be extra dimensions that have
not yet been observed. The spatial coordinates of a classical system of N particles define
a 3N-dimensional manifold, the configuration space of the system; the coordinates together
with the particle momenta define a 6N -dimensional manifold, the phase space of the system.
These variables are drastically reduced in number when a system is considered in thermo-
dynamics, where the states of a system are described by a small number of thermodynamic
variables such as temperature, pressure, volume, etc. These variables also define a manifold,
the (thermodynamic) state space of the system.

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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With each point P in a manifold M is associated a linear vector space 7p, the tangent
space at P, whose dimension is the same as the dimension of M. A vector ¥'in 7p corresponds
to an equivalence class of curves with the same tangent vector at P, and is represented by the
differential operator v - V, the directional derivative. The collection of the tangent spaces at
all the points of M, together with M itself, defines the tangent bundle T (M) of M.

A differential form, or simply form, at a point P is an element of vector space 75 dual
to the tangent space at P. A form & is represented naturally by an expression & - d#, which
corresponds to a line element normal to a surface of dimension n — 1. The collection of
the cotangent spaces at all the points of a manifold M, together with the manifold itself,
defines the cotangent bundle T*(M) of M. If M is the configuration space of a classical
mechanical system, for example, then 7 (M) is a manifold characterized by the coordinates
and the velocities, while 7*(M) is the phase space manifold defined by the coordinates of
the system and their conjugate momenta.

Tensors of rank greater than 1 are defined in the usual way as products of vectors and
differential forms. A special type of tensor, a p-form, is obtained from the antisymmetric
product (also known as wedge product, or exterior product) of p elementary differential forms.
This is a generalization of the cross-product of three-dimensional vectors. A p-form defines
an element of an oriented p-dimensional surface in the manifold, and provides the integrand
of a surface integral. The volume element in an n-dimensional manifold is an n-form. The set
of all p-forms (p = 1,...,n) on a manifold M defines the exterior algebra (M) of M.

A vector field is introduced as a collection of vectors, one for each point of a manifold,
such that the components of the vectors are smooth functions of the coordinates. A vector
field is defined by a set of first-order differential equations

da®
@ U@

that have a unique solution passing through a given point if the v* () are smooth. The solu-
tions to these equations define the integral curves, or lines of flow, of the field; they fill the
manifold without intersecting each other. Familiar examples are the lines of flow of electric
and magnetic fields, and of the velocity flow of a fluid. Associated with a vector field v is a
differential operator L,,, the Lie derivative, that drags the functions on which it acts along the
lines of flow of the field.

A generalization of the V operator of three-dimensional vector calculus is the exterior
derivative d, which transforms a p-form into a (p + 1)-form. This operator appears in the
generalized Stokes’ theorem, which relates the integral of a p-form o over the boundary OR
of a closed region R to the integral of the exterior derivative do over the entire region R,

/d(f:/ o
R OR

When R is a closed region in the manifold, this formula is equivalent to the divergence theo-
rem of elementary calculus; here it can be used to define the divergence of a vector field.

A metric tensor g = (g;) on a manifold defines a distance ds between nearby points
according to the standard rule

ds? = g;p(x)da? dz*
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Also associated with the metric tensor is a natural n-form volume element
Q= /|detg|dz* Ndz? A--- Ada™ = p(z) det Adx? A - A da”

The line element ds? is supposed to be independent of the coordinates on the manifold.
This leads to a transformation law for the components of the metric tensor under a change
of coordinates that also leads to an easy calculation of the transformation of the volume ele-
ment. These transformation laws are useful even in mundane problems involving curvilinear
coordinates in three dimensions.

There is also a natural definition of the length of a curve joining two points a and b:

(€)= [ " Jan @ik i = / " mdn

where ) is a parameter that varies smoothly along the curve and & = dx/d\. A geodesic is a
curve for which the path length between two points is an extremum relative to nearby curves.
Finding the extrema of integrals such as £,;(C) is a fundamental problem of the calculus of
variations, which is briefly reviewed in Appendix A. There it is shown that an extremal curve
must satisfy a set of differential equations, the Euler—Lagrange equations. These lead to the
standard geodesic equations if we make a natural choice of parameter along the curve, as seen
in Section 3.4.6.

Apart from defining a measure of distance, the metric tensor provides a natural duality
between vectors and forms, in which the metric tensor is used for raising and lowering indices
on tensor components, transforming components of a vector into components of a form, and
vice versa. One important use of this duality is to give a general definition of the Laplacian A,
a differential operator that acts on scalar functions in an n-dimensional manifold according to

Af =div (grad f)

Since the gradient df of a scalar function is a 1-form, the metric tensor needs to be applied to
convert the gradient into a vector field before taking the divergence. This leads to

ar=— Y 2 e 2

p(@) 2

where the g*(z) are elements of the matrix g~!. Further refinements are needed to define a
Laplacian operator on vector fields or forms, but those are beyond the scope of this book.

There has been a massive body of research in the last 40 years or so analyzing the behavior
of dynamical systems, which can be represented as vector fields on a manifold. Here we
introduce a simple two-dimensional model from ecology that illustrates some of the methods
available to analyze complex systems. The differential equations of the model have fixed
points that fix the qualitative behavior of the solutions in the plane, and allow a sketch of the
lines of flow of the associated vector field even without detailed calculations.

The Lagrangian and Hamiltonian formulations of the dynamics of classical mechanical
systems can also be described in geometric terms. The configuration space of a system is a
manifold M with (generalized) coordinates ¢ = {¢*}; the tangent bundle 7 (M) of M is
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characterized by the {¢*} and the corresponding velocities ¢ = {¢*}. The Lagrangian of the
system is a function defined on the tangent bundle that serves to define the action integral

b
Sla(®) = [ L.t de

associated with a path ¢(¢) of the system joining points @ and b in M. Hamilton’s principle
requires that the action integral for the actual trajectory of the system be an extremum rela-
tive to nearby paths. This leads to Lagrange’s equations of motion using the methods of the
calculus of variations.

In the Hamiltonian formulation, the conjugate momenta p = {py, } of the system are intro-
duced as components of a 1-form field on the configuration space; the phase space defined by
the coordinates {¢"*} and the conjugate momenta {p;} is identified with the cotangent bundle
7*(M) of M. The Hamiltonian of the system is defined by

H(q,p,t) =Y prd® — L(g,4,t)
k

Hamilton’s equations of motion, which can also be derived from Hamilton’s principle, are

d¢* OH  dp, OH

dt — opy dt — dqk

These equations define the trajectories of the system in phase space, which are also the integral
curves of a vector field on 7*(M) that is closely related to the Hamiltonian.
There is a canonical 2-form

wEdek/\qu
k

defined on the phase space (the dpj, form a basis of 1-forms in momentum space). This form
is used to associate vectors and 1-forms on the phase space. Canonical transformations (also
known as symplectic transformations) are introduced as transformations of the phase space
coordinates that leave the canonical form invariant. For a Hamiltonian independent of time,
transformations that translate the system by a time 7 are canonical, and define a one-parameter
group of canonical transformations of the system. Other canonical transformations can make
explicit other constants of motion that a system may, or may not, have.

An ideal fluid can be described in terms of a few smooth functions such as density, velocity,
pressure, and temperature defined on the space occupied by the fluid. The integral curves of
the velocity field provide a nice picture of the fluid behavior, and conservation laws of the fluid
are also naturally expressed in the geometric language of this chapter. A brief description of
the basic equations governing fluids is found in Section 3.6.

The description of many-particle systems by a few thermodynamic variables is one of the
conceptual highlights of theoretical physics. Visualizing the space of states as a manifold
whose coordinates are the thermodynamic variables, and the first law (energy conservation)
as a relation between forms on this manifold, clarifies many relations between thermodynamic
variables and their derivatives, as we explain in Appendix B.
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Figure 3.1: Two coordinate patches I/, and > in a manifold M. The two sets of coordinates
in the overlap region U1 N U> are required to be smooth one-to-one functions of each other.

3.1 Manifolds and Coordinates

3.1.1 Coordinates on Manifolds

A manifold is characterized as a set of points that can be identified by n-tuples (x4, ..., x,) of
real numbers (coordinates), such that the coordinates vary smoothly in some neighborhood of
each point in the manifold. In general, these coordinates are defined only over some bounded
region of the manifold (a coordinate patch); more than one coordinate patch will be needed
to cover the whole manifold. There will be regions in which two or more coordinate patches
overlap as shown schematically in Fig. 3.1. In these regions, points will have more than one
set of coordinates, and the coordinates of one set will be functions of the other set as we move
through the overlap region. If these functions are one to one and smooth (here smooth means
differentiable to whatever order is needed), then the manifold is a differentiable manifold.
Here all manifolds are assumed to be differentiable unless otherwise stated.'

Definition 3.1. A set M of points is a manifold if for every point p in M there is an
(open) neighborhood N, of p on which there is a continuous one-to-one mapping onto a
bounded open subset of R for some n. The smallest n for which such a mapping exists is the
dimension of M. We thus have a collection of open sets U/, . . . ,Uy that taken together cover
the manifold, and a set of functions (maps) ¢1, . . ., ¢ such that for every point p in Uy, there
is an element (¢}.(p), . . ., #7(p)) of R™, the coordinates of p under the map ¢y, (here we use

'"Mathematicians often start from the concept of a topological space on which open and closed sets are defined
in some abstract way; continuity of functions (or mappings) is defined in terms of the images of open sets. Here we
always deal with manifolds defined concretely in terms of coordinates, so that we can use the standard notions of open
and closed sets and of continuity in R™ introduced in elementary calculus. In particular, for discussions of limits,
continuity, closure, etc., we can define an e-neighborhood of a point P with coordinates xo = (10, ...,Zn0) in
some coordinate system to be the set of points  such that

||z — xo|| < e

where ||z — xo|| is the Euclidean norm on R"™. This use of the norm is independent of the possible existence of a
metric on the manifold as described below, but serves simply to give a concrete definition of neighborhood. Since
coordinate transformations are required to be smooth, it does not matter which particular coordinates are used to
define neighborhoods.
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superscripts to label the coordinates). The pair (U, @) is a chart; a collection of charts that
covers the manifold is an atlas.

If the open sets Uy, and U; overlap, then the map ¢x; = ¢y © gbl_l defines a function (the
transition function) that maps the image of ¢/; in R™ onto the image of U/, in R"; that is, it
defines the coordinates ¢y, as functions of the coordinates ¢;. More simply stated, the func-
tion ¢y o ¢f1 defines a coordinate transformation in the overlap region. If all the transition
functions in an atlas are differentiable, then M is a differentiable manifold. 1f the transition
functions are all analytic (differentiable to all orders), then M is an analytic manifold. A man-
ifold on which the coordinates are complex, and the mappings between coordinate systems are
analytic as functions of the complex coordinates, is a complex manifold. |

U Example 3.1. R" is a manifold of dimension n. The space C" of n-tuples of complex
numbers is a manifold of dimension 2n, which can also be viewed as a complex manifold
of dimension n. The linear manifolds introduced in Chapter 2 are manifolds in the sense
used here, with the additional restriction that only linear transformations of the coordinates
are allowed. |

3.1.2 Some Elementary Manifolds

Q Example 3.2. The circle S! defined in R? by
it as=1 (3.1)

is a one-dimensional manifold. However, there is no single coordinate that covers the
entire circle, since the angle # shown on the left-hand circle in Fig. 3.2 is not continuous
around the entire circle, whether we choose the range of ftobe —7 < 6 < mor(0 <6 <
27. One solution is to introduce two overlapping arcs .A; and A5 as shown on the right of
the figure. On A; use the angle §; measured counterclockwise from the horizontal axis,
on Aj the angle 6> measured clockwise from the axis. A suitable range for 6, and 65 is

—I-0 < <T40  —F-5<0,<T+5 (3-2)
where d1, 5 are small positive angles (so that the two arcs overlap). Evidently
Oy =7 — 0 (91,92 >0) 0y = —m — 0 (91,92 <O) 3.3)

The first relation covers the upper interval of overlap; the second, the lower. Note that
there is no requirement that the relation between the two coordinates has the same form on
the disjoint intervals of overlap.

There are mappings of the circle S* into the real line R that illustrate the topological
distinction between the two. Consider, for example, the mapping

0
T2 _ 02
that maps the interval —7m < 6 < 7 (an open arc on the circle) onto the entire real line. In

order to map the point on the circle corresponding to = +7, we must add to the real line
a single “point” at infinity (co). |

0— x=

(34)
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0 0
A2 2\/<\_/ | A1

Figure 3.2: The manifold S! (the circle). The usual polar angle @ is shown on the left. To have
coordinates that are everywhere smooth, it is necessary to split the circle into two overlapping
arcs A; and Az, with angles 6; (measured counterclockwise from the horizontal axis) and 0
(measured clockwise from the axis).

Example 3.3. The unit sphere S? defined in R? by
i+ a5 +a3=1 (-5

is a two-dimensional manifold. The usual spherical coordinates 6, ¢ do not cover the
whole manifold, since ¢ is undefined at the poles (¢ = 0, ), and the range 0 < ¢ < 27
leaves a line of discontinuity of ¢ that joins the two poles (think of the International Date
Line on the surface of the Earth, for example). A coordinate system that covers all but one
point of the sphere is the stereographic projection illustrated in Fig. 3.3, which maps the
sphere minus the North pole into the entire plane R? (details of the projection are left to
Problem 1). Note that the complex plane, which includes a point at co (see Chapter 4), is
mapped into the entire sphere, as the North pole is the image of the point co. |

Example 3.4. The unit ball B" is defined in R as the set of points that satisfy

ri 442l <1 (3.6)

B" is a submanifold of R™, and yet it can be mapped into all of R" by the map

r
1—r

7’—>T'/E

3.7)

which transforms the open interval 0 < r < 1 into the positive real axis, thus stretching
the ball to an infinite radius. |

Example 3.5. The (unit) sphere S™ is defined in R"*! as the set of points that satisfy

x%Jr...er?H_l:l (3.8)
It is also the boundary of the unit ball B”*1; note that the sphere is not included in the
definition of the ball. Again, there is no single coordinate system that covers the whole
sphere smoothly. A generalization of the stereographic projection described above for S2
maps the entire sphere S™ except for one point onto R"™. To include an image for the last
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Figure 3.3: Schematic illustration of the stereographic projection of the sphere S? onto the
plane R?. The stereographic projection of the point P on the sphere is the point ) where the
line from the North pole N through P intersects the plane tangent to the South pole.

point of S”, it is necessary to add a single point at infinity to R"™. This addition of a single
point at co to turn R"™ into a manifold equivalent to the compact manifold S™ is called the
one-point compactification of R". |

Example 3.6. A monatomic gas is described by thermodynamic variables p (the pres-
sure), V' (the volume), and 7" (the temperature); each of these variables must be positive.
The states of thermal equilibrium must satisfy an equation of state of the form

fp,V,T)=0 (3.9)

so that these states form a two-dimensional manifold. Note that there is no natural no-
tion of distance on the thermodynamic manifold, in contrast to the other examples, where
the Euclidean metric of the R™ in which the manifolds are embedded leads to a natural
definition of distance on the manifold. |

Example 3.7. The coordinates of a classical system of N particles define a manifold,
the configuration space of the system. The dimension n of this manifold is 3N if the
particles can move freely in three dimensions, but is smaller if the motion is subject to
constraints. Each coordinate on the manifold is a degree of freedom of the system; the
number of degrees of freedom is equal to the dimension of the configuration space. For a
Hamiltonian system with conjugate momenta for each of the coordinates, the coordinates
and momenta together form the 2n-dimensional phase space of the system, to be described
in detail later in Section 3.5.3. |
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A

Figure 3.4: Representation of the torus on the plane. The two sides marked A are to be identi-
fied, as are the two sides marked B. Imagine the rectangle to be rolled up. Then glue the two
sides marked A together (in the direction of the arrows) to form a hollow cylinder. Finally, glue
the two sides marked B together (in the direction of the arrows).

3.1.3 Elementary Properties of Manifolds

If M and N are manifolds, the product manifold M x N is defined as the set of ordered pairs
(x,y) where x is a point from M and y is a point from A. If z has coordinates (z1, ..., xm,)
and y has coordinates (y1, ..., yn), then (x, y) has coordinates (1, ..., Zm, Y1,---,Yn). Ev-
idently the dimension of M x N is the sum of the dimensions of M and . Note that if M
and N are linear vector spaces, the product manifold is actually the direct sum M @ N of the
two vector spaces, not the tensor product.

Q Example 3.8. Itis easy to see that R™ x R" = R™*", |

Q Example 3.9. The torus 7 is the product S' x S of two circles. It can be represented
in the plane as a rectangle in which opposite sides are identified; that is, a point on the
upper side A is the same as the point opposite on the lower side A in Fig. 3.4, and a point
on the left side B is the same as the opposite point on the right side B. The torus is also
equivalent to the unit cell in the complex plane shown in Fig. 4.5. |

Q Example 3.10. The n-torus 7" is the product S' x - -- x S! (n factors) of n circles. 1

Coordinates are introduced to give a concrete description of a manifold. However, many
properties of a manifold are independent of the specific coordinates assigned to points of
the manifold. Indeed, it is a principle of physics that all observable properties of a physical
system should be independent of the coordinates used to describe the system, at least within
a restricted class of coordinate systems.” For example, the distance between two points in
a manifold is defined in terms of coordinates in a region containing the two points. Once
defined, however, it must be the same for any equivalent set of coordinates on the region.

2This is the essence of principles of relativity from Galileo to Einstein. Einstein’s principle of general relativity
is the broadest, since it insists that the equations of physics be unchanged by diffeomorphisms of the spacetime
manifold, which are defined shortly.
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Equivalence of two differentiable manifolds M and M5 means that there is a one-to-one
map between the manifolds for which the coordinates in any region in My are smooth func-
tions of the coordinates in the corresponding region of M. Such a map is a diffeomorphism.
If such a map exists, then the two manifolds are diffeomorphic, or simply equivalent. If only
continuity of the map is required, then the map is a homeomorphism, and the manifolds are
homeomorphic.

U Example 3.11. The unit ball B” is diffeomorphic to all of R", since the radial rescaling
in Eq. (3.7) is differentiable for 0 < r < 1. |

O Example 3.12. Consider the group SU(2) of unitary 2 X 2 matrices with determinant
+1. Every matrix in this group has the form

U = exp (wid - a) (3.10)

where & = (01, 09, 03) denote the three Pauli matrices, and @ is a vector with |a| < 1 (if
|@| = 1, then U = —1 independent of the direction of @). The map

a

T TE

(3.11)
takes the group manifold into R? augmented by a single point at oo that corresponds to

U = —1. As seen above, this is the one-point compactification of R? to the sphere S3.
Thus the group SU(2) is diffeomorphic to S*. |

Convergence properties of sequences of points in a manifold are defined in terms of the
corresponding properties of the sequences in R™ of the coordinates of the points. Because
we require all coordinate transformations to be smooth, these convergence properties will not
depend on which particular coordinate system we use to test the convergence. Thus, for exam-
ple, the sequence {z1, 2, ...} of points in an n-dimensional manifold is a Cauchy sequence
if the sequence of coordinates is a Cauchy sequence in R", using any positive definite norm
on R"™.

A function f(x) defined on a manifold M maps the points of the manifold to real (or
complex) numbers; there may be exceptional points, or singular points at which the function
is not defined. The function does not depend on the coordinate system introduced on the
manifold; hence is also called a scalar field. The field is continuous (differentiable, smooth,
...)if f(x) is a continuous (differentiable, smooth, ...) function of the coordinates. Again,
these properties of the field are coordinate independent because of our restriction to smooth
coordinate transformations.

A manifold is closed if every Cauchy sequence of points in the manifold converges to a
limit in the manifold. If a manifold is M is not closed, then new points can be defined as limit
points of Cauchy sequences in the manifold. The manifold obtained from M by adjoining the
limits of all Cauchy sequences in M is the closure of M, denoted by C/ M, or by M. Recall
that a region in R” is compact if it is closed (contains all its limit points) and bounded (it can
be contained inside a sufficiently large sphere). A manifold M is compact if it is equivalent
to the union of a finite number of compact regions in some R".
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Figure 3.5: Illustrations of the sphere S? and torus 7. Any closed curve C' on S? can be
smoothly contracted to a single point. On the other hand, the curves labeled C; and C on T
cannot be smoothly contracted to a point, nor deformed into each other.

U Example 3.13. The sphere S™ is compact; by its definition it is a closed bounded region
in R"*!. The unit ball B" is not compact even though it is bounded, since it is not closed.
There are sequences of points in B that converge to a point on the boundary sphere S™~ 1,
which is not part of B". |

U Example 3.14. R" is not compact but, as just noted, addition of a single point at co turns
it into a compact manifold, the one-point compactification of R", equivalent to S™. |

Two manifolds of the same dimension are always equivalent locally, (i.e., in some neigh-
borhood of any point) since they are represented by coordinates in R™. However, even with
the limited structure we have introduced so far, there are manifolds of the same dimension that
are not globally equivalent, i.e., there is no global diffeomorphism that takes one manifold into
the other. A compact manifold cannot be equivalent to a noncompact manifold (B™ and S™
are not globally equivalent, for example). Manifolds can be classified according to the kinds
of distinct closed curves and surfaces that can be constructed in them. This classification is
one of the main problems of algebraic topology.

Q Example 3.15. The sphere S? has no nontrivial closed loops; every closed loop on the
sphere can be contracted smoothly to a single point. However, on the two-dimensional
torus 72 ~ S' x S, closed curves corresponding to one circuit around either of the circles
cannot be contracted to a point (see Fig. 3.5). Closed curves in 7?2 are characterized by
a pair of integers (n1,ns9) (the winding numbers), depending on how many times they
wrap around each of the two circles. Curves with different winding numbers cannot be
continuously deformed into each other. Since the winding numbers are independent of the
coordinates, they are fopological invariants of the manifold. Equivalence classes of closed
curves in a manifold define a group, the homotopy group of the manifold. |

O Example 3.16. The group SO(3) of rotations in three dimensions looks like a ball B of
radius m, since every rotation can be characterized by an axis n and an angle # (0 < 6 < ).
But, unlike in SU(2), a rotation about n through angle 7 is the same as a rotation about
—n through angle 7. Thus the opposite ends of a diameter of the ball correspond to the
same rotation, and any diameter is a closed path that cannot be shrunk to a point. |



104 3 Geometry in Physics

3.2 Vectors, Differential Forms, and Tensors

3.2.1 Smooth Curves and Tangent Vectors

The concept of a curve in a manifold is intuitive. A formal statement of this intuitive concept
is that a curve on the manifold M is a map from an open interval on the real axis into M.
A curve is defined parametrically by the coordinates {z'()),...,2*(\)} of the points on
the curve® as functions of a real parameter \ over some range \; < A < Ay. The curve
is differentiable (smooth, analytic) if these coordinates are differentiable (smooth, analytic)
functions of the parameter \.

If f(x) is a differentiable function defined on M, and C'is a smooth curve in M, then the
function

g(A) = flz(N)] (3.12)

defined on the curve C'is a differentiable function of )\, and

dg <~ da® Of N oy Of
=2 ax o~ 2 S W g 13

by the chain rule. The {¢¥()\) = dz*/d\} define the components of a vector tangent to the
curve at the point, and the derivative operator

d " & 0 ik 7
a:;ﬂk)wfﬁ(/\)f—f v (3.14)

itself is identified with the rangent vector.

This is more abstract than the traditional physicist’s view of a vector. However, if we recall
the geometrical interpretation of the derivative dy/dx as the tangent to a curve y = y(z) in
two dimensions, then we can recognize Eq. (3.14) as a generalization of this interpretation to
curves in higher dimensional spaces. The derivative operator in Eq. (3.14) is the directional
derivative in the direction of the tangent. It is also known as the Lie derivative when it is
applied to vectors and tensors. The form ? Y emphasizes the view of this derivative as
an intrinsic (i.e., coordinate-independent) entity, although the components of E depend on the
coordinate system.

Remark. With the notation (¢¥ 9/9z*) we introduce the (Einstein) summation convention,
which instructs us to sum over a pair of repeated indices, unless explicitly instructed not to. In
this chapter, we use the summation convention without further comment. However, we insist
that the pair of indices must consist of one subscript and one superscript, understanding that a
subscript (superscript) in the denominator of a partial derivative is equivalent to a superscript
(subscript) in the numerator. O

3We use here superscripts to identify the coordinates {x!, ..., z*} in keeping with historical usage. The reader
is alerted to be aware of the distinction between these superscripts and exponents.
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3.2.2 Tangent Spaces and the Tangent Bundle 7 (M)

The tangent vectors at a point P in the manifold M define a linear vector space 7p, the tangent
space to M at P. A vector V in 7p corresponds to the class of smooth curves through P with
tangent vector V.4,

If {x!,... 2"} provides a coordinate system in a neighborhood of P, a natural set of basis

vectors in the tangent space 7p is given by the partial derivatives
0
ey = — 3.15
B ok (3.15)

This is the coordinate basis associated with the {z!,... 2"}

If {y',...,y"} is another set of coordinates, smooth functions of the old coordinates
{x',..., 2"}, then we have the corresponding coordinate basis

0 ox 0 :895 o (3.16)

b= 2y% = ogF Bam — oy

(by the chain rule again), so long as the Jacobian determinant’

a(xt, .. am)
J = = det
oy,....y")

ox™

| 70 (3.17)

This leads to the transformation law for the components of vectors. If

0 0
Vzgk% :nka—yk (3.18)
then we have
Ok oy™
=g and =gt % (3.19)

to relate the components of the vector in the two coordinate systems. This follows yet again
from the application of the chain rule, here to the components of the tangent vector:

dek  oxF dy™
AN oy dh (3.20)

The following exercise illustrates how the relations in Eq. (3.19) are generalizations of the
relations for changing basis in a linear vector space.

- Exercise 3.1. Suppose {¢1,...,¢,} and {11, ..., 1, } are two bases on the linear vector
space V", related by

(I Z Sik®j

Jj=1

4Note that there is an arbitrary positive scale factor in the definition of the tangent vector
3 A geometrical interpretation of the Jacobian will be given later.
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with constants S;;.. Find relations between the components of a vector in the two bases. That
is, if

=Y &b =Y mbk
j=1 k=1

express the {{;} in terms of the {7} and vice versa. Show that these relations are special
cases of Eq. (3.19) for a linear coordinate transformation. O

The manifold M together with the collection of tangent spaces at each point of the mani-
fold forms a structure known as the tangent bundle T (M).

O Example 3.17. If M is the n-dimensional configuration space of a mechanical system,
then the tangent space at a point of M is defined by the velocities associated with trajec-
tories that pass through the point. The tangent bundle 7 (M) is the 2n-dimensional space
defined by the coordinates and velocities of the system. |

Remark. The concept of a bundle, or fiber bundle, over a manifold is important in differential
geometry and its applications to physics. In general, a fiber bundle consists of a manifold M,
the base space, and another space F, such as a linear vector space or a Lie group, the fiber
space. A copy of F is attached to each point of the manifold. A function on the manifold that
has values in F is a (cross)-section of the bundle. If the space F is a linear vector space, such
as the tangent space 7 (M) introduced here, then the bundle is a vector bundle. To complete
the definition of a fiber bundle, it is necessary to also specify a group G (the structure group)
of diffeomorphisms of the fiber space. If F is a real n-dimensional linear vector space, the
structure group might be the group SO(n) of rotations of R", or even the group GL(n,R) of
nonsingular linear operators on R"”. In this book, we consider only the tangent bundle and the
closely related cotangent bundle introduced below. For more general bundles, see the book by
Frankel cited in the bibliography. o

The slice of the tangent bundle corresponding to the points from M in some neighborhood
U of a point P is locally equivalent to a product I/ x V™. However, the complete tangent
bundle 7 (M) may, or may not, be globally equivalent to the product M x V™. This depends
how vectors at different points in the manifold are related. Can we define parallel curves, or
parallel vectors at different points, for example? These important questions are important for
understanding general relativity, but we must refer the reader to the bibliography for answers.

3.2.3 Differential Forms

The tangent space 7p to the manifold M at a point P is a linear vector space. As in Sec-
tion 2.1.5, we can introduce the dual space 75 of linear functionals on 7p. An element w of
75 maps 7p into the real (or perhaps complex) numbers,

w v w(v)
such that

w(aivy + agvs) = ayw(vy) + asw(vs) 3.21)
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for any pair of vectors v, v and any pair of numbers a1, as. Such a linear functional w
is a (differential) /-form, or simply form. The dual relation between forms and vectors is
emphasized in the various notations

w(v) = (w,v) = (w,v) = (w]v) = v(w) (3.22)

for the number (scalar) associated with the pair w, v. The space 7} is the cotangent space of
M at P, and a 1-form is sometimes called a cotangent vector.
A basis {e},} on 7p induces a preferred basis {*} on 77, the dual basis, with

(1", em) = oy, (3.23)
so that if v = v¥ ey, then ¥ (v) = v, and if w = wyp*, then
(w,v) = wy vk (3.24)

A coordinate system 2* on a region I/ in M provides a natural (coordinate) basis {0 / or")

of vectors and a corresponding coordinate basis {dz*} of 1-forms; we have

0
k _ sk
<dx D > =0, (3.25)
In a coordinate basis, a form w is expressed as
b — —
w=aqrdz” = «a -dx (3.26)
The expression o -dz again emphasizes the intrinsic, coordinate-independent nature of a form.
Under a smooth coordinate transformation from {z*,..., 2"} to {y},...,y"}, we have
b) k
det = 22 gym (3.27)
oy™
which leads to the transformation law for the components of a 1-form
w = ay, dz¥ = B, dy™ (3.28)
We have
oz oy™
ﬂm = ay—m and ap = Bm W (329)

Note that the role of the partial derivatives is reversed here, compared to the transformation
law (3.19) for the components of a vector. That is, if

nm=8"¢k and B, =S q (3.30)
then the matrices S and S, with elements

m k
%y and Skm _ Oe

Ss™ = _—
oy™

E= Dk (3.31)

are inverse to each other.
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The manifold M together with the collection of cotangent spaces at each point of the man-
ifold forms a structure known as the cotangent bundle T*(M), just as the manifold together
with the collection of tangent spaces at each point forms the tangent bundle.

U Example 3.18. If M is the n-dimensional configuration space of a Hamiltonian system
of classical mechanics, then the cotangent bundle 7*(M) is the 2n-dimensional phase
space defined by the coordinates and conjugate momenta of the system, as discussed in
more detail in Section 3.5.3. |

Remark. We introduced the tangent space 7p of vectors at a point P and then defined
1-forms as linear functionals on 7p. Alternatively, we could have introduced the cotangent
space 7 of forms as a linear vector space spanned by the coordinate differentials and then
defined vectors as linear functionals on 7,5. This duality is emphasized by Eq. (3.22), as well
as by the discussion of dual spaces in Section 2.1.5. a

Remark. A change of basis on the tangent space 7p or cotangent space 7 need not be a
coordinate transformation, since there is no necessary relation between the transformations
at neighboring points. However, the transformation laws for the components of vectors and
forms are still related if we insist that the transformations on 7p and 75 change a pair of dual
bases into another pair of dual bases. See Problem 3 for details. O

Remark. In an older terminology, the components of a 1-form were known as the covariant
components of a vector. They transform in the same way as the components of the gradient,
which was treated as the prototype of a vector, perhaps since so many fields are expressed as
the gradient of some scalar potential. The components of a (tangent) vector were known as the
contravariant components of a vector, since they transform according to the inverse (contra)
transformation law. This emphasis on transformation laws led to a proliferation of indices,
and tended to obscure the point that vectors and forms are geometrical and physical objects
that do not depend on the particular coordinate system used to describe the manifold in which
they live. The modern view emphasizes the intrinsic properties of forms and vectors, and the
duality relation between them. O

Remark. In a manifold with a metric, there is a natural mapping between vectors and forms
induced by a metric tensor, as will appear soon in Section 3.4. Here we note that in a linear
vector space R" with the (Euclidean) scalar product as defined in Chapter 2, the distinction
between vectors and forms is purely formal, and we can identify the vector

0
V=vt— 3.32
Ok (3:32)
and the form
V =V, dz® (3.33)
with the same numerical components V. = V'* in any Cartesian coordinate basis. O

- Exercise 3.2. Show that if these numerical components are the same in one coordinate
basis, they are the same in any basis obtained by a rotation from the original basis, i.e., show
that these components have the same transformation law under rotations. O
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3.2.4 Tensors

Tensors arise when we consider the products of vectors and forms. The tensor product of
linear vector spaces has been introduced in Section 2.1.3. Here we introduce the tensor spaces

T =T 0 9T @ TE® -+ QT (3.34)

M times N times

) are formed from linear combinations of

products of M vectors from 7p and N 1-forms from 7. Elements of this space are (%)
tensors. If N = 0, we have a tensor of rank M. If M = 0, we have a dual tensor of rank V.

Otherwise, we have a mixed tensor of rank M + N.

at a point P in a manifold. Elements of ’TIS.M’N

U Example 3.19. A linear operator on a linear vector space is a G) tensor, since the equa-
tion y = Ax becomes

Y = Ay (3.35)

in terms of components. |

U Example 3.20. The inertia tensor of a rigid body about some point is a (symmetric)
tensor of rank 2. Since a rigid body is defined only in a Euclidean space, we need not
distinguish between vector and form indices, at least for Cartesian components. |

Tensor components are defined with respect to some basis. Corresponding to coordinates

{x',..., 2™} in some neighborhood of P is the coordinate basis
) _jl-"jN:ng...@ ® dzit @ - @ dxIv (3.36)
11... 00  Hxir Oxim ’

on the tensor space TF(,M’N). A tensor T is expressed in terms of this basis as

T=T, !"e, J-Iv (3.37)

1---JN 0.0

(summation convention in effect). The Tj1 ;LZM are the components of T.
A tensor can also be introduced as a functional: an (% ) tensor is a linear functional on the

. N,M
linear vector space T; ’ ),

T=T (. ey | oreny) (3.38)
—_——

N arguments M arguments

in which the first N arguments require vectors, and the last M/ arguments need forms, in order
to reduce the functional to a scalar. This is equivalent to the statement

M — (N (3.39)

that generalizes the duality of vectors and 1-forms. Again, note that in a manifold with a
metric, there is a natural mapping between a tensor and its dual induced by the metric tensor.
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Inserting arguments in the empty slots in the functional (3.38) reduces the rank of the
tensor. Thus if v is a vector, then

T(.,...,v].,...,.) (3.40)
is an ( N]\:[ 1) tensor with components

gLt g] (3.41)
Similarly, if w is a (1-)form, then

T(, ..oy, w) (3.42)

isan (") tensor with components

T1yeeytM—10
Ji---JnN Wi (3.43)
The reduction of rank by inserting arguments in the functional is called contraction.

A mixed (%) tensor can also be contracted with itself to give an (%:11) tensor T with
components

B1yeesM—1 115y M—1 T
J1s-- I N-1 - Tj17~~~7j1\r71m (3:44)

U Example 3.21. For a linear operator A on 7p, with components A jk in some basis, the
contraction

A=A} (3.45)

is a scalar already identified as the frace of A. It is indeed a scalar, as its value is indepen-
dent of the coordinate system. |

3.2.5 Vector and Tensor Fields

A vector field v on a manifold M is a map from the manifold into the tangent bundle 7 (M)
such that at each point x in M, there is attached a vector v(x) in the tangent space 7, whose
components are smooth functions of the coordinates. Simple fluid flow is described by a
velocity field u(x), the velocity of the fluid element at x. The electric field E(x) and the
magnetic field B(x) due to a system of charges and currents are vector fields. As already
noted, a vector field v(z) can be identified with the directional derivative
0 —
v =v"(z) pvall
More intuitive is the visualization of a vector field by drawing some of its integral curves,
which are also known as streamlines (fluid flow), lines of force (electric fields), or flux lines
(magnetic fields). Two examples are shown in Fig. 3.6. The integral curve of the vector
field v(x) passing through a point P is generated by starting at P, moving in the direction of

v (3.46)
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) ®

Figure 3.6: Examples of the integral curves of a vector field: (a) the streamlines of a fluid
flowing through a pipe with a nonconstant cross-section, and (b) schematic representation of the
lines of force of the electric field due to equal and opposite charges (an extended dipole).

the field at that point and continuing in the direction of the field at each point. This can be
accomplished by solving the system of first-order differential equations

dz®

dX
with initial condition x = x(P) at A = 0. This system has a unique solution provided the
vk'(x) are well-behaved functions, not all zero, at the point P.5 Two integral curves cannot
intersect, except perhaps at points where v(z) = 0 or where v(x) is undefined. Such points
are singular points of the vector field.

= " (x) (3.47)

Remark. The electric field is undefined at the location of a point charge, for example. Also,
a point where v(x) = 0 is a fixed point of Eq. (3.47). The solution to Eq. (3.47) starting at
such a point P does not generate a curve but remains fixed at P. However, integral curves near
the point P may approach P asymptotically, diverge from P, or exhibit hyperbolic behavior
as illustrated in Fig. 2.8. Understanding the generic behavior of solutions near a fixed point is
the object of the stability analysis in Section 2.5. O

The vector field v in Eq. (3.46) defines a tangent vector at each point on an integral curve
of the field. To generate a finite displacement along the curve, say from Ay to A\g + «, we can
formally exponentiate the differential operator to give

. d\ 4 — [ d" "
2F (o + @) = exp (aa) zF (o) = 2%(No) + nz::l {W xk()\)} % (3.48)

A=Xo

This formal Taylor series expansion actually converges only if the coordinates ¥ ()\) are ana-
lytic functions of the parameter A along the curve. This may, or may not, be the case.

Tt is sufficient that there is some constant A/ > 0 such that
0¥ (@) = v*(2')] < M|z — 2|
for all k and all z, =’ in some neighborhood of P (Lipschitz condition). For proofs, consult a textbook on differential

equations. Note that the Lipschitz condition includes the case in which the v* (z) are differentiable at P, but is more
restrictive than continuity of the v*(z) at P.
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The partial derivatives 9/0z* with respect to the coordinates x* define a basis for the tan-
gent space 7, at each point . But at each x, we can choose any set of n linearly independent
vectors as a basis for 7, , and in some open region I/ around z, we can choose any 7 linearly
independent vector fields as a basis.

Can we use these fields to define a coordinate system? To answer this question, suppose
we have two vector fields

V=—=0"— and w=—=w" — 3.49
d\ ok du ok (349)
Let us carry out displacements from a point O, as shown in Fig. 3.7. First move a distance d\
along the integral curve of v through O to the point A. The coordinates then change according
to

2F(A) — 28 (0) ~ vF(0)dA (3.50)

Then move a distance dy along the integral curve of w through A, arriving at the point P
whose coordinates are given by

2F(P) — 2F(A) ~ w*(A)dp (3.51)
Alternatively, move first dy along the integral curve of w through O to @, with

¥ (B) — 2*(0) ~ w* (0)du (3.52)
and then d\ along the integral curve of v through @, arriving at the point P’, with

zF(P") — 2%(B) ~ v*(B)d\ (3.53)

If v and w are to generate a coordinate system, either order of carrying out the two dis-
placements should lead to the same final coordinates, and hence the same final point, as in
Fig. 3.7(b). But we can compute

k k m awk ]
w®(A) 2 w®(O0) + [V —| dX (3.54)
azx™ | o
and
o*(B) = vF(0) + [w™ o | dp (3.55)
~ o |, .
Then
owk ok
K ki m Y m
2% (P) — a"(P") ~ {v opm Y axm}od)\dp (3.56)

The term in brackets must vanish if P and P’ are the same points. Now the commutator of
the two operators v and w is defined by

SN S B Vs BY
T AN dp Ok

(3.57)

oxm v ox™
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p'

(a) (b)

Figure 3.7: (a) A general displacement from point O along the integral curves of two vector
fields v and w. A displacement d\ along the integral curve of v carries us from O to A, and a
further displacement dp along the integral curve of w through A carries us to P. A displacement
dyp along the integral curve of w through O to B, followed by a displacement d\ along the
integral curve of v through B takes us to P’. In general, the points P and P’ are not the
same, but if the vector fields v and w commute (have vanishing Lie bracket), as in (b), then the
two paths lead to the same endpoint, and the vector fields v and w can be used as a part of a
coordinate basis.

This commutator is also called the Lie bracket of the two vector fields. In order for A and p to
be coordinates, this commutator must vanish. More generally, a necessary condition for a set
of vector fields to form the basis of a coordinate system is that the Lie bracket, or commutator,
of any pair of the fields must vanish.

Remark. This condition should not be a surprise—we expect mixed partial derivatives with
respect to a pair of coordinates to be independent of the ordering of the derivatives. O

The vanishing of the commutator (3.57) is also sufficient. A formal way to see this is to
note the formal expression

d d
(N + a, po + B) = exp (a o B du) 2% (o, o) (3.58)

based on Eq. (3.48). The exponential factorizes into a displacement « of the coordinate A and
a displacement (3 of the coordinate p if (and only if) the derivative operators commute.

- Exercise 3.3. Suppose r, ¢ are the standard polar coordinates in the plane defined by
xr =rcost y = rsinf

Consider the radial and tangential unit vectors
e, =cosfe, +sinfe, e, = —sinfe, +cosle,

Corresponding to these are the vector fields

ECOSQQ—FSiHQE éE—Sin@g—i—cosﬁg

or o oy or ox oy
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Do these vector fields form a coordinate basis? If not, find a suitable coordinate basis for polar
coordinates, and express this basis in terms of 9/0x and 9/0y. a
A I-form field w on a manifold M is a map that takes each point = in M to a 1-form w(x)

in the cotangent space Z.*. If f(x) is a differentiable function (scalar field) on M the gradient
df of f is the 1-form field defined by

d df
df, —~ ) = —~ 3.59
< y A> A (3.59)
In a coordinate basis, the gradient can be expressed as

Thus the components of df in this basis are just the partial derivatives of f, as introduced in
elementary calculus. We can also note that df is the element of 75 whose value on v in 7p
is the directional derivative of f along v. Since this derivative vanishes in any direction on a
surface f = constant, df is in some sense normal to such a surface. If a metric is defined on
M, this statement can be made more precise, as will be seen soon.

The tensor space 7, ;M’N) is introduced at each point P of a manifold. A tensor field of
type (% ) is a collection of (% ) tensors defined at each point on the manifold (or in some
region of the manifold). The field is continuous (differentiable, smooth,. . .) if its components
in some coordinate basis are continuous (differentiable, smooth,. . .).

U Example 3.22. Stress and strain in an elastic medium are (symmetric) tensor fields of
rank 2. 1

Q Example 3.23. The electromagnetic field F = (F),, ) is an antisymmetric tensor field of
rank 2. The electromagnetic stress—energy tensor T = (7},,) is a symmetric tensor field
of rank 2. |

Remark. The examples given here all have rank 2. Tensors of higher rank are less common
in macroscopic physics, appearing mainly in the theories of elasticity in deformable solids,
and also in Einstein’s theory of gravity (general relativity). However, they are relevant in
quantum theories with higher symmetries, as in the examples discussed in Chapter 10. It is
useful to realize that conceptually, at least, higher rank tensors are no more complicated than
those of rank 2. o

3.2.6 The Lie Derivative

The Lie derivative L, associated with a vector field v is an operator that measures the rate of
change along integral curves of the vector field. The Lie derivative of a scalar function f(x)
is the directional derivative

— =
L,f(x)= v -Vf(z) @3.61)
The Lie derivative £, of a vector field w has been introduced in Eq. (3.57) as the commutator

Lyw = [v,w] (3.62)
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It measures the change in the coordinate distance along integral curves of w between inter-
sections with two nearby integral curves of v, as we move along the integral curves of v. If
L,w = 0, then this coordinate distance does not change as we move along the integral curves,
and the fields v and w can be a part of a coordinate basis.

Expressions for the Lie derivative of other types of tensor fields can be generated using
the Leibniz rule

L, (ab) = (Lya) b+ a (L)) (3.63)

U Example 3.24. To obtain a rule for the Lie derivative of a 1-form w, note that the Leibniz
rule gives

(Lyw,u) =Ly (wyu) — (w, Ly, w) (3.64)

for any vector u. Now

0 ow ou’
Ly (w,u) = UkW(wguE) = ((?—ﬂi u + 9ok wg> (3.65)
and
ou’ o’
_ k k
(w,ﬁv U) = Wy ('U W —Uu W) (366)
so that
ow ov*
_ .k ¢
(ﬁv w)g =V W + wg W (367)
Note the positive sign here, in contrast to the negative sign in Eq. (3.57). |
Remark. Note that the Lie derivative does not change the rank of a tensor. O

U Example 3.25. The Lie derivative appears naturally in the description of the flow of a
fluid with velocity field U. The co-moving derivative, which measures the rate of change
of a property of a fixed drop of the fluid moving with the flow, rather than at a fixed point
in space, is expressed as

d 0

—=—=—+4L 3.68

il (3.68)
Fluids are discussed at greater length in Section 3.6. |

Another important use of the Lie derivative is to identify invariants. If T is a tensor such that
L,T=0 (3.69)

then T is constant along any integral curve of v; T is an invariant of the vector field v.
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3.3 Calculus on Manifolds

3.3.1 Wedge Product: p-Forms and p-Vectors

A general tensor of type ( ](\)]) has components «;, .. ;, Wwith no particular symmetry under
permutations of the indices. However, such a tensor can be split into sets of components
that have definite symmetry, i.e., they transform according to irreducible representationsof the
group Sy that permutes the indices of the tensor; such sets are invariant under change of basis.
General irreducible representations are studied in Chapter 10; for now we are interested only
in completely symmetric or completely antisymmetric tensors.

If o and 7 are 1-forms, and

W=0Q®T (3.70)
then introduce the symmetric and antisymmetric forms
wSE%(U@)T—I—T@O’) wAE%(O'@T—T@O') (3.71)

If {p*} is a basis of 1-forms and

o= appt 7= By (3.72)
then

W = J (Bt )t @ pt = § ot o pt (3.73)

wh = (B — arb)pt @ pt = § wiy pt @t (3.74)

where the factor % is to compensate for double counting in the sum over k and /.
-> Exercise 3.4. Show that w,fz (w,‘:‘z) remain symmetric (antisymmetric) under any change
of basis on the tensor space 7, ;0’2) on which the forms are defined. O

The antisymmetric part of the product of two 1-forms ¢ and 7 is important enough that
it has a special name, the wedge product (also exterior product or Grassmann product in the
mathematical literature). It is denoted by

CANT=3(0@T—T®0)=-TACo (3.75)
In terms of components of o and 7 with respect to a basis {x*}, we have

ONT = % (axBe — aefr) ,uk A M (3.76)
- Exercise 3.5. Show that if o and 7 are 1-forms, and v is a vector, then

(o A1,v) = (o,0)T — o(T,v)

The wedge product generalizes the three-dimensional cross product A x B of vectors. Indeed,
this cross product is often denoted by A A B in the European literature. O
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The wedge product of two 1-forms is a 2-form. The antisymmetric product of p 1-forms
is a p-form. If oq, ..., 0}, are 1-forms, we have

1
alA---AapEH Z Eiyyniy 01 @ -+ R 0p (3.77)
i1rip

where €;, .4, is the usual antisymmetric (Levi-Civita) symbol with p indices defined as by

+1, if4y,...,%,1is an even permutationof 1...p
€ixyrrip = ghote = —1, if4y,...,9, is an odd permutation of 1...p (3.78)
0, if any two indices are equal

and the division by p! is needed to compensate for multiple counting in the sum over iy, . . . , ip.
A p-form o can be expressed in terms of components as

1

0= = 0Oiy, i, uil ARERWN ,uiP (3.79)
p!

-> Exercise 3.6. Show that the wedge product of a p-form o0, and a ¢-form 7, is a (p + ¢)-
form, with

op ATy = (—1)P 174 Ny,

Evidently this generalizes the antisymmetry of the wedge product of two 1-forms. O

The appearance of coordinate differentials as a basis for forms suggests that forms can be
integrated. For example, a 1-form o = o}, da* appears naturally as the integrand of a line
integral

/ o= / o da¥ (3.80)
C C

along a curve C, and the dz* in the integral are the usual coordinate differentials of elementary
calculus. Note that it may be necessary to use more than one coordinate patch to integrate
along the entire curve C'.

Similarly, a 2-form o = %O’k-g dz® A dx® appears naturally as the integrand of a surface
integral

/ o=1 / o dz® A dat (3.81)
S S

over a surface S. In this context, the product da* A dz* represents an oriented surface element
defined by the line elements dz* and dx*; the orientation arises from the antisymmetry of the
wedge product.

Remark. Expressing a surface element as a 2-form dx A dy leads directly to understanding
the appearance of the Jacobian determinant when integration variables are changed. If

u=u(z,y) v=uv(zy) (3.82)
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then
ou ou ov ov

du=—d —d dv=—d —d 3.83

iy x+8y J YT o x+3y 4 (3.83)
whence

ou dv  Ou Ov
dundv=—— — — — — |dz Nd 3.84
wna (31" dy Oy 8z> e (3:84)

The minus sign and the absence of dx A dx and dy A dy terms follow from the antisymmetry
of the wedge product that is associated with the orientation of the surface element. O

In general, a p-form appears as an integrand in a p-dimensional integral. If o is a smooth
p-form defined on a manifold M, and R is a p-dimensional submanifold of M, then we
denote such an integral simply by

I;/ o (3.85)
R

where I represents a number, the value of the integral. To relate this integral to the usual
integral of elementary calculus, and to apply the usual methods to evaluate the integral, we
need to introduce a coordinate system (or a covering set of coordinate patches) on R. If
x', ..., P is such a coordinate system, then the form o can be expressed as

o= fo(x',. .., aP) dz' A - ANdaP (3.86)

(locally on each coordinate patch in R, if necessary). The integral [ is then given by
I:/ fo(zt,. .. xP) dat, ... daP (3.87)
R

where now the dx!, ..., dzP are the usual coordinate differentials of elementary calculus,
rather than a set of abstract basis elements for forms.

Remark. Note that the antisymmetry of the underlying p-form leads to the relation

dyt A AdyP = det det Ao A daxP (3.88)

k
9y
Oxt

for changing variables from x!,... 2P to y!,..., 4P in a p-dimensional integral, where the
determinant is the usual Jacobian. This result leads to a natural definition of volume element
on a manifold with a metric tensor, as will be seen in the next section. O

In an n-dimensional manifold, there are no p-forms at all with p > n, and there is exactly
one independent n-form, which in a coordinate basis is proportional to

Q=dz' A---Ada" = l' sily__,yindxil Ao Adztn (3.89)
n

where ¢;, . ;. is the Levi-Civita symbol defined in Eq. (3.78).



3.3 Calculus on Manifolds 119

- Exercise 3.7. Show that the dimension of the linear vector space EP(P) of p-forms at a
point P is given by

()

Note that this implies d,,—, = d. O

Definition 3.2. The collection of all p-forms (p = 1, ..., n) at a point P of an n-dimensional
manifold M defined the exterior algebra E(P) at P, with product of forms defined as the
wedge product. |

- Exercise 3.8. Show that the dimension of £(P) is 2. O

The p-forms have been introduced as antisymmetric tensor products of 1-forms at a
point P. These can be extended to p-form fields defined on a region of a manifold—even
on the entire manifold. One important field on a manifold is the fundamental volume form

Qz) = p(z) dz' A--- A da" (3.90)

where p(x) is a somewhat arbitrary density function that is modified by a Jacobian determinant
under a change of coordinates. However, in a manifold with a metric tensor, there is a natural
definition of the fundamental volume form (see Section 3.4). If it is possible to define a
continuous n-form on the n-dimensional manifold M with p(z) nowhere vanishing, then M
is (internally) orientable, and we can take p(z) to be positive everywhere on M.

The volume form serves to define another duality between vectors and forms. If o is a
p-form, then the (Hodge)*-dual of o is the antisymmetric ("gp ) tensor V' defined by

i i N TR 1
Vi = Co)tr = o T (3.91)

Conversely, if V' is an antisymmetric (”ap ) tensor, then the (Hodge)*-dual of V' is the p-form
o defined by

iy iy — (*V)'Ll

p()ei, i, Virttein (3.92)

Q Example 3.26. Consider the real linear vector space R with the usual volume form

Q= dzt Adz? Ada? (3.93)
A 2-form
o= % Ujkd;vj A dzF (3.94)

is dual to the vector

* lgjk'f — x Za

0
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Conversely, a vector

V=V % (3.96)
corresponds to the dual 2-form

V=1 Videl Ada® = 1V dad A da® (3.97)

Thus in three dimensions (only), the wedge product, or vector product, of two vectors can

be identified with another vector as in the usual expression C = A x B. |

- Exercise 3.9. Show that if ¢ is a p-form, then *(*¢) = (—1)P(*~P)g. O

- Exercise 3.10. Show that the dual of the volume form is a constant scalar function (a
0-vector), and, in fact, *Q) = 1. O

3.3.2 Exterior Derivative

The derivative operator ? of elementary vector calculus can be generalized to a linear oper-
ator d, the exterior derivative, which transforms a p-form field into a (p + 1)-form field. The
operator d is defined by the following rules:

1. For a scalar field f, df is simply the gradient of f, defined in a coordinate basis by the
usual rule, Eq. (3.59),

of

df = 5% da* (3.98)
so that if
v =" % (3.99)

-V f(z) (3.100)

which is the directional derivative of f in the direction of v.
2. The operator d is linear, so that if ¢ and 7 are p-forms, then

dlo+71)=do+dr (3.101)
3. If o is a p-form and 7 is a g-form, then

dloANT)=do AT+ (=1)Po ANdr (3.102)
4. Poincaré’s lemma. For any form o,

d(do) =0 (3.103)
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Remark. It is actually enough to assume that this is true for O-forms (scalars) only, but we
do not want to go into details of the proof of the generalized formula, Eq. (3.103). O

The combination of rules 1-4 allows us to construct explicit representations for the d
operator in terms of components. If

o = oy, da” (3.104)
is a 1-form, then do is given by

dz? A dxk = 3 (% — %) dz? A dx¥ (3.105)

Ook
/ Oxd  Oxk

_ k _
do = dop N dz" = 9

where Poincaré’s lemma has been used to set d(dx*) = 0. Thus do is a generalization of

curl o = ? X ? of elementary calculus. Note that if o = df, with f being a scalar function,
then

*Pro k

since the second derivative is symmetric in j and k, while the wedge product is antisymmetric.
This is consistent with Poincaré’s lemma d(df) = 0, and corresponds to the elementary result

curl grad f = V x ?f =0 (3.107)
Similarly, if
o= % ore dz® A dz’ (3.108)
is a 2-form, then

aO'kg

do = dz"® A dat A dz™ (3.109)
axm

1
2
1 (Oop | Oomi | Ooem
6 \ Ox™ ozt oxk

with obvious generalization to higher forms.

) dz® A dzt A dz™ (3.110)

U Example 3.27. In three dimensions, we have the standard volume element

Q= 1ejpdad Ada® Adat (3.111)
so that
da? A dz® A dat = e7F QO (3.112)

The 2-form o is the dual of a vector V', 0 = *V, with

Ojk = Ejkm V"™ (3.113)



122 3 Geometry in Physics

Thus

ovm .

and the divergence of a vector field V' can be expressed as

(divV)Q=d*V (3.115)
In view of Exercise 3.10, we also have

divV = *d(*V) (3.116)
This definition serves to define the divergence of a vector field in any dimension. |

- Exercise 3.11. Show that in a space with a general volume form defined by Eq. (3.90),
the divergence of the vector field V' is given by

. 1 0
divV = (@) OaF [p(m)Vk]

Show also that
LyQ = (divV)2

This is yet another geometrical property of the Lie derivative. O

-> Exercise 3.12. Show that Poincaré’s lemma also gives the identity
—
diveurl V=0

of elementary calculus. O

Definition 3.3. If ¢ is a p-form and V is a vector field, the contraction of o with V' defines a
(p — 1)-form that we denote by

ivo=o(V,.) (3.117)
or, in terms of components,
(ivO)iy, iy y = Okiyriy 1 VF (3.118)

as in Eq. (3.44).
Remark. iy 0 is sometimes called an interior derivative, or interior product. O

- Exercise 3.13. Show that if ¢ is a p-form and 7 is a ¢g-form, then
wv(oANT) =0 A(iyT) + (=1)(ivo) AT

Note that we define 7y, 0 by contracting the first index of ¢ with the vector index of V. The
alternative of contraction with the pth index leads to more awkward minus signs. O
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Figure 3.8: A closed region R with boundary OR. R is orientable if it can be subdivided
into subregions with boundaries, such that each internal boundary bounds two subregions with
opposite orientation, while the external boundaries of the subregions join smoothly to form a
consistent orientation on all of IR..

An important relation between the Lie derivative and the exterior derivative is the

Theorem 3.1. If V is a vector field and o a p-form, then
Lyo = d(ivO’) —l—iv(dO’) (3.119)

Proof. If o is a 1-form, then

. 3 ¢ 80_[ Y 5‘/[
d(lvo’)k = @(JZV ) = w Ve 4+ O—ZW (3120)
and
. _ 6ak 80’@ ¢
[iv (do)]x = ((M axk> % (3.121)

The two terms combine to give the Lie derivative Ly o as obtained in Eq. (3.67). See Prob-
lem 5 for a general p-form.

3.3.3 Stokes’ Theorem and its Generalizations

A fundamental result of integral calculus is that if f(z) is a differentiable function, then

r=b
| dr@ = 10)- 0 (3.122)

Thus the integral of the derivative of a function (0-form) over an interval depends only on the
values of the function at the endpoints of the interval. This result can be generalized to the
integral of an exterior derivative over a closed region in an arbitrary manifold. Suppose R is a
closed p-dimensional region in a manifold M, with boundary 0R as shown schematically in
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Fig. 3.8. Assume the boundary is orientable, which means that R can be divided into subre-
gions with a consistent orientation on the boundary of each of the subregions, as indicated in
the figure. Then if o is a smooth (p — 1)-form defined on R and JR, we have

/daz/ o (3.123)
R OR

Equation (3.123) is Stokes’ theorem.

To derive this result, consider a segment Sy of the boundary characterized by coordinates
x2,..., 2P, as indicated in Fig. 3.9. We can drag this surface into R by a small distance §¢
along the integral curves of a coordinate ¢ that is independent of the z2, ..., xP, obtaining a
new surface Si.

Let 0S denote the small region bounded by Sy, S; and
the edges traced out by the boundary of Sy as it is dragged.

g,=E,+ 88

Then in the region JS, we have So
2 D
da:(%(g’xa—g”’x)df/\dﬁ,...,/\da:" (3.124) 3

and we can write

Fig. 3.9: Integration over a

/ do = / o— / o+--- (edge terms) (3.125)  region SR between two sur-
sS So S1 faces Sp and S; separated by

a small coordinate displace-

up to a sign that is fixed by choosing a suitable orientation ment €.

of the region 4.

The surface Sy can be extended to cover the entire original boundary surface OR, perhaps
using more than one coordinate patch in covering OR. The region R is reduced to a smaller
region Ry with boundary OR;. Denote the region between OR and R4 by 6R.. Then

/ dcr:/ cr—/ o (3.126)
SR R R,

and the edge terms cancel since they have opposite orientation when they appear from adjacent
regions. If the region R is simply connected, this procedure can be repeated until the inner
region is reduced to a single point. Then JR includes the entire region R, and 9R, disappears,
so that Eq. (3.126) is reduced to Eq. (3.123). If R is not simply connected, we can still apply
the procedure starting with the outer boundary, which we call 0Ry. When we shrink this
boundary, we eventually reach an inner boundary 0R; that can be contracted no further (OR4
may even have several disconnected components). Then Eq. (3.126) becomes

/da:/ 0'—/ o (3.127)
R ORo OR1

To see that this is equivalent to Stokes’ theorem, note that if the orientation of ORy is “out-
ward” from the region R, then the orientation of OR; points info R. To obtain the consistent
“outward” orientation of the boundary 0R in Eq. (3.123), we need to reverse the orientation
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of OR;. The integral on the right-hand side of Eq. (3.127) is then an integral over the entire
boundary of R.
The general Stokes’ theorem (Eq. (3.123)) includes the elementary version

- — — —
7{ V- di :/ curl V - dS (3.128)
c s

that relates the integral of a vector V around a closed curve C to the integral of curl V over
a surface .S bounded by C.

Remark. Equation (3.128) shows that any surface bounded by C' can be chosen, since the
integral on the right-hand side depends only on the boundary curve C. o

U Example 3.28. A magnetic field B canbe expressed in terms of a vector potential A as
— —
B =curl A (3.129)

The magnetic flux ® through a surface S bounded by the closed curve C' can then be
expressed as

- — - =
fD:/B-dS:j{ A-dl (3.130)
S C

— — —
Note that this is invariant under a gauge transformation A — A + Vx for any single-
valued gauge function x. |

- Exercise 3.14. The vector potential at the point 7~ due to a point magnetic dipole 77 at
the origin is given by

— =
— m X r
r

A=k

(3.131)

r3

where k is a constant. Find the magnetic flux through a circular loop of radius R with center
at a distance d from the dipole, oriented perpendicular to the line from the dipole to the center
(1) by using the result of the previous example, and (ii) by integrating the magnetic field over
a spherical cap with center at the dipole, and bounded by the circular loop. O

Stokes’ theorem also includes the divergence theorem in three dimensions,
— — —
}l{ V -dS :/ (divV)Q (3.132)
s R

N
that relates the flow of a vector V' across a closed surface S to the integral of the divergence

of V over the volume R bounded by S. The divergence theorem leads to relations between
global conservation laws and local equations of continuity. For example, the total electric
charge QR in a region R is given in terms of the charge density p by

Qaz/ pQ (3.133)
R
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The current [ across a surface S is expressed in terms of the current density ; as

I:/ 7.ds (3.134)
S

Conservation of charge means that the total charge in a closed region changes only if charge
flows across the boundary of the region. This is expressed formally as

dQr  d dp / 2 72
at dt Jg” /R ot w4 (3.135)

where as above, OR denotes the boundary of R. Hence, using Eq. (3.132), we have

- — =
/ j.dsz/ (divj) 0 (3.136)
R R

for any region R, and then

ap -
L idivi ) Q 3.137
| (% +ani) G.137)
Since this is true for any R, the integrand must vanish everywhere, so that
0 -
a—f Fdivi=0 (3.138)

Remark. Equation (3.138) is the equation of continuity. It is also true for matter flow in a
fluid, where p is the mass density and j = pu is the mass flow density, and the total mass of
the fluid is conserved. See Section 3.6 for further discussion of fluids. O

Stokes’ theorem also serves to show the equivalence between differential and integral
forms of Maxwell’s equations for electric and magnetic fields. Gauss’ Law

/E)Es’:zmcg:zm/ pQ (3.139)
S R

relates the flux of the electric field E through a closed surface S to the total charge () in the R
bounded by S (% is a constant that relates the unit of charge and the unit of electric field). The
divergence theorem allows us to write this in the form

-
/ (div E— 47T/<:p> Q0 (3.140)
R
(p is again the charge density) for any region R, and hence
—
div B = 47kp (3.141)

In the absence of magnetic charge, the total magnetic flux through any closed surface vanishes,
and thus the magnetic field satisfies

-
div B =0 (3.142)
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Faraday’s Law

- — d — —
j{ E-dl =— — B -dS (3.143)
c dt Js

relates the integral of the electric field around a closed curve C' to the rate of change of the
magnetic flux through a surface S bounded by C' (in view of Eq. (3.130), any surface S
bounded by C' will do here). Stokes’ theorem allows us to write this equation as

/ <cur1 E+ 8—B> dS =0 (3.144)
. i

for any surface S, and then

B
curl E = — aa—t (3.145)

Finally, the original version of Ampere’s Law

/ E’Ez’:axmlzzlm/j-c@ (3.146)
C S

relates the integral of the magnetic field around a closed curve C to the current I flowing
through a surface S bounded by the curve (« is a constant that relates the unit of current to the
unit of magnetic field). Ampere’s Law corresponds to the differential law

— -
curl B =4nwaj (3.147)

But this equation as it stands is inconsistent with the equation of continuity, Eq (3.138), which
is derived from conservation of electric charge, since div curl B=0 always, while div j =0
only if the charge density is time independent.

Maxwell’s great step forward was to recognize that adding a term proportional to the rate
of change of the electric field to the right-hand side of Eq. (3.147) would restore consistency
with charge conservation, and he proposed the modified form

— 1 OF
1B =4 & 14
cur T <]—|— e ) (3.148)

The term proportional to OF /Ot on the right-hand side of Eq. (3.148) is sometimes called the
(Maxwell) displacement current density. It is analogous to the time derivative of the magnetic
field in Faraday’s Law (apart from a significant minus sign), and leads to a consistent classical
theory of electromagnetic radiation.

Remark. Equations (3.141), (3.142), (3.145), and (3.148) are Maxwell’s equations. Note
that in SI units, the constants &k and « are given by k = 1/4mweg and o = pg /4. a
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3.3.4 Closed and Exact Forms

Poincaré’s lemma 3.103 states that d(do’) = 0 for any form o, and we have noted the special
cases

curl grad f =0 and diveurl V = 0

from elementary vector calculus. Is the converse true? That is, if w is a form such that dw = 0,
is there always a form o such that w = do? To answer this question, we introduce the

Definition 3.4. The form w is closed if

dw =0 (3.149)
The form w is exact if there is a form ¢ such that

w=do (3.150)

Poincaré’s lemma tells us that every exact form is closed. Here we ask: is every closed form
exact? If w is a closed form, then there is always a form o such that w = do locally, but
it may not be possible to extend this relation to the entire manifold. In fact the existence of
closed forms that are not exact is an important topological characteristic of a manifold. Here
we simply illustrate this with some examples.

U Example 3.29. On the circle, with coordinate angle #, the form d6 is closed. But it is not
exact, since there is no single-valued function on the circle whose gradient is df. |

U Example 3.30. If 7 is a vector in a two-dimensional manifold M, such that curl I—/> =0,
then we can define a function f(x) by

T

f(x):/ V.d (3.151)
o

If the manifold M is simply connected (this means that any closed curve in the manifold

can be smoothly deformed to a circle of arbitrarily small radius), the integral defining f ()

is independent of the path of integration from x to x. For if C; and C are two smooth

curves joining x( and z, then Stokes’ theorem insures that

- = - = - =
/ V-dl—/ V-dlz/ curl V -dS =0 (3.152)
Cq Cy R

where R is a region (any region) bounded by the curves C; and Cs, such that R lies
entirely in the manifold M. Then also

—

grad f = grad/ V.d=V (3.153)
o

It should be clear that the crucial point is that the manifold be simply connected. Other-
wise, there could be two paths joining zy and = with no region between them lying entirely
inside the manifold, and then we could not apply Stokes’ theorem in Eq. (3.152). |
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U Example 3.31. Consider the magnetic field B due to a hypothetical magnetic charge
(monopole) of strength g located at the origin,

B =rg (3.154)

7
3
where « is a constant to set the physical units of g. B satisfies div B = 0 everywhere
except at the location of the charge, yet there is no single vector potential A such that

— —
B=curl A

everywhere except at the origin. As Dirac discovered in the early 1930s, any such vector

i

potential A will be singular on some curve extending from the origin to co. He called this

singularity a “string” (this Dirac string has no direct connection to modern string theory).
For example, consider two vector potentials

— _ Kg A
An = r(z+r) (2&y — y&s)
(3.155)
A = &(xé —yé;)
S r(z—r)" Y v

— — —
A is singular along the negative Z-axis (the “string” for A y), while A g is singular
along the positive Z-axis. Nonetheless, we have

— — —
B=curl Ay =curl Ag (3.156)

except along the Z-axis (show this). Thus, just as we often need more than a single coor-
dinate patch to cover a manifold (as here in the case of R? with the origin removed), we
may need more than a single function to describe the vector potential of a magnetic field,
as explained by T. T. Wu and C. N. Yang [Phys. Rev. D12, 3843 (1975)]. |

- Exercise 3.15. Find a function A such that
— — —
Ay — Ag=VA
except along the Z-axis. a

Remark. Thus A ~ and XS are gauge equivalent, as we already know from Eq. (3.156).
This gauge equivalence, together with the gauge transformation properties of quantum me-
chanical wave functions for charged particles, leads to the Dirac quantization condition that
the product of the fundamental unit e of electric charge and the corresponding unit g of mag-
netic charge must be an integer multiple of a fundamental constant. Though many searches
have been made, a magnetic monopole has never been observed. O
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3.4 Metric Tensor and Distance

3.4.1 Metric Tensor of a Linear Vector Space

Many general properties of a manifold do not require the concept of a metric, or measure of
distance, on the manifold. However, metric is especially important in our physical spacetime,
so we want to consider the added structure a metric brings to a manifold.

Definition 3.5. A metric tensor g on a (real) linear vector space is a symmetric (g) tensor that
maps each pair (u, v) of vectors into a real number

g(u,v) =gv,u) =u-v (3.157)
(the scalar product of u and v). The components of the metric tensor

gix = glej,er) =e; - e (3.158)
in a basis {e,,} define a real symmetric matrix g. We require g to be nonsingular (or non-
degenerate), i.e., if g(u,v) = 0 for every v, then u = 0, which is equivalent to the matrix
condition det g # 0. In terms of the components of u and v, the scalar product (3.157) has
the form

uU-v = gjkujvk' (3.159)

The matrix g can be diagonalized, and the basis vectors rescaled so that

g=diag(1,...,1, —1,...,-1) (3.160)
—_—— ———
p times g times

(there are no zero eigenvalues since g is nonsingular). The pair (p, q) is the signature of the
metric. The pair (g, p) is equivalent to the pair (p, ¢), since the overall sign of the metric is in
general arbitrary. If the rescaled metric in Eq. (3.160) has diagonal elements all of the same
sign (that is, the signature is either (p, 0) or (0, ¢)), then the metric is definite; otherwise, it is
indefinite. An indefinite metric is sometimes called a pseudometric.

Remark. In the discussion of linear vector spaces in Chapter 2, we insisted that the metric
be positive definite. This is often appropriate, but not in describing relativistic physics of the
spacetime manifold in which we live. The spacetime manifold of special relativity is described
by coordinates {2 = ct, 2!, 2%, 23} in R* (¢ is the usual time coordinate, ', 22, 3 are the

usual Cartesian space coordinates, and c is the speed of light) with a metric tensor
g =diag(1,—-1,—-1,-1) (3.161)
the Minkowski metric, with signature (1, 3). This metric is not definite, but is evidently non-

singular. In some contexts, it is more convenient to use a metric g = diag (—1,1, 1, 1) with
signature (3, 1). The reader should recognize either version. O
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3.4.2 Raising and Lowering Indices

The metric tensor can be used to define a direct correspondence between vectors and 1-forms.
If v is a vector, then

i=g(.,v) (3.162)

is a 1-form associated with v. Conversely, if the matrix g is nonsingular, as required, then
the inverse matrix g defines a symmetric (g) tensor that maps pairs (o, 7) of forms into real
numbers:

glo,7)=g(ro)=0o-7 (3.163)
Then g maps the 1-form w into the associated vector w, with

wo=g(.,w) (3.164)
Since g is the matrix inverse of g, we have

g(.,g(.,v)=v (3.165)

The correspondence between vectors and 1-forms using the metric tensor can be described in
terms of components. If

g=(gjx) and g=(g’") (3.166)
in some coordinate system, then we have the relations

K ghigy, (3.167)

v; = girv’ and @
between components of associated vectors and 1-forms. Thus the metric tensor is used for
raising and lowering of indices between components of associated vectors and 1-forms. Thus
the metric tensor is used for raising and lowering of indices.

Raising and lowering of indices with the metric tensor can also be applied to tensors of
higher rank. Thus a tensor of rank /V can be expressed as a (5 ) tensor with any p, ¢ so long as

p+q = N. Starting from a pure (%) tensor T of rank N with components 7%+~ we can

_ . Egii,ok L . .
form an (N ; q) tensor with components T, - ;’q“ ™ by lowering indices using the metric
tensor,
Egitseikn 1,k
T, SN 2 g g, TR (3.168)

Remark. Here we lowered the first ¢ indices of the original tensor T. This is simple, but not
necessary, and in general we get different mixed tensor components by lowering a different
set of ¢ indices. If the original tensor T is either symmetric or completely antisymmetric,
however, then the alternatives will differ by at most an overall sign. O
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3.4.3 Metric Tensor of a Manifold

A metric tensor g(x) on a manifold M is a metric defined on the tangent space 7p at each
point P of M in such a way that the components of g in some coordinate basis are continuous
(even differentiable) to some order. Continuity guarantees that the signature of the metric is a
global property of the manifold, since the signature can change along a curve only if det(g)
vanishes at some point on the curve, contrary to the assumption that g is nonsingular. g(z)
will often be described simply as the metric of M. A manifold with a metric is Riemannian,
and its geometry is Riemannian geometry.

The metric tensor provides a measure of distance along smooth curves in the manifold, in
particular along lines of flow of a vector field. Suppose v = d/dA is a vector field with coor-
dinates ¥ = x*(\) along an integral curve of the field. Then the distance ds corresponding
to an infinitesimal parameter change d\ along the curve is given by

d d dxd dxk ik
ds® =g (5 : 5) AN = gji TN dN? = gjpil i*dN\? (3.169)
where we introduce the notation
"= % (3.170)

for the components of the tangent vector along the curve.

Remark. A metric tensor g(x) is Euclidean if g(x) = 1 for all z; the corresponding co-
ordinate system is Cartesian. A metric tensor is pseudo-Euclidean if it is constant over the
entire manifold, (e.g., the Minkowski metric of relativistic spacetime). A manifold is flar if
it has a metric tensor that is (pseudo)-Euclidean in some coordinate system. It is important
to determine whether a manifold with a given metric tensor g(z) is flat, especially in Ein-
stein’s theory of gravity (general relativity) where gravity appears as a deviation of the metric
of spacetime from the flat Minkowski metric. To provide a definitive answer, we need the
concept of curvature, which is described in the books on general relativity cited at the end of
the chapter, but the study of geodesics (see Section 3.4.6) can provide some hints. O

U Example 3.32. For the standard polar coordinates r, 6 in the plane (see Exercise 3.3), the
Euclidean distance corresponding to an infinitesimal coordinate displacement is

ds? = da? + dy? = dr? + r2db? (3.171)

corresponding to nonvanishing elements

B g 9\ _ B g 0\
gr'f_g<57§)_1 gGQ_g(%7%)_T (3172)

of the metric tensor. |

Q Example 3.33. Consider the standard spherical coordinates r, 6, ¢ on R? defined in
terms of Cartesian coordinates x, y, z by

T = rsinf cos ¢ y =rsinfsin¢g z=rcost (3.173)
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The Euclidean distance ds corresponding to a displacement (dr, df, d¢) is again obtained
by transformation from Cartesian coordinates, and is given by

ds? = dr? + r2d6? + r? sin? 0d¢> (3.174)

The metric tensor then has nonvanishing elements

Grr =1 ggg =12 Jod = r2sin? 6 (3.175)

The spherical volume element is derived from this metric tensor in Section 3.4.4. |

Q Example 3.34. From the metric tensor of R? expressed in spherical coordinates, we
also obtain a metric tensor on the 2-sphere S?, the metric induced on S? by the Euclidean
metric of the R3 in which the sphere is embedded. With coordinates 6, ¢ on S2, the metric
tensor is given by

Goo = a® 9ob = a’sin? 0 gos =0 (3.176)
with a being an arbitrary scale factor. |

These examples show that the metric tensor need not be constant, even if the underlying
manifold is flat, as is any R™ with its standard Euclidean metric—the form of the metric
is coordinate dependent. In the examples of polar and spherical coordinates, the Euclidean
metric is recovered by transforming back to Cartesian coordinates. However, the induced
metric (Eq. (3.176)) on S? cannot be transformed into a flat metric. One indication of this

is the fact that geodesics through a point can intersect away from that point, as explained in
Section 3.4.6.

3.4.4 Metric Tensor and Volume

In a manifold with a metric tensor, there is a natural volume element. As already noted,

changing coordinates from x!, ..., 2" to y!,..., 3™ leads to the transformation
dy' Ao ANdy™ =|detI| dz' Ao A" (3.177)
where J is the Jacobian matrix
oy*
J=re) = | = 3.178
(Jke) (8# > ( )

and the determinant is the usual Jacobian.
If g denotes the metric tensor in the x coordinate system, h the metric tensor in the y
coordinate system, then the components of the two tensors are related by
ay™ oy"
9ik = 57 7% Pmn (3.179)
ozl Ox

which we can write in the matrix form as

g=JhJ (3.180)
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Evidently

detg = (det J)* det h (det J) (3.181)
and then

Videtg|dzt Ao Ax™ = /|deth] dy' A--- A dy” (3.182)
in view of Eq. (3.177). Thus we have a natural volume form on the manifold,

Q= /|detg|dz' A--- A da™ (3.183)

) is invariant under (smooth) coordinate transformations.

O Example 3.35. For the standard spherical coordinates (Eq. (3.173)), we have
detg = r*sin® 0 (3.184)
which gives the standard volume form
Q =r%sin@dr Ad A do (3.185)

Further examples are given in the problems. |

3.4.5 The Laplacian Operator
A important differential operator in many branches of physics is the Laplacian operator A,

defined in Cartesian coordinates by

d .
A=V?= a7 T o +55 = div(grad) (3.186)

To define the Laplacian on a general manifold M, we note that the divergence of a vector field
is defined by Eq. (3.116) in Example 3.27, with an explicit form given in Exercise 3.11 for a
manifold with volume form given by

Qz) = p(x) dz' A - A da"” (3.187)

(Eq. (3.90)), with

p(x) = +/|det g (3.188)

However, the gradient df of a scalar function f is a 1-form, that we need to convert to a
vector field before using Eq. (3.116) to define the divergence. If M has a metric tensor g with
inverse g, then we can convert the gradient df into a vector field

of =g(-,df) (3.189)
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The Laplacian of the scalar f can then be defined by
Af =*d*5f (3.190)
or, in terms of components,

1 0

V|det g| dzi

U Example 3.36. For the standard spherical coordinates (Eq. (3.173)), we have

Af = ( |det g| gﬂ"f%> (3.191)

1 1
T 1 00 _ — — - 3.192
g g r2 990 = L25in%0 ( )
and then

1 9 0 1 0 0 1 0?
A= 2 (22 [ sinf—= _ 3.193
2 or (T m) T Zsing 90 (m ae) T 2 anZe 942 (3.193)
This result will no doubt be familiar to many readers. |

- Exercise 3.16. Standard cylindrical coordinates p, ¢, z are defined in terms of Cartesian
coordinates x, y, z by

T = pcos¢ y = psing z=z (3.194)

(1) Find an expression for the infinitesimal line element ds in terms of dp, dz, and d¢, and
thus the components of the metric tensor.

(i1) Find an expression for the volume element €2 in terms of dp, dz, and d¢.

(iii) Find the Laplacian A in terms of partial derivatives with respect to p, z, and ¢. O

3.4.6 Geodesic Curves on a Manifold

In a manifold with a positive definite metric, the path length along a curve C' : & = z())
joining two points a and b can be expressed as

b b
éab(C):/ \/ 9k (@)@ &k d)\E/ Vo d\ (3.195)

where we define
o = gji(x)i’ i (3.196)

The distance between the two points a and b is the minimum value of ¢,,(C') for any curve C
joining the two points. A curve on which this minimum is achieved is a geodesic connecting
a and b, the analog of a straight line in a Euclidean space.
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Finding the extrema (maxima or minima) of an integral such as ¢,;(C'), a functional of the
curve C, is a standard problem in the calculus of variations, which we review in Appendix A.
From this, it follows that a geodesic curve must satisfy the Euler—Lagrange equations (3.A10)

d 0yo OVo _
o ow =" (3.197)

To express these in a standard form, note first that

aﬁ o 1 ) j;k 8\/5 - 1 3gke 'ki‘e

- = — — = : .1

0i1 o T Toai T 2o Bwi G199
Then also

d 6\/3 1 -k ngk kol 1 -k do

- _ = - A — — gipi" — 3.199

D 0i o {gﬂ“x T e T T g IR (3.199)
and

- = P R — m ;.n 2 m m

L ot ot gzt T +2Gm (3.200)

= 28" (goma™ 4 Ty mnd™2™)

where we have introduced the Christoffel symbols (of the first kind)

1 (Ogjr  Ogje  Oge
Iy == J A — ) =1 201
JkE=75 (8% + oxk  OxJ 3tk (3.20D)

After some algebra, we can write the Euler—Lagrange equations as

d Oo 0O\o 1 1 L. o e m
5505~ 05 = 75 (o~ Faitst) (sn” + D)

(3.202)
= Mjk(i)gk[DZ =0
where
MF(@) = (06" — gjed*it) /o3 (3.203)
and
DY =i* + ¢ amin (3.204)
Here we have used the metric tensor to raise the free index, and
- 1 ., (09, 09, dg
rt =T == gt J AL 3.205
mn g Lmn 2 g (ax” + DM i ( )

The T, are also Christoffel symbols (of the second kind).
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The matrix factor M(i&) = (M (i)) is singular, since
M(d) Fig, = 0 (3.206)

Thus the component of D along the tangent vector 4 is not constrained by the Euler-Lagrange
equations. However, the transverse components of D’ must satisfy the geodesic equation

DY =&t +1f ami" =0 (3.207)
To deal with the tangential component of D?, note that Eq. (3.200) tells us that

d

23% g DY = 2i* gro (3¢ + TL, i™i") = % (3.208)
The parameter \ along the curve is arbitrary, so long as it increases continuously as we move
forward along the curve. It is natural to choose A to be proportional to the length s along the
geodesic. Then, since ds = /o d)\, /o is constant along the curve, the right-hand side of
Eq. (3.208) vanishes, and the tangential component of D¢ also satisfies the geodesic equation.
-> Exercise 3.17. Derive transformation laws for I'; 1, (Eq. (3.201)) and %n (Eq. (3.205))
under coordinate transformations. Are the Christoffel symbols components of a tensor? Ex-
plain. O

Remark. The Christoffel symbols are important in the geometry of the manifold, as they pro-
vide a connection between the tangent spaces at different points of a manifold that is essential
to the discussion of curvature, parallel transport of vectors, and covariant differentiation in the
books noted at the end of the chapter. |

Q Example 3.37. For the sphere S? with metric (3.176), we have nonzero Christoffel sym-
bols

To.sp = —a?sinf cosf L0060 =T 40 = a®sin 0 cos 0 (3.209)
and

I‘Zw = —sinfcosf qua = I‘g@e = cot 0 (3.210)
The geodesic equations then read

6 —sinfcosfd®>=0  $+2cotbdpf=0 (3.211)

The second equation can be written as

d . ¢ . d )

P\ Ing = g = —2cotf = —25 In(sin 0) (3.212)
from which we have

b= ¢ (3.213)

sin? 6
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where C' = sin? , ¢y is given by the initial conditions (6, ¢o). Then the first equation is

. 0

i=c’ :‘; ; (3.214)
which gives

. C?

0> =A— 3215

sin? 0 ( )

where A = 0 + sin” 0y ¢ is another constant of integration. Note that

6? +sin®0 4> = A (3.216)

so that o is constant along the geodesic, consistent with the parameter A being proportional
to the arc length along the curve. The remaining integrations can also be done in closed
form; we leave that to the reader. Problems 11 and 12 deal with two questions of interest.

It is instructive to use the symmetry of the sphere to obtain the geodesics more simply.
To find the geodesic between two points on the sphere, choose a coordinate system with
one point on the equator at longitude ¢ = ¢, and the other is at a latitude 6 and the same
longitude. Then a solution of the geodesic equations is ¢ = 0and § = 6, a constant
w, and the geodesics are arcs along the line of constant longitude joining the two points.
It can be expressed in any coordinate system on the sphere using the rotation matrices of
Eq. (2.113). Viewed in three dimensions, the line of constant longitude is a circle about the
center of the sphere. Such a circle is called a great circle—it is a circle of maximum radius
that can be drawn on the sphere. Knowledge of the great circle geodesics is of practical
importance to seafarers and airplane pilots, although these are fixed, while wind and ocean
currents are more variable and less predictable currents

Note that both the short and long arcs of a great circle joining two points satisfy the ge-
odesic equations; one has minimum, the other maximum, length relative to nearby curves.
Joining two diametrically opposed points, which we can take to be the poles of the sphere,
there are infinitely many geodesics, since any line of constant longitude joining two poles
is a great circle, and hence a geodesic. These facts are an indication, though not yet a
complete proof, that a sphere is not flat. |

The derivation of the geodesic equation above assumed that the metric was definite. In
a manifold with an indefinite metric, the direction of a tangent vector can be classified as
positive (o > 0), negative (¢ < 0), or null (c = 0). In any case, the geodesic equation
leads to curves that can be called geodesics, but for negative directions, we must define a real
distance by

ds = v/— d\ (3.217)

For null geodesics, we need to provide a suitable parametrization along the curve, since 0 = 0
by definition. The geodesics may also correspond to relative maxima rather than relative
minima of the “distance.”
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U Example 3.38. In Minkowski spacetime, coordinates are denoted by
r= {2} = (2° = ct, ', 2% 23) = (2, %) (3.218)

using the standard range p = 0,1, 2, 3 for Greek indices. The metric tensor is given by
g = diag(1,—1,—1, —1) everywhere, as already noted (see Eq. (3.161)); hence

o=("%-7-7 (3.219)
Tangent vectors with o > 0 are timelike, those with 0 < 0 are spacelike, and those with
o = 0 are null, or lightlike. The geodesic equations are " = 0, with the straight lines

o =a" + '\ = x=a-+ b\ (3.220)

as solutions (notation as defined in Eq. (3.218)). Evidently o = (bo)2 —b- l;, and we have
the cases:

1. 0 > 0: The geodesic corresponds to the trajectory of a massive particle moving
with velocity 7 = (b/b%)c = fc. If we choose o = 1, then we must have

W=1/\/1-32=~v b=F=73/\/1-3 (3.221)

and the parameter A is the proper time along the trajectory, often denoted by 7. It corre-
sponds physically to the time measured by an observer moving along the trajectory.

2. 0 < 0: The geodesic corresponds to a rod moving with velocity ¥ = (cn in the
direction of the unit vector n = b/|b|, where 3 = b°/|b|. If we choose o = —1, then

b=yn " =py (3.222)

where again v = 1/4/1 — 2. Here the parameter \ is the proper length along the rod. It
corresponds physically to the length measured by an observer moving along with the rod.
3. 0 = 0: The geodesic corresponds to a light ray moving in the direction of the unit
vector n = b/|b|. The scale of the parameter \ is arbitrary.
Minkowski space and the Lorentz transformations that leave the metric g invariant are
discussed at length in Appendix B of Chapter 10. |

3.5 Dynamical Systems and Vector Fields

3.5.1 What is a Dynamical System?

We have discussed several examples of dynamical systems without explaining exactly what is
adynamical system. The broadest concept of a dynamical systems is a set of variables, usually
but not always defining a manifold, the state space of the system, together with a set of rules
for generating the evolution in time of a system, the equations of motion of the system.

The equations of motion may be expressed as maps that generate the states of the system
at discrete time intervals, as in Appendix A of Chapter 1. They may be a finite set of ordinary
first-order differential equations, generating a vector field as described in this chapter. Or
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they may be a set of partial differential equations for a set of dynamical variables that are
themselves defined as functions (fields) on some manifold—for example, the electromagnetic
fields in space for which the equations of motion are Maxwell’s equations, or the velocity field
of a fluid, for which the equations of motion are derived in Section 3.6.

In this section, we give two examples. The first is a simple model from ecology in which
the two variables are the populations of a predator species and a prey species. These variables
satisfy relatively simple nonlinear differential equations that allow a straightforward analysis
of the qualitative behavior of the solutions. The second is a study of the geometrical properties
of Hamiltonian systems, which include energy-conserving systems of classical mechanics.

3.5.2 A Model from Ecology

A simple model that illustrates a two-dimensional vector field as a dynamical system is the
Lotka—Volterra model of predator—prey relations. The populations of the predator (z;) and
prey (x2) are supposed to satisfy the differential equations

d
T = % = —\r1+axrizs
(3.223)
. dl’Q o b
To = dt = T2 XL1T2

where A, 41, a, and b are positive constants.

Remark. The signs of these constants are based on a set of simple but realistic assumptions
about the nature of the system. It is supposed that the predator population will decline in
the absence of prey, so that A > 0. However, the predators can survive if sufficient prey is
available (a > 0). It is also supposed that the prey population will grow exponentially (xz > 0)
in the absence of predators, who serve to limit the prey population (b > 0). a

There are two fixed points where the vector field vanishes:

A
O: 2y =29=0 and P:x1:% xQZE (3.224)

The character of each fixed point is established by linearizing the equations near the fixed
point. The linear equations can then be analyzed as in Section 2.5.
To analyze the equations further, introduce the scaled variables y; and yo by

A
T = % Y1 Ty = — Y2 (3.225)
a

Then the Lotka—Volterra equations (3.223) become
== y(l—y2) Yo =py2(l—u1) (3.226)
Near the origin O, we have

U1~ —AY1 Yo ™ Uyo (3.227)
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Figure 3.10: Flow lines of the two-dimensional vector field defined by the Lotka—Volterra equa-
tions (3.223) with A = 1.0, 4 = 2.0. Here y1, y» are the scaled variables introduced in
Eq. (3.225).

so the origin is a hyperbolic fixed point, with stable manifold consisting of the line y5 = 0
and unstable manifold consisting of the line y; = 0. Near the fixed point P, which is at
y1 = y2 = 1 in the scaled variables, let £&; = y; — 1, & = yo — 1. Then we have the linear
equations

N G~ —pb (3.228)

whose solutions correspond to periodic motion with angular frequency w given by

w= A (3.229)

For larger amplitudes, the motion is no longer elliptical, but the integral curves cannot run
to oo in the first quadrant y; > 0 and y2 > 0, and they cannot cross the axes. Hence they must
form a set of closed curves around the fixed point P, which is called a center. The motion
along any curve is periodic, with period depending on the curve. A set of integral curves of
the scaled equations (3.226) is shown in Fig. (3.10) for parameters A = 1.0, u = 2.0.

Remark. The vector field defined here is structurally unstable, since introducing a small
quadratic term in either equation introduces new fixed points that change the qualitative be-
havior of the system (see Problem 14). The modified equations are perhaps slightly more
realistic, but the reader is invited to look closely at the differences between those equations
and the system (3.223). O
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3.5.3 Lagrangian and Hamiltonian Systems

A classical dynamical system is defined on an n-dimensional configuration space C with co-
ordinates ¢ = {q',...,q"} on each coordinate patch in the atlas of C. These are the gen-
eralized coordinates of the system, and we follow tradition in denoting them by {¢"*} rather
than {z*} in this context. At each point of C, we have the tangent space with coordinates
G = {¢*,...,q"}, the velocities of the system. The Lagrangian dynamics of the system is
based on the introduction of a Lagrangian L(q, ¢,t), which depends on the coordinates and
velocities, and perhaps explicitly on the time ¢. The dynamical trajectories of the system are
determined from Hamilton’s principle, which requires that the action integral

b
Slq(t)] = / L(q,q,t) dt (3.230)

from point a to point b in C be an extremum along the actual trajectory, compared to nearby
trajectories. As explained in Appendix A, this leads to the Euler—Lagrange equations of mo-
tion
d 0L 0L
dt 9¢k  OqgF
(k=1,...,n).

—0 (3.231)

O Example 3.39. For a particle of mass m moving in a one-dimensional potential V' (x),
the Lagrangian is

L=1imi®—V(x) (3.232)

leading to the Euler—Lagrange equation

av
mi+———=20 (3.233)

dx
This is the same as Newton’s second law with force F' = —dV/dz. 1

U Example 3.40. For a simple harmonic oscillator in one dimension (V = %mw2x2), we
have the equation of motion

#(t) +wiz(t) =0 (3.234)
The solution corresponding to initial position x( and initial velocity g is
z(t) = zg coswt — (Tp/w) sinwt = A cos(wt + @) (3.235)

The amplitude A and phase ¢ are expressed as

A= /23 + (Zo/w)? ¢ =tan"!(ig/wo) (3.236)

in terms of the initial position and velocity. |
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Hamiltonian dynamics is expressed in terms of the coordinates ¢ = {¢',...,q"} and the
conjugate momenta p = {p1, ..., p,} introduced by
oL
= 3.237
Dk 94 ( )
(k =1,...,n). The Hamiltonian is defined by
H(q,p,t) = prd" — L(q, 4, 1) (3.238)

The equations of motion for the coordinates and momenta are

. d¢®*  0H . dpg 0H
k

_ — Ak _ 7 3.239
T T, PP a dq (3.239)
(k=1,...,n). These are Hamilton’s equations of motion.

Remark. Hamilton’s equations (3.239) are equivalent to the Lagrange equations (3.231).
However, a careful derivation of this equivalence needs to note that in taking partial deriva-
tives, the Lagrangian is expressed as a function of the coordinates and the velocities, while the
Hamiltonian is expressed as a function of the coordinates and momenta. See Problem 17. O

O Example 3.41. For a particle of mass m in a central potential V' (r), the Lagrangian is

L=im @ +¢9*+ ) -V(r)=3m (7’”2 +720% 4+ 2 sin% 0 ¢2) —V(r) (3.240)

where the second expression is in terms of the usual spherical coordinates defined in
Eq. (3.173). The Lagrange equations of motion in spherical coordinates are

doL . 0L 9 . 9, 9 dv

G =g = (9 + sin ch) o (3.241)
daL_ 21 ._aL_ 2 . 12

e =mr<0 + 2mrr = 20 = mr<sinfcosf ¢ (3.242)
% Z_g = mr?sin 0 ¢ 4 2mrsin® 0 7+¢ + 2mr? sin 0 cos 0 0 = Z—g =0 (3.243)

Note that for a particle constrained to move on the surface of a sphere (©» = 0), the equa-
tions of motion for § and ¢ are the same as the geodesic equations (3.211).
The conjugate momenta in spherical coordinates are

pr = mr po =mr’ 0 Dy = mr? sin? 0 ¢ (3.244)

and the Hamiltonian is expressed as

1 P2 v
H=—|pPP+224+ -2 _|+V 3.245
2m <pT + r? + 2 sin® 9) V) ( )

in terms of these coordinates and momenta. 1
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-> Exercise 3.18. Write down explicitly Hamilton’s equations of motion for the Hamilton-
ian (3.245). Show that these equations of motion are equivalent to Egs. (3.241)—(3.243). O

If the Hamiltonian is independent of the coordinate ¢“, then ¢“ is a cyclic coordinate, or
an ignorable coordinate. The corresponding momentum p,, then satisfies

L

— = 24
S (3.246)

Da =
so that p, is conserved on any trajectory of the system—p,, is a constant of the motion.

Q Example 3.42. The Hamiltonian equation (3.245) is independent of the spherical coor-
dinate ¢. Hence the conjugate momentum pg = mr?sin? 0 ¢ is a constant of the motion.
Note that p, is the Z-component of the angular momentum of the particle. |

We have implicitly assumed that the momenta {p;} defined by Eq. (3.237) are indepen-
dent. For this to be the case, it is necessary that the matrix IM defined by

0?L

is nonsingular everywhere in C. For a Lagrangian with the standard form of a kinetic energy
quadratic in the velocities minus a potential energy V' (¢), we have
L =3¢’ Mj(q) ¢" = V(q) (3.248)

and the momenta will be independent if the matrix M(q) is nonsingular everywhere in C.
Then also M(g¢) can serve as a metric tensor on the tangent space at each point, and we have

oL .
Pi= 55 = M, (q) ¢*

i (3.249)

Thus the momentum space and the velocity space at each point are dual to each other.
The Hamiltonian is related to a vector field X defined on the phase space of the dynamical
system by
4 0

d
X== +p

_ k9 9
a1 gk

S = Xy (3.250)

From Hamilton’s equations of motion, we have

0H 0 0H 0
- - = (3.251)
Opr 0¢*  dqr Op*
The integral curves of X are the phase space trajectories of the system if /{ is time indepen-

dent. The Lie derivative Lx transports vectors and forms along the trajectories; in particular,

OH OH OH OH _

XH =LxH = — 22— 2= 77 _
x Opr 0g%  Oq* Opy.

(3.252)
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Thus the Hamiltonian is constant along the integral curves of X. When H is identified with
the total energy of the system, Eq. (3.252) is a statement of conservation of energy.

Remark. For a general scalar function f, we have

., OHOf 0H Of
Xf = Lxf = 5o = 5 o (3.253)

The right-hand side of this equation is the Poisson bracket of H and f, denoted by {H, f}.

See Problem 19 for a general definition of the Poisson bracket. O
The velocities ¢ = {¢*,...,{"} transform as components of a vector on C, since under a
coordinate transformation ¢ = {¢*,...,¢"} — Q = {Q*',...,Q"}, we have
. o0k
oot = (22 ¢ (3.254)
Oq*
On the other hand, the momenta p = {p1,...,p,} transform according to p — P, with
oL ¢ OL aq"
k:_.k:_‘.fk_%:(_que (3.255)
oQk  9Q* 9q oQ

Hence the momenta are the components of a 1-form o,
o = py dg* (3.256)

at each point of C; o is known as the Poincaré I-form. Note that o is not a 1-form field on C
since the pj, are not functions of the coordinates. However, it is a 1-form field on the phase
space 7*(C), and its exterior derivative is the canonical 2-form

w = do = dpy, A dgF (3.257)

The canonical 2-form is nonsingular on the phase space 7*(C), and it provides a unique
correspondence between vectors and forms on the phase space; if V is a vector field in the
phase space, then (recall the notation ¢y introduced in Eq. (3.117))

ivw =w(V, .) (3.258)

is the 1-form field associated with V.

Remark. The canonical 2-form w is often denoted by € in classical mechanics textbooks;
here we use w to avoid confusion with the volume form 2. O

- Exercise 3.19. (i) Show that the 2-form w is antisymmetric,

w(U,V) = -w(V,U) (3.259)
for every pair of vector fields U, V defined on 7*(C). Then also show that

(ivw, V) =w(V,V) =0 (3.260)

for every vector field V on 7*(C).
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(i1) Show that for every vector V, there is a vector U such that
(tvw,U) =w(V,U) >0 (3.261)
so that w is nonsingular. In particular, suppose

0 0
V=dad"— +b—
ok oy
is defined on the tangent space of some point in the phase space. Find an explicit representa-
tion for the form iy w, and find a vector U such that w(U, V) > 0. O

Remark. In Exercise 2.7, it was stated that if A is a linear operator on a complex vector
space such that (z, Az) = 0 for every vector z, then A = 0. The form w shows why the
statement is not true in a real vector space. O

Definition 3.6. A form w satistfying Eq. (3.260) is symplectic. A manifold on which such a
2-form field exists on the entire manifold is a symplectic manifold; the 2-form field defines a
symplectic structure on the manifold.

- Exercise 3.20. If w is a 2-form such that w(V, V) = 0 for every vector V, then
w(U,V) =—-w(V,U)
for every pair of vectors U, V. O

= Exercise 3.21. If o is a 1-form on the phase space, then there is a unique vector V, such
that

oc=w(Vy, .)=tiv,w (3.262)

These exercises show that w can serve as a (pseudo-)metric to relate vectors and forms on
phase space, as stated. By contrast, the kinetic energy matrix introduced in Eq. (3.247) serves
as a metric on the original configuration space C (see Eq. (3.249)). |

The vector field X (Eq. (3.250)) that defines the trajectories of the system is related to the
Hamiltonian by

OH OH
ixw=w(X,.)=———d¢* — =—d 3.263
In general, we have
O0H oOH o0H
dH = — d¢* + =— d — 3.264
o 1 +8pk. Pet 5 ( )

Hence if H does not depend explicitly on time, we have
ixw=—dH (3.265)
From Theorem 3.3.1, it then follows that

Lxw = ix(dw) + d(ixw) =0 (3.260)



3.5 Dynamical Systems and Vector Fields 147

since
dw = d(de) =0 d(ixw) = —d(dH) =0 (3.267)

by Poincaré’s lemma. Thus the canonical 2-form w is invariant along the trajectories of the
system in phase space, as are the successive powers of w,

Wy =wWAW, ... ,wp =wWA--Aw (3.268)
~—

n factors

The forms w, ws, . . . w,, are the Poincaré invariants of the system. The form w,, is the volume
element in phase space. Invariance of w,, along the trajectories of the system means that if
we start with a small region in phase space and let it develop in time according to Hamilton’s
equations of motion, the volume of the region will remain constant as the region evolves in
time. This result is known as Liouville’s theorem; it is an important and useful property of the
phase space flow of a dynamical system.

The canonical 2-form w is invariant under coordinate transformations ¢ — (), with the
corresponding transformation p — P of the momenta given by Eq. (3.255), in the sense that

w = dpy, A dg® = dPy A dQF (3.269)

However there are more general transformations (¢, p) — (Q, P) of the phase space that leave
w invariant as in Eq. (3.269). Such transformations are called canonical transformations, or
symplectic transformations.

One use of canonical transformations is to attempt to reduce a Hamiltonian to a form that
depends on as few coordinates as possible, so that the momenta corresponding to the remain-
ing coordinates are constants of the motion. For example, the use of spherical coordinates
for a spherically symmetric system shows explicitly the conservation of angular momentum,
which is not so obvious in Cartesian coordinates, for example.

Relatively few systems can be completely solved in this way; a system for which the
Hamiltonian can be completely expressed in terms of conserved momenta is called integrable.
However, many systems are “nearly” integrable, in the sense that an integrable system can be
used as a starting point for a systematic approximation scheme. One such scheme is classical
perturbation theory, a simple example of which appears in Problem 20.

U Example 3.43. The Hamiltonian of the one-dimensional harmonic oscillator is

1
H=— + -mw’z? (3.270)
2m = 2
Rescaling the variables from (x, p) to (X, P) defined by
X =vmwz P = \/% (3.271)

is a canonical transformation. In terms of (X, P), the Hamiltonian is

H=1w/P+X? (3.272)
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We can further introduce variables J, a by
X =v2Jsina P =+v2Jcosa (3.273)

corresponding to

P
J=3(P’+X?  tana= < (3.274)

In terms of these variables, the Hamiltonian is given simply by
H=wJ (3.275)

The variables J, « are action-angle variables. Since the Hamiltonian (3.275) is indepen-
dent of the angle variable «, the conjugate momentum J (the action variable) is a constant
of the motion, and

oo OH
o

Thus the motion in the phase space defined by the variables (X, P) is a circle of radius
V/2.J, with angular velocity given by & = w. Note that for the special case of simple
harmonic oscillator, the angular velocity ¢ is independent of the action variable. This is
not true in general (see Problem 20). |

w (3.276)

- Exercise 3.22. Show that the transformation to action-angle variables is canonical, i.e.,
show that

dJ Ndoo=dP NdX

Then explain the choice of v/2J, rather than some arbitrary function of J, as the “radius”
variable in Eq. (3.273). O

3.6 Fluid Mechanics

A real fluid consists of a large number of atoms or molecules whose interactions are suffi-
ciently strong that the motion of the fluid on a macroscopic scale appears to be smooth flow
superimposed on the thermal motion of the individual atoms or molecules, the thermal motion
being generally unobservable except through the Brownian motion of particles introduced into
the fluid.

An ideal fluid is characterized by a mass density p = p(x,t) and a velocity field @ =
u(x,t), as well as thermodynamic variables such as pressure p = p(x,t) and temperature
T = T(x,t). If the fluid is a gas, then it is often important to consider the equation of state
relating p, p, and 7. For a liquid, on the other hand, it is usually a good approximation to treat
the density as constant (incompressible flow).

Remark. It is implicitly assumed that the time scales associated with the fluid flow are long
enough for local thermodynamic equilibrium to be established, though the temperature may
vary within the fluid. O
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Conservation of matter means that the total mass in a region R can only change if matter
flows across the boundary of the region. Thus we have

d S =
— P = —/ pu - dS (3.277)
dt Jr oR

where 2 is the volume form on R, and (TS’ is an outward normal to the boundary surface OR.
The integral on the left is the rate of change of the total mass within R, while the integral
on the right is the rate at which matter flows out across the boundary surface. Using Stokes’
theorem, we then have

/ {@+ﬁ.(pg)}gzo (3.278)
T

Since this is true for any region R, the integrand must vanish’, and we then have the equation
of continuity

ap

BN +div (pu) =0 (3.279)

Associated with the velocity field « are a vector field U, and a 1-form field U,

v-ut2 = upda® (3.280)
Oxk
where the components u* and wy, are related by the metric tensor g in the usual way. In
a Cartesian coordinate system in a flat space, these components are equal (u* = wuy), but
we want to be able to consider both curvilinear coordinate systems and the nonflat metrics
associated with very massive stars, for example. The integral curves of the vector field U are
the lines of flow, or streamlines of the fluid flow.

- Exercise 3.23. Show that
Ly U= (u-V)u+ IVu? (3.281)

where u? = @ - @ = (U, U). Then show also that

(LyU,U) = (u-V)u? (3.282)
(recall Eq. (3.67)). O
The equation of continuity (3.279) can be expressed as
9 +L Q=0 (3.283)
ot U | pie= :

using Exercise 3.11, where L is the Lie derivative associated with the velocity field U.

"Technically, the integrand in Eq. (3.278) must be continuous. For a mass of water flowing through a pipe, there
is a discontinuity at the leading edge of the water, which produces J-function singularities in the partial derivatives in
the integrand. However, the d-function singularities must and do cancel in the end.
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Newton’s second law for a moving element of fluid is
du { ou

P = atJr(u.V)u}—f (3.284)

where f is the force per unit volume on the fluid element. If p is the pressure in the fluid, and
® is the gravitational potential, then

f=-Vp—pVe (3.285)
and Eq. (3.284) becomes Euler’s equation

ou

LoL L 1 -
e . - _ - B £} 2
T + (u-V)u 5 Vp -V (3.286)

In the language of forms, Euler’s equation takes the form

0 -1 "
(at+£U>U_ pdp+d(2u ?) (3.287)

using the results of Exercise 3.23. Then also

1 1
- 9+£U Wt Lyp+Ly®=0 (3.288)
2 \ ot p

For steady (time-independent) flow of an incompressible fluid, this becomes
Lu(tpu*+p+p®) =0 (3.289)

so that the quantity %qu + p + p® is constant along each streamline of the fluid flow. This
is Bernoulli’s principle, which is equivalent to conservation of energy of a drop of fluid as it
moves along a streamline.

The momentum density I of the fluid is the vector field

I =pU (3.290)
From the equation of continuity and Euler’s equation, we have

ot 9 T

0
il 6o _ 2 =_
; u g (pU") e (p+p®) = . (3.291)

where the stress tensor T is a symmetric (3) tensor defined by

T=(p+pP)g+pU U (3.292)

1 is the dual of the metric tensor.

andg =g~
Remark. The concept of a stress tensor is more general; it appears in electromagnetic theory,
as well as in the general theory of elastic media. It is always related to a rate of change of

momentum density by the local form, Eq. (3.291), of Newton’s second law.
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The force f exerted by the fluid across a surface o is then expressed in terms of components
of the stress tensor by

£ = T gy, (Fo)™ (3.293)

where *0™ = £/¥™ g is a vector that can be identified with the usual normal to the surface.
This local interpretation of the stress tensor is valid in any coordinate system, and can also be
generalized to nonflat spaces. o

In a Euclidean space with a Cartesian coordinate system (and only in such a space), the
momentum density can be integrated to define a total momentum. If R is a region fixed in
space (not co-moving with the fluid), then the total fluid momentum P in R has components

PF = / 0 (3.294)
R
Then also
Pk Hk Tk[
Pt [ ot g = _/ Thg, *om (3.295)
dt R ot R Ox OR

where the last equality follows from Stokes’ theorem. Here OR is the boundary of R and *oy
is the (outward) normal to OR. introduced above.
The vorticity a of the flow is a 2-form defined by

a=dU (3.296)

(@ = curl 4 in ordinary vector notation). If S is a two-dimensional surface bounded by the
closed curve C', then

/a:/ U:/ w-db (3.297)
S C C

by Stokes’ theorem. Thus « is a measure of the average tangential component of the velocity
field around a closed curve. If a = 0 throughout a simply connected region, then this integral
vanishes for any closed curve in the region, and the flow is called irrotational. In this case,
there is a scalar function ¢ (the velocity potential) such that

U=do (3.298)

in the region. For steady state flow of a incompressible fluid, the velocity potential must satisfy
Laplace’s equation

VZp=0 (3.299)

Methods of finding solutions to Laplace’s equation will be discussed in Chapter 8.
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A Calculus of Variations

Consider an integral of the form

b
Sla(7)] E/ F(x,2,7)dr 3.AD

from point @ to point b along a set of smooth curves C' : & = xz(7) in a one-dimensional
manifold, where here, as in Section 3.4,

. dzx

— A2
&= (3.A2)

Higher derivatives may also be present, but they are absent from the examples we consider
here, so we do not discuss them further (see, however, Problem 22). An integral of the type,
Eq. (3.Al), is a functional of the curve z(7). We have encountered linear functionals in
Section 2.1.5, and quadratic functionals in Section 2.3.4, but here we are concerned with more
general functionals, such as the one encountered in the study of geodesics on a manifold in
Section 3.4.6.

The problem of interest is to find a curve x = x,(7) for which the integral S[z(7)] is an
extremum. By analogy with the extremum conditions for functions of n variables, we expect
the condition for an extremum to have the form

68
ox(7)

—0 (3.A3)

but we need a definition of 0.5/0x (7). To provide such a definition, consider a curve
(1) = (1) +en(7) (3.A4)

near the curve & = x,(7). The variation of S[x(7)] is given by

b
ssler] =< [ (%nvwg—iﬁm) o (3.A5)

The second term can be integrated by parts to give

T=b

b
dSlx(r)]=¢ / (é)F - d8F> n(T)dr +en(T)F (x,&,T) (3.A6)

T=a

The endpoint term in the integration by parts vanishes, since S[z(7)] is defined by an integral
between fixed endpoints, so that we must have

n(a) =n(b) =0 (3.A7)

and

b roF  d OF
55[!@(7-)} =& /a (% — §%> ’I](T)dT (3A8)



B Thermodynamics 153

From Eq. (3.A4), we have the identification dz(7) = en(7), and thus
S 1 68 OF d OF

Sx(r)  eon(r) 0z drox A

éz(r) edn(r) Oz dr di (3.A9)
The extremum condition, Eq. (3.A3), then becomes

d OF OF

dr 0i O Al

dr 0  Ox (3.A10)

This differential equation is the Euler-Lagrange equation for the functional S[z(7)]. In
the present context, the Euler—Lagrange equation is typically a second-order differential equa-
tion whose solution is required to pass through two particular points. The question of existence
and uniqueness of the solutions satisfying endpoint conditions is not so simple as for a sys-
tem of first-order equations with fixed initial conditions, and there may be no solutions, one
solution, or more than one solution satisfying the endpoint conditions.

Remark. Beyond geodesics, functionals of the type, Eq. (3.A1), form the basis of the La-
grangian formulation of classical mechanics, in which the function F'(x, &, 7) is the Lagrang-
ian of a system, and the Euler-Lagrange equations are the classical Lagrange equations of

motion for the system, as discussed at length in Section 3.5.3. O
If the integral (3.A1) is over a curve in an n-dimensional manifold with coordinates given

by z!,..., 2", then minimizing with respect to each of the coordinates leads to an Euler—
Lagrange equation in each variable, so that we have the n conditions

d OF OF

—— =0 3.A11

dr 9ik  Oxk ( )
(k=1,...,n)

B Thermodynamics

Consider a simple thermodynamic system, such as a one-component gas, described by the
variables 1" (temperature), p (pressure), V (volume), U (internal energy), and .S (entropy).
The system satisfies the first law in the form

AU =TdS —pdV (3.B12)

where the T d.S term represents the heat absorbed by the system, and the term p dV' the work
done by the system on its environment. The system is supposed to satisfy an equation of state
of the form

fp,V,T)=0 (3.B13)

that allows any of the variables to be expressed in terms of two independent variables. The
precise form of the equation of state is not important here; the essential point is that the
equation of state defines a two-dimensional manifold in the space of the three variables p, V,
T, the thermodynamic state space of the system.
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The properties of forms allow us to derive some completely general relations between the
derivatives of the thermodynamic variables in a relatively simple way. For example, the first
law (Eq. (3.B12)) implies

ou ou
(%), (), R
Here we use the standard thermodynamic notation
(a)
ox ),
to denote the partial derivative of u with respect to z, holding y fixed. In other words, we are
treating v as a function of the variables = and y, so that u = u(x, y) and

du— (@) do + (@) ay (3.B15)
ox ), oy ).
If instead we want to treat u as a function of the variables = and y, with y = y(x, z), then
y y
_ (Y ) .B1
dy (&C)de—l—(azldz (3.B16)
so that
ou ou Jy
— | == == 3.B17
(5).- (). (F) R
and

o\ _ (ou) , (ou) (%
(%l‘<wl+(@l<&l G-B18)

Equality of mixed second partial derivatives then gives the relation

&), (),
Since d(dU) = 0, we have

dT'NdS =dp NdV (3.B20)
With

s = (g—i)v aT + (g—i)TdV dp = (g_;)v aT + (S—S)T v (3.B21)
we have

08 op
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so that

as\ _ [(0p
()-8,

Taking other combinations of independent variables leads to the further relations

(8_19)5 B <ﬁ)p (8_T>p == <3_P>T (3.B24)

Equations (3.B19), (3.B23), and (3.B24) are the (thermodynamic) Maxwell relations. They
are completely general, and do not depend on the specific form of the equation of state.
Changing independent variables for U from S and V to T"and V in Eq. (3.B12) gives

oS oS
dU =T (8_T)V dT + [T (W>T — p} % (3.B25)
so that
ouy\ oS B op
(o), =7 (5w), =7 (5%), (520

This relates the dependence of the energy on volume at constant temperature, which is a mea-
sure of the interaction between the particles in the gas, to the dependence of the pressure on
temperature at constant volume. Note that for an ideal gas, in which the interactions between
the particles are negligible, the equation of state

pV =nRT (3.B27)

(R is the gas constant, n is the number of moles of the gas) implies that both sides of
Eq. (3.B26) vanish, and the internal energy of the ideal gas depends only on temperature.

- Exercise 3.B1. The (Helmholtz) free energy F' of a thermodynamic system is related to
the internal energy by

F=U-TS
(i) Show that
dF = —pdV — SdT
(i) Use this to derive directly the Maxwell relation (3.B23),
(), (2)
or )., ov ),

(ii1) Show that

() (3
or), op /)
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- Exercise 3.B2. The enthalpy H of a thermodynamic system is defined by
H=U+pV

(i) Show that
dH =TdS+Vdp

(i1) Use this to derive the Maxwell relation

(). = (2s),

stated above. O

Other general identities can be derived using the general properties of forms. For example,
if we view y as a function of z and v in Eq. (3.B15), so that

dy Jy
dy = (8:5 )u dx + <5u)x dz (3.B28)

then we have

ou Oy | (0y oy Ju
- (), (i) - K%)u ~(50), <%>y] " o
ou oy\
()(2)-

the left-hand side of Eq. (3.B29) vanishes, and thus

oy\ Jy ou

(%)u (8u) (81:) (3.B31)
Ox oy du\ _

(8_y)u <8u> (8x) 1 (3.B32)

Note the minus sign on the right-hand side of Egs. (3.B31) and (3.B32). Naive cancelation of
partial derivatives here would be an error.

To illustrate the use of these results, consider the heat capacity C' of a thermodynamic
system, the rate at which heat must be added to raise the temperature of the system. If thermal
energy 0() is added to the system, then we have

Since

or

8Q =T dS = CdT (3.B33)

The heat capacity depends on the conditions under which heat is added to the system. For
example, the volume of the system may be held fixed (imagine a gas in a rigid container),
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in which case the heat capacity C, at constant volume is relevant. On the other hand, the
heat capacity C), at constant pressure is appropriate if the system is held at constant pressure
(imagine a gas in a balloon at atmospheric pressure). The difference between C), and Cy is
due to the fact that the system at constant pressure will expand as heat is added, doing work
on its environment, so less energy will be converted to internal energy of the system.

We have

ou a8
== =T\ —=— 3.B34
o= (ar), =7 (ar), 34
ou oV a8
Cp = <—> +p (—) =T <—) (3.B35)
or), or), or),
- Exercise 3.B3. Show that the heat capacity at constant pressure of a system is
0OH
- (3)
or ),
where H is the enthalpy introduced above. O
Now
88) <8S> (85) (8V>
| =z +t| = vy (3.B36)
(aT » or ), ov ) \oT ),
so that
oS ov dp ov
c_aﬁﬂ(_g Q_>:TQ_>(_) (3.B37)
P oV ), \oT » or ), \ 0T »

where the second equality follows from the Maxwell relation (3.B23).
The thermal expansion coefficient 3 and the isothermal compressibility k are defined by

1 /oV 1 /oV
gz_c_) ME__C_) (3.B38)
VA\aT ), V\0p/r
and from Eq. (3.B32), we have
dp op oV g
it IR et ) == B
(a7), (aV>T(aT)p kr G539

It follows that

BT
=

Cp—Cy (3.B40)
which can be tested experimentally. Note that this relation implies C,, > CYy,, since kr is
always positive—an increase in pressure at fixed temperature must always lead to a decrease
in volume for a stable system.
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Problems

1. The stereographic projection of the unit sphere S? from the North pole onto the plane
tangent to the South pole is obtained from the figure at the right by rotating the entire
figure about the vertical line through the poles (compare with Fig. 3.3).

(i) Show that the coordinates (xx, yn) of
the image @ in the plane of the point P with N

usual spherical angles (6, ¢) is given by (note \
that 2o = 7 — 0) P

0 0
:EN:QCot§ cos ¢ yN:2cot§ sin ¢

S Q
(ii) Find the corresponding image (z s, ys) of the stereographic projection of P from the
South pole onto a plane tangent to the North pole.
(iii) Express (zg,ys) in terms of (zx, yn).
Remark. These functions are differentiable to all orders in the region of the sphere

defined by 6 <6 <7 — 6 (0 < ¢ < 7). Thus the two stereographic projections form an
atlas that covers the entire sphere. O

2. (1) Find a diffeomorphism mapping the open square (—1 < < 1,—1 < y < 1) onto
the entire plane R2.

(ii) Find a diffeomorphism mapping the open disk D (22 + y? < 1) (also defined as the
unit ball B?) onto the entire plane R?.

(iii)) Combine these two results to find a diffeomorphism that maps the open square onto
the open disk D. Comment on the fact that the sharp corners of the square have been
smoothed out in the disk.

3. Let {e},} be a basis of the tangent space 7p and S = (S* ) a nonsingular matrix. Show
that
(i) the vectors {€,,} defined by

€ = Skm €y
also form a basis.
(ii) the basis {w*} of 7T} dual to {e;} and the basis {w"™} dual to {&,,} are related by

o™ = 8" Wk
where S = (S™) is the matrix inverse of S.

(iii) if S = S(x) defines a change of basis on the tangent spaces Z, for = in some
neighborhood of P, then S defines a coordinate transformation only if
0 = 0 z
Dzt S".(z) = DLk S (z)

2k

where S = S~ as in part (ii).
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Show that the exterior derivative commutes with the Lie derivative. First, show that if V'
is a vector field and o is a 1-form field, then

Ev(dO') = d(ﬁvo’)

Then show that this relation is true for a general p-form o. (Hint: use induction together
with the Leibniz rule for differentiation of a product.)

. Show that if V' is a vector field and o a p-form, then

Lyo =iy(do) +d(ivo)

Prolate spheroidal coordinates &, 77, ¢ on R are defined in terms of Cartesian coordinates
,y,z by

x = ¢ sinh & sinn cos ¢ y = c¢ sinh € sinn sin ¢ z =c cosh& cosn

where c is a constant with dimensions of length.

(i) Describe the surfaces of constant &, 7, ¢. What are the ranges of &, 7, »? What
subsets of R? correspond to coordinate singularities with this range of coordinates?

(i) An alternative version of the coordinate set is u, v, ¢ with u = ¢ cosh¢ and v =
cos7. What are the ranges of u, v, ¢? What subsets of R? correspond to coordinate
singularities with this range of coordinates?

(iii) Find the metric tensor and the preferred volume form in these coordinates. Consider
both the set &, 7, ¢ and the set u, v, ¢.

(iv) Express the Laplacian in terms of partial derivatives with respect to these coordi-
nates.

Remark. These coordinates are useful for both the classical and quantum mechanical
problem of a single charge ¢ moving in the Coulomb field of two fixed point charges
(21 and Q2 (the fixed charges are placed at the foci of the spheroids of constant u), as
well as scattering problems with spheroidal scatterers. They also simplify the problem of
computing the electrostatic potential of a charged conducting prolate spheroid, and the
limiting case of a long thin needle with a rounded edge. a

. Consider a system with two fixed charges ¢; and ¢o, separated by a distance R, and a

charge g of mass M that is free to move in the Coulomb field of these charges. Express
the Coulomb potential energy of the system in terms of the position of the moving charge
in prolate spheroidal coordinates with the fixed charges at the foci of the spheroid.

Oblate spheroidal coordinates £, 1), ¢ on R? are defined in terms of Cartesian coordinates
z,y,z by

x = c cosh¢ sinn cos ¢ y = ¢ cosh ¢ sinn sin ¢ z = c sinh & cosn

(again c is a constant with dimensions of length).
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10.

(i) Describe the surfaces of constant &, 1, ¢. What are the ranges of &, 1, ¢? What
subsets of R? correspond to coordinate singularities with this range of coordinates?

(i) An alternative version of the coordinate set is u, v, ¢ with u = ¢ sinh¢ and v =
cos7. What are the ranges of u, v, ¢? What subsets of R? correspond to coordinate
singularities with this range of coordinates?

(iii)) Compute the metric tensor and the preferred volume form in these coordinates. Con-
sider both the set £, 17, ¢ and the set u, v, ¢.

(iv) Express the Laplacian in terms of partial derivatives with respect to these coordi-
nates.

Remark. These coordinates are useful for scattering problems with oblate spheroidal
scatterers. They also simplify the computation of the electrostatic potential of a charged
conducting oblate spheroid and its limiting case of a circular disk. O

Parabolic coordinates &, 1), ¢ on R are defined in terms of Cartesian coordinates z, y, z
by

v=&peosd  y=Lysing  z=5 (8-
(i) Describe the surfaces of constant &, 7, ¢. What are the ranges of &, 7, ¢? What
subsets of R? correspond to coordinate singularities with this range of coordinates?
(i) Compute the metric tensor and preferred volume form in these coordinates.

(iii) Express the Laplacian in terms of partial derivatives with respect to these coordi-
nates.

Remark. These coordinates are useful for scattering problems with parabolic scatter-
ers. They are also useful in the quantum mechanical problem of the Coulomb scattering
of a charge (an electron, for example) by a fixed point charge (an atomic nucleus, for
example). |

Four-dimensional spherical coordinates 7, c, 8, ¢ are defined in terms of Cartesian coor-
dinates w, z, y, z by

xr =rsina sinf cos ¢ y=rsina sinf sin ¢

w =TCcosw z=rsina cosf

(i) Express the four-dimensional Euclidean metric in terms of the coordinates r, «, 6, ¢.
(i) Express the four-dimensional volume element in terms of r, a, 6, .

(iii) Use this volume element to compute the four-volume of a ball of radius R.

(iv) Compute the surface “area” of the sphere S bounding the ball of radius R.

(v) Express the four-dimensional Laplacian O in terms of partial derivatives with respect
to these coordinates.
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11.

12.

13.

14.

15.
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The geographic latitude « on a spherical surface is related to the spherical angle 6 by
a = 7/2 — 0 (and is usually given in degrees, minutes and seconds, rather than in
radians). Find an expression for the maximum latitude reached by the great circle starting
from initial conditions 6, 90, gﬁg.

(i) What is the shortest distance between points (01, ¢1) and (02, ¢2) on the sphere S??
Hint. Let R be the radius of the sphere, and use the result that the geodesic is an arc of a
great circle.

(ii) Find the tangent vector to this geodesic at the initial point (61, ¢1).
(iii) Find the geodesic curve joining the points (61, ¢1) and (62, ¢2) on the sphere S?
using the arc length along the curve as parameter.

How does Stokes’ theorem

/daz/ o
R oR

work if R is a region in a one-dimensional manifold? Explain this in the language of
elementary calculus.

Consider the extension of the two-dimensional dynamical system introduced in Sec-
tion 3.5.2 defined by

d

T = @ (=X + axs + px1) a1
dt

. dx

To = d_t2 = (u — by + qaa) 29

where the parameters A\, i, a, b are all positive, as in Eq. (3.223). The signs of p, ¢ are
not specified, though one might expect them to be negative in the context of the Lotka—
Volterra model.

(i) Find the fixed points of this dynamical system.

(i) Investigate the stability of each of these fixed points. Note especially under what
conditions, if any, on the parameters p, ¢ each of these fixed points will be stable.

(i) Under what conditions on the parameters p, ¢ do all the fixed points lie in the quad-
rant z1 > 0, 29 > 0?

(iv) Explain why one might expect p, g to be negative. Under what conditions might one
or the other of them be positive?

An alternative action for a relativistic free particle of mass m is
1 g (z)aY
S:—/ {’7-1-77125 M) ¢ dX
2) U (

where £()) is a positive and monotonic increasing function of J; it plays the role of a
one-dimensional “metric” along the particle trajectory. Changing the parameter from A
to ;1 = () leaves the action invariant if £()) is replaced by 7(x) such that

n(p)dp = E(N)dA
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16.

17.

18.

(i) Show that if we choose £(A) = 1, then the equations of motion for the z/*(\) are
exactly the geodesic equations (3.207).

(ii) Show that if we fix £(\) by requiring 6S/0¢(\) = 0, the action reduces to the
standard geodesic action.

The classical trajectory of a relativistic free particle is an extremum of the relativistic
action, but it is in fact a maximum. To see why, consider first the geodesic from the point
(0,0) to the point (27T, 0), which is simply the trajectory z = (ct, 0) of a particle at rest
at the origin. Next consider the trajectory of a particle starting at the origin at ¢t = 0. It
is with constant velocity ¢ until time ¢ = (1 — &) * T' (0 < & < 1). It is then accelerated
with constant acceleration —%/T until time ¢t = (1 + ¢) x T, after which it moves with
constant velocity —# until it returns to the origin at time ¢ = 27".

(i) Write an explicit formula for this trajectory, using the time of the observer at rest as
the parameter along the curve.

(ii) Integrate the standard Lagrangian to show that the action .S for this trajectory com-
pared to the action Sy for the observer at rest satisfies

v? S v?

Remark. This suggests that the action for the particle at rest is a maximum, though
this calculation actually shows only that it is not a minimum. This result also resolves
to the so-called twin paradox, which is the nonintuitive statement that a twin who moves
along the trajectory described above appears younger than the other twin who remains
at rest at the origin. Since the action is proportional to the proper time along the parti-
cle trajectory, more proper time has elapsed for the twin who remains at rest, assuming
that physical clocks run at a rate proportional to the proper time, even in an acceler-
ated system. This last assumption is Einstein’s equivalence principle, which has been
experimentally tested. O

The partial derivatives of the Lagrangian in Eq. (3.231) are taken with L as a function of
the 2% and 4*, while the partial derivatives of the Hamiltonian in Eq. (3.239) are taken
with I as a function of the 2* and p;.. Use the relations in Appendix B between partial
derivatives with different variables held fixed to show that the two sets of equations are
equivalent.

(1) Express the kinetic energy for a free particle of mass m in terms of the prolate spher-
oidal coordinates &, 7, ¢ and the alternate set u, v, ¢ introduced in Problem 6.

(i) Find the momenta conjugate to each of these coordinates, and express the Hamilton-
ian in terms of the momenta and coordinates.

(iii) Find the Lagrangian and Hamiltonian equations of motion in each of these coordi-
nate systems.
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19.

20.
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If f is a function on the phase space of a Hamiltonian system, let X ¢ be a vector field
such that

ixfu) = —df
where w is the canonical 2-form (Eq. (3.257)) on the phase space.
(i) Show that X is given uniquely by

_of 9 of 9
I~ Ope 0gF ~ OqF opy,

(ii) The Poisson bracket of two scalar functions f, g is defined by

{f: 9} = w(Xs, Xy)

Show that

and that
[Xfa Xg] = X{.f,g}

(iii) If H is the Hamiltonian of the system, and f is a scalar function of the coordinates,
momenta, and possibly time, then

df of
Y fH 'l
i NS v
where the derivative on the left-hand side is the time derivative of f along a trajectory of

the system.

Remark. The Poisson bracket is a classical analog of the quantum mechanical commu-
tator, as discussed in many quantum mechanics textbooks. a

Consider a nonlinear oscillator, with Hamiltonian
H=1w(P*+ X%+ {2X*

in terms of the variables introduced in the example at the end of Section 3.5.3.

(i) Express this Hamiltonian in terms of the action-angle variables J, « introduced in
Eq. (3.273).

(i) Write down Hamilton’s equations of motion for J, a.

(ii1) From the equation for ¢, find an approximate expression for the period as a function
of J by averaging the right-hand side of the equation over a complete period, assuming
that ¢v is constant (which it actually is not, but nearly so for small ).

Remark. This problem is a prototype for classical perturbation theory. a
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21. Use Euler’s equation (3.287) to show that the vorticity v defined by Eq. (3.296) satisfies

0 0 ~ 1
(&‘F,CU)a—d(&-‘rﬁU)U—;dp/\dp

Remark. If the fluid is incompressible, or if it satisfies an equation of state p = f(p),
then the right-hand side vanishes, and vorticity is carried along with the fluid flow. O

22. Consider an integral of the form

b
Sla(7)] E/ F(x,d,%,7)dr

from point a to point b along a set of smooth curves C' : © = z(7) in a one-dimensional
manifold, where here

. dx . dx
=

Cdr T

Derive the conditions that must be satisfied by a curve « = x,.(7) for which S[z(7)] is an
extremum relative to nearby curves? Find differential equation(s) of the Euler—Lagrange
type, and boundary conditions that must be satisfied at the endpoints of the interval [a, b].

23. The Gibbs function G of a thermodynamic system is related to the internal energy by
G=U-TS+pV
(i) Show that for the thermodynamic system in Appendix B,
dG =Vdp—-Sdr
(i1) Show that

oG 08
(a—T)V =V (W)T -0

24. Show that for an ideal gas,
(1) the entropy is given by
v
S =5(T)+nRln | —
Vo
where So(T) is the entropy at volume V;) and temperature 7',
(1) if the internal energy of the gas is given by U = anRT', with « constant, then

T
So(T) = 0p + anR1In (—)
To

where o is the entropy at temperature 7p, volume V[, and

(iii) the heat capacities of the gas are related by

C,—Cy =nR
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4 Functions of a Complex Variable

There are many functions f(x) of a real variable x whose definition contains a natural exten-
sion of the function to complex values of its argument. For example, functions defined by a
convergent power series, or by an integral representation such as the Laplace integral intro-
duced in Chapter 1, are already defined in some regions of the complex plane. Extending the
definition of functions into the complex plane leads to new analytical tools that can be used to
study these functions. In this chapter we survey some of these tools and present a collection
of detailed examples.

Analytic functions of a complex variable are functions that are differentiable in a region
of the complex plane. This definition is not quite so straightforward as for functions defined
only for real argument; when the derivative is defined as a limit

Z—20 Z—Z0

in the complex plane, the limit must exist independent of the direction from which z — 2 in
the complex plane. This requires special relations (the Cauchy—Riemann conditions) between
the partial derivatives of the real and imaginary parts of an analytic function; these relations
further imply that the real and imaginary parts of an analytic function satisfy Laplace’s equa-
tion in two dimensions. Analytic functions define mappings of one complex region into an-
other that are conformal (angle-preserving) except at singular points where the function or its
inverse is not differentiable. These conformal mappings are described and some elementary
mappings worked out in detail.

If a function f(z) is not single valued in a neighborhood of some point z, (for example,
\/z near z = 0), then f(2) has a branch point at zy. Branch points generally come in pairs,
and can be connected by a branch cut such that the function is single valued in the complex
plane excluding the cut. The domain of a function with branch points is a multisheeted surface
(a Riemann surface) in which crossing a branch cut leads from one sheet of the surface to the
next. Some important Riemann surfaces are described.

Integrals of analytic functions in the complex plane have many useful properties that fol-
low from Cauchy’s theorem: the integral of an analytic function around a closed curve C'
vanishes if there are no singularities of the function inside the curve. This leads to the Cauchy
integral formula

f©) ,
ji £z d¢ = 2mif(z)
which expresses the values of a function f(z) analytic within the region bounded by the closed
curve C'in terms of its values on the boundary. It also leads to the Cauchy residue theorem,
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Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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which expresses the integral of an analytic function with isolated singularities inside a contour
in terms of the behavior of the function near these singularities. Several examples are given to
show how this can be used to evaluate some definite integrals that are important in physics.

The Cauchy integral formula is also used to obtain power series expansions of an analytic
function about a regular point and about an isolated singular point. The formal process of
analytic continuation that leads to the global concept of an analytic function is explained with
the use of the power series expansions.

The singular points of an analytic function are characterized as poles, essential singu-
larities or branch points, depending on the behavior of the function near the singularity. If
f(z) =~ A/(z — zp)™ for z — zg, with A a constant and n a positive integer, then f(z) has a
pole of order n at zy. If f(z) has a power series expansion around zj that includes an infinite
number of negative integer powers of (z — zp), then f(z) has an essential singularity at zo.
Functions with branch points are not single valued and require the introduction of branch cuts
and a Riemann surface to provide a maximal analytic continuation.

We show that every nonconstant analytic function has at least one singular point (possibly
at 0o0). This leads to a simple proof of the fundamental theorem of algebra that every noncon-
stant polynomial has at least one root. It follows that every polynomial of degree n has exactly
n roots (counted according to multiplicity), and then can be expressed as a constant multiple
of a product of factors (z — z1), where the z; are the zeros of the polynomial.

The factorization of polynomials has several important consequences: (i) a function whose
only singularities are poles can be expressed as a ratio of two polynomials, (ii) an entire
function (a function whose only singularity is at co) can be expressed as an entire function
with no zeros times a product of factors determined by its zeros (Weierstrass factorization
theorem), and (iii) a function whose only singularities in the finite plane are poles can be
expressed as a sum over terms determined by the singular parts of the function at the poles
plus an entire function (Mittag—Leffler theorem).

Periodic functions of a real variable are familiar from the study of oscillatory systems.
A general expansion of periodic functions in terms of trigonometric functions is the Fourier
series expansion. Here we derive this expansion for periodic analytic functions by relating it
to a Laurent expansion in the complex variable w = €27**/®, where « is the period. Further
properties of Fourier series will appear in the context of linear vector space theory in Chapter 6.

In addition to simply periodic functions, there are also analytic functions that have two
independent periods in the complex plane. If f(z + ) = f(z) and f(z + 8) = f(z) with
3/ a complex number, not real, then f(z) is a doubly periodic function, known for historical
reasons as an elliptic function if its only singularities are poles. Some general properties of
these functions are described here. A standard set of elliptic functions will be studied further
in Appendix A of Chapter 5.

The I'-function is an extension to the complex plane of the factorial function n! defined for
integer n. Many properties of the I"-function and the related beta function, including Stirling’s
formula for the asymptotic behavior of I'(x) for large positive z, are derived in Appendix A
as an important illustration of the methods that can be used to study functions in the complex
plane.
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4.1 Elementary Properties of Analytic Functions

4.1.1 Cauchy-Riemann Conditions

Consider a function f(z) of the complex variable z = x + iy; write
f(z)=w=u+iv=u(x,y)+iv(x,y) 4.1

with u(z,y) and v(z, y) real. f(z) is continuous at z if

lerrzlo f(z) = f(z0) 4.2)

This looks like the definition of continuity for a function of a real variable, except that the
limit must exist as z — 2o from any direction in the complex z-plane.
Similarly, f(z) is differentiable at z if the limit

lim f(z) = f(20)
z—z0 zZ— 2

exists from any direction in the complex plane. If the limit does exist, then the derivative of
f(z) at 2 is equal to the limit; we have

A (OEE)

dz z—z0 z— 2

= f'(20) 4.3)

20
If f(2) = u(z,y) + tv(z,y) is differentiable at zo = 2 + iyo, then

£(z0) [Bu —&—i(%] {81) Z,au}
o) = | — +i— - | = ;==
Ox Ox (z0,%0) 9y 9 (z0,%0)

where the two expressions on the right-hand side are obtained by taking the limit z — 2 first
parallel to the real axis, then parallel to the imaginary axis. Hence the partial derivatives of
u(z,y) and v(z,y) must exist at (zq, yo). Moreover, the two limits must be equal, so that the
partial derivatives must satisfy the Cauchy—Riemann conditions

ou Ov Ov ou

-7 = _= 4.
ox Oy Ox Oy (4.5)

(4.4)

The converse is also true: If u(x,y) and v(x,y) are real functions with continuous first
partial derivatives in some neighborhood of (zg, yo ), and if the conditions (4.5) are satisfied at
(0,90), then f(z) = u(x, y)+iv(x,y) is differentiable at zg = xo+1iyo, with derivative given
by Eq. (4.4). Thus the Cauchy—Riemann conditions, together with the continuity conditions,
are both necessary and sufficient for differentiability of f(z).

Definition 4.1. The function f(z) of the complex variable z is analytic (regular, holomorphic)
at the point zq if f(2) is differentiable at 2y and in some neighborhood of zg.

Remark. To understand why analyticity requires f(z) to be differentiable in a neighborhood
of zp, and not just at zg itself, consider the function

f(2) = (G la? 1) (+6)
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f(2) is continuous everywhere in the complex plane, and is actually differentiable on the unit
circle |z| = 1. But it is not differentiable anywhere off the unit circle, and hence not in the
neighborhood of any point on the circle, so it is nowhere analytic. Note that the condition
(4.13) is satisfied by f(z) only on the unit circle. Similarly, it is important that the Cauchy—
Riemann conditions are satisfied in some neighborhood of a point. The functions

u(z,y) =" v(z,y) =y (4.7)

satisfy the Cauchy—Riemann conditions at the origin (z = y = 0), but nowhere else. Hence
the function f(z) = 2 4 iy? is nowhere analytic. O

If f(z) is analytic in a region R, then the Cauchy—Riemann conditions imply that

Pu  0%u v 0%

L L —(0)= 4 4.8

Ox? + Oy? Ox? - Oy (4.8)
(Laplace’s equation) in R. Thus both the real and imaginary parts of an analytic function
satisfy the two-dimensional Laplace’s equation. The Cauchy—Riemann conditions also give

oudv  Oudv > o
— . - 4.
9% 07 + 9y Oy Vu-Vv=0 4.9

Now Vu (Vv) is orthogonal to the curve u(z,y) = constant (v(z,y) = constant) at every
point, and Eq. (4.9) shows that Vu and Vv are orthogonal. Hence any curve of constant u
is orthogonal to any curve of constant v at any point where the two curves intersect. Thus
an analytic function generates two families of mutually orthogonal curves. More generally,
the analytic function generates a conformal map from the complex z-plane to the complex
w-plane, as explained in the next section.

Another view of the Cauchy—Riemann conditions is obtained by treating z = x + ¢y and
z* = x — 4y as the independent variables. Then

o 1[0 .0 0 170 .0

whence, with f(z,2*) = u(z, z*) + iv(z, z%),
of 1 [/0u Ov 1./0v Ou
SR R R 4.11
0z 2 (8x+8y) +22(8x 8y) @11
of 1 [(0u Ov 1. /0v Ou
o= 2 <ax‘ay> T (axwy) @12

The Cauchy—Riemann conditions are then equivalent to the condition

of
=0 (4.13)

so that f(z, z*) is an analytic function of z if and only if it is both differentiable with respect
to z and independent of z*.
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4.1.2 Conformal Mappings

The function w = u + v defines a mapping of the complex z-plane into the complex w-plane.
The mapping is conformal if angle and sense of rotation are preserved by the mapping; that
is, if C, Cy are curves in the z-plane that intersect at an angle «, then the corresponding
image curves C1, CY in the w-plane intersect at the same angle «, with the sense of rotation
preserved.

If w = f(z) is analytic in a region R of the z-plane, then the mapping of R onto its image
in the w-plane is conformal, except at points where f’(z) = 0. To show this, let zo be a point
in R, and C' be a curve through 2, that makes an angle £ with respect to the real z axis. Then
the image curve C” in the w-plane passes through wy = f(zo) at an angle &’ with respect to
the real w axis, where

5/ —¢ = wlirg arg(w — wp) — zli_gl arg(z — 29)
on CP on C('J
= lmarg [Li = f(zo)} = arg f'(z0) (4.14)
on G 0

independent of the curve C'if f(z) is analytic at zo and f’(zg) # 0.

Examples. (i) Linear transformations

e w = z + bis a (rigid) translation by b of the whole z-plane.
o w = pz (preal) is a scale transformation by scale factor p.

o w = ez (p real) is a (rigid) rotation through angle ¢ of the whole z-plane.

The general linear transformation
w=az+b (4.15)

(a = pe'?) consists of a scale transformation by scale factor g, rotation through angle ¢,
followed by translation by b. The transformation has a fixed point at oo and, if a # 1, a
second fixed point at

o= E - (4.16)
(i) Reciprocal transformation
The reciprocal transformation, or inversion is defined by
w=1/z 4.17)

If z = o + iy = re'?, then w = u + iv = ge~* with ¢ = 1/r; in terms of real variables,
x u v
u= —, 0= f% and z = —, y= ——5 (4.18)
r r 0 0

The point z = oo is defined to be the image of 0 under the reciprocal transformation. The
fixed points of the transformation are at z = +1.
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(iii) Linear fractional transformation

The general linear fractional (or bilinear) transformation is defined by
az+b

= 4.1
v cz+d (4.19)

with A = ad — be # 0 (if A = 0, the mapping becomes w = a/¢, a constant). The inverse
transformation

—dw +b
2= —
cw—a

(4.20)

is also a linear fractional transformation (hence the term bilinear). The transformation is
thus a one-to-one mapping of the complex plane (including the point at co) into itself; the
transformation has at most two fixed points, at

—d+/{a—d)?+ b
a4 (g )? + dbe @21
&

The point z = oo is mapped into w = a/c¢, while the point 2 = —d/c is mapped into the point
w = 00.

The linear fractional transformation is the most general one-to-one mapping of the com-
plex plane including the point at oo onto itself—as will be seen shortly, any more complicated
mapping will not be one to one. With the mapping of the points z1, 2o, 23 into the points
w1, Wwa, w3 is associated the unique linear fractional transformation

(w — w1 )(wy — w3) _ (2 — 21)(22 — 23) (4.22)

(w—w3)(wz —w1) (2 — 23)(22 — 21)

Remark. There is a one-to-one correspondence between linear fractional transformations
and 2 x 2 matrices A with det A = 1—see Problem 2. O

(iv) Powers and roots

Consider the transformation
w = 2> (4.23)

This transformation is conformal except at z = 0,00 (note that w'(0) = 0). However it
is not one to one; as z ranges over the entire z-plane, the w-plane is covered twice, since
z =re'? s w = r?e?? and a single circle around z = 0, corresponding to 6 ranging from 0
to 2m, covers the corresponding circle in the w-plane twice. Hence each point in the w-plane
is the image of two points in the z-plane.

The inverse transformation

S (4.24)

is analytic and conformal except for the points w = 0, oo, which correspond to the points in
the z-plane where the map (4.23) is not conformal. However, the map (4.24) is double valued:
to each point in the w-plane, there are two corresponding points in the z-plane.
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Figure 4.1: Mapping of the z-plane into the two-sheeted Riemann surface corresponding to
a double covering of the w-plane. The unshaded upper half z-plane is mapped into the top
(unshaded) copy of the w-plane, while the shaded lower half z-plane is mapped into the bottom
(shaded) copy of the w-plane The straight line is the branch cut separating the two sheets of the
Riemann surface.

The map can be made single valued if we view the image of the z-plane under the transfor-
mation (4.23) not as a single complex plane, but as a two-sheeted surface (the Riemann surface
for the map (4.24)) whose sheets are connected by a line drawn from w = 0 to w = o0, as
shown in Fig. 4.1. Passage from one sheet to the other is by circling the point w = 0 once,
corresponding to a path from a point zg in the z-plane to the point —zp. A second circuit
around w = 0 leads back to the original sheet, as it corresponds to a return from —zg to 2 in
the z-plane.

The line in the w-plane from 0 to co separating the two sheets is a branch cut. It can be
drawn along any path from O to co, although it is usually convenient to draw it along either
the positive real axis or the negative real axis—in Fig. 4.1 it is drawn along the positive real
axis. The points w = 0 and w = oo are branch points (in w) of the function z = /w.

Remark. 1In general, a branch point zy of an analytic function f(z) is a point zy near which
the function is analytic but not single valued, in the sense that if a circle of arbitrarily small
radius is drawn around zg, and the values of the function followed continuously around the
circle, the value of the function does not return to its original value after one complete circle.
This definition will be made more formal in Section 4.3. O

More generally, if n is any integer > 2, the transformation
w=2z" (4.25)
is conformal except at z = 0, 00 [again w’(0) = 0]. However, there are n distinct points

in the z-plane that map into a single point in the w-plane: if wy = z{, then the points
zr = zo exp(2mik/n) also map into wy (k = 1,...,n — 1). In order to make the inverse
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transformation

2= Vw (4.26)

unique, the image of the z-plane under the transformation (4.25) must be constructed as an
n-sheeted Riemann surface, on which passage from one sheet to the next is made traversing a
closed path around the point w = 0. Encircling the point w = 0 a total of n times in the same
direction returns to the original sheet. The sheets are again separated by a branch cut in the
w-plane from 0 to oo; as above, the actual location of the cut can be chosen at will.

It is also possible to consider fractional powers: if p and ¢ are integers with no common
factors, then the transformation

w = 2P/ (4.27)

is still conformal except at z = 0,00. The transformation can be viewed as a one-to-one
mapping from a g-sheeted Riemann surface with a branch cut from z = 0to 2 = co to a
p-sheeted Riemann surface with a branch cut from w = 0 to w = occ.

(v) Exponential and logarithm

The transformation
w = e* (4.28)

is conformal except at co. However, since e?™ = 1, the points z and z + 2n7i with n =
1,2, ... map to the same value of w. Thus to make the inverse transformation

z=Inw (4.29)

unique, the image of the z-plane under (4.28) must be represented as a Riemann surface with
an infinite number of sheets, separated by a branch cut in the w-plane from 0 to co. On
this Riemann surface, w = pe'?, with —0o < ¢ < o0, and to each point on this surface
corresponds a unique

z=Inp+ip (4.30)

If we take the branch cut in the w-plane along the negative real axis (this is a generally useful
choice), then each strip

2n—1)r<Imz< (2n+ )7 4.31)

(n = 0,£1,42,...) in the z-plane is mapped onto one sheet of the w-plane. Circling the
origin w = 0 once in a counterclockwise (clockwise) sense corresponds to increasing (de-
creasing) the value of ¢ by 2.

The exponential function and the trigonometric functions are closely related in view of
deMoivre’s formula

e = cosz+isinz (4.32)
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This formula is valid throughout the complex plane, since both sides of the equation have the
same power series expansion, with an infinite radius of convergence.
Many useful identities can be derived from Eq. (4.32). For example,

cos z = % = coshiz (4.33)

and

sinz = % = ¢sinhiz (4.34)
)

These equations serve to define the trigonometric functions throughout the complex plane.
Also,

_ 1+itanz
T 1—itanz

2iz

(4.35)

from which it follows that
1 1414
tan lz=— In + ZZ (4.36)
21 1—1z

Derivation of these and further identities is left to the reader.

U Example 4.1. As a final example, note that the map
w = sin 2z 4.37)

is conformal except at z = +=(2n+ 1)7/2 (n =0, 1,2, ...) and z = oo, but not one to one
since z, 2’ =7 — z, 2+ 2nm, and 2’ + 2n7w (n = 1,2, ...) all map to the same value of w.
To make the inverse transformation

z=sin"tw (4.38)

one to one, it is necessary to represent the image of the z-plane under the mapping (4.37)
as a Riemann surface with an infinite number of sheets connected by branch cuts joining
the branch points w = +1. If we take the branch cut to be

—oco<w < —1 and 1<w< o

then each strip

™

(anl)g <Reez < (2n+1) 3 (4.39)

(n = 0,41,%2, ...) is mapped onto one sheet of the w-surface. Note that it is allowed
(and useful in this case) to take the branch cut from —1 to 1 through the point co in w. 1
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4.2 Integration in the Complex Plane

4.2.1 Integration Along a Contour

Consider the integral
I= / f(z)dz=P+iQ (4.40)
c

of the function f(z) = u(z,y) + iv(z,y) over the curve C joining points z; and z3 in the
complex z-plane. If C can be represented parametrically as

C:az=z),y=yt) (h<t<t) (4.41)

with 2(t) and y(¢) having piecewise continuous derivatives on (¢t < t < t3), then C' is a
contour. The integral (4.40) is a contour integral, which can be expressed in terms of real
single-variable integrals as

P:/t2{U[$(t)vy(t)]13’(t)—v[a:(t),y(t)]y’(t)}dt 4.42)
Q= [ .00+ ula0). 0Ol O s

using dz = dx + idy, and expressing the integrand in terms of x, y.

A natural question to ask whether the integral (4.40) is independent of the actual contour
joining the endpoints z; and z, of the contour.!

If we write the integrals P and (@ in the form

P:/(udx—vdy), Q:/(vdx—i-udy) (4.44)

then this question is equivalent to the question of whether the integrands are exact differentials.
Are there functions ¢(x, y) and ¥ (z, y) such that

u(z,y)de — v(z,y)dy = do(x,y) (4.45)

v(z,y)de + u(z,y)dy = dip(z,y) (4.46)
If such functions exist, then the integrals

P = ¢(x2,92) — ¢(x1,1), Q= Y(w2,y2) —Y(w1,1) (4.47)

are independent of contour.”

I'This question is also encountered in the discussion of conservative forces in mechanics: is the work done by a
force independent of the path joining two endpoints? If so, the force can be derived from a potential energy function.
2The functions ¢ and ) here are analogous to the potential energy in mechanics.
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Equations (4.45) and (4.46) imply that « and v can be expressed as partial derivatives of ¢
and v according to

_9¢ _ %
u(x,y) = pr 9y (4.48)
B )
v(z,y) = a% = fa—j (4.49)

If further u(x,y) and v(z,y) have continuous first partial derivatives in a simply connected
region R containing the contour C, then the mixed second partial derivatives of ¢ and ) can
be taken in either order, so that

0? 0 0 0?

o _Ou_ Ov_ 99 (4.50)

Oyoxr Oy or  0x0y

0% _O0v Ou 0%

oydr Oy Oz  Oxdy
in R. Equations (4.50) and (4.51) are precisely the Cauchy—Riemann conditions (4.5) for the
analyticity of f(z) in R.

4.51)

4.2.2 Cauchy’s Theorem

The connection between independence of path of the contour integral and analyticity of f(z)
is stated formally as

Cauchy’s Theorem. Let f(z) be analytic in the simply connected region R, and let f/(z)
be continuous in R. Then if z; and z, are any two points in R, the contour integral

/;2 f(z)dz

is independent of the actual contour in R joining z; and zo. Then also for any closed contour
in R, the contour integral

j{ f(z)dz=0 (4.52)
c

The assumption of continuity of f’(z) is actually not needed, and its elimination is central
to the theory of functions of a complex variable. However, this requires a lengthy technical
proof, and we refer the interested reader to the standard mathematics texts for details.

The result (4.52) has important implications for the evaluation of integrals in the complex
plane. It means that we can deform the contour of an integral whose integrand is analytic
in any way we wish, so long as we keep the endpoints of the integral fixed and do not cross
any singularities of the integrand. Furthermore, since an integral around the total boundary
of a multiply connected region can be expressed as a sum of integrals around boundaries
of simply connected regions, Eq. (4.52) holds as well when C' is the total boundary of a
multiply connected region in which the integrand is analytic. Thus when we deform a contour
of integration to cross an isolated singularity of the integrand, we can express the resulting
integral as the sum of the original integral and an integral around a tiny circle enclosing the
singularity of the integrand.
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4.2.3 Cauchy’s Integral Formula

Cauchy’s theorem (4.52) states that the integral of an analytic function around a closed contour
vanishes if the function is analytic everywhere inside the contour. If the function has one
isolated singularity inside the contour, it turns out that we can also evaluate the integral in
terms of the behavior of the function near the singular point.

First note that if K, is a circle of radius ¢ about z = 0, then

I,

where it is to be understood that the circle K, is followed a counterclockwise sense. Hence if
C'is any closed contour that encloses z( in a counterclockwise sense, then

j{ (z—zp)"dz = {QM n=-l (4.54)
c

0 otherwise

21 .
2z = it / i+ De g, — 2mi n=-1 (4.53)
0 0 otherwise

e

These results lead to the
Cauchy integral formula. Let f(z) be analytic in the simply connected region R en-
closed by the closed contour C'. Then for z in the interior of R, we have

j{ &) d¢ =2mif(z) (4.55)
c&—=z
Proof. Let K, be a circle of radius p about z lying entirely in R. Then
1 _
/ 1) g — 102 / e+ f 7€) = £2) 4 456)
c§&—% K, §— % Kk, §&—7%

and note that the second integral on the right-hand side vanishes, since the integrand is analytic
on and within K. |

The integral formula (4.55) can also be differentiated under the integral sign to give

oy L f©)
f(z) = o S (E— 22 dg (4.57)

and further to give the nth derivative,

fo () = 2 j{c (ff © g (4.58)

- 2mi —z)

- Exercise 4.1. Let f(z) be analytic within the circle K, : |z — 29| = p, and suppose
|f(2)| < M on K. Then

n! M

7

17 (z0)] <

(n=0,1,2,...). O
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It is also true that integration is the inverse of differentiation. If f(z) is analytic in the
simply connected region R, then the integral

F(z) = / ) f(€)dé (4.59)

is analytic in R, and F'(z) = f(z), just as in ordinary calculus. A further consequence is
that if f(z) is continuous in a simply connected region R, and if ¢, f(&) d§ = 0 for every
closed contour C' in R, then f(z) is analytic in R. In this case the integral in Eq. (4.59) is
independent of path in R, and thus defines an analytic function F'(z) whose derivative is f(z).

Remark. An important consequence of the Cauchy integral theorem is that the values of
an analytic function in a region of analyticity are completely determined by the values on the
boundary of the region. Indeed, if f(£) is continuous on the closed contour C', then

f(z) = LI 1O dé (4.60)

T omi Jo E—2

defines a function analytic within the region bounded by C'. Moreover, if a function is analytic
in a region R, then it has derivatives of all orders in R, and the derivatives are analytic in R.
These are all obtained by differentiating Eq. (4.60) with respect to z. O

4.3 Analytic Functions

4.3.1 Analytic Continuation

We have introduced analytic functions as functions differentiable in a region of the complex
plane, and as functions that define a conformal mapping from one complex plane (or Riemann
surface) to another. However, the properties of contour integrals of analytic functions, and the
power series representations derived from them, can be used to extend the domain of definition
of an analytic function by a process known as analytic continuation. This leads to a global
concept of an analytic function.

To begin, note that if uy(2), uz(2), ... are analytic in a region R, and if the series
)= unl2) 4.61)
n=1

is uniformly convergent in R, then f(z) is analytic in R. To show this, simply let C' be any
closed contour in R. Then

740 f(z)dz = g 7{} Up(2)dz =0 (4.62)
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since the uniform convergence of the series permits the interchange of summation and inte-
gration.’
In particular, the power series

o0

flz) = Z an(z — 20)" (4.63)

n=0
which is uniformly convergent within its circle of convergence is analytic within its circle of

convergence and, as already shown in Chapter 1, has derivative given by

o0

)= (n+ 1) ans(z — 20)" (4.64)

n=0

On the other hand, suppose f(z) is analytic in the simply connected region R. Let zg be
an interior point of R, and suppose the circle K, : |z — 29| = ¢ and its interior lie entirely
in R. Then for z inside K ,, we can expand the denominator in the Cauchy formula to give

1 f(e 1 & f(& n
f() = ©) g - OM %dé] (2 — 2)

= 2mi Kk, §—* %n: , (&—20)

> f£(n)
= 3 M=) nfzo)@fzo)n (4.65)
n=0 ’

Thus any function analytic in a region can be expanded in a Taylor series about any interior
point zg of the region. The series converges inside any circle in which the function is analytic;
hence the radius of convergence of a power series about z; is the distance to the nearest
singular point of analytic function defined by the power series.

Q Example 4.2. f(z) = 1/(1 + 2?) is not analytic at z = +i. Thus the Taylor series ex-
pansion of f(z) about z = 0 has radius of convergence o = 1. (Verify this by constructing
the series.) |

Q Example 4.3. f(z) = In(1 + 2) is not analytic at z = —1; it has a branch point there.
Hence we know that the Taylor series expansion of f(z) about z = 0 has radius of conver-
gence ¢ = 1, even without computing explicitly the coefficients in the series. |

An analytic function is uniquely defined by its values in any finite region; even by its values
on a bounded sequence of points within its domain of analyticity. This follows from the

3Uniform convergence means that given & > 0, there is some integer N such that

N

F2) =3 un(2)

n=1

<e

everywhere on the contour C. Hence, if L is the total length of the contour, then

[AICE > ua )]

n=1

<elL
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Theorem 4.1. Suppose f(z) is analytic in the region R, and {2, } is a sequence of points in R
with limit point zo in R, and suppose f(z;) =0 (k=1,2, ...). Then f(z) = 0 everywhere.
Proof. Since f(z) is analytic, the Taylor series (4.63) for f(z) about z has radius of conver-
gence r > 0. Now suppose a9 = 0,a; = 0,...,ay =0butayyi # 0. Thenif 0 < o < 7,
the sequence {a, 0"} is bounded, and a short calculation shows that there is some positive
constant M such that

f(2) = ant1(z = 20) V| > Mz — 2|+ (4.60)
for |z — zp| < p. Then also
[f(@)] > layt1 = M(z = 20)]|(z = 20)| " (4.67)

(think of f(2), any1(z—20)N 1 and M (z—zo)V 2 as three sides of a triangle in the complex
plane). But the right-hand side of Eq. (4.67) is positive for |z — zg| small enough, so that
f(2) # 0 in some neighborhood of zy, contrary to assumption that f(zx) =0 (k =1,2,...).
Hence every coefficient in the Taylor series must vanish, and f(z) = 0 everywhere. ]

Now suppose R and R are overlapping regions, with fi(z) analytic in Ry and f>(z)
analytic in R, and suppose

f1(2) = f2(2) (4.68)

in some neighborhood of a point zp in R; N R2. Then the preceding argument shows that
f1(z) — fa(z) = 0 everywhere in Rq N Ro. Thus the function f(z) defined by

f(z) = fi(2) (4.69)
for z in R4, and by
f(2) = fa(2) (4.70)

for z in R, is analytic in Ry U Ra. f(z) defines the (unique) analytic continuation of f1(z)
from Ry to R1 U Rs.
U Example 4.4. The function

1
1+=2

flz) = 4.71)
is the analytic continuation of the geometric series > -, (—1)"2" from |z| < 1 to the
entire z-plane except for z = —1. |

Remark. The uniqueness is based on the result that an analytic function that vanishes in an
interval (even on a bounded infinite set of points) vanishes everywhere. The corresponding
statement for functions of a real variable is not true, as can be seen from the example

~ Jexp(=1/2*) x>0
flz) = {0 <0 (4.72)
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which, as a function of the real variable x, has continuous derivatives of any order (even at
z = 0), vanishes on an interval, and yet does not vanish everywhere. O

A formal method of defining analytic continuation uses power series. Suppose
oo
f2) =" an(z—20)" (4.73)
n=0
with radius of convergence r > 0. If |z — zp| < 7, then f(z) is analytic at z;, the power
series

fz) =) bu(z—21)" (4.74)
n=0

has radius of convergence r; > 0, and the new coefficients b,, can be computed from the a,,. If
the circle |z — 21| < 71 extends beyond the circle |z — zg| < 7, then f(z) has been analytically
continued beyond the circle of convergence of the series in Eq. (4.73). Proceeding in this
way, we can analytically continue f(z) into a maximal region, the domain of holomorphy
of f(z), whose boundary, if any, is the natural boundary of f(z). Each power series is a
Sunctional element of f(z), and the complete collection of functional elements defines the
analytic function f(z). The values of f(z) obtained by the power series method are the same
as those obtained by any other method; the analytic continuation is unique.

4.3.2 Singularities of an Analytic Function

The analytic continuation process leads to a domain of holomorphy for an analytic function
that may be a region in the z-plane, the entire z-plane, or a multisheeted Riemann surface,
introduced in the discussion of conformal maps, with sheets separated by branch cuts joining
pairs of branch points of the function. Within this domain of holomorphy there may be isolated
singular points where the function is not analytic. The task now is to classify these singular
points and characterize the behavior of an analytic function near such points.

Definition 4.2. The analytic function f(z) is singular at the point z if it is not analytic
there. The point zg is an isolated singularity of f(z) if f(z) is analytic at every point in some
neighborhood of zy except at z itself. |

The isolated singularities of an analytic function fall into three classes: (i) poles, (ii) (iso-
lated) essential singularities*, and (iii) branch points. As we have seen, branch points come in
pairs, and are associated with nontrivial Riemann surfaces, but each branch point is isolated in
the examples we have seen. However, the general series expansions of functions about poles
and essential singularities are not valid near a branch point; expansions about a branch point
need special attention.

Definition 4.3. The analytic function f(z) has a pole at the isolated singularity zy if there
is a positive integer n such that (z — zo)™ f(z) is analytic at zo. The order of the pole is the
smallest n for which this is the case. If f(z) is analytic and single valued in a neighborhood
of the singular point 2o, but there is no positive integer for which (z — zo)™ f(z) is analytic at
20, then zg is an essential singularity of f(z). |

4If a f(z) has a sequence of singular points with a limit point zo, then zq is also described as an essential
singularity of f(z), but it is not isolated. In the present context, only isolated essential singularities are considered.
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Definition 4.4. The singular point zy is a branch point of the analytic function f(z) if in
each sufficiently small neighborhood of zy there is a circle K, : |z — 2| = ¢ such that

(i) f(#) is analytic on and within K, except at zy itself, and

(ii) the functional element of f(z) obtained by analytic continuation once around K, from
any point z; on K, is distinct from the initial functional element. |

Remark. Condition (ii) essentially requires that ng f'(2)dz # 0 for all g less than some
po > 0, since f(z) does not return to the same value after one trip around the circle. O

The complex plane can be extended to include the point co as the image of z = 0 under the
reciprocal transformation. Thus f(z) is analytic at co if g(§) = f(1/€) is analytic at £ = 0,
and f(z) has a pole of order n (or an essential singularity) at oo if g(£) has a pole of order n
(or an essential singularity) at £ = 0.

O Example4.5. f(z) = (2 — zp) " has a pole of order n at zg, Thus f(z) = 2™ has a pole
of order n at co. 1

Q Example 4.6. f(z) = e* has an essential singularity at oo, and f(z) = exp[1/(z — 2¢)]
has an essential singularity at zg. |

Q Example 4.7. The functions f(z) = In(z — z9) and g (2) = (z — z0)®, with & not being
an integer, have a branch point at zy. Each of these functions has a second branch point
at oo, and the functions can be made single valued in the complex plane with an arbitrary
branch cut from zg to oco. |

If f(z) has a pole of order n at z, then the function ¢(z) = (z — 29)" f(#) is analytic at
zp and the power series

$(z) = an(z— z)" (4.75)

k=0

has radius of convergence r > 0. Then also

ag a1 Ap—1 k
_ R ok n(z — 4.7
f(2) =) + ) toot o o + E ap+n(z — 20) (4.76)

and the series is absolutely convergent for 0 < |z — zp| < r. There is a similar expansion
near an essential singularity, to be derived below, that includes an infinite number of negative
powers of z — zp.

The behavior of an analytic function near a singularity depends on the type of singularity.
If f(z) is (single valued), bounded and analytic in the region 0 < |z — zg| < p, then f(z) is
analytic at zo, so that if zo is an isolated singularity of f(z), then f(z) must be unbounded
in any neighborhood of zy. If z; is a pole of order n as in Eq. (4.76), then we can let b,, =
1/ag # 0, and expand
L:Zb(zfz)k 4.77)
(2 k 0 .

—~

-
>

I

3
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with positive radius of convergence, so that 1/ f(z) is analytic and bounded in some neighbor-
hood of zy. On the other hand, if f(z) has an essential singularity at zo, then | f(z)| assumes
arbitrarily small values in any neighborhood of zy, for otherwise 1/f(z) would be bounded
in the neighborhood, and hence analytic at z. Since an essential singularity of f(z) is also
an essential singularity of f(z) — « for any complex «, this means that f(z) assumes val-
ues arbitrarily close to any complex number « in any neighborhood of an isolated essential
singularity.?

A branch point is a singularity that limits the circle of convergence of a power series
expansion of an analytic function. However the function need not be unbounded in any neigh-
borhood of a branch point (consider, for example, \/z near z = 0). Branch points of an
analytic function occur in pairs. If the analytic function f(z) has one branch point (at z1, say),
it necessarily has a second branch point zy (perhaps at co). To see this, let /{,, be the circle
|z — z1] = n(n=1,2,...). If f(2) has no branch point other than z; within K, for all n,
then then the point z = oo, which is the image of w = 0 under the reciprocal transformation
w = 1/z introduced earlier, can be classified as a branch point of f(z).

A branch cut for the analytic function f(z) is a line joining a pair of branch points of
f(2), such that (i) there is a region R surrounding the cut in which f(z) is analytic, except
possibly on the cut itself, and (ii) if 27 and 2o are two points in R, the functional element of
f(2) obtained by analytic continuation from z to zs is the same for any path in R that does
not cross the cut. While the branch points of a function are well defined, the location of the
cut joining a pair of branch points is not unique; it may be chosen for convenience.

4.3.3 Global Properties of Analytic Functions

From the classification of isolated singularities, we can proceed to study the global properties
of analytic functions.

Definition 4.5. f(z) is an entire function if it is analytic for all finite z.
U Example 4.8. Any polynomial p(z) is an entire function. |

U Example 4.9. The function e” is an entire function. |

The power series expansion of an entire function about any point in the finite z-plane has
infinite radius of convergence. Hence an entire function is either a polynomial of some degree
n, in which case it has a pole of order n at oo, or it is defined by an infinite power series
with coefficients a,, that rapidly tend to zero for large n, in which case it has an essential
singularity at oo. Thus a nonconstant analytic function must be unbounded somewhere. This
can be expressed as a formal theorem:

Theorem 4.2. If the entire function f(z) is bounded for all finite z, then f(z) is a constant.

Proof. If f(z) is bounded for all finite z, it is bounded in a neighborhood of oo, and hence
analytic there, so its power series expansion about z = 0 can have only a constant term. W

SThe precise statement is that in any neighborhood of an essential singularity, an analytic function f(z) assumes
all complex values with at most one exception (Picard’s theorem). A careful discussion is given in the book by
Copson.
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Not only the singular points, but the points where an analytic function vanishes are of
interest. We have the formal definition:

Definition 4.6. f(z) has a zero of order n at zo if 1/ f(z) has a pole of order n at zo. If f(2)
is a polynomial, then zg is a root (of multiplicity n) of the polynomial.

The properties of analytic functions lead to the most elegant proof of the algebraic fact that
a polynomial of degree n has n roots, when multiple roots are counted with their multiplicity.
This results follows from the

Fundamental theorem of algebra. Every nonconstant polynomial has at least one root.

Proof. If p(z) is a nonconstant polynomial, then p(z) — oo as z — oo, whence 1/p(z) — 0.
If 1/p(z) is also bounded in every finite region, it must be a constant. Since we assumed that
p(z) is a nonconstant polynomial, 1/p(z) must be unbounded in the neighborhood of some
finite point zg, which is then a root of p(z). |

It follows that if p(z) is a polynomial of degree n, there exist unique points z1, . . . , 2y, not
necessarily distinct, and a unique constant « such that

p(z)=alz—2z1) (2 —2zpn) (4.78)

For if 21 is a root of p(z), then p1(z) = p(z)/(z — 21) is a polynomial of degree n — 1,
which, if n > 1, has at least one root zo. Then further pa(z) = p(2)/(z2 — z1)(z — 22)
is a polynomial of degree n — 2. Proceeding in this way, we reach a constant polynomial
p(2)/(z — z1) -+ - (2 — 2zp,) (whose value we denote by «).

Remark. Thus every polynomial of degree n has exactly n roots, counted according to
multiplicity, and we can formally carry out the factorization in Eq. (4.78), even if we cannot
compute the roots explicitly. O

Definition 4.7. f(z) is a rational function if f(z) = p(z)/q(z) where p(z) and ¢(z) are
polynomials with no common root (hence no common factor).
The rational function (z) = p(z)/q(z) is analytic in the finite z-plane except for poles at the
roots of ¢(z). If ¢(z) has a root of multiplicity n at zo, then r(z) has a pole of order n at zg. If
p(2) has degree p, and ¢(z) has degree ¢, then

(i) if ¢ > p, then r(2) has a zero of order ¢ — p at oo,

(ii) if ¢ = p, then r(2) is analytic at co, with r(c0) # 0,

(iii) if ¢ < p, then r(z) has a pole of order p — ¢ at cc.
These properties are more or less evident by inspection. Less obvious, but nonetheless true,
is that a function analytic everywhere including oo, except for a finite number of poles, is a
rational function. For if f(z) is analytic in the finite plane except for poles at 21, ..., 2, of
order ny, ..., Ny, then (z — 21)™ -+ - (2 — z»,)™™ f(z) is an entire function. If this function
has at most a pole at oo, then it is a polynomial, so that f(z) is a rational function.

Definition 4.8. A function f(z) analytic in a region R except for a finite number of poles is
meromorphic in R.

The preceding discussion shows that a function meromorphic in the entire complex plane
including the point at oo is a rational function.
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4.3.4 Laurent Series

The discussion following Eq. (4.76) suggests that there might be a power series expansion of
an analytic function valid even in the neighborhood of an isolated singularity zg, if negative
powers of z — zg are included. Such an expansion can be derived for a function f(z) analytic
in an annular region

R: 01 <|z— 20| <02

Let K be the circle |z — 29| = 01, and let K be the circle |z — 29| = g2. Then for z in R,
the Cauchy integral formula (4.55) gives

Fz) = = {ji 1) e f(f)dg} 4.79)

T omi , §—=2 K, §— 2

(both integrals are to be taken counterclockwise). Expanding the denominators in these inte-
grals leads to the expansion

f(z) = i} [an(z = 20)" + bn(z — 20) "] (4.80)
where 7

an = QLM - %dg (4.81)
and

b= a7, SO0 de @82

Now the series

(oo}

Z an(z — 20)"

n=0

is absolutely convergent for |z — zg| < g2, uniformly within any circle |z — zg| = r2 < g2, and
the circle of convergence of the series can be extended up to the singularity of f(z) outside
K> closest to zg. Also, the series

i b(z — 29) "7t
n=0

is absolutely convergent for |z — zg| > g1, uniformly within any circle |z —z9| = r1 > 01, and
the circle of convergence of the series can be extended up to the singularity of f(z) inside K
closest to zg. The complete series (4.80) is thus absolutely convergent for o1 < |z — zg| < 02,
uniformly within any ring r; < |z — zo| < 7o (With 91 < 71 < 19 < 92).
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The series (4.80) is a Laurent series for f(z) about zg. It is unique for fixed o1, 2. If
f(z) is analytic within the circle K : |z — z9| = p, except possibly at z itself, then the
inner radius p; in the expansion (4.80) can be shrunk to zero, and the function has the unique
Laurent series expansion

(oo}

f)= > anlz—2)" (4.83)

n—=—oo

about zg, where

1 f©)

The series (4.83) is absolutely convergent for 0 < |z — zg| < ¢ and the circle of convergence
can be extended to the singularity of f(z) closest to zo. Here

R(z) =Y an(z—2)" (4.85)

Sz =Y # (4.86)

is the singular part of f(z) at zp. S(z) = 0 if (and only if) f(z) is analytic at zo. If f(z) has
a pole at zg, then S(z) is a nonzero finite sum, while if f(z) has an essential singularity at 2,
then S(z) is an infinite series convergent for all |z — zo| > 0.

Definition 4.9. The coefficient a_; in Eq. (4.83) is the residue of f(z) at 2.

This coefficient has a special role in evaluating integrals of the function f(z), as will be seen
in the next section.

O Example 4.10. The logarithmic derivative of the analytic function f(z) is defined by

d _ ')

3 W)= 55 (4.87)
If f(z) has a zero of order n, then near z, we have

f(z)~a(z—2)" and f'(2) ~na(z — 2)" ! (4.88)

so that the logarithmic derivative has a simple pole with residue n at zg. Also, if f(z) has
a pole of order n at zg, the logarithmic derivative has a simple pole with residue —n. This
result will be used to derive the useful formula, Eq. (4.105). |
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4.3.5 Infinite Product Representations

There are useful representations of analytic functions in the form of series and products that
are not simply power series expansions of the forms (4.63) and (4.83). In particular, there
are representations that explicitly display the zeros and poles of a function by expressing the
function as a product of its zeros times entire functions chosen to make the product converge,
or as a sum over the singular parts of a function at its poles, modified by suitable polynomials
to insure convergence of the sum.

O Example 4.11. The function (sin7z)/7 is a function with simple zeros at each of the
integers. If we are careful to combine the zeros at z = &+ n, we can write

2

sinmz = wz h(z) H <1 - Z—) (4.89)
n=1

n2

The infinite product is absolutely convergent for all finite z, according to the criteria devel-
oped in Section 1.2, so the function h(z) on the right-hand side must be an entire function
with no zeros. It takes a further calculation to show that in fact h(z) = 1. |

U Example 4.12. A closely related function is 7 cot 7z, which is meromorphic in the z-
plane with an essential singularity at co. This function has simple poles at each of the
integers, with residue = 1, suggesting the expansion

o0

1 = 1 1 1 2z
t — — = — _— 4.90
meot mz z+; (zn+z+n) z+21227n2 (4.90)

n=

This series is absolutely convergent in the finite z-plane except on the real axis at the
integers, although here, too, a further calculation is needed to show that a possible entire
function that might have been added to the right-hand side is not present. |

First let H(z) be an entire function with no zeros in the finite plane. Then there is an entire
function h(z) such that

H(z) = e (4.91)

since if we define h(z) = In H(z) by taking the principal branch of the logarithm, there can
be no singularities of h(z) in the finite plane. An entire function F'(z) with a finite number of

zeros at 21, . . ., Zy, With multiplicities ¢4, . . ., ¢,, can evidently be written in the form
F(z)=H(z) [] (z— )% (4.92)
k=1

where H (z) is an entire function with no zeros in the finite plane. If F'(z) is an entire function
with an infinite number of zeros at 21, 25, . . . with corresponding multiplicities ¢1, g, . . ., then
this representation must be modified, since the infinite product in Eq. (4.92) does not converge
as written.
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The Weierstrass factorization theorem asserts that a general representation of an entire
function with zeros at z1, 23, . . . with corresponding multiplicities g, g2, . . . is given by

F(z) = H(z) ﬁ Kl - Z> () } " (4.93)

k=1

where the functions ~,(z) are polynomials that can be chosen to make the product converge
if it is actually an infinite product, and H(z) is an entire function with no zeros in the finite
plane that has the representation (4.91).

To derive Eq. (4.93), we construct polynomials -y (z) that insure the convergence of the
infinite product. First, note that the product

o0 qk
I1 (1 . i) (4.94)
2k

k=1
is absolutely convergent if and only if the series

o0

Yo

k=1

z

2k

(4.95)

is convergent, as explained in Section 1.2. There is no guarantee that this will be the case,
even though the sequence {z} — oo for an entire function (it is left as an exercise to show

this). However, it is always possible to find a sequence of integers si, ss, ... such that the
series
(o) > Sk
S= — 4.96
; a | (4.96)

is absolutely convergent for every finite z. This is true because for any finite z, there is an
integer N such that |z/z,| < 1/2 for every k > N, and if we choose s, = k + g, for
example, we will have

Y 1k< 1 (4.97)
2ac \ 2 2 '

and the series S will converge by comparison with the geometric series. Once a suitable
sequence s, S2, . . . has been found, it is sufficient to choose the polynomial 74 (z) to be

gk

2k

L ™
_ - (= 4.
me) =) — (Zk) (4.98)
m=1
The reader is invited to construct a careful proof of this statement.
There is also a standard representation for a function that is meromorphic in the finite
plane. Suppose f(z) has poles of order py, ..., p,, at the points z1, . .., z,, and suppose the
singular part (4.86) of f(z) at zj is given by

Pk

ak.n
S = T 4.99
k(2) 7?_1 (= z)" (4.99)
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Then f(z) can be expressed as

f(z)= i Sk(2) +Q(2) (4.100)

k=1

where Q(z) is an entire function. If f(z) has a pole at co, then ((z) is a polynomial, and the
expansion corresponds to the partial fraction expansion of the polynomial in the denominator
of f(z) when it is expressed as a ratio of two polynomials.

If f(2) has an infinite number of poles, at a sequence z1, 22, . . . of points that converges
to oo, then the question of convergence of the sum over the singular parts of the function at
the poles must be addressed. The result is the Mittag—Leffler theorem, which states that every
function f(z) meromorphic in the finite plane, with poles at 21, 2o, . . . of order py, po, . . ., can
be expanded in the form

F(2) =Y [Sk(z) — on(2)] + E(2) (4.101)
k=1

where E(z) is an entire function, and the functions o, (z) are polynomials that can be chosen
to make the sum converge if it is actually an infinite series. The proof of this theorem is similar
to the proof of the Weierstrass factorization theorem, in that polynomials can be constructed
to approximate the singular parts S (z) as closely as required when |z/z;| < 1.

Important examples of expansions of the types (4.93) and (4.101) appear in the discussion
of the I'-function in Appendix A.

4.4 Calculus of Residues: Applications

4.4.1 Cauchy Residue Theorem

Suppose R is a simply connected region bounded by the closed contour C, and that f(z) is an
analytic function. From Cauchy’s theorem (Eq. (4.52)), we know that if f(z) has no singular
points in R, then

%Cf(z)dz:o

If f(z) is analytic in R except for an isolated singularity at z, then we can insert the Laurent
series expansion (4.83) into the contour integral to obtain

j{ f(z)dz = 2mia_y (4.102)
c

where a_1 is the coefficient of (z — zo) ! in the series (4.83). As noted earlier, this coefficient
is the residue of f(z) at zo,

a_1 = Res,—, f(2) (4.103)
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If f(z) has several singularities within R, then each singularity contributes to the contour
integral, and we have the
Cauchy residue theorem. Suppose f(z) is analytic in the simply connected region R

bounded by the closed curve C, except for isolated singularities at z1, . .., zn. Then
N
f{ f(z)dz=2mi»  Res.—, f(2) (4.104)
c k=1

This theorem leads to both useful formal results and to practical methods for evaluating defi-
nite integrals.

The logarithmic derivative f’(z)/f(z) of the analytic function f(z) is defined by
Eq. (4.87). Recall that if f(z) has a zero of order n at zq, the logarithmic derivative has
a simple pole with residue n, while if f(z) has a pole of order n at zy, the logarithmic
derivative has a simple pole with residue —n. It follows that if f(z) is analytic in the re-

gion R bounded by the closed curve C, except for poles of order p1,...,pm at z1,..., 2m
respectively, and if 1/ f(z) is analytic in R except for poles of order ¢1, ..., ¢, at &1, ..., &,
respectively, corresponding to zeros of f(z), then
1 f'(z) - S
— dz = P — 4.105

Thus the integral around a closed contour of the logarithmic derivative of an analytic function
counts the number of zeros minus the number of poles of the function within the contour. One
application of this in quantum mechanics is Levinson’s theorem for scattering phase shifts.

4.4.2 Evaluation of Real Integrals

Consider now the integral

I = /OO f(x)dx (4.106)

which we suppose is convergent when the integration is taken along the real axis. If f(x) can
be analytically continued into the upper half of the complex z-plane, and if f(z) has a finite
number of isolated singularities in the upper half-plane, then we can close the contour by a
large semicircle in the upper half-plane, as shown in Fig. 4.2. If zf(z) — 0 as z — oo in
the upper half-plane, then large semicircle does not contribute to the integral and the residue
theorem gives

I, = 2mi Z Res.—., f(2) (4.107)
k

where the summation is over the singularities 21, z2, . . . of f(2) in the upper half-plane. This
method also works if the function can be analytically continued into the lower half-plane, with
2f(z) — 0as z — oo in the lower half-plane, so long as a minus sign is included to take into
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2.

Figure 4.2: Contour for the evaluation of the integral I;.

account the fact that the contour will now run clockwise around the singularities in the lower
half-plane.

U Example 4.13. With « > 0, a > 0, the integral

o eiaa:

can be evaluated by closing the contour in the upper half-plane (Fig. 4.2), since e?** — 0
for z — oo in the upper half-plane when a > 0; hence the integrand satisfies the re-
quirement that zf(z) — 0 as z — oo in the upper half-plane. The integrand has poles at
z = =ia, but only the pole at z = +ia is enclosed by the contour, so we end up with the
result

Fla)=—e (4.109)
This is one of the many examples of Fourier integrals (Chapter 6) that can be evaluated
using contour integration methods. |

Consider next the integral

2m
I, = f(cosB,sin ) db (4.110)
Jo

With z = €%, the integral becomes

1 1 1 1 dz
nef il (2) ()l 8 i

where K is the unit circle in the z-plane. If the integrand is analytic (in 2) on K, with a finite
number of isolated singularities within K, then the integral can be evaluated directly by the
residue theorem.
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(N

Figure 4.3: The standard keyhole contour.

U Example 4.14. With || < |a

, the integral

2
1 1 2w
F(a,b) = ——df = 2i dz = 4.112
(a,) /0 a—bcosl ng( b2 —2az 4+ b a? — b2 ( )

since one root of the denominator lies inside the unit circle, and one root lies outside (show
this), and the integral picks up the residue at the pole inside. |

A third type of integral has the generic form

I3 = /OC % f(x) dex (4.113)
0

If v is not an integer, then z* has branch points at 0 and co, which we can connect by a branch
cut along the positive real axis. Now suppose f(x) can be analytically continued into the
entire complex z-plane with a finite number of isolated singularities, and that 221 f(z) — 0
as z — 00, so that we can neglect the contribution from the large circle at co. Then the integral
I3 is related to an integral around the standard keyhole contour C' shown in Fig. 4.3 by

(1—e*™) [y = f{ 22 f(2)dz (4.114)
c

The contour integral can be evaluated by the residue theorem.
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Q Example 4.15. With 0 < |a| < 1, we have the integral

o = [ = () f

1 21 ™ (—2)
— | — = —z
1 —e2ma | za sinTa

Here we can use the fact that [,(z) must be positive when z is real and negative to be
certain we are on the proper sheet of the Riemann surface of the function (—z)~®. Start-
ing (—z)~® real and positive on the negative real z-axis, we can move anywhere in the
z-plane with an implicit branch cut along the positive real z-axis, since I, (z) will have a
different value there depending on how we approach the axis. This integral is a prototype
for integrating a function along a path joining two branch points. |

4.115)

A closely related integral is

I, = /00 f(z)dzx (4.116)
0

If f(x) can be analytically continued into the entire complex z-plane, with a finite number of
isolated singularities, then we can convert this integral into an integral

I ! (Inz)f(z)dz (4.117)

:%C

around the standard keyhole contour. For if we choose the branch cut of In 2 along the positive
real axis from O to oo, then

Inze®™ = Inz + 27 (4.118)

and if z(Inz) f(z) — 0 as z — 0 and as z — oo, we can again neglect the contribution from
the large circle at co.

O Example 4.16. The integral
<1 i In 2
——dr = — —d 4.119
/0 1+a3 " 2%%014—23 : ( )

_m{ 5 B 3 B 1 } ™
3 lw—w)w 1) (@D +1) (W) 3v3

where

1 1
w:§(1+z’¢§):e? and w*zi(l—i\/g):e_T (4.120)

are the complex cube roots of —1. The contour integral has picked up the contributions
from all three of the cube roots. 1
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13

ImE>0

/ Iwl <1 /

ImE<O0

Iwl>1

Figure 4.4: Mapping between a strip of the £-plane and the w-plane.

4.5 Periodic Functions; Fourier Series

4.5.1 Periodic Functions

Periodic functions are clearly very important in physics; here we look at some properties of
periodic functions in the complex plane. We begin with the

Definition 4.10. A function f(z) is periodic (with period a) if
f(z+a)=f(2) 4.121)

for all z. If f(z) has period «, then it also has periods 2a, 3a, ..., so that we define the
Sfundamental period (or primitive period) of f(z) to be a period « such that «/n is not a
period of f(z) foranyn =2,3,....

Functions with fundamental period « are the exponential functions exp(+27iz/a) or the
corresponding trigonometric functions sin(27z/«) and cos(27z/a). However, any function
f(2) represented by a convergent series of the form

flz) = Z e, e2nTiE/ (4.122)
n=—oo
with ¢; # 0 or c_1 # 0 will also have fundamental period a.

- Exercise 4.2. What relations exist between the coefficients ¢,, in the expansion (4.122) if
the function f(z) is real for real z? (Assume « is also real.) O

The interesting question here is whether the converse holds true: Can any function f(z)
that has period « be represented by a series of the form (4.122)? To answer this question,
introduce first the new variable £ = 2/« so that the period of the function in the £-plane is 1.
Then define the variable

w = 2™ (4.123)

OThis definition allows 4« to be fundamental periods. In general, we will choose a fundamental period o with
Ima > 0,orif Ima = 0, then Re a > 0.
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The function f(z) is completely specified by its values in the strip 0 < Re £ < 1 in the {-plane,
which is mapped into the entire w-plane by (4.123) as shown in Fig. 4.4. Thus periodicity of
f(2) in z or £ is equivalent to a requirement that f(z) be a single-valued function of w. If f
is analytic in the w-plane in some annular region R : wy < |w| < wo, then we can expand f
in a Laurent series

(o)
f=> cow" (4.124)
convergent within the annular region R. When we return to the variable z, this series is
precisely of the form (4.122), and the region of convergence is a strip of the form

S:—Inwy <27Im (2) < —1In wy

The coefficients c,, in the Laurent expansion (4.124) can be expressed as contour integrals

1 (w)

2w Jo wntl

dw (4.125)

n

where C'is a circle of radius wy inside R. This circle corresponds to the line
L:{¢=a+in|0<z<1lwy=e 2™}
in the ¢-plane, and the integral formula (4.125) can also be written as

1
2mwgy

1
/ f(ZE) 672772'71:5 dr (4126)
0

Cn

When f(z) is an analytic function of z in a strip of the form S, then the expansion (4.122)
is convergent inside the strip, uniformly in any closed region lying entirely within the strip.
The expansion (4.122) is known as a (complex) Fourier series. The series has the alternative
expression in terms of trigonometric functions as

> 2nmz > . 2nwz
f(z)=n§::0an cos( ” >+nz by, sm( o ) (4.127)

=1

in which the coefficients a,, and b,, are real if f(z) is real for real z. The coefficients ¢,,, or a,,
and b,,, are the Fourier coefficients of f(z).

- Exercise 4.3. Express the function tan 7 as a single-valued function of the variable
w = €27, Then find Fourier series expansions of tan 7€ and cot ¢ valid for Im¢ > 0. O

Periodic functions on the real z-axis that cannot be analytically continued into the complex
plane also have Fourier series expansions of the forms (4.122) and (4.127), with coefficients
given by Eq. (4.126) with wg = 1. However, the convergence properties are not the same,
since the series cannot converge away from the real axis (the strip of convergence has zero
width). These expansions will be examined further in Chapter 6 where Fourier series are
revisited in the context of linear vector space theory.
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A function f(z) for which

f(z+a) = pf(2) (4.128)

for all z (1 is a constant) is quasi-periodic, or almost periodic, with period a. A quasi-periodic
function can be transformed into a periodic function with the same period: if f(z) satisfies
(4.128) with 1 = %2, then the function

P(2) = e % f(2) (4.129)

is strictly periodic with period a.

Remark. Almost periodic functions appear as solutions of linear differential equations with
periodic coefficients that arise in the analysis of wave motion in periodic structures such as
crystal lattices. These equations have solutions of the type (4.128). That they can be expressed
in the form of Eq. (4.129) is a result known in the physics literature as Bloch’s theorem. O

4.5.2 Doubly Periodic Functions

If «v is a fundamental period of f(z), then the periods na (n = £1,42,...) liec on a line in
the z-plane. If f(z) has no periods other than these, the f(z) is simply periodic. However,
there are functions with additional periods, and a second fundamental period 3 such that every
period 2 of f(z) has the form

Q = ma +nf (4.130)

with m, n integers. Such functions are doubly periodic, and have some interesting properties
that we will now explore.’

Suppose f(z) is a doubly periodic function with fundamental periods « and 3. We can
choose « to be the period of f(z) with the smallest magnitude, and again introduce the variable
¢ = z/a, so that the fundamental periods of f in the {-plane are 1 and 7 = 3/«. Then the
values of f in the -plane are determined by its values in the fundamental parallelogram (or
primitive cell) shown by the shaded area in Fig. 4.5, and denoted by P. If f is meromorphic
in P, then f is an elliptic function, which we will assume to be the case from here on.
Remark. The primitive cell P, with opposite sides identified, is equivalent to the torus
introduced in Chapter 3—see Fig. 3.4. Thus doubly periodic functions are analytic functions
on a torus with a complex structure. O

7 A natural question to ask is whether a function can have further periods that cannot be expressed in terms of two
fundamental periods in the form (4.130). It is not possible for a nonconstant analytic function, since the existence of
a third fundamental period v would mean that any complex number of the form ma + n3 + py with m, n, p integers
would also be a period. But we can find numbers of this form arbitrarily close to any number in the complex plane
(show this), so the analytic function must be constant.
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Figure 4.5: Fundamental parallelogram P (shaded) for a doubly periodic function with periods
1 and 7. The dots in the figure indicate the different periods of the function in the £-plane of the
form m + nr.

is

L

Figure 4.6: Region in the 7-plane needed to specify the periods of a doubly periodic function.

The second fundamental period of f(z) can be chosen so that the ratio 7 of fundamental
periods lies in the shaded region of the 7 plane shown in Fig. 4.6.® The origin can be chosen
so that no singularities of f lie on the boundary of the primitive cell P. The function f must
then have poles within P, else it would be a bounded entire function, and thus a constant. The
order of an elliptic function f(z) is the sum of the orders of the poles of f(z) in P.

81f 7 is a fundamental period, so are —7 and 7 & 1. Hence the second fundamental period can be shifted to lie in
the strip f% < Ret < % with Im 7 > 0. Also, || > 1 since we have rescaled z by the fundamental period of
smallest magnitude.
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If K is the boundary of P, then the periodicity of f(z) implies

f{ f(§)d§é=0 (4.131)
K

since the contributions to the integral from opposite sides of P cancel. Thus the sum of the
residues of f at the poles in P must be zero. Hence f cannot have just one simple pole
inside P; the minimum order of an elliptic function is 2, corresponding to a function that
has either a double pole with zero residue, or a pair of simple poles with equal and opposite
residues.

The order n of an elliptic function f is also equal to the number of zeros of f inside P
(counted with appropriate multiplicity), since double periodicity also implies

1 f'(€)

2mi Jg f(f)

as in Eq. (4.131). We know from Eq. (4.105) that this integral is equal to the number of zeros
minus the number of poles of f inside P. Then f assumes any complex value ¢ exactly n
times inside P°, since if f is an elliptic function of order n, sois f — c.

Some elliptic functions that occur in physics are introduced in Appendix A of Chapter 5.

d¢ =0 (4.132)

A Gamma Function; Beta Function

A.1 Gamma Function

An important special function that has already made a brief appearance in Chapter 1 is the
I'-function, defined for Re z > 0 by the integral

I'(z) = / t*~tetdt (4.A1)
0

When z is a positive integer n + 1, the integral can be evaluated using integration by parts, for
example, to give

P(n+1)= / t"e tdt = n! (4.A2)
0
(n=0,1,2, ...). Also, when z is a half-integer, we can let ¢ = u? to obtain
e 1 e , 2n)!
L(n+ 1) = / t"T2e N dt = 2/ u? e~ du = 2(2:) VT (4.A3)
0 0 n!

(n=0,1,2,...).
The I'-function defined by Eq. (4.A1) is the analytic continuation of the factorial function
defined for integers into the half-plane Re z > 0. Note that it is analytic, since the derivative

IM(z) = / Oo(lnt)tz’l e tdt (4.A4)
0

9The reader is invited to provide a modification of this statement for a value c that occurs on the boundary of P.



200 4 Functions of a Complex Variable

is well defined for Re z > 0. Integration by parts in Eq. (4.A1) gives the recursion formula

20(z) =T(2+1) (4.A5)
and then
z2(z4+1) - (z4n)T(2) =T(z+n+1) (4.A6)

(n = 1,2, ...) for Re z > 0. But the right-hand side is analytic for Re z > —n — 1, so
this equation provides the analytic continuation of I'(z) to the half-plane Re z > —n — 1.
It follows that I'(z) is analytic everywhere in the finite z-plane except for simple poles at
z=0,—1,-2, ..., with residue at the pole at z = —n given by (—1)"/n . These analyticity
properties also follow from the expansion

1 [e%e}
I'(z) = / tzfle*tdt+/ t*~tetdt
0 1

— 2(71)” ! +/OO 7=t gt (4.A7)
1

nl z4+n
n=0

where we note that the sum is absolutely convergent everywhere except at the poles, and the
integral is an entire function with an essential singularity at co.

Consider now the product I'(z)T'(1 — z), which has poles at each integer, with the residue
of the pole at z = n given simply by (—1)™. It is thus plausible that

™

Tz)I(1-z2) = (4.A8)

sinmz’

To show that this is actually the case, suppose 0 < Re z < 1. Then

oo oo
rzra-z = / t*~te tdt / u e “du
0 0
> 2 o 2
_ 4/ CE2Z_1 e~ dx / y1—22 e Y dy
0 0

_ 4/ re=™ dr / (cot )21 df
0

0

oo 2z—1
- 9 / S P —) (4.A9)
o 1482 sinmz

where the last integral is evaluated using the standard keyhole contour introduced in the pre-
ceding section. The result (4.A8), derived for 0 < Re z < 1, is then true everywhere by
analytic continuation.

An infinite product representation of the I'-function is derived from the expression

n n 1
[(z) = lim (1—3> t*~1dt = lim {n/ (1—u)”uz—1du}
n—oo 0 n n—oo 0

. . n!
- nh—>nolo {n 2(z+1) - (z+n) } (4.A10)
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valid for Re z > 0. It follows that

= lim {exp (; 1nn> z] ni[l [<1+i) em}}
=z ﬁ [(1+%) e‘ﬂ “.A11)

where 7 is the Euler-Mascheroni constant defined by

v = lim ( > 1 1nn> (4.A12)
n—00 m

m=1

(see Eq. (1.72) and Problem 1.12 for further details). The infinite product is convergent for
all finite z due to the inclusion of the factor exp(—z/m). This is an example of the factor
exp[ym(2)] introduced in Eq. (4.93).

- Exercise 4.A1. Using the infinite product representation (4.A11) or otherwise, derive the
duplication formula

D(z)T(z+3) = % (4.A13)

This result and Eq. (4.A8) are quite useful. O

The infinite product representation (4.A11) can be used to derive an integral representa-
tion for the logarithmic derivative of the I'-function, which appears in some physics contexts.
Taking the logarithm of both sides of Eq. (4.A11) gives

InT(z) = —yz — Inz + i [% —tn (14 %)] (4.A14)

m=1

and then, by differentiation,

(z) d 1 - 1
= — [InD(z)] = —y Z+zm§::17 (4.A15)

['(z) dz m(z +m)

Now recall the result

1 _ =t oo —t
7=/ (1 ¢ >dt—/ £ at (4.A16)
0 3 1t

from Problem (1.12), and note that

1 :/ e~ Gtmt gy (4.A17)
zZ+m 0
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We then get the integral representation

o0 —t —zt
diz [InT(2)] :/O (eT - 1eet) dt (4.A18)

valid for Re z > 0. Since

oo -t _ ==zt
/ S P (4.A19)
0 t
we have the alternative representation (still for Re z > 0)
d > 1 1 —zt
o [1nF(z)]=lnz—|—/0 <¥_1—6_t> e ' dt (4.A20)

The Bernoulli numbers Bs,, are defined by the expansions

L =1+1 (4.A21)

o0

t Bgn on
= *‘HZ (4.A22)

The term in parentheses in the 1ntegrand in Eq. (4.A20) can be expanded to obtain the asymp-
totic expansion

d Ban
- [InT(z)] ~Inz = o — Z 22 z2n (4.A23)

for z — oo in any sector |arg z| < %qﬁ — 0 (0 < 4 < §). This expansion can be integrated
term-by-term to give

> Bonia 1
InT(z) ~(z—3)lnz—24+C+ Z Gnt 1)(2n 1 2) 2 (4.A24)
n=0

where the constant C' must be determined separately. The calculation in Section 1.4 gives (see
Eq. (1.111))
C = In(2n) (4.A25)

The corresponding asymptotic expansion of the I'-function itself is then given by
2T [2\? — Ban+o
re) ~ = (2) S [ M
(2) z \e exp{g (2n+1)(2n + 2)

2 2\ % 1 1 1
- JZ () - 4.A2
z (e) { * 12z+28822 +O(z3>} (4.A26)

(Stirling’s series). The expansion of n! for large n obtained from this using Eq. (4.A2) is
important in statistical physics.

3
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A.2 Beta Function

Now consider the product

o0 o0
/ 2 e % dx / P le v dy
0 0
o0 u
/ / 2 Y u—2) e " dz du
o Jo
o0

1
/ utP et dy, / et - tar
0 0

[(a)0(B)

1
T(a+p) / t 1 — )P tat (4.A27)
0

where u = x 4+ y and x = ut.
The beta function B(«, ) is defined by

I'(a)L(5)

ot 5 (4.A28)

1
B(a,ﬂ)z/o 11— )P tat =

where the integral is defined for Re & > 0, Re 8 > 0. The ratio of the I'-functions then
provides the analytic continuation of B(«, 3) to all «, 3. A second integral representation of
the beta function is

B(a, 8) = /000(1 — e V)Tl emow gy (4.A29)

which follows from the substitution ¢ = e~" in Eq. (4.A28).
For fixed 3, B(«, [3) is an analytic function of @ with simple poles at « = 0, —1, -2, ...
corresponding to the poles of I'(«). The residue at the pole at « = —n is given by

(=D" L)
n! T(-n+0B)
_(n=-pBmn-p-1)---(1-7)

o n!

Resq——nB(a, 3) =

(4.A30)

(n = 0,1,2,...). Note that if § = m is a positive integer, the apparent poles at « =
—m, —m — 1, ... are not actually present.
The B-function can be expanded as a sum over its poles according to

L()T(0) i (n=p)n-p-1)--0-p) 1

Ia+ ) - 4 n! a+n (4.A31)

=0

If Re 8 > 0, the series is absolutely convergent for all o except at the poles.

- Exercise 4.A2. Prove the convergence of the series (4.A31). O
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Problems

1. For each of the mappings

. 2241
)  w=-F—
(i) w = tan z

explain: For what values of z does the mapping fail to be conformal? What are the
branch points of the map in the w-plane? What is the structure of the Riemann surface
corresponding to the w-plane? Find appropriate branch cuts in the w-plane, and indicate
what region of the z-plane is mapped onto each sheet of the w-plane. Sketch some details
of the mapping.

2. Consider the linear fractional transformation

az+b
cz+d

ZH=w =

with A = ad — bc = 1. With this transformation we can associate the 2 x 2 matrix

_f(a b
A= (C d)
(note that det A = A = 1).

(i) Show that the result of the linear fractional transformation with associated matrix A
followed by the linear fractional transformation with associated matrix A, is a linear
fractional transformation whose associated matrix is the matrix product AsA;.

Remark. Thus the transformation group SL(2) defined by 2 x 2 matrices A with
det A = 1 has a nonlinear realization by linear fractional transformations of the complex
plane. O

(ii) Show that if the matrix A is real, then the associated linear fractional transformation
maps the upper half z-plane into the upper half w-plane.

3. Discuss the analytic properties of each of the functions below. In particular, locate and
classify the singularities of each function, calculate the residue at each pole, join each
pair of branch points with a suitable cut and calculate the discontinuity across the cut,
and describe the Riemann surface on which each function is defined.

. z

(1) (Z2 _ a2 ) 2
.. sin z

(1) o

(i) ——In (1 i ﬁ)




206

4.

Is it always true that

Inziz0 =Inz +1n 29

4 Functions of a Complex Variable

when z; and z; are complex? Explain your answer with words and pictures.

Consider the function

fo) = ——

a+bz+ iz

where a, b are real constants. f(z) is defined on the two-sheeted Riemann surface as-
sociated with /z. Choose the branch cut in the z-plane to run from 0 to oo along the
positive real axis, and define the principal sheet to be where /Z is positive as the real
axis is approached from the upper half z-plane (note that Tm /= > 0 on this sheet). Find
the pole(s) of f(z) on the Riemann surface, noting carefully on which sheet each pole is
located. Consider all possible sign combinations for a, b.

Derive the power series

Use the arctangent series from the preceding problem to show that

T > 1
8 D (4n+ 1)(dn + 3)

n=0

. Show that

1 - 1
sinz n;m (z +nm)?

From this result, show that

and the sum

W=y -
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9.

10.

12.
13.

14.

Planck’s radiation law. In an ideal blackbody at (absolute) temperature 7°, the electro-
magnetic energy density between frequencies v and v + dv is given by

3 1
u,dy = (8#};1/ ) i dv
c exp (k—;) —1

where h is Planck’s original constant (h = 27h), k is the Boltzmann constant, and c is
the speed of light.

(1) Show that the total energy density is proportional to the fourth power of temperature,

U(T)E/ u, dv = aT*
0

Remark. This is the Stefan—Boltzmann law for blackbody radiation; the power radiated
from a blackbody is proportional to its energy density, and hence also to the fourth power
of the temperature. O

(ii) Evaluate the Stefan—Boltzmann constant « in terms of A, k, and c.

Consider the expansion

1 (o)
S
V1—=2hz+h? =

For fixed h > 0, find the region in the z-plane for which this series is convergent.

. Find the conditions under which the series

S(2)

nz::l (I —27)(1 —zntl)

is convergent and evaluate the sum.
If F'(z) is an entire function with zeros at 21, zs, . . ., then the sequence {z;} — oc.

Evaluate the integrals
<1
i —d
() /O e

.. o 1
(i) /_Oo (1+22)(1 — 2ax + 22) de

with « being a fixed complex number.

Suppose m and n are positive integers with m < n. Evaluate the integral

00 mZm
Imm, = /O m dx
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15. Evaluate the integrals
4 1
() / ———df
o 14sin“ @

2m 102
. sin” 0
(@) /0 a+bcosf 40

/°° cos ax — cos bx

(iii) - dx

— 00

> cosax
i —d
@iv) /0 T T

with a, b real and positive.

16. Evaluate the integral

[e’e] xafl
In(a) = /O m dx

with n being a positive integer, and 0 < a < 2n.

17. Evaluate the integral

<1
/ ne dx
o 1+a?

18. Evaluate the integral

© dx
I(a) =
(a) /0 cosh az

19. Consider the function h(z) defined by

2
x2e” "
——d

M=) = % /0°° 1— 2

(i) Evaluate h(0).

4 Functions of a Complex Variable

(ii) Find the power series expansion of h(z) about z = 0. For what region in the z-plane

is the series convergent?

(iii) For what region in the z-plane is h(z) defined by the integral? Locate the singular-
ities of h(z). Find suitable branch cuts connecting branch points of /(z), and describe

the Riemann surface of the function.
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20. (i) Compute the volume V(S™) of the sphere S™. First, consider the n-dimensional
integral

(oo} o0 5
Inz/ / e " dx1,...,dx,
— 00 — 00

with 72 = 2% + -+ + 22 (r is the radial coordinate in n-dimensional spherical coordi-
nates). In Cartesian coordinates, the integral can be expressed as a product of n identical
one-dimensional integrals. In spherical coordinates, it is given by

I, =V(S"™ ) / e dr
0

which can be evaluated in terms of a I'-function. Then evaluate V(S"~1).
(ii) Evaluate the volume V(B"™) of an n-dimensional ball B” of radius R.

(iii)) Compare your results with the standard results for n = 1,2, 3.

Remark. Once these results are expressed in terms of I'-functions, there is no need for
the dimension n to be an integer. Extending these results to noninteger n is useful in
renormalization group analyses both in quantum field theory and in statistical mechanics
of many-body systems. O

21. Show that 1/T'(z) can be written as a contour integral according to

1 1 —z —t

where C'is the standard keyhole contour shown in Fig. 4.3.

22. Show that

R L R L dr — I'(a)T(b) 1
/o @+p) T T(a+b) I+p)ep

forRea > 0,Reb > 0,p > 0.
23. Show that

™

I, = /5 sin2 g dp — 9201 L F 3
0

I'2n+1)
forn =0,1,2,.... Evaluate this for n = 0 to show that
L(z)=vr

Finally, show that
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24.

25.

26.

4 Functions of a Complex Variable

Recall the Riemann (-function defined in Chapter 1 for Re s > 1 by

=1
2

n=1

¢(s)

(i) Show that

for Re s > 1.
(ii) Show that

— 3 _4\s—1
g(s):F(l . )/C( O

et — 1

where C' is the standard keyhole contour shown in Fig. 4.3. Then show that ((s) is
analytic in the finite s-plane except for a simple pole at s = 1 with residue 1.

(iii) Evaluate {(—p) (p = 0,1,2, ...) in terms of Bernoulli numbers (Egs. (4.A21) and
(4.A22)).

Find the sum of the series
oo
Z e cos2mnz
n=0

(b > 0). For what values of z does the series converge?

Suppose the elliptic function f(z) of order n has zeros at aq,...,a, and poles at
b1, ..., by, in a primitive cell P. Show that

n n
> ar—=> b =pa+qB
k=1 k=1

where «, 3 are the fundamental periods of f(z), and p, ¢ are integers.
Hint. Evaluate the integral

1 f'(2)

omi Sy © f(2)

around the boundary K of P.

dz
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5 Differential Equations: Analytical Methods

In Chapter 3, we introduced the concept of vector fields and their lines of flow (integral curves)
as solutions of a system of first-order differential equations. It is relatively straightforward to
generate a solution to such a system, numerically if necessary, starting from an initial point in
the n-dimensional manifold on which the equations are defined. This solution will be unique,
provided of course that the initial point is not a singular point of the vector field defined by the
equations. However, there are also questions of long-term stability of solutions—do solutions
that start from nearby points remain close to each other? and if so, for how long?—that are
especially important both in principle and in practice, and many of these questions are still
open to active research. They are only mentioned briefly here to remind the reader that there
is more to using mathematics than providing input to a computer.

Moreover, not all systems of differential equations in physics are posed as initial value
problems. A vibrating string, for example, is described by a linear second-order differential
equation with boundary conditions at the endpoints of the string. Thus we need to consider
methods to find general solutions to a differential equation, and then deal with the questions
of existence and uniqueness of solutions satisfying various possible constraints. For linear
systems, the theory of linear vector spaces and linear operators in Chapters 2, 6, and 7 is
useful, but analytic techniques are still needed to construct explicit solutions.

We begin with the standard form of a system of n first-order differential equations

d

@ uk(z) = hk(ula ceey Unj Z)
(k =1,...,n), where uy,...,u, are the functions to be determined, and z is the indepen-
dent variable; here uq,...,u, and z may complex. Extending the range of the variables to

the complex plane allows us to make use of the theory of functions of a complex variable
elaborated in Chapter 4. We note that a general nth-order differential equation for a single
function v can be reduced to a system of n first-order equations by introducing as independent
variables the function v and its first n — 1 derivatives u/, . .., u(" 1.

The simplest differential equation is the linear first-order equation

Luz) + o) = 1)

z

We construct the general solution to the homogeneous equation [ f(z) = 0] with initial con-
dition u(z9) = wug, and show how the analytic properties of the solution are related to the
analytic properties of the coefficient p(z). We then show how to find the solution to the inho-
mogeneous equation.

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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We also look at some special nonlinear first-order equations. The Bernoulli equation is
reduced to a linear equation by a change of variables. The first-order Ricatti equation is
related to a linear second-order equation. We show how to solve a first-order equation that is
an exact differential. Of course there is no universal method to reduce the general first-order
equation to an exact differential!

We present the nth-order linear differential equation as a linear operator equation
Llu] = u™ (2) + pr(2)u" "D (2) + - + a1 (2) (2) + pa()u(z) = f(2)

on the linear vector space C" of n-times differentiable functions of the variable z. The linear
equation L[u] = 0 with constant coefficients is related to the equation of a linear dynamical
system introduced in Section 2.5; its solution is a linear combination of exponential functions
of the form exp(az) with constants « expressed as the roots of a polynomial of degree n. We
also find solutions when the roots of polynomial are degenerate.

The general solution of the homogeneous equation L[u] = 0 is obtained formally as a
linear combination of n fundamental solutions that define an n-dimensional vector space. If
the coefficients p1(2),...,p,(z) are analytic functions of the complex variable z, then the
solutions to L[u] = 0 are analytic except perhaps where one or more of the coefficients is
singular. The behavior of solutions near a singular point is of special interest, for the singular
points often correspond to the boundary of a physical region in the variable z. A regular
singular point is one at which the singularity of the general solution is at most a pole or a
branch point; the general solution has an essential singularity at an irregular singular point.
We note that the general solution of the inhomogeneous equation L{u] = f is given as a
particular solution of L[u] = f plus any solution of the homogeneous equation.

Second-order linear equations are especially important in mathematical physics, since they
arise in the analysis of partial differential equations involving the Laplacian operator when
these equations are reduced to ordinary differential equations by separating variables, as will
appear in Chapter 8. Here we show how to extract the leading behavior of solutions near
singular points. For equations with one or two regular singular points, we can obtain a general
solution in terms of elementary functions.

The second-order linear equation with three regular singular points is the hypergeometric
equation, and its solutions are hypergeometric functions. We describe the Legendre equation
and some of its solutions as a model of this equation, and devote Appendix A to a detailed
analysis of the general hypergeometric equation and the hypergeometric functions.

When two of the regular singular points are merged in a special way to create an irregular
singular point, the hypergeometric equation becomes the confluent hypergeometric equation.
Bessel’s equation is the version of this equation most often met, and we describe the important
properties of several types of Bessel functions. We also provide an extensive analysis of the
general confluent hypergeometric equation and the confluent hypergeometric equations that
satisfy it in Appendix B.

In Appendix C, we analyze a nonlinear differential equation that arises in the classical de-
scription of the motion of a pendulum, or of an anharmonic (nonlinear) oscillator The solution
to this equation is expressed in terms of elliptic functions, which are examples of the doubly
periodic functions introduced in Chapter 4.



5.1 Systems of Differential Equations 213

5.1 Systems of Differential Equations

5.1.1 General Systems of First-Order Equations

Differential equations with one independent variable are ordinary differential equations; those
with more than one independent variable are partial differential equations. Chapter 8 is about
partial differential equations; in this chapter we deal with ordinary differential equations, in
particular, with systems of first-order differential equations of the form

d
@uk(z) :hk(ulaaunv'z) (51)

(k=1,...,n), in which z is the independent variable, and w1, . . ., u,, are the functions to be
determined. The number n of independent equations is the order n of the system.

Remark. The general nth order ordinary differential equation has the form
F(o,o',. .., 0™ 2) =0 (5.2)

where v = v(2) is the function to be determined, and v/, . .., v(™ denote the derivatives of v
with respect to z. We assume that OF'/ dv(™ not identically zero, so that F' actually depends
on (™), and that Eq. (5.2) can be solved, perhaps not uniquely, for v(") so that we have

o™ = flo,0!,. . oY 2) (5.3)

This nth order equation can be expressed as a system of n first-order equations, so that there
is no loss of generality in starting with a system (5.1) of first-order equations. To see this,

simply define u; = v, ug = v’, ..., u, = v(»1). Then Eq. (5.3) is equivalent to the system
u, = f(ur,. .. up;2)
’U’;z,—l = Un
5.4)
) = usp
of n first-order equations of the form (5.1) for the uy, ..., u,. O

In Chapter 3, the system (5.1) defined a vector field, and its solutions were the integral
curves of the vector field when the independent variable z was a real parameter and the func-

tions hy(u1,...,u,; z) were independent of z. In many systems, the independent variable
has the physical meaning of time, and Eqgs. (5.1) are equations of motion. However, if the
functions hq, ..., h, are defined and well behaved for complex z, it is natural look for ways

to make use of the theory of functions of a complex variable introduced in Chapter 4, whether
or not complex values of z have any obvious physical meaning.

The system (5.1) does not by itself determine a set of functions uy, ..., u,. In order to
obtain a definite solution, it is necessary to specify a set of conditions, such as the values of
the uq, ..., u, at some fixed value zy of the variable z. If we are given the initial conditions

uy (ZQ) = U105y - -, un(zo) = Uno (55)
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then we can imagine generating a solution to Eq. (5.1) by an iterative procedure. Start from
the initial conditions and take a small step dz. Then advance from zg to zy + dz using the
differential equations, so that

ug(z0 + 02) = ugo + hx(uio, - - -, Uno, 20) 02 (5.6)

(k =1,...,n). A sequence of steps from 2y to z; = 29 + dz to 25 = 21 + dz and so on,
generates an approximate solution along an interval of the real axis, or even a curve in the
complex plane. We can imagine that the accuracy of the approximation could be improved
by taking successively smaller steps. This procedure, which can be implemented numerically
with varying degrees of sophistication, has an internal consistency check: if we advance from
Zp to z; and then return from z; to zq, perhaps using different steps, then we should reproduce
the initial conditions. Similarly, if we move around a closed path in the complex plane and
return to zp, then we should return to the initial conditions, unless by chance we have encircled
a branch point of the solution.

A more formal method of generating a solution to the system of equations (5.1) is to
evaluate higher derivatives at zy according to

du " Ohy du, 6hk " Ohy 6hk.
// 7k
pu— = m '7
Uk Z O, dz Z aum 0z -7

(k =1,...,n), and so forth, assuming the relevant partial derivatives exist. If they exist, the
higher derivatives can all be evaluated at zy in terms of the initial conditions (5.5), leading
to a formal power series expansion of the solutions u1, . .., u, about zy. If these series have
a positive radius of convergence, then a complete solution can be constructed in principle by
analytic continuation.

These ideas lead to many important questions in the theory of differential equations.
Among these are:

(i) Do the solutions obtained by the iterative method converge to a solution in the limit
0z — 0?7 Do the formal power series solutions actually converge? If they do, what is their
radius of convergence?

(1) What about the existence and uniqueness of solutions that satisfy other types of condi-
tions. For example, does a second-order equation have a solution with specified values at two
distinct points? If so, is this solution unique?

(i) What is the behavior of solutions near singular points of the equations, where one
of the functions hg(u1,us, ..., uy,;2) in Eq. (5.1), or the function f(v,v’, v(=1: 2) in
Eq. (5.3), becomes singular? Are there other singularities in the solutions that cannot be iden-
tified as singularities of the equations? The only singularities of solutions to linear equations
are singularities of the coefficients, but the solutions of nonlinear equations often have singular
points that depend on the initial conditions, or boundary conditions, imposed on the solutions.

(iii) Can we understand qualitative properties of solutions without necessarily construct-
ing them explicitly. This involves the use of various schemes for constructing approximate
solutions in a local region, as well as tools for characterizing global properties of solutions.

(iv) What approximate schemes are known for computing numerical solutions? Since
few differential equations allow complete analytic solutions, it is important to have reliable
methods for determining solutions numerically.
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Various aspects of these issues are discussed in this and subsequent chapters, with the no-
table exception of numerical methods, which are mentioned only briefly. With the widespread
availability of powerful computers, numerical methods are certainly important, but computa-
tional physics is a subject that is complementary to the mathematics discussed in this book.

5.1.2 Special Systems of Equations

Certain special classes of differential equations have been studied extensively. A system de-

scribed by Eq. (5.1) is linear if each of the functions Ay (u1, ..., u,; z) is linear in the vari-
ables uy, ..., u,, though not necessarily in z. Similarly, Eq. (5.3) is linear if the function
f(v,v', ..., 0" 1); 2) is linear in the variables v,v’,...,v" 1. Linear equations are es-

pecially important in physics; many fundamental equations of physics are linear (Maxwell’s
equations, the wave equation, the diffusion equation and the Schrodinger equation, for exam-
ple). They also describe small oscillations of a system about an equilibrium configuration,
and the analysis of the stability of equilibria depends heavily on the properties of these linear
equations.

An autonomous system of equations is one in which the functions hg(uq,. .., uy,; 2) in
Eq. (5.1) are independent of z. Such a system is unchanged by a translation of the variable z;
the solutions can be characterized by curves in the space of the variables u, . . ., u, on which
the location of the point z = 0 is arbitrary. Equations (3.47) that define a vector field are
autonomous, and we have seen how the solutions define a family of integral curves of the
vector field.

Remark. An autonomous system of order n can generally be reduced to a system of order
n — 1 by choosing one variable u,, = 7, say, and rewriting the remaining equations in (5.1) in
the form

duk
hn(U]_,Ug,...;T)?:hk;('U/]_,'U/Q,...;T) (5.8)
for k = 1,...,n — 1. Conversely, a nonautonomous system of order n can always be trans-
formed into an autonomous system of order n + 1 by introducing a new dependent variable
Up+1 = 2. These transformations may, or may not, be useful. O

A system of differential equations of the form (5.1) is scale invariant if it is invariant under
the scale transformation z — az (a is a constant). To be precise, this means that

du
— = h(u; z2) = h(u; 5.9
= h(u;2) = h(ua2) 59)
If we define g(u; z) = zh(u; z), then we have g(u; z) = g(u;az), so that g(u; z) is actually
independent of z. If we then introduce the variable 7 = In z, we have

du  du
— == 5.10
2= =9 (5.10)
which is an autonomous equation in the variable 7. This argument evidently applies as well
to a system of the form (5.1).



216 5 Differential Equations

- Exercise 5.1. A differential equation is scale covariant, or isobaric, if it is invariant under
the scale transformation z — az together with u — a” u for some p. Show that if we let

then the resulting equation for w will be scale invariant. O

While the properties of autonomy and scale invariance allow the reduction of a differential
equation to one of lower order, there is no guarantee that this is a simplification. For example,
an nth order linear equation is reduced to a nonlinear equation of order n — 1, which is seldom
helpful. But there is such a variety of differential equations to deal with that there are no
universal methods; all potentially useful tools are of interest.

5.2 First-Order Differential Equations

5.2.1 Linear First-Order Equations

The simplest differential equation is the linear homogeneous first-order equation. This has the
standard form

u'(2) + p(2)u(z) =0 (5.11)
If we write this as
C%u = —p(z)dz (5.12)

then we find the standard general solution

u(2) = u(zo) exp {— / p(6) d£} (5.13)

if p(z) is analytic at zy. The solution thus obtained is uniquely determined by the value u(zp),
and is analytic wherever p(z) is analytic.
We can also see that if p(z) has a simple pole at z; with residue «, then

u(z) ~(z—21)"¢ (5.14)

as z — zp. This follows from the observation that

/Zp(f)d£= e d§+C=aln<Z_Z1)+C (5.15)

20 20 §— 21 20 — 21

where C' is a constant of integration. Thus for z ~ z;, we have

u(z) ~ Au(z) exp [—a In ( — )] = Au(z) (ZO — )a (5.16)

20 — 21

for z — 2, with A = exp(—C) another constant. Note that if « is a negative integer, then the
solution u(z) will be analytic at z; even though the equation is singular; a singularity of the
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equation does not always give rise to a singularity of the solution. If p(z2) has a pole of higher
order or an essential singularity at z;, then the integral of p(¢) will have a pole or essential
singularity, and hence the solution will have an essential singularity there. Thus the behavior
of the solution near a singularity of p(z) is governed by the properties of the singularity.

To solve the corresponding inhomogeneous equation

u'(2) + p(2)u(z) = f(z) (5.17)
we can make the standard substitution
u(z) = w(z)h(2) (5.18)

where
h(z) = exp {— IR d&} (5.19)

is a solution of the homogeneous equation if p(z) is analytic at zo. If f(z) = 0, then w(z) is
constant, but in general w(z) satisfies the simple equation

h(z)w'(2) = f(2) (5.20)

that has the general solution
w(z) = u(zo) +/Z0 % dg (5.21)

if f(z) is analytic at z. The solution is uniquely determined by u(z).
- Exercise 5.2. Find the solution u(z) of the differential equation

d
% + au(z) = Acoswz
satisfying the initial condition «(0) = 1. Here A, «, and w are real constants. O

A nonlinear equation closely related to the linear equation is the Bernoulli equation
u'(2) + p(2)u(z) = f(2)[u(z)]* (5.22)
with a # 1 a constant. If we let
w(z) = [u(z)]"* (5.23)
then w(z) satisfies the linear inhomogeneous first-order equation
w'(2) + (1 = a)p(z)w(z) = (1 - @) f(2) (5.24)

We can solve this equation using the standard methods just described.
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5.2.2 Ricatti Equation
The Ricatti equation is

u'(2) = qo(2) + q1(2)u(2) + g2(2)[u(2)]? (5.25)

There is no completely general solution to this equation, but if we know a particular solution
uo(z), then we can find the general solution in the form

u(z) = up(z) — ﬁ (5.26)
where c is a constant. Here v(z) satisfies the linear inhomogeneous first-order equation

v'(2) + [a1(2) + 2¢2(2)uo(2)]v(2) = cga(2) (5.27)
that can be solved by the standard method. It is also true that if u(z) is a solution of Eq. (5.25),
then w(z) = —1/u(z) is a solution of the Ricatti equation

w'(2) = g2(2) — qu(2)w(z) + qo(2) [w(2)]? (5.28)

with coefficients ¢o(z) and ¢2(z) interchanged.

O Example 5.1. Consider the equation
u'(2) =1 — [u(2)]? (5.29)
One solution of this equation is
ug(z) = tanh z (5.30)

To find the general solution, let

1

=tanhz — — 5.31
u(z) = tanh z o(2) (5.31)
Then v(z) must satisfy the linear equation
v'(z) = 2tanhz v(z) — 1 (5.32)
To solve Eq. (5.32), let
v(z) = w(z) exp {2/ tanh & df} = w(z) cosh? 2 (5.33)
20

[recall [ tanh zdz = Incosh z]. Then w(z) must satisfy

w'(z):—exp{Q/Ztanhﬁdf} o (5.34)

2
20 cosh” z
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This equation has the solution
w(z) = A — tanh z (5.35)

where A is a constant of integration, and working backwards to the solution of Eq. (5.29),
we find the general solution

1 _ Asinhz — cosh 2

u(z) = tanhz cosh z(Acoshz —sinhz)  Acoshz — sinh 2 (5:36)
Note that u(0) = —1/A. |

- Exercise 5.3. Solve the equation

u'(2) = 1+ [u(2)]? (5.37)
by finding suitable changes of variables. o
- Exercise 5.4. Find the general solution of the differential equation

(1— 22/ (2) — zu(z) = 2[u(z)]?
by one method or another. |

The Ricatti equation (5.25) is nonlinear, but it can be converted to a second-order linear
equation by the substitution

1 /
u(z) = — y(2) (5.38)
22(2) y(2)
A short calculation then shows that y(z) satisfies the linear second-order equation
" »(2)]
Y2~ a) + T (E) + ao(2)a(z)y(z) = 0 (5.39)

Conversely, the Ricatti equation can be used to factorize a second-order linear differential
equation into a product of two first-order linear equations, as shown in the following exercise:

- Exercise 5.5. Show that the second-order linear differential operator
d? d

can be factored into the form

b= vsa] [ o]

if s(z) 4+ t(z) = p(z) and ¢(z) is a solution of the Ricatti equation

t'(2) = [t(2)]” = p(2)t(2) + a(2)

Then find the general solution to the factorized equation

Llu(z)] = f(2)

with u(zp) = g, expressed in terms of certain definite integrals. O
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5.2.3 Exact Differentials

The general first-order equation can be written in the form
g(u, z)du+ h(u,z)dz =0 (5.40)

If there is a function F'(u, z) such that

OF OF
g(u,z) = B and h(u,z) = 9 (5.41)
then Eq. (5.40) is exact; it has the form
ar =28 g Y 0 o (5.42)
ou 0z

Then the surface of constant F'(u, z) defines a solution to Eq. (5.40). Evidently, Eq. (5.40) is
exact if and only if

0 0
ag(u, z) = %h(u, 2) (5.43)

A first-order equation that is not exact can be converted into an exact equation if there is a
factor \(u, z) such that the equation

Mu, 2)g(u, 2) du + Mu, 2)h(u, 2) dz =0 (5.44)

is exact; such a factor \(u, z) is an integrating factor for Eq. (5.40). While the existence of
such an integrating factor can be proved under fairly broad conditions on the functions g(u, z)
and h(u, z), there are few general techniques for explicitly constructing the integrating factor;
intuition and experience are the principal guides.

Remark. The above discussion can be amplified using the language of differential forms. In
a manifold M with u and z as coordinates, we define the form

o= g(u, z)du + h(u, z)dz (5.45)

Equation (5.40) defines a slice of the cotangent bundle 7*(M). If we introduce the vector
field

v = h(u, z)% - g(u, z)% (5.46)
then Eq. (5.40) requires

(o,0) =0 (5.47)
so the solution curves for Eq. (5.40) are orthogonal to the integral curves of v. Equation (5.43)

is equivalent to do = 0; if it is satisfied, then there is (at least locally) a function F' such that
o = dF, corresponding to Eq. (5.41). |
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5.3 Linear Differential Equations

5.3.1 nth Order Linear Equations

Many physical systems show linear behavior; that is, the response of the system to an input
is directly proportional to the magnitude of the input, and the response to a sum of inputs is
the sum of the responses to the individual inputs. This behavior is a direct consequence of the
fact that the laws governing such systems are themselves linear. Since these laws are often
expressed in the form of differential equations, we are led to study the general linear nth order
differential equation, which has the standard form

Liu) = u™ (2) + pr(2)u™ "V (2) + - 4 pp_1(2)U/ (2) + pu(2)u(z) = f(2) (5.48)
with corresponding homogeneous equation
Llu] =0 (5.49)

The notation L[u] is meant to suggest that we think of L as a differential operator

dn dn—l d
L= dz—” +P1(Z) dan—1 + +pn—1(z) E +pn(z) (5.50)
that acts linearly on functions w(z), so that
Llciui(2) + cous(2)] = 1 L{ug (2)] + ca L{ua(2)] (5.51)

as with the linear operators introduced in Chapter 2. Note that the functions u(z) themselves
satisfy the axioms of a linear vector space; we will look at this more closely in Chapter 6.
The linearity of L expressed in Eq. (5.51) implies that if 1 (z) and ua(z) are solutions of

Llui] = fi(z) and Llus] = fa(2) (5.52)
then u(z) = cyuq1(z) + coug(2) is a solution of

Llu] = e1f1(2) + cafa(z) (5.53)
In particular, if v(z) is any solution of the inhomogeneous equation

Lv] = f(z) (5.54)
and u(z) is a solution of the homogeneous equation

Liul =0 (5.55)
then u(z) 4 v(z) is also a solution of the inhomogeneous equation (5.54). Indeed, the general

solution of Eq. (5.54) has this form, the sum of a a particular solution v(z) of the inhomoge-
neous equation and the general solution u(z) of the homogeneous equation (5.55).
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5.3.2 Power Series Solutions

If the variable z in Eq. (5.50) is meaningful as a complex variable, and if the coefficients
p1(2),...,pn(z) are analytic functions of z, then we can make extensive use of the theory
of analytic functions developed in Chapter 4. In this case, a point zq is a regular point of
Eq. (5.49)if p1(2),. .., pn(2) are all analytic at zo, otherwise a singular point. Solutions to the
homogeneous equation (5.49) can be constructed as Taylor series about any regular point 2,

with coefficients depending on the n arbitrary constants u(zo), u'(20), . .., u 1 (zp), and
the Taylor series has a positive radius of convergence. It is plausible (and true) that the solution
will be analytic in any region where p1(z), ..., p,(2) are all analytic.

U Example 5.2. Consider the second-order equation
u’(2) + zu(z) =0 (5.56)

whose coefficients are analytic everywhere in the finite z-plane. If we try to construct a
series solution

u(z) =1+ apz" (5.57)
n=1

then we find that a; is arbitrary, since the first derivative u(0) is arbitrary, as = 0, and the
higher coefficients are determined from the recursion relation

Gnp

= 5.58
T T i+ 2)(n + 3) -38)
Thus the solution to Eq. (5.56) satisfying
w(0) =1 and u'(0) =a (5.59)
has the expansion
- = L (B3n—2)(3n—5)...1 4.
u(z) =1+ Z (-1) (3n)! z
n=1
(5.60)

n—1)3n—4)...2 4
(3n+1)!

n

+az |1+ i (=" G
n=1

Note that the series in Eq. (5.60) each have infinite radius of convergence. Hence the
general solution to Eq. (5.56) is an entire function, which is not surprising since the coef-
ficients in the equation are entire functions. |

-> Exercise 5.6. Find the basic solutions of the differential equation
u”(2) + 22u(2) = 0

at z = 0. Express these solutions as power series in z. What are the singularities of these
solutions? |
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5.3.3 Linear Independence; General Solution

To further explore the consequences of the linearity of equations (5.48) and (5.49), as ex-
pressed in Egs. (5.51)—(5.53), we first introduce the concept of linear independence for func-
tions, which is the same as the standard vector space definition in Chapter 2.

Definition 5.1. The functions u;(z), us(z), ..., u,(z) are linearly dependent if there exist
constants ¢, Ca, . . ., ¢, (not all zero) such that

cruy(2) + caua(z) + -+ cpun(z) =0 (5.61)

Otherwise the functions are linearly independent. The left-hand side of Eq. (5.61) is a linear
combination of the functions wu;(z2),ua(2), ..., u,(z) regarded as vectors.

One test for linear independence of the functions u(z), u2(2), ..., u,(z) is to consider
the Wronskian determinant defined by

u1(2) uz(2) v up(2)
u(2) u(2) Uy (2)
W(ur,ug,. .., up;2) = (5.62)
W) uV e L W)
If uy (%), u2(2), . .., u,(2) are linearly dependent, then W (uy,ug, . . ., uy; z) vanishes every-
where. If the Wronskian does not vanish everywhere, then uq(2), us(2), ..., u,(z) are lin-

early independent.

Remark. Note, however, that the vanishing of the Wronskian at a single point zy does not
by itself imply that the functions are linearly dependent, for W (u; 29) = 0 simply means that

there are constants aq, as, . . ., a,, not all zero, such that

alugk)(zo) + aguék)(zo) 4+ 4 anug")(zo) =0 (5.63)
(k=0,1,...,n—1). Then the linear combination

h(z) = a1ui(2) + asua(z) + - - + anun(z) (5.64)

is a function that vanishes together with its first n — 1 derivatives at zy. This alone does not
guarantee that h(z) = 0 everywhere, but if h(z) also satisfies an nth order linear differential
equation such as Eq. (5.48), then the nth and higher derivatives of h(z) also vanish, and h(z)

does vanish everywhere, and u; (z), ua(2), . . ., un(z) are linearly dependent. ]
If the functions uq(z),u2(2),...,u,(z) are solutions to the linear equations (5.48)
or (5.49) of order n, then the Wronskian satisfies the linear equation
d
e W(ur,ug, ..., un;2) +p1(2) W(ur, ug, ..., up;2) =0 (5.65)
z

- Exercise 5.7. Derive Eq. (5.65) from the definition (5.62). O
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Equation (5.65) has the standard solution

W (ug,ug, .. un; 2) = Wilug, ug, ..., Un; 20) €xXp {—/ p1(2) dz} (5.66)
20

Hence if the Wronskian of a set of n solutions to Egs. (5.48) vanishes at a single point, it
vanishes everywhere, and the solutions are linearly dependent. Conversely, if the Wronskian
is nonzero at a point where p; (z) is analytic, then it can vanish only at a singularity of p; (z)
or at oo. The solution u(z) of Eq. (5.49) that satisfies

u(z0) = &1 u(20) =€y .., Y (2) = ¢, (5.67)

at a regular point z can be uniquely expressed as

n
u(z) = Z crug(z) (5.68)
k=1
with coefficients ¢y, ca, . . ., ¢, are determined from the equations

ciui(20) + -+ + cpun(20) = &1
cruy (z0) + -+ e (20) = &2

(5.69)
clugn_l)(zo) + 4 ui" ™V (z) = €,
These equations have a unique solution since the determinant of the coefficients on the left-
hand side is just the Wronskian W (uq, us, ..., uy; 29), which is nonzero since the solutions
up(2),uz(2),. .., u,(z) are linearly independent.

Thus the general solution of Eq. (5.49) defines an n-dimensional linear vector space. The
initial conditions (5.67) choose a particular vector from this solution space. We can introduce
a fundamental set of solutions wuy(z; 20), - . ., un(2; 29) at a regular point zg of Eq. (5.49) by
the conditions

a7 (23 20) = 647 (5.70)
(k,m =1,...,n). These n solutions are linearly independent, since the Wronskian
Wug,ug, ... un;20) =1 (5.71)

The general solution of Eq. (5.49) can be expressed as a linear combination of the fundamental
solutions according to

n

u(z) = Z u(k_l)(zo)uk(z; 20) (5.72)

k=1

so that the functions defined by Eq. (5.70) form a basis of the n-dimensional solution space.
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5.3.4 Linear Equation with Constant Coefficients

Of special importance is the linear nth order equation

Liu) = u™(2) + ayu™ V() + - 4 apu(z) =0 (5.73)
with constant coefficients ay, . . ., o,. This equation can be solved algebraically, since
L[e™] = p(N)e* (5.74)

where p(A) is the nth degree polynomial
pA) = A"+ X" 4t (5.75)

Hence u(z) = €** is a solution of Eq. (5.73) if and only if ) is a root of p(\).
If the roots A1, ..., A, of p(\) are distinct, then the general solution of Eq. (5.73) is

u(z) = c1eM + -+ et (5.76)

with coefficients ¢y, ..., ¢, determined by the values of u(z) and its first n — 1 derivatives
at some point zy. If the roots are not distinct, however, then further linearly independent
solutions must be found. These appear immediately if we note that

m

k
LB = g ] = 3 (1) s e 5.77)

k=0

m Az

Hence u(z) = z™e"* is a solution of Eq. (5.73) if and only if

pN) =0  pPA)=0,...,p™N) =0 (5.78)

that is, if A is a root of p(\) of multiplicity > m + 1. If this is the case, then u(z) = p(z) e**

is also a solution for any polynomial p(z) of degree < m + 1.

The final result is that if the polynomial p(\) has the distinct roots Aq, . .., A, with multi-
plicities my, . .., m,, respectively, then the general solution of Eq. (5.73) is
u(z) = p1(2)eM? + -+ py(z)etn? (5.79)
where p1(2), ..., py(2) are arbitrary polynomials of degrees dy < mq —1,...,d, <mg,—1,
respectively.

A more general system of linear first-order equations with constant coefficients is

up(2) =Y Appug(2) (5.80)
14

(k =1,...,n), with A = (Ag,) a matrix of constants. As explained in Section 2.5, this
system can also be reduced to a set of algebraic equations. Comparison of this system to
Eq. (5.73) is left to Problem 6.
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5.4 Linear Second-Order Equations

5.4.1 Classification of Singular Points

Linear second-order differential equations often appear in physics, both in systems of cou-
pled oscillators and as a result of separation of variables in partial differential equations (see
Chapter 8) such as Laplace’s equation or the wave equation. Thus we go into great detail in
examining these equations and some of their solutions. The linear homogeneous second-order
differential equation has the standard form

Liu] = 4" (2) + p(2)u/(2) + q(2)u(z) = 0 (5.81)

also known as the Sturm—Liouville equation. Just as for the general linear equation, zp is a
regular (or ordinary) point of L[u] = 0if p(z) and ¢(z) are analytic at zo, otherwise a singular
point. The singular point zg is a regular singular point if (z — 29) p(z) and (z — 20)?q(z) are
analytic at zg, otherwise an irregular singular point. As we shall see, the solutions near
a regular singular point zy behave no worse than a power of (z — zp), perhaps multiplied by
In(z—z20). Atan irregular singular point, the general solution will have an essential singularity.

Remark. To characterize the nature of the point at co, let £ = 1/z. Then Eq. (5.81) becomes

R O RO NORE™

Thus oo is a regular point if [2?p(z) — 22| and 2%q(z) are analytic at oo, a regular singular
point if z p(z) and 2%¢(z) are analytic at co, and an irregular singular point otherwise. a

The standard method for solving linear equations with analytic functions as coefficients
is to look for power series solutions.! If zq is a regular point of Eq. (5.81), then the general
solution is analytic at zy. It can be expanded in a power series about z(, and the series will
converge inside the largest circle about zy containing no singular points of the equation. The
solution and its first derivative at zp must be determined from initial conditions. Singular
points require more discussion, which we now provide.

5.4.2 Exponents at a Regular Singular Point

If 2y is a regular singular point, then let

P(2) = (z— 20)p(2) = >, pulz — 20)" (5.83)
n=0

Q(2) = (2 — 20)%q(2) = Z an(z — 20)" (5.84)
n=0

Because zy is a regular singular point, both P(z) and (Q(z) are analytic at z; hence both series
have positive radius of convergence.

I The following analysis is often called the method of Frobenius.
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Now try a solution of the form

u(z) = (z — 2)"

1+ Z an(z — zo)"] (5.85)
n=1

Equations (5.83)—(5.85) can be inserted into Eq. (5.81) and coefficients of each power of
(z — 20) set equal. For the lowest power, this gives the indicial equation

ala—1)+apo+q =0 (5.86)
that has roots

GZ%{l—poi (1—po)2—4qo]zai (5.87)
The roots avy are the exponents of the singularity at zp; note also that

po=1—a4 —a_ qo = Q. (5.88)
The coefficients in the power series can then be determined from the equations

[a(a+ 1)+ (a4 1)po + qo] a1 +ap1 +q1 =0

: (5.89)
[(a+n)(a+n—1)+ (a+n)po+ql an+[(@+n—1)p1+a] an—
+- o+ (a+1)pp—1+gu-1] a1 +ap,+¢, =0
Ifay —a- #0,1,2,..., we have two linearly independent solutions to Eq. (5.81),
(o)
ug(z) = (2 —20)** |1+ Z agli)(z — )" (5.90)
n=1
The general solution is an arbitrary linear combination of u. (z) and u_(z).
If a4 = a_, there is only one power series solution. If
ay =a_+n 5.91)

(n = 1,2,...), then the solution u_(z) is not uniquely determined, since the coefficient of
') in Eq. (5.89) is

(a_+n)(a+n—1+(a-+n)(1—ay —a_)+aya_=0 (5.92)
In either case, one solution of Eq. (5.81) is given by
up(z) = (2 = 20)™ f1(2) (5.93)

with f (z) analytic at zg and f4(z9) = 1 by convention.
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To find a second solution, let
u(z) = w(z) ug(z) (5.94)

This substitution is generally useful when one solution to a differential equation is known, but
it is especially needed here since the power series method fails. w(z) must satisfy the equation

uy(2)w"(2) + [ 20/ (2) + p(z) uy (2)] w'(2) =0 (5.95)
This can be solved in the usual way to give
C z
w' (z ziexp{—/ (€ d§} (5.96)
S TNE N
with C' a constant. Since
1-— —a_ 1-2
plz) = 1O |y =R (5.97)
zZ— 20 zZ— 20

with r(z) analytic at zp, we can use Eq. (5.93) to write

w'(z) = K ! oxp d — ZT — 9(z)
= G o 0 o =a i oo

where K is another constant, and

91 = T o {— / "(€) ds} (5.99)

is analytic at zg with g(z9) = 1. The function w(z) is then given by

w(z) = Ky + K/ ) n+1 d¢ (5.100)

where K is yet another constant, which corresponds to a multiple of the first solution u (z)
in the solution u(z) and can be ignored here. Expanding ¢(&) about z( and integrating term-
by-term leads to

K — 9" (20) 9" (20) (2= 20)™
w(z) = [CEPE Z 0 In(z — 20) + — — (5.101)

Then a second linearly independent solution to Eq. (5.81) is given by

(n) (4
u_(z) =(z—20)" f-(2) + QT('O) uy(2)In(z — 2z0) (5.102)
where
2 g(m) — )™
9" (20) (2 = 20)
_(2) = 5.103
@ =1 2 S (5.103)
m#n
is analytic at zg. Thus when oy —a— =n = 0,1, 2, .. ., the general solution has a logarithmic

branch point at zo unless (™ (z9) = 0. Hence, an integer exponent difference at a regular
singular point signals the possible presence of a logarithmic singularity in addition to the
usual power law behavior.
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5.4.3 One Regular Singular Point

Linear second-order equations with one, two or three singular points have been thoroughly
studied. The second-order equation whose only singular point is a regular singular point at z
is uniquely given by

2
zZ— 20

u’(z) +

W'(z) =0 (5.104)

The exponents of the singularity are &« = 0, —1 and the general solution of the equation is

u(z) =a+ (5.105)
zZ— 20
with a and b arbitrary constants.
Remark. Note that if o # —1, the equation
" l -« I
u’(z) + u'(z) =0 (5.106)
Z— 20

has a regular singular point at oo in addition to the regular singular point at zy. However, the
general solution

b

u(z) =a+ — (5.107)

(2) EENE
is analytic at co if & = 2,3,.... Thus in exceptional cases, a regular singular point of an
equation may not be reflected as a singularity of the general solution. O
-> Exercise 5.8. Find the general solution to Eq. (5.106) if o = 0. O

5.4.4 Two Regular Singular Points

The general equation with two regular singular points at z; and 25 is given by

1—a—6+1+a+5] W (2) {( af(z1 — z2)?

2 — 2 2z — 29 2z —21)%(z — 22)?

u’(z) + u(z) =0 (5.108)

with exponents («a, 3) at z; and (—«, —(3) at z2. The exponents at z; and zo must be equal
and opposite in order to have oo as a regular point. A standard form of the equation, with the
singular points at 0 and oo, is reached by the transformation

zZ— 2z

¢ = (5.109)

zZ — Z9

that maps 23 to 0, z2 to oo, and transforms Eq. (5.108) into

u" (&) + (#) u'(€) + z—f u(€) =0 (5.110)
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The general solution of this equation is

u(€) = at® +beP (5.111)
if @ # [3;if a = f3, the general solution is

u(€) = af*(1+clné) (5.112)

The two regular singular points in Eq. (5.108) can be merged into one irregular singular
point. Let

Zo=21+7 a:%:—ﬁ (5.113)

and take the limit  — O (this is a confluence of the singular points). Then Eq. (5.108)
becomes
k2

2 p _

u’(2) +

which has an irregular singular point at z; and no other singular points.
The singular point can be moved to oo by the transformation

£ = L (5.115)

z— z1

whence the equation becomes

u”(€) — K> u(€) =0 (5.116)
with general solution

uw(€) =cy et f e e (5.117)

where c are arbitrary constants.

Remark. The general solution to the original equation is evidently given by

w(z) = cy ¥R 4o R/ (zm2) (5.118)
but this is less obvious than the solution to the transformed equation. o
-> Exercise 5.9. Derive Eq. (5.116) from Eq. (5.114). O

The equation with three regular singular points can be transformed to the hypergeometric
equation; a confluence of two of the singular points leads to the confluent hypergeometric
equation. The general equations are studied in Appendices A and B. In the next two sections,
we look at Legendre’s equation as an example of the hypergeometric equation, and Bessel’s
equation as an example of the confluent hypergeometric equation.



5.5 Legendre’s Equation 231

5.5 Legendre’s Equation

5.5.1 Legendre Polynomials
An important differential equation in physics is Legendre’s equation

(22 — D" (2) + 220/ (2) — XA+ Du(z) =0 (5.119)
which has the standard form of Eq. (5.81), with

2z AA+1)

P(Z):Zg—_l and ¢(z) = — o

(5.120)

where ) is a parameter that can be complex in general, although we will find that it is required
to be an integer in many physical contexts. The singular points of this equation are at z = +1
and z = oo; each of the singular points is regular. The indicial equations at z = +1 have
double roots at o = 0, so we can expect to find solutions w4 (z) that are analytic at z = +1,
and second solutions v (z) with logarithmic singularities at z = +1.

-> Exercise 5.10. Find the exponents of the singular point of Eq. (5.119) at co. O

We look for solutions as power series around z = 0. Since z = 0 is a regular point of
Eq. (5.119). we expect to find a general solution of the form

u(z) = Z apz” (5.121)
k=0

with ag, a; arbitrary and the remaining coefficients determined by the differential equation.
Inserting this series into Eq. (5.119) and setting the coefficient of each term in the power series
to zero, we have the recursion relation

(k+1)(k+2)agsa = [k(k+1) = AN\ + 1)]ax (5.122)
If we express this recursion relation as a ratio

apre  k(k+1) —AA+1) (k=N (k+A+1)
aw  k+D(k+2)  k+Dk+2) (5.123)

then we can see that the ratio |aj12/ay| tends to 1 for large k. This means that the radius of
convergence of the power series is equal to 1 in general, as expected from a solution that is
analytic except for possible singularities at z = £1, oc.

However, these singularities will not be present if the infinite series actually terminates,
which will be the case if \ is an integer.2 If A = n > 0, the recursion relation gives a,, 2 = 0,
and there is a polynomial solution P, (z) of degree n. If we choose the initial condition
P, (1) = 1, then P, (z) is the Legendre polynomial of degree n. Note also that only even or
odd powers of z will appear in P, (z), depending on whether n is even or odd; thus we have

Po(—2) = (—1)"Po(2) (5.124)

2Note that if A = n, we can take n > 0, since X and —\ — 1 give rise to the same set of solutions to Eq. (5.119).
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The first few Legendre polynomials can be found explicitly; we have

Py(z)=1 Pi(z)=1 Pz) =3(32*-1) (5.125)

- Exercise 5.11. Find explicit forms for P3(z) and Py(z). a

Another way to write Legendre’s equation is

Llu) = {%(22 - 1)(%} u(z) = AN+ Du(z) (5.126)

This looks like an eigenvalue equation, and in Chapter 7, we will see that it is when we look at
eigenvalue problems for linear differential operators from a vector space viewpoint. Here we
derive some properties of the P,(z) that follow from a representation of the solution known
as Rodrigues’ formula,

P(z) = anz—nn(z2 — 1" (5.127)
First we note that P, (z) defined by Eq. (5.127) is a polynomial of degree n. Then let

un(2) = (22 - 1)" (5.128)
and note that

(22 = 1)ul (2) = 2nzu,(2) (5.129)

If we differentiate this equation n + 1 times, we have

(22 = Dul*(2) + 2(n + Dzuf D (2) + n(n + Duf? (2) =
(5.130)
= 2nzu{"V (2) + 2n(n + Dul(2)

which leads to Legendre’s equation (5.119), since Eq. (5.130) is equivalent to

d

e [(f —Du" Y (2)| = (22— 1D)u" D (2)+ 220"V (2) = n(n+1)ulV(2) (5.131)
2z

which shows that 1" (z) satisfies Legendre’s equation.

- Exercise 5.12. The constant C,, in Eq. (5.127) is determined by the condition P, (1) = 1.
Note that

(22— 1" = (2 = )"(z + 1)"
and evaluate the derivative

d" "

dz—n(ZQ — 1)

for z = 1. Then find the constant C,,. O
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Many other useful properties of Legendre polynomials can be derived from Rodrigues’
formula. For example, Cauchy’s theorem allows us to write

1 Pn(§)
P.(2) = — d 5.132
()= 5 . f e (5.13)
where C'is any closed contour encircling the point ¢ once counterclockwise. Then inserting
the Rodrigues formula and integrating by parts n times gives Schldfli’s integral representation

2 _ n
Pu(s) = — j'{ @ )12“(15 (5.133)

2t Jo (E— =
for the Legendre polynomials.

- Exercise 5.13. 1In the Schlifli representation (5.133) for the P, (z), suppose that z is real
with —1 < z < 1, and let the contour C be a circle of radius v/1 — z2 about z. Show that
Eq. (5.133) then leads to

21 n
P,(z) = iﬂ/o (z+i\/1—z25in9) do (5.134)

Equation (5.134) is Laplace’s integral formula for the Legendre polynomials. O

Consider next the series

= t"Pu(2) (5.135)
n=0

If we use the Schlifli integral for the P, (z) and sum the geometric series, we obtain

itnp,xz):mf > Q==

(5.136)

1 1
:Ef{c 25—2z+1t(1—§2)dg

The contour C' must be chosen so that the geometric series inside the integral is absolutely and
uniformly convergent on C, and such that only one of the two poles of the integrand of the
last integral inside the contour. This can be done for —1 < z < 1 and ¢ in a region inside the
unit circle but off the real axis (the reader is invited to work out the details). The contour for
the second integral can then be deformed in any way so long as that one pole of the integrand
remains inside the contour. Evaluating the residue at the pole then gives the result

1
ot V1 =2zt + 2

The function S(z,t) is a generating function for the Legendre polynomials. Note that if
—1 <t < 1, the series converges for |z| < 1, but there is a larger region of convergence in
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the complex z-plane (see Problem 8). The series (5.137) is used in Chapter 6 to derive orthog-
onality relations for the Legendre polynomials. It also appears in the multipole expansion in
electrostatics (see Chapter 8) and elsewhere.

- Exercise 5.14. Use either the Rodrigues formula (5.127) or the generating function (5.137)
to derive the recursion formulas

(2n+1)zP,(2) = (n+ 1) Pyry1(2) + nPy(2)
and
(22 = 1)P.(2) = nzP,(2) — nP,_1(2)

for the Legendre polynomials. O

Legendre’s equation (5.119) has a polynomial solution if the parameter A is an integer. But
in any event, it has a solution P)(z) that is analytic at z = 1, and scaled so that P\(1) = 1.
Py (z) is the Legendre function of the first kind. In order to study this solution, we change the
variable to

t:%(lfz)

Then the interval —1 < z < 1 is mapped to the interval 0 < ¢ < 1, and 2 = 1 in mapped to
t = 0. In terms of the variable ¢, Legendre’s equation is

t(t — Du" (t) + (2t — D' (t) = AA + Du(t) =0 (5.138)

with regular singular points at ¢ = 0, 1, co. The solution that is analytic at t = 0 with u(0) = 1
has the power series expansion

u(t) =14 etk (5.139)
k=1

The differential equation then requires
(k1)%chr1 = [k(E+1) = XA+ D]ex = (K= N (k+ X+ 1)k (5.140)
and thus
Fk+ A+ 1)k —N) 1
= . 5.141
o T+ DT(=A) (k)2 (5.141)

This is a hypergeometric series, as introduced in Appendix A, with parameters a = —A,
b= A+ 1and c = 1, and thus the Legendre function of the first kind can be expressed as a
hypergeometric function,

Py(z) = F(-=A\ A+ 113(1 - 2)) (5.142)

-> Exercise 5.15. Show that the recursion formulas of Exercise 5.14 are also valid for the
Legendre functions P, (z) even if n (= A) is not an integer. O
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5.5.2 Legendre Functions of the Second Kind

We have seen that if the parameter A in Legendre’s equation is an integer, there is a polynomial
solution. Any independent solution must have a logarithmic singularity at z = =1, since the
indicial equations at z = %1 have double roots at a = 0, as already noted. If we are interested
in solutions for |z| > 1, which are occasionally relevant, we can let £ = 1/z. In terms of the
variable £, Legendre’s equation is

52% {(52 - 1)6%} w(€) + AN+ Du(é) =0 (5.143)

or, in a form from which the singularities can be seen directly,
1€ = Du"(§) + 2%/ () + A + Du(€) = 0 (5.144)
This equation has regular singular points at £ = 0, ==1. The exponents at { = 0 are given by
a=A+1,-X (5.145)

A solution with exponent A\ 4+ 1 at £ = 0 is proportional to the Legendre function of second
kind, denoted by Q(2).

There are several ways to look at the properties of the @ (z). The most straightforward is
to start from Eq. (5.144) and define

u(€) = € 1o(€) (5.146)
Then v(§) satisfies the differential equation
EE ") +2[A+ D =)+ P () + A+ 1)(A+2)8v(§) =0 (5.147)

This equation has a solution v(§) with v(0) = 1 and a power series expansion
v(@) =1+ e (5.148)
k=1

with coefficients by determined by the differential equation. Inserting this power series into
Eq. (5.147) and equating coefficients of £€¥*1 gives the recursion formula

(k+2)2A+E+3)bpra=A+E+1)(A+k+2)bg (5.149)
after noting that
A+DA+2)+2k(AN+2)+k(E—1)=A+Ek+ 1A+ Ek+2) (5.150)

From the recursion formula, we can see that by = 0, since b_; = 0, Hence bog11 = 0
(k =1,2,...), and the solution v(£) is a power series in £2.

- Exercise 5.16. Use the recursion formula to express the coefficients bog (K = 1,2,...)in
terms of I'-functions and thus find an explicit series representation of v(£). What is the radius
of convergence of this series? O
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-> Exercise 5.17. Change the variable in Eq. (5.147) to n = £2 and determine the resulting
differential equation for w(n) = v(§). Compare this with the hypergeometric equation in
Appendix A and then express w(n) as a hypergeometric function. O

Another approach is to start with the Schlifli representation (5.133), and consider a con-
tour integral of the form

(1-¢)*
over a contour C' in the complex &-plane. If A is not an integer, then the integrand has branch
points at £ = £1 that were not present for A = n, but that is not a problem so long as we pay
attention to the branch cuts. The integral I (z) can lead to a solution of Legendre’s equation
with an appropriate choice of contour C, since we have, after some algebra,

d d (1-¢»)* d f(1-g)M!
(" =1)— - Dy 207 == 28 s 152
(-0 s} Co5 = { g o
We can then choose the contour C' to simply be the line —1 < ¢ < 1; then we have
L=
O(2) = 53 /_1 _epH dg (5.153)

Here the choice of branch cuts of the integrand is such that (1 — £2)* is real and positive on
the interval —1 < { < 1, asis (z — 5)/\“ when z is real and z > 1. The choice of constant
factor is standard.

- Exercise 5.18. Use Eq. (5.153) to show that
O+ D2 2\
2I'(2A +2) \z
for z — oo. O

Qx(z) —

When A = n is a positive integer, then Eq. (5.153) can be used to show that
1 [P,
n(z) =< —=dt 5.154
Q=5 [ 2 (5.154
(see Problem 10). It then follows that

Qn(z) = %Pn(z) In z i_ 1

where ¢,,—1(z) is a polynomial of degree n — 1 given by

—qn-1(2) (5.155)

1 1 P.(2) =P,
== ——dt 1
w(z) =z [ 2= (5,156
[Show that g,,(z) actually is a polynomial of degree n — 1]. We have the explicit forms
1 241 z, z+1
Qo(z)f§1nz_1 Ql(z)filnz_l -1 (5.157)

- Exercise 5.19. Find explicit forms for Q2(z) and Q3(z). a
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5.6 Bessel’s Equation

5.6.1 Bessel Functions

Another frequently encountered differential equation is Bessel’s equation
d*uv  1du A2
—+ —— 1—-— =0 5.158
dz2+zdz+< 22)u ( )

The parameter A is often an integer in practice, but it need not be. Bessel’s equation often ap-
pears when the Laplacian operator is expressed in cylindrical coordinates; hence the solutions
are sometimes called cylinder functions.

Bessel’s equation has a regular singular point at z = 0 with exponents + ), and an irregular
singular point at co. The solution with exponent A can be expressed as a power series

u(z) = 2> <1 +)° akzk> (5.159)
k=1

The differential equation then requires
[(k+X42)%2 = Narso = (B4 2)(k + 2\ + 2)ap2 = —ay (5.160)

Only even powers of z will appear in the infinite series, and we have

a2m = —

1
e (2m— 5.161
dm(m + \) a2m-—2 ( )

The function J)(z) defined by the series

In(z) = (%)Ag (—1)mm (g)zm (5.162)

is a solution of Eq. (5.158) unless A is a negative integer; it is the Bessel function of order \.

- Exercise 5.20. Show that the Bessel function J(z) can be related to a confluent hyper-
geometric function by

1

In(z) = O+ 1) (

z

A .
5) eTEF(A+ 12X 4 1)2i2)

Thus many further properties of Bessel functions can be obtained from the general properties
of confluent hypergeometric functions derived in Appendix B. O

If A is not an integer, then J_ ,(z) is a second independent solution. of Bessel’s equation.
However, if A is an integer n > 0, we have

Jon(2) = (=1)"Jn(2) (5.163)

since 1/T'(m + X + 1) vanishes when m + X is a negative integer.
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A second independent solution of Bessel’s equation for all A is defined by

_ Ia(z)cosTA — J_x(2)
N sin T

Na(2) (5.164)

N (z) is a Bessel function of second kind, or Neumann function.
- Exercise 5.21. Show that the Wronskian
A
W(Nx, Jx) = —

and evaluate the constant A. One way to do this is to consider the behavior for z — 0. This
shows that J)(z) and N, (z) are independent solutions for all \. a

The Bessel functions satisfy the recursion relations

2\
Ino1+ g1 = —~ I (2)

(5.165)
J)\fl - J)\+1 = QJA(Z)
that follow from direct manipulation of the power series (5.162). The Neumann functions

satisfy the same recursion relations, as do the Hankel functions to be introduced soon.
A generating function for the Bessel functions of integer order is

1 oo
Ft,z) =0 = N "7, (2) (5.166)

n=—oo

From the generating function, it follows that J,,(z) can be expressed as a contour integral

1 z 1 dt
J, = — —t—- — 5.167
=5 f exp[2( t)] . (5.167)
where the contour C'in the t-plane encircles ¢ = 0 once in a counterclockwise direction. If we

choose the contour to be the unit circle in the ¢-plane and let ¢ = exp(i6), then this integral
becomes

1 27 . X .
In(2) = o= / e#sinfein? g (5.168)
27T 0
and then, since Jy(2) is real,
1 v
Jn(z) = — / cos(nd — zsin ) d (5.169)
™ Jo

- Exercise 5.22. Show that the coefficient of t° in Eq. (5.166) is Jo(z) by computing
this coefficient as a power series in z. Then show that the other terms satisfy the recursion
relations (5.165) by looking at the partial derivatives of F'(¢, z). O

Remark. The choice of contour in Eq. (5.167) leads to an integral representation for the
Bessel function J,,(z). Other choices of contour can lead to different solutions and different
integral representations. See Problem 13 for one example. o
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5.6.2 Hankel Functions

The Bessel functions Jy(z) and Ny (z) are defined mainly by their properties near z = 0.
Functions with well-defined behavior for z — oo are the Hankel functions, or Bessel functions
of the third kind, defined by

H{"(2) = Jx(2) +iNr(2) = !

L (e (2) = Joa(2))
sin A (5.170)

—1

HP (2) = Jx(2) — iNA(2) = {e™ I\ (2) + J_A(2)}

sin A

In terms of the Whittaker functions defined by the integral representations (5.B47) and (5.B48),
the Hankel functions can be expressed as

a 2 .
H(2) = N (22) Ua (A + 12X + 1|202) (5.171)

(v = 1,2). Including the extra factors in the integral representations leads to the integral
formulas for the Hankel functions

1 2 ) 1. 1
HE(z2) = — | 2 etizeFamO+3) 1, (495 5.172
3 (2) A+ 3)V 7z e A(F2i2) ( )

where H" = H/(\l) and H, = H)(\2). Here I () is the integral

o A—3
I,\(ﬁ):/o e_“u’\_% (1—%) ’ du

is an integral that was introduced in Section 1.4 as a prototype for one method of generating
asymptotic series. Here it is clear that keeping only the leading term gives the asymptotic
behavior

2 . 1 ol
HE(z) ~ ’/E eTeTamiMy) (5.173)

for z — oo in a suitable sector of the z-plane.
The asymptotic expansions of the Bessel and Neumann functions for z — oo then have
leading terms

2
Ix(z) ~ — cos (z—imx— im)

2
Ni(z) ~ UE sin (z — i7A — 1m)

Thus the Bessel and Neumann functions behave somewhat like the usual trigonometric sine
and cosine functions, while the Hankel functions behave like complex exponentials.

(5.174)
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5.6.3 Spherical Bessel Functions

The power series for the Bessel function .J; /5(2) is

Z — (=)™ 2\ 2m
J =4/= _ (—) 5.175
1) \gmz_:o mIT(m + 2) \2 (5.175)
From the duplication formula for the I"-function (Exercise 4.A1), we have

TD(2m + 2
m!T(m 4 3) = % (5.176)

and then

2 G0 w2
J%(z)f — mzzjo (2m+1)!z =\, sinz (5.177)

The recursion formulas (5.165) then lead to

J

(z):J%/(z)JrziJl(z):\/% cosz =—Ny(z) (5.178)

) 2

N

Thus the Bessel functions of order % can be expressed in terms of elementary functions. In
fact, it follows from the recursion relations that any of the Bessel functions of order n + %
(with n integer) can be expressed in terms of trigonometric functions and odd powers of /z.

= Exercise 5.23.  Find explicit formulas for J_; »(2), N 3/,(2), and H(iléQ/)Q (2). O

Spherical Bessel functions are defined in terms of the (cylindrical) Bessel functions by

gn(z)=1/=—J 1(2) np(z) =4/ =N 1(2) (5.179)

with corresponding definitions of spherical Hankel functions. These functions appear as solu-
tions of the differential equations resulting from expressing the Laplacian in spherical coordi-
nates. The spherical Bessel functions satisfy the differential equation

d*>uv  2du nin+1)
I o 12y = 1
dz?  zdz [ 22 } u="0 (5180

The j,(z) are entire functions, while the n,,(z) and the Hankel functions Ay (2), S (z) are
entire functions except for a pole of order n at z = 0. In particular, these functions have no
branch points and they are single-valued in the complex z-plane.

- Exercise 5.24. Find explicit formulas for the spherical Bessel functions j1(z), n1(2),
hgl’z) (2), and h§1’2) (z) in terms of elementary functions. O
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A Hypergeometric Equation

A.1 Reduction to Standard Form

The general linear second-order differential equation whose only singular points are three
regular singular points at z;, 22, and z3 can be written in the standard form

u’(2) +p(2)u'(2) + q(2)u(z) =0 (5.A1)
with
1—ap — 1—as— 1—as — B
p(z) = 204_12161+ ZO‘_22252+ Za_"%ﬁ“ (5.A2)
and
B 1 a1B1(z1 — 22)(21 — 23)
a(2) = (z—21)(z — 22)(2 — 23) { z—2
(5.A3)

Z — Z9 zZ — Z3

. azf2(z0 — 21)(22 — 23) n azfB3(z3 — 21)(2z3 — Zz)}

Expressions (5.A2) and (5.A3) are designed to make it clear that (aq, 1), (a2, 2), and
(s, B3) are the exponent pairs at z1, 22, and z3, respectively. For oo to be a regular point, it
is necessary that

3
S (o +8a) =1 (5.A4)
n=1
In this form, Eq. (5.A1) is known as the Papperitz equation; its general solution is denoted by
the Riemann P-symbol

z1 zZ9 z3
u(z)=P<{ a1 ay az z (5.A5)
Br B2 B3

A standard form of the equation, with the three regular singular points at 0, 1, oo, is reached
by the linear fractional transformation

zZ—z Z9 — 23
= 5.A6
§ (223) <2221) ( )
(see Egs. (4.19) and (4.22)). This puts the equation in the form

§E=Du"(€) +[1—a1=B1) (§=1)+ (1 —az = B2)E)]u'(§)

+ (asﬂg - afl - fi%) w(€) =0 (5.A7)
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The general solution of Eq. (5.A7) can be expressed as

0 1 oo
wl)=P¢ o1 as a3 & (5.A8)
B B2 [

In this form, (a1, 1), (a2, B2), and (as, B3) are the exponents of the regular singular
points at 0, 1, co, respectively. Now two of these exponents can be made to vanish by a
suitable factorization of the unknown function. If we let

u(§) =M (€ =)™ w(§) (5.A9)
then w(&) must satisfy

- +[(1+ar—B1)E—1)+ (1+az—B2) )] w'(§)
+ (a1 + ag + (13)(0&1 —+ oo + 53) w(f) =0 (5.A10)

There are only three independent parameters in this equation, since two of the exponents have
been forced to vanish by Eq. (5.A9), and there is still one relation imposed by Eq. (5.A4). A
standard choice of parameters is given by

a=a1+ay+as b=ai +as+ 3 c=1+a;— [0 (5.A11)
Then Eq. (5.A4) requires

l4as—0Br=a+b—c+1 (5.A12)
and Eq. (5.A10) can be written as

€D w" () +[(a+b+ 1)~ Juw'(§) +abw(§) =0 (5.A13)

This is the standard form of the hypergeometric equation.

-> Exercise 5.A1. Show that a formal general solution to Eq. (5.A13) is given by the P-
symbol

0 1 o0
w)=P 0 0 a ¢
l—¢ ¢c—a—=b b
from which it follows that the exponents of the singularity at ¢ = 0 are 0 and 1 — ¢, so that
one solution of Eq. (5.A13) is analytic at { = 0. O

A.2 Power Series Solutions

The particular solution of Eq. (5.A13) that is analytic at ¢ = 0 and has w(0) = 1 is defined by
the power series

(a+1)b(b+ 1)

— ab a 2
F(a,blc[§) =1+ C§+ et 1) &+

_ T ir(a+n)r(b+n)

Mo+l & (5.A14)
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unless 1 — c is a positive integer, a case to be dealt with later. The series on the right-hand
side of Eq. (5.A14) is the hypergeometric series, and its analytic continuation is the hyperge-
ometric function F(a,b|c|§). The series has radius of convergence = 1 in general, and the
hypergeometric function has singularities, which turn out to be branch points in general, at 1
and oo, unless a or b is a negative integer, in which case the series (5.A14) has only a finite
number of terms, and the hypergeometric function is simply a polynomial.

Remark. The polynomial solutions are especially important in physics, since they have
no singularities in the finite £-plane, and the physical context in which the hypergeometric
equation appears often demands solutions that are nonsingular. The Legendre polynomials
described in Section 5.5, as well as other polynomials to be considered in Chapter 6, are
solutions to special forms of the hypergeometric equation. O

To find a second solution of the hypergeometric equation (5.A13) near £ = 0, let
w(€) =& (E) (5.A15)
Then v(&) satisfies another hypergeometric equation
EE-1) V" (&) +[(a+b—2c+3)+c—2]v (&) +(a—c+1)(b—c+1)v(€) =0 (5.A16)

that has a solution analytic and nonzero at £ = 0 given by the hypergeometric function F'(a —
c+1,b—c+ 1|2 —¢|£), unless ¢ — 1 is a positive integer.
Thus, if ¢ is not an integer, the general solution to the hypergeometric equation (5.A13) is

w(&) = AF(a,b|c|¢) + BE'™F(a—c+1,b—c+ 12 — ¢[¢) (5.A17)

where A and B are arbitrary constants. If ¢ is an integer, a second solution must be found by
the method described in the previous section, or by analytic continuation in ¢ in one or another
of the representations derived below.

To study the behavior of the solution (5.A17) near ¢ = 1,letn =1 — ¢ and let

v(n) = w(l—n) (5.A18)
Then v(n) satisfies the hypergeometric equation

nn—1v"(n)+[(a+b+1)n—(a+b—c+1)]v(n)+abv(n) =0 (5.A19)
with the general solution

v(n) = C F(a,bla+b—c+1|n)+ D" *F(c—a,c—blc—a—b+1Jn) (5.A20)

(unless ¢ — a — b is an integer), where C and D are arbitrary constants. Thus the general
solution of the hypergeometric equation (5.A13) can also be written as

w() =CF(a,bla+b—c+1]1-¢)
+D(1 -6 Flc—a,c—blc—a—-b+1]1-¢) (5.A21)
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A.3 Integral Representations

Now recall the binomial expansion

o0

- I(a+m) (ug)™
1— ¢ = —_— 5.A22
A-w)™=> “Fa (5.A22)
m=0
and the integral (Eq. (4.A28))
1 _
/ ub+m*1(1 _ u)cfbfl du = F(b + m)F(c b) (5A23)
0 I'(c+m)
(m =0,1,2,...). These two can be combined to give the integral representation
I'(c) ' —a, b—1 —b—1
F(a,b == 1-— @ 1—u)° d 5.A24
(@.06l€) = oy [ (1w =) (5.A24)

(Rec > Reb > 0). Equation (5.A24) provides the analytic continuation of F(a,b|c|{) to
the complex &-plane with a branch cut along the positive real axis from 1 to oco. With a new
integration variable ¢ = 1/u, this has the alternate form

F(a,blc|¢) = __ I /Oo (t— &)~ (t — 1)1t (5.A25)
’ rore-»m J; ’
Now suppose 0 < Reb < Rec < Rea+ 1, and 0 < Rea < 1, and consider the integral
1
I=_ [ (£—t)y %1 —t) " at (5.A26)
2’& C

where 0 < £ < 1 and C is the contour shown in Fig. 5.1. If we choose
(i) the branch cut of t*~¢ along the negative real axis from —oo to 0,
(ii) the branch cut of (§ — t)~ along the positive real axis from & to oo, and

(i) the branch cut of (1 — ¢)¢~*~! along the positive real axis from 1 to oo,
then the integral  can be written as
0

I =sinn(a— c)/ (E—t) (=) (1 —t) > Lat

—00

1
+ sinma / (t—&) 9 (1 —t) "Lt (5.A27)
1

+sinm(a+b—c+1) / (t—&) 1t -1t =0
1

With ¢t = 1 — w, the first term in I can be expressed as a hypergeometric function,

N R e

—

= / (w—1+&) %" (u—-1)""du (5.A28)
1

_TOI(a—c+1)
= mF(a,bkﬂ-b—c—i— 11-¢)
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Figure 5.1: The contour C for the evaluation of the integral I in Eq. (5.A26).

Also, witht — 1 — (1 — &) /w, the second term can be expressed as

1
/ (t _ 5)—ata—c (1 _ t)c_b_l dt =
1
=(1—¢)ea?b /Oo (w =14 wHw—1)""dw (5.A29)
1

Tc—=b)I'(1—a) —a—b
= (1= "F(c— —blc—a—b+1]1—
o5 (9T T e ae—te—a—b 4101 -9)
The third term in I is directly related to the hypergeometric function in Eq. (5.A25).
From Eqgs. (5.A27)—(5.A29) and the result

. B T
sinmz = 7F(Z)F(l = (5.A30)

(see Eq. (4.A8)), it finally follows that

I(e)I'(c—a—0)

Fla,blelé) = 5 = are =)

F(a,bla+b—c+ 1|1 =¢)
(5.A31)

I'(a+b—0c)(c)

— &) P Flc—a,c—blc—a— -
T (1= Fle—a.c=be—a—b+ 119

This formula provides the connection between the solutions of the hypergeometric equation
near ¢ = 0 and the solutions near £ = 1. The connection formula can be analytically continued
to all £, and to all values of a, b, ¢ for which the functions are defined.
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B Confluent Hypergeometric Equation

B.1 Reduction to Standard Form

Another common linear second-order equation has the general form

u(2) + (M> u'(2) + (j—f + 2?“ - 72) u(z) =0 (5.B32)

z

where the choice of constants is motivated by the form of the solutions obtained below. This
equation has a regular singular point at z = 0, with exponents « and 3, and an irregular
singular point at co. We can make one of the exponents at z = 0 vanish by the substitution

u(z) = 2%(2) (5.B33)

that leads to the equation
1 — 2
v’ (2) + (y) v'(2) + (; — 72) v(z)=0 (5.B34)

whose exponents at z = 0 are 0 and 3 — «.
The asymptotic form of this equation for z — oo is

v'(2) = y*(2) =0 (5.B35)
This equation has solutions exp(4-yz), which suggests the substitution
v(z) = e "Fw(z) (5.B36)

Then w(z) satisfies the equation

W' (2) + [Ho‘zﬂ - 27} w'(2) + {2'{” - 7(1; =B iz) =0 (5.B37)

Now let £ = 27z, 2va = v(1 + a — 8) — 2k and ¢ = 1 + o — 3. Then Eq. (5.B37) becomes

§w" (&) + (¢ = Huw'(§) — aw(§) =0 (5.B38)

This is the standard form of the confluent hypergeometric equation. It has a regular singular
point at £ = 0 with exponents 0 and 1 — ¢, and an irregular singular point at co.

The solution F'(a|c|§) of Eq. (5.B38) that is analytic at { = 0 with F'(0) = 1 is defined by
the power series

B a ala+1) o I'(c) & I(a+mn) &
Flalele) =1+ €+ 1y Eto= Ia) > et nl (5.B39)

(again unless 1 — ¢ is a positive integer, which will be considered later). F(a|c|{) is the
confluent hypergeometric series; it defines an entire function. It is a polynomial if a is zero or
a negative integer; otherwise, it has an essential singularity at co.

n=0
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Remark. Here again the polynomial solutions are very important in physics. The Laguerre
polynomials and Hermite polynomials that appear in the quantum mechanics of the hydrogen
atom and the simple harmonic oscillator can be expressed in terms of confluent hypergeomet-
ric functions. (see Section 6.5). Bessel functions (see Section 5.6) are not polynomials, but
they also appear in solutions of the wave equation and other equations in physics. The various
forms of Bessel functions are closely related to confluent hypergeometric functions (see also
Exercise 5.20, for example). O

To obtain a second solution of Eq. (5.B38) near £ = 0, let

w(§) =& () (5.B40)

Then v (&) satisfies a confluent hypergeometric equation

() +2—c—HV(E) —(a—c+1)v(E) =0 (5.B41)

This has a solution that is analytic and nonzero at £ = 0 given by the confluent hypergeometric
function F'(a — ¢+ 1|2 — ¢[£), unless ¢ — 1 is a positive integer.
Thus the general solution to the confluent hypergeometric equation (5.B38) is given by

w(€) = AF(alc|€) + BE"°F(a — ¢ + 1|2 — ¢|€) (5.B42)

if ¢ is not an integer, where A and B are arbitrary constants. If ¢ is an integer, a second solution
must be found by other methods, such as those discussed above.

Remark. Equation (5.B38) can be obtained from the hypergeometric equation
2(z = Dw"(2) + [(a+b+1)2) — cJw'(2) + abw(z) =0 (5.A13)

by letting & = bz and passing to the limit b — oo. Then the regular singular points at £ = b
(z = 1) and oo in the hypergeometric equation merge to become the irregular singular point
at oo in the confluent hypergeometric equation. Then also

Falelé) = Jim F(a,blcl¢/t) (5:B4)

so the solution (5.B42) is a limit of the solution (5.A17) to the hypergeometric equa-
tion (5.A13) by the same confluence. |

B.2 Integral Representations

F(alc|€) also has the integral representation

1
_ -\ Etra—179 _ 4ye—a—1
Flallt) = Fope—m /O e€tpa=1 (1 _ pye=at gy (5.B44)

if Rec > Rea > 0. This can be verified by expanding the exponential e¢* inside the integral
and integrating term-by-term.
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From this integral representation we have

ale F(C) ' e{t a=1/1 _ 4\c—a—1
F(alel€) mrspe oy 3 {/_ 1 —1) dt

(a)I'(c— oo
(5.B45)
_|_/ eftta—l(l o t)c—a—l dt
0
Now let u = £(1 — t) in the first integral, and u = —&t in the second. Then we have
I'(c) _ L a1 w\“
F(a|c|f) = =—————-< & Cef/ e tutT? <1——> du
(6/cle) r(a)F(c—oo{ . ;
(5.B46)

00 c—a—1
+(*§)*“/0 ettt <1 + g) du}

The representation (5.B46) can be used to derive an asymptotic series for F'(a|c|{) by ex-
panding the integrand in a power series in u /¢, as explained in Section 1.4. In the resulting
expansion, the first integral dominates for Re £ > 0, the second for Re ¢ < 0.

Another pair of linearly independent solutions of the confluent hypergeometric equation
are the functions Uy (a|c|§) and Us(alc|€) defined by

1 o w\ !
=__ - g¢a—c 3 —u, c—a—1 1-— = B47
Ui (alc|§) Te—a) £ % /0 e "u < 5) du 5 )
forRec > Rea > 0,0 < argé < 27, and
1 %) u c—a—1
Us(alcl§) = —(— 7“/ e tyot (1 + —) du (5.B48)

for Rea > 0, —m < arg& < m. These functions are confluent hypergeometric functions of
the third kind, or Whittaker functions. They are distinguished because they capture the two
distinct forms of asymptotic behavior of solutions of the confluent hypergeometric equation
as z — oo. It follows from Eq. (5.B46) that
I'(c) I'(c)

Flalelé) = o Ur(alele) + -

a) m Us(alc|§) (5.B49)

for 0 < argé < .
Comparison of the asymptotic behavior of the integral representations also leads

Uy (alclé) = y ¢7(a=) (gl cl¢)— y ¢TI P(q—c41]2—cl¢) (5.B50)

(1—a) (c—a)
for 0 < arg¢ < 27, and
I'(1— ) T'(e—1) .
Us(alc|€) = ﬁ e F(alc|€)+ % e TP (a—c4-1[2—¢|€) (5.B51)

for —m < arg& < m, which express the Whittaker functions in terms of the solutions defined
near £ = 0.
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C Elliptic Integrals and Elliptic Functions

A nonlinear differential equation that arises in mechanics is
du\”
<> = (1—u?)(1 - k*u?) (5.C52)
dz
where k? is a parameter that for now we will assume to satisfy 0 < k2 < 1. Note that if
k2 > 1, we can introduce rescaled variables w = ku , ¢ = kz. Then w satisfies
dw\
— ) =1 -w?)(1 - a*w?) (5.C53)
dg
with o = 1/k? < 1. Itis left to the problems to show how this equation arises in the problem

of a simple pendulum, and the problem of a nonlinear oscillator.
A solution u(z) of this equation with «(0) = 0 is obtained from the integral

“ 1
z= dt (5.C54)
/0 V(1 —2)(1 - k282)
with ¢ — sin ¢, this solution can also be written as
0 1
z= / ——d¢ (5.C55)
0 V1—k2sin?¢

with u = sin 6. As u increases from 0 to 1 (or 6 increases from 0 to 7/2), z increases from 0
to K (k), where

! 1 _[® 1
Kk = /0 VA = 2)(1 — k2t2) = /0 1— k2sin ¢ a0 (5630

is the complete elliptic integral of the first kind, of modulus k.

- Exercise 5.C2. Show that the complete elliptic integral K (k) defined by Eq. (5.C56) can
be expressed as a hypergeometric function according to

K(k) = 3nF(%, L1k?) (5.C57)

Hint. A brute force method is to expand the integrand in a power series and integrate term by
term. It is more elegant to show that K (k) satisfies a hypergeometric equation. |

The function inverse to the function z(u) defined by Eq. (5.C54) is
u(z) =sn(z, k) =sind (5.C58)

This defines the (Jacobi) elliptic function sn(z, k) as a function that increases from 0 to 1 for
0 < z < K (k). The modulus % is not always written explicitly when it is fixed, so it is also
common to write simply © = sn z.
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Now Eq. (5.C54) is derived from Eq. (5.C52) by choosing

d
= — /=) - ) (5.C59)
z

but as z increases beyond K (k), the sign of the derivative must change, since it follows from
a direct calculation that

d*u

8252:—4u[1—-%@r+k%uﬂ (5.C60)
Thus u”(2) < 0 when u = 1 (we have assumed 0 < k? < 1). In the dynamical systems
described by this equation, the points © = =1 correspond to the turning points of the system.
Thus when we continue the integral in Eq. (5.C54) in the complex ¢-plane, we wrap around
the lower side of the branch cut of v/1 — ¢2, which we can take to run from —1 to 1 as shown
in Fig. 5.2. A complete clockwise circuit of the contour C' around the branch cut from —1 to 1
corresponds to an increase of z by 4K (k), while u = u(z) has returned to its original location
on the Riemann surface of the integrand. Thus

sn(z + 4K, k) = sn(z, k) (5.C61)

so that sn(z, k) is periodic with period 4K (k).

From Fig. 5.2, it is clear that there are other closed contours on the Riemann surface of
the integrand in Eq. (5.C54) that cannot be deformed into C' without crossing one or more
branch points of the integrand® (these branch points are at t = +1 and at t = +a = +1/k;
the integrand is analytic at co). Note that these branch points are of the square root type, so
the integrand changes sign on encircling one of the branch points. Hence if we make a circuit
around a closed contour L that encircles any two of the branch points, the integral will return
to its original value. If we let

dt # 0 (5.C62)

. 1
"= 7{ V-2 - k)

then P will be a period for the function v = u(z).

A closed contour that cannot be deformed into the contour C is the contour C” shown in
Fig. 5.2, which encircles the branch points of the integrand at ¢ = 41 and ¢ = +a«. The
corresponding period is given by

dg

(0% 1 1 1
P:%/ - ﬁ:%/
— 1)(1 = k2¢2 1 — €2)(1 — k’2¢2
1 /(2= 1) t?) 0o /(1-&)( &) 5.063)

= 2K (k') =2K'(k)
Here k'? = 1 — k? (K’ is the complementary modulus of the elliptic integral, and the second
integral is obtained by the change of variable
1 — k%2
2 e —
&= 1— k2

3When we speak of deformations of contours here and below, we understand that the deformations are forbidden
to cross singularities of the integrand unless explicitly stated otherwise.

(5.Co64)
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Figure 5.2: The contour C' for continuation of the integral in Eq. (5.C54) beyond u = 1;a
complete circuit of C' returns the integrand to its original value. Shown also is a second closed
contour C” around which the integrand returns to its original value. The solid portion of C” lies
on the first (visible) sheet of the Riemann surface of the integrand; the dashed portion lies on
the second sheet reached by passing through any of the cuts.

Thus sn(z, k) is a doubly periodic function of z with periods
Q =4K(k) O =2iK(K) (5.C65)

Note that any contour on the Riemann surface shown in Fig. 5.2 must encircle an even
number of branch points in order to return to the starting value of the integrand (multiple
circuits are possible, but each circuit must be included in the count); only such contours are
closed on the Riemann surface. Furthermore, the integral around a circle centered at ¢t = 0,
with radius » > «, vanishes since the integrand is analytic at co (thus the radius of the cir-
cle can be made arbitrarily large without changing the value of the integral, and the integral
evidently vanishes for r — 00).

Any contour that encircles an even number of branch points of the integrand can be de-
formed into a contour that makes m circuits of C' and m/ circuits of C”, plus a contour around
which the integral vanishes, such as one or more circuits of circle of radius > «a; here m and
m/ are integers that may be positive (for clockwise circuits), negative (for counterclockwise
circuits) or zero. It requires a bit of sketching with pencil and paper to verify this statement,
but it is true. The period associated with such a contour is given by

P=mQ+m'QY (5.C66)

as might be expected from the general argument given in Chapter 4 that there can be no more
than two fundamental periods for a nonconstant analytic function. Now € and € are in fact
fundamental periods of sn(z, k), since there are no smaller contours than C' and C’ that might
subdivide these periods.
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Remark. The two-sheeted Riemann surface illustrated in Fig. 4.1 is isomorphic to a
torus 72, since the elliptic integral provides a diffeomorphism from the Riemann surface
onto the unit cell of the lattice shown in Fig. 4.5 (the elliptic function sn z provides the inverse
mapping). This unit cell is evidently equivalent to the rectangle in Fig. 3.4, which we have
seen in Chapter 3 to be equivalent to a torus. O

There are other Jacobi elliptic functions related to the integrals (5.C54) and (5.C55). With
z and 0 related by Eq. (5.C55), define

cn(z, k) = cosf dn(z, k) = V1 — k2sin?0 (5.C67)

where again the dependence on k is not always written explicitly. Jacobi also defined 6 =
am z, the amplitude of z. Note that for real 6, dn z is bounded between k' = /1 — k2 and 1,
so that it can never become negative.

These functions satisfy many relations similar to those for the trigonometric functions to
which they reduce for £ — 0. For example, it is clear that

sn’z+en’z=1 (5.C68)
K sn?z+dn?z=1 (5.C69)
The derivatives of the functions are easily evaluated, since Eq. (5.C55) implies

dz 1 1

= - - @ __- 5.C70
a9 \/1—k2sin?g dnz ( )
Then we have
do
—snz =cosf— =cnzdnz (5.C71)
dz dz
and similarly,
d 2
—cnz=—snzdnz —dnz=—k"snzcnz (5.C72)
dz dz
It follows directly from the definitions that
sn(—z) = —snz cn(—z) =cnz dn(—z) =dnz (5.C73)
Also, since z — z + 2K corresponds to 6 — 6 + m, we have
sn(z+2K)=—snz cn(z+2K)=—-cnz dn(z+2K)=dnz (5.C74)

Thus cn z has a real period 4K, while dn z has a real period 2K.

To see what happens when 2 increases by 2i K, recall that this corresponds to one circuit
of the contour C” in Fig. 5.2. As we go around this circuit, cnz = v/1 —t2? and dnz =
V1 — k22 change sign, while sn z returns to its initial value; thus we have

sn(z+2iK')=snz cn(z+2iK')=—cnz dn(z+2K')=—dnz (5.C75)
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Equations (5.C74) and (5.C75) show that cn z has a complex fundamental period 2K + 2iK’,
while Eq. (5.C75) shows that dn z has a second fundamental period 4i K.
To locate the poles of sn z, we return to the integral (5.C54) and let © — oco. Then

1 1 Uk 1
Z:/o iomaoes T TEenaoes

oo 1
+ d 5.C76
/1/k V(2= 1) (k22 - 1) ! ( )

The sign ambiguity in z reflects the fact that there are two distinct routes from 1 to co, one
passing above the cut in Fig. 5.2, the other passing below. The first integral is equal to K (k),
the second integral is equal to K'(k), while the third integral is also equal to K (k), which
is most easily shown by changing variables to £ = 1/kt. Thus the values of z for which
u = sn z — oo are given by

z=1iK' 2K + iK' (5.C77)

together with the points obtained by translation along the lattice generated by the fundamental
periods 4K and 2iK’. These points correspond to contours in the ¢-plane that make extra
circuits of the branch points shown in Fig. 5.2.

To show that these points are simple poles of u = sn z, note that

>~ 1
— iK' = d 5.C78
o +/u V(2 —1)(k22 - 1) ! ( )

7z —2K — iK' =

(5.C79)

- / h ! dat
uw (2= 1) (k22 - 1)

Since the integral on the right-hand side is approximated by 1/ku for u — oo, we have

1
. o AN i
ZErZr[l(/ (z—iK'") snz T (5.C80)
. -l 1
lim (z—2K —iK')snz=—— (5.C81)
22K +iK’ k

Thus the singularities of sn z in its fundamental parallelogram are two simple poles, with
equal and opposite residues. From the relations (5.C68) and (5.C69), it follows that cn z and
dn z have poles at the same points.

- Exercise 5.C3. Compute the residues of cn z and dn z at their poles at z = K’ and at
z=2K —iK'. O

- Exercise 5.C4. Show that

B(e) = dxF (4, ~1]1]¢?)

by one means or another. |



254 5 Differential Equations
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There are many introductory books on differential equations. One highly recommended book
is
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(1993).

This is a substantial book that covers many interesting examples and applications at a reason-
ably introductory level. Another excellent introduction is
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In addition to covering standard topics, this book has digressions into various interesting ap-
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level of an ordinary textbook.

An advanced book that covers the analytical treatment of differential equations in great
depth is

Carl M. Bender and Steven A. Orszag, Advanced Mathematical Methods for Scien-
tists and Engineers, McGraw-Hill (1978).

This book treats a wide range of analytic approximation methods, and has an excellent discus-
sion of asymptotic methods.

The treatment of linear equations and the special functions associated with the linear
second-order equation is classical; more detail can be found in the work of Whittaker and
Watson cited in Chapter 1. Detailed discussions of the second-order differential equations
arising from the partial differential equations of physics, and for understanding the properties
of these solutions, can be found in the classic work of Morse and Feshbach cited in Chapter 8.

Elliptic functions and elliptic integrals are treated in the book by Copson cited in Chap-
ter 4, as well as in the book by Whittaker and Watson. There is also a book

Harry E. Rauch and Aaron Lebowitz, Elliptic Functions, Theta Functions and Rie-
mann Surfaces, Williams and Wilkins (1973).

that describes the Riemann surfaces associated with the elliptic functions in great detail. A
modern treatment of elliptic functions can be found in

K. Chandrasekharan, Elliptic Functions, Springe (1985).

This book gives a through survey of the varieties of elliptic functions and the related theta-
functions and modular functions from a contemporary point of view.

A nice treatment of elliptic functions in the context of soluble two-dimensional models in
statistical mechanics is given by

Rodney J. Baxter, Exactly Solved Models in Statistical Mechanics, Academic Press
(1982).

It should not be surprising that doubly periodic functions are exceptionally useful in describing
physics on a two-dimensional lattice.
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Problems
1. Find the general solution of the differential equation
u(2)u”(2) = [u'(2) ]* = 62 [u(2) ]?
2. Consider the differential equation
(1—2)u"(2) + 24 (2) —u(z) = (1 —2)?

Evidently u(z) = z is a solution of the related homogeneous equation. Find the general
solution of the inhomogeneous equation.

3. An nth order linear differential operator of the form (5.50) is factorizable if it can be
written in the form

L = Li +sl(z)] Li +sn(z)]
! [szrsk(z)]
with known functions s1(z), ..., $,(2).

Show that if L is factorizable, then the general solution of the equation L[u] = f can be
constructed by solving the sequence of linear inhomogeneous first-order equations

[ oul)] () = w2

(k=1,...,n) withug(z) = f(2).

4. The time evolution of a radioactive decay chain (or sequence of irreversible chemical
reactions) 1 — 2 — ... — n is described by the set of coupled differential equations

uy (t) = —Arua(t)
’U,/2 (t) = —)\2 UQ(t) + /\1 Ul (t)

’U,g (t) = —)A\3us3 (t) + Ao us (t)

ul,(t) = M1 Uupn_1(t)
is the population of species k at time ¢, and A, is the rate per unit time for the process
k—k+ 1

(i) Find explicit solutions for w1 (t), ua(t) and uz(t) in terms of the initial values u4(0),
(5] (0), and us (O)
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(ii) At what time will us(¢) reach its maximum value?

(iii) Find a set of basic solutions {u;m) (t)} that satisfy
u{™(0) =

(k,m =1,...,n), and interpret these solutions physically.

(iv) Express the solution {ug(t)} that satisfies
ug(0) = ¢

(k=1,...,n) in terms of these basic solutions.

In the preceding problem, suppose we start with a pure sample of species 1, so that
u1(0) =N uz(0) =0 uz(0) =0

(i) How long will it take for w1 (¢) to fall to half its initial value?
(ii) At what time will us(¢) reach its maximum value? What is this maximum value?
(ii1) If species 3 is the endpoint of the reaction (this is equivalent to setting A3 = 0), how

long will it take for u3(¢) to reach half its final value?

Consider the nth order linear differential equation with constant coefficients
Liu] = u™(2) + aqu™V(2) + -+ auu(z) =0

with constant coefficients (Eq. (5.73)).

(1) Express this equation as a matrix equation
v = Av

with vector v = (u, v/, ..., u™b.

(ii) Show that the eigenvalues of A are exactly the roots of the polynomial p()\) in
Eq. (5.75).

(iii) Express the matrix A = D + N, as defined in Eq. (2.151).

. Consider the differential equation

d?u e *

(1) Locate and classify the singular points of this equation.
(ii) Find a solution that is analytic at z = 0, neglecting terms that are o(2?).

(iii) Find a linearly independent solution near z = 0, neglecting terms that are o(z?).
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8.

11.

(i) Find the radius of convergence of the series

1
V1 — 2zt + 2

as a function of ¢, if zisreal and —1 < z < 1.

S(t,z) =Y t"Py(2) =
n=0

(ii) Find the region of convergence in the complex z-plane if ¢ is real with |¢| < 1.

Find the coefficients ¢, (z) in the expansion
112 -
—_ = cn(t)Pr(2)
(1 — 2zt +12)°/? nz:% R

where |t| < 1 and the P,(z) are the Legendre polynomials. For what values of z does
this series converge?

. Consider the representation (5.153)

1 PEINY
Ae =g [ e

-1 (2= f))‘ﬂ

of the Legendre function of the second kind. Use this representation together with the
Rodrigues formula to show that for A = n a positive integer,

1 (Y Pt

Qn(z):§ 1 z—tdt

where P, (t) is the corresponding Legendre polynomial.

(i) Show that the Wronskian determinant (Eq. (5.62)) of Py(z) and @ (z) defined by
W(Py,Qx) = PAQ\ — P\Qx

satisfies the differential equation

Ldw )
Wods In(z 1)
and thus
/ / A
PA(2)QA(2) = P(:)Qa(2) = 5=

(i) Evaluate the constant A. Note. One way to do this is to consider the asymptotic
behavior of the equation for z — oo.

(iii) Show that if we define Q5 (z) = gx(2)Px(2), then ¢\ (z) satisfies

A

BAPGP = 5




258

12.

13.

14.

15.
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(iv) Finally, show that

> 1
Qx(2) = AP)\(Z)/Z (CEEXOE dt

Show that the Legendre functions of the second kind satisfy the same recursion relations
A+ 1)zQx(2) = A+ 1)Qx41(2) + AQA(2)

and
(22 = DQA(2) = A2Qx(2) = AQr-1(2)

as the Legendre polynomials and functions of the first kind (see Exercise 5.14).

Show that the Bessel function .Jy (z) has the integral representation

Ir(z) = C, (E)A /1 e (1 — u2)’\_% du

2 -1
A A 0 9\2A
= C, <§) / €# %Y (sin 0)“" do
0
and evaluate the constant Cy.

Use the result of the previous problem to show that the spherical Bessel function

B =\ T 1)

has the integral representation

1

Al

j)\(Z) = \/EC)\ (g) 2 / ezzcos@(sine)z)\.H do
0

Then show that for integer n,

1
Jn(z) = An/ e"#s9 P (cosh) d(cosh)
~1

and evaluate the constant A4,,.

Show that the hypergeometric function satisfies the recursion formulas
(i) aF(a+1,blc|§) — bF(a,b+1|c[§) = (a —b) F(a,b|c[¢)

(i) F(a+1,blc|¢) — F(a, b+ 1|cl¢) = (b%“) EF(a+1,b+1lc+1]¢)

(i) d% Fla, ble|é) = %b Fla+1,b+1lc+1[¢)
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16.

17.

18.

19.

20.

Show that the general solution of the hypergeometric equation can be expressed as
w(§) = A1 F(a,a—c+ 1la— b+ 1|1/€)
+ Ay EPF(b— e+ 1,bb — a+ 1]1/€)
and find the coefficients A; and Ay when w(§) = F(a, b|c|§).
Show that the confluent hypergeometric function satisfies the recursion formulas
(i) aF(a+1le+ 1€) — cF(alel¢) = (a — ) F(ale + 1]¢)
(i) clF(a+ 1/cle) — Flalel¢)] = €F(a+1le+ 1[¢)

(ii) dié F(alele) = % Fla+1|c+ 1[¢)

Show that the confluent hypergeometric function satisfies
F(c — alcl¢) = e* F(alc| - €)

using the integral representations given in Appendix B.

Conservation of energy for a simple pendulum (mass m, length L, angular displacement
) has the form

1 AN

§mL2 (dt) +mgL(1 —cosf) =F

(i) Introduce the variable u = sin %0 and rescale the time variable in order to reduce the
conservation of energy equation to an equation of the form (5.C52).

(ii) Derive an expression for the period of the pendulum in terms of a complete elliptic
integral.

Consider an anharmonic one-dimensional oscillator with potential energy

1 4

V(z) = imw’2® + tmox
Sketch the potential energy function for each of the cases:
(i) 0>0,w*>0 (ii) ¢>0,w?*<0 (iii) 0<0,w?>0

In each case, introduce new variables so that the conservation of energy equation

5 (i—f)erV(x) - E

takes the form of Eq. (5.C52). Under what conditions can the variables in the resulting
equation be chosen so that the parameter k2 satisfies 0 < k2 < 1?
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Show that the change of variable x = u? transforms Eq. (5.C52) into
dr\ 2
(d—j) = dz(1 — 2)(1 - k%z)

Remark. Thus the quartic polynomial on the right-hand side of Eq. (5.C52) can be
transformed into a cubic. This does not reduce the number of branch points of dx/dz,
but simply relocates one of them to co. o

Show that the circumference of the ellipse

is given by 4aE(e), where e = v/a? — b? /a is the eccentricity of the ellipse and

62t2
o= [ e

is the complete elliptic integral of the second kind (of modulus e).
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6 Hilbert Spaces

Linear vector spaces are often useful in the description of states of physical systems and their
time evolution, as already noted in Chapter 2. However, there are many systems whose state
space is infinite dimensional, i.e., there are infinitely many degrees of freedom of the system.
For example, a vibrating string allows harmonics with any integer multiple of the fundamental
frequency of the string. More generally, any system described by a linear wave equation
will have an infinite set of normal modes and corresponding frequencies. Thus we need to
understand how the theory of infinite-dimensional linear vector spaces differs from the finite-
dimensional theory described in Chapter 2.

The theory of linear operators and their spectra is also more complicated in infinite dimen-
sions. Especially important is the existence of operators with spectra that are continuous, or
unbounded, or even nonexistent. In Chapter 7, we will examine the theory of linear operators,
especially differential and integral operators, in infinite-dimensional spaces.

In this chapter, we deal first with the subtle issues of convergence that arise in infinite
dimensional spaces. We then proceed to discuss the expansion of functions in terms of various
standard sets of basis functions—the Fourier series in terms of trigonometric functions, and
expansions of functions in terms of certain sets of orthogonal polynomials that arise in the
solution of second-order differential equations. The reader who is more interested in practical
applications can proceed directly to Section 6.3 where Fourier series are introduced.

As a prototype for an infinite-dimensional vector space, we consider first the space ¢2(C)
of sequences = = (£1, &2, . . .) of complex numbers with

(oo}
> el < oo
k=1

A scalar product of x = (£1,&2,...) and y = (91,72, . ..) given by
oo
(Z‘, y) = Z §I~c*77k
k=1

satisfies the axioms appropriate to a unitary vector space, and we show that the series con-
verges if  and y are in £2(C). The space £2(C) satisfies two new axioms that characterize a
Hilbert space: the axiom of separability, which requires the existence of a countable basis, and
the axiom of completeness, which requires that the limit of a Cauchy sequence to belong to
the space. Thus the space ¢?(C) provides a model Hilbert space in the same way that n-tuples
of real or complex numbers provided model finite-dimensional vector spaces.

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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Functions defined on a domain €2 in R™ or C" also have a natural vector space structure,
and a scalar product

(f.9) = /Q £ (@)g(@)w(z)da

can be introduced that satisfies the standard axioms. Here w(x) is a nonnegative weight func-
tion that can be introduced into the scalar product; often w(z) = 1 everywhere on {2, but there
are many problems for which other weight functions are useful. To construct a Hilbert space,
the space of continuous functions must be enlarged to include the limits of Cauchy sequences
of continuous functions, just as the set of rational numbers needed to be enlarged to include
the limits of Cauchy sequences of rationals. This expanded space, denoted by L?(£2), includes
“functions” for which

12 = / (@) w(z) dO

is finite. Here the integral understood as a Lebesgue integral, which is a generalization of
the Riemann integral of elementary calculus. We discuss briefly the Lebesgue integral after
a short introduction to the concept of measure, on which Lebesgue integration is based. We
also note that the elements of L?(2) need not be functions in the classical sense, since they
need not be continuous, or even well defined at every point of €.

Convergence of sequences of vectors in Hilbert space is subtle: there are no less than four
types of convergence: uniform convergence and pointwise convergence as defined in classical
analysis, weak convergence as defined in Chapter 1 and again here in a vector space context,
and strong convergence in Hilbert space, also known as convergence in the mean (weak and
strong convergence are equivalent in a finite-dimensional space).

Every continuous function can be expressed as the limit of a uniformly convergent se-
quence of polynomials (Weierstrass approximation theorem). On the other hand, a Cauchy
sequence of polynomials need not have a pointwise limit. While these subtleties are not often
crucial in practice, it is important to be aware of their existence in order to avoid drawing false
conclusions on the basis of experience with finite-dimensional vector spaces.

There are various sets of basis functions in a function space that are relevant to physical
applications. The classical example is Fourier series expansion of a periodic function in terms
of complex exponential functions (or in terms of the related trigonometric functions). If f(t)
is a well-behaved function with period T, then it can be expressed as a Fourier series in terms
of complex exponential functions as

f(t):\/; i cwxp(%;m)

n=-—oo

with complex Fourier coefficients c,, given by

T .
Cn = \/E/O exp ( 27r;nt> f(t)dt

Note that c_,, = ¢} if f(t) is real. Each Fourier series represents a function with period 7" as a
superposition of functions corresponding to pure oscillators with frequencies f,, = n fy, where
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fo = 1/T is the fundamental frequency corresponding to period T'; the Fourier coefficients ¢;,
and c_,, are amplitudes of the frequency component f,, in the function f(t). One peculiarity
we note is the Gibbs phenomenon in the Fourier series expansion of a step function; this is a
phenomenon that generally occurs in the approximation of discontinuous functions by series
of continuous functions.

Other important sets of bases are certain families of orthogonal polynomials that appear as
solutions to second-order linear differential equations. In particular, there are several families
of orthogonal polynomials related to the hypergeometric equation and the confluent hyperge-
ometric equation discussed in Chapter 5. Some important properties of the Legendre polyno-
mials are derived in detail, and the corresponding properties of Gegenbauer, Jacobi, Laguerre,
and Hermite polynomials are summarized in Appendix A.

A nonperiodic function f(¢) that vanishes for ¢ — 0o can be expressed as a superposition
of functions with definite (angular) frequency w by the Fourier integral

1 [ ;

ft)=— / c(w)e™ ™" dw
2r J_ o

which is obtained from the Fourier series by carefully passing to the limit 77 — oco. The

function c¢(w) is obtained from f(¢) by a similar integral

c(w) = /_Z e f(t) dt

The functions f(¢) and c(w) are Fourier transforms of each other. If f(¢) describes the evolu-
tion of a system as a function of time ¢, then ¢(w) describes the frequency spectrum (w = 27 f)
associated with the system. If ¢ is actually a spatial coordinate x, then the corresponding
Fourier transform variable is often denoted by & (the wave number, or propagation vector).

Another integral transform, useful for functions f(¢) defined for 0 < ¢ < oo, is the
Laplace transform

cr) = | " fwertar

which is obtained from the Fourier transform by rotation of the integration contour in the
complex t-plane. These transforms, as well as the related Mellin transform introduced as a
problem, have various applications. Here the transforms are used to evaluate integrals, and to
find solutions to certain second-order linear differential equations.

There are many physical problems in which it is important to analyze the behavior of a
system on various scales. For example, renormalization group and block spin methods in
quantum field theory and statistical mechanics explicitly consider the behavior of physical
quantities on a wide range of scales. This leads to the concept of multiresolution analysis
using a set of basis functions designed to explore the properties of a function at successively
higher levels of resolution. This concept is illustrated here with the Haar functions. The new
basis functions introduced in passing from one resolution to a finer resolution are wavelets.
Some methods of constructing wavelet bases are described in Section 6.6.
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6.1 Infinite-Dimensional Vector Spaces

6.1.1 Hilbert Space Axioms

The basic linear vector space axioms admit infinite-dimensional vector spaces, and fur-
ther axioms are needed to define more clearly the possibilities. For example, consider the
linear vector space C* whose elements are sequences of complex numbers of the form
z = (&,%,...),y = (m1,m2,...),..., with addition and multiplication by scalars defined
in the obvious way. This vector space satisfies the basic axioms, and it has a basis

é1 = (1,0,0,...)
P2 = (07]-30;) 6.1)
qbg,:(0,0,l,...)

that is countable, i.e., in one-to-one correspondence with the positive integers. This space is
too large for most purposes; if we introduce a scalar product by

(.9) =Y & (6.2)
k=1

then the infinite sum on the right-hand side does not converge in general. However, we can
restrict the space to include only those vectors = (£, &2, . . .) for which

2> =) 1> < o0 (6.3)
k=1

that is, vectors of finite length || || as defined by Eq. (6.3). This defines a space ¢?(C), which
is evidently a vector space; the addition of two vectors of finite length leads to a vector of
finite length since

€+ mel® < 2(1&]* + [7el?) (6.4)

It is also a unitary vector space; if ||z|| and ||y|| are finite, then the scalar product defined by
Eq. (6.2) is an absolutely convergent series since

emel < 2(1€1* + mel?) (6.5)

The two important properties of ¢2(C) that require axioms beyond those for a finite-
dimensional unitary vector space are:

1. £2(C) is separable. This means that £2(C) has a countable basis.! One such basis in
¢?(C) has been defined by Eq. (6.1).

Mathematicians generally define separability in terms of the existence of a countable set of elements that is
everywhere dense (see Definition (1.9)). In the present context, that is equivalent to the existence of a countable
basis.
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2. (%(C) is complete, or closed. This means that every Cauchy sequence defined in ¢?(C)
has a limit in ¢?(C).

The proof of the latter statement is similar to the corresponding proof in the finite-di-
mensional case. If {z1 = (£11,&12,-..), 22 = (€21,&12,.-.), ...} is a sequence of vectors in
(?(C), then z1, o, . . . is a Cauchy sequence if and only if {£1y, &or, . . .} is a Cauchy sequence
forevery k = 1,2, ..., since

|§mk - gnk|2 S me - anZ S Z |§mk - 5nk|2 (66)
k=1
Thus the sequence 1, 22, . . . converges to a limit « if and only if the sequence {1, ok, - - - }
converges to a limit, call it &, for every k = 1,2, .. .; in the case of convergence, we have
v = (1,8, .) 6.7)

Remark. The crucial point here is that £2(C) has been constructed so that the limit (6.7) is in
the space. The space 72(C) of vectors x = (&1, &, .. .) with only a finite number of nonzero
components satisfies all the axioms except completeness, since the limit vector in (6.7) need
not have a finite number of nonzero components (this shows the independence of the axiom
of completeness). In fact, the space ¢?(C) is obtained from 72(C) precisely by including
the limit points of all Cauchy sequences in 72(C), in much the same way as the real numbers
were obtained from the rational numbers by including the limit points of all Cauchy sequences
of rationals. Thus we can say that £2(C) is the completion, or closure, of 72(C). O

An infinite-dimensional unitary vector space that is separable and complete is a Hilbert
space.> The example ¢?(C) provides a model Hilbert space. Any complex Hilbert space is
isomorphic and isometric to £2(C) in the same way that any n-dimensional complex unitary
vector space is isomorphic and isometric to C”. Similarly, any real Hilbert space is isomorphic
and isometric to the space /2(R)) of sequences of real numbers with finite length as defined
by (6.3).

A finite-dimensional linear manifold in a Hilbert space is always closed, but an infinite-
dimensional linear manifold may or may not be. If ¢, ¢, ... is an orthonormal system in
the Hilbert space H, then M(¢1, @2, ...) denotes the linear manifold consisting of linear
combinations of ¢1, @2, . .. with a finite number of vanishing terms. Including the limit points
of all Cauchy sequences of vectors in M (1, ¢o, . ..) gives a subspace Moy, ¢a, . ..], the
closure of M (¢, ¢, .. .).

As in the finite-dimensional case, the orthonormal system ¢1, ¢o, ... is complete if and
only if the only vector orthogonal to all the ¢y, is the zero vector 8. Equivalent conditions are
contained in the

Theorem 6.1. The orthonormal system ¢1, ¢, . .. in the Hilbert space ‘H is complete if and
only if

2A finite-dimensional unitary space is sometimes called a Hilbert space as well, since the axioms of separability
and completeness are satisfied automatically (i.e., as a consequence of the other axioms) for such spaces. Here we
reserve the term Hilbert space for infinite-dimensional spaces.
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(i) for every vector x in H, we have

oo

z =" (¢ x) bx (6.8)

k=1

(ii) for every vector x in H, we have

Izl = (b, 2)? (6.9)
k=1
(iii) for every pair of vectors z and y in H, we have
(o)
(@,y) = > _ (2, 6)(dn,y) (6.10)
k=1
(iv) H = M|¢1, ¢2,...], thatis, H is a closed linear manifold spanned by the orthonormal

system ¢1, ¢, . . ..
Any one of these conditions is necessary and sufficient for all of them. It is left as an exercise

for the reader to show this.

Note, however, that while the expansion (6.8) in terms of a complete orthonormal system
is always possible, there are nonorthogonal bases for which the only vector orthogonal to
every element of the basis is the zero vector, but for which there are vectors that do not admit
an expansion as a linear combination of the basis vectors.

U Example 6.1. Let ¢, ¢, ... be a complete orthonormal system in the Hilbert space H,
and define vectors v, 12, . . . by

Un =1/3 (I — dni1) 6.11)
Then the v1, 15, . . . are linearly independent, and (1),,, ) = 0 for all n if and only if = =
6. However, the 11, 15, . . . are not orthogonal, and not every vector in H has a convergent
expansion in terms of the ¥, ¥s, . . .. For example, we have the formal expansion

$1~ V21 o s+ ) ~ V2 (6.12)

k=1
But
N

g1 — V2D vl = llgnnall =1 (6.13)

k=1

Hence the expansion (6.12) does not converge strongly to ¢;, although it does converge
weakly. This example shows that it is necessary to use extra caution with nonorthogonal
bases in Hilbert space. |
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6.1.2 Convergence in Hilbert space

The concept of weak convergence, introduced in the discussion of sequences of functions in
Chapter 1, is also relevant to sequences in Hilbert space. Here we have the

Definition 6.1. If the sequence {xz;} in a unitary vector space V is such that the sequence
of numbers {(xy,y)} converges to (z,y) for every y in V, then the sequence {xy} is weakly
convergent to , denoted by

{zp} = (6.14)

(look closely at the half arrow here). |
In a finite-dimensional space, weak convergence is equivalent to ordinary (strong) conver-

gence, since if ¢1, .. ., ¢, is a complete orthonormal system, and if

{(zk, 0p)} — & (6.15)
forp =1,...,n, then for any £ > 0, there is an IV such that

[z, dp) — &pl < e (6.16)
forall p=1,...,n whenever kK > N. Then also

lze =Y &opll? < ne? (6.17)

p=1

so that {z}} — 22:1 &p@p in the usual (strong) sense. In an infinite-dimensional space, we
can no longer be sure that an IV exists for which the inequality (6.16) is satisfied for all p, and
there are sequences that converge weakly, but not strongly.

O Example 6.2. Let ¢1, ¢, ... be an infinite orthonormal system in a Hilbert space H.
Then {(¢,,x)} — O for any x in H, since

21> <D 1(én, @) 6.18)
n=1

is finite (the sequence of terms of a convergent series must converge to zero). Thus the
sequence {¢,, } converges weakly to the zero vector 6. On the other hand, ||¢,,|| = 1 for
all n, so the {¢,, } cannot converge strongly to zero. |

- Exercise 6.1. Let M be an infinite-dimensional linear manifold in the Hilbert space H.
Then

(i) M= is closed,

(i) M = (M*)*Lif and only if M is closed, and

(i) H=Mae M- O
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- Exercise 6.2. Show that if {z,} — z and {y,} — v, then {(z,,yn)} — (x,y). Is it true
that if {x,,} — z and {y,} — v, then {(zn,yn)} — (z,4)? O

An important result is that a weakly convergent sequence must be bounded.’

Theorem 6.2. If the sequence {x,} of vectors in the Hilbert space H is weakly convergent
to x, then it is bounded (there is an M > 0 such that ||z,, — z|| < M foralln =1,2,...).

The proof is long and somewhat technical, and we will not present it here. The previous
example might make it plausible. The converse of this theorem is an analog of the Bolzano—
Weierstrass theorem for real or complex numbers (see Exercise 1.4).

Theorem 6.3. Any infinite bounded set in the Hilbert space H contains a weakly convergent
subsequence.

Proof. Let {¢1, ¢, ...} be a complete orthonormal system in H, and let {x,, } be a bounded
infinite set in . Then there is a subsequence {1, } such that the sequence {{1,, = (¢1,215)}
of numbers is convergent to a limit, call it ;. This follows from the plain version of
the Bolzano—Weierstrass theorem in Exercise 1.1.4. The subsequence {x1,} is bounded;
hence we can choose from it a subsequence {x2,} such that the sequence of numbers
{&2n = (d2,22,)} is convergent to a limit, call it {&3. Proceeding in this way, we obtain a
nested set of subsequences {z,} such that the sequences of numbers {&k, = (Pk, Trn)}

converge to limits £, foreach k = 1,2, .... Let
To=_ Letn (6.19)
k=1
Then the sequence {y,, }, with y,, = x,,,,, converges (weakly) to x.. [ |

6.2 Function Spaces; Measure Theory

6.2.1 Polynomial Approximation; Weierstrass Approximation Theorem

Consider spaces of (complex-valued) functions defined on some domain {2, which may be an
interval of the real axis, a region in the complex plane, or some higher dimensional domain.
There is a natural vector space structure for such functions, and properties such as continu-
ity, differentiability, and integrability are preserved by vector addition and multiplication by
scalars. A scalar product can be introduced on the function space by

(f.9) = / £ (2w (a)g(x)de (6.20)

where df is a suitably defined volume element on 2, and w(z) is a weight function satisfying
w(x) > 0 on € except possibly at the boundary of §2 (often w(xz) = 1 everywhere, but other
weight functions are sometimes convenient). This scalar product allows us to introduce norm
and distance between functions in the usual way.*

3This is the analog of the uniform boundedness principle, or Banach—Steinhaus theorem, in real analysis.

4As noted above, norm and length can be defined with no associated scalar product. Function spaces with such
norms are Banach spaces. These are also important in mathematics; further discussion may be found in books cited
at the end of the chapter.
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Complications arise with sequences of functions in a function space; the limiting processes
involved in the definitions of continuity and differentiability need not be interchangeable with
taking the limit of a sequence (see Section 1.3). Furthermore, there are several distinct con-
cepts of convergence of sequences of functions. In addition to the classical pointwise and
uniform convergence, and the weak convergence introduced in Section 1.3, there are the con-
cepts of strong and weak convergence in Hilbert space as defined above. Thus we examine
the conditions under which sequences of functions converge in the various senses, and the
properties of the limit functions.

One important result is that a continuous function can be approximated on a finite interval
by a uniformly convergent sequence of polynomials. This is stated formally as the

Theorem 6.4. (Weierstrass Approximation theorem). If the function f(¢) is continuous on
the closed interval a < t < b, then there is a sequence p,,(t) of polynomials that converges
uniformly to f(t) fora <t <b.
Remark. If the function f(¢) is k times continuously differentiable on the interval, then the
sequence of polynomials can be constructed so that the sequence of derivatives p%k) (t) also
converges uniformly to the derivative f(*)(¢) on the interval. O
We will not give a complete proof, but we can construct a sequence of polynomials that is
uniformly convergent. Let

1 1
2
J, = 1—t2"dt:2/ 1—)dt > —— 6.21

where the last inequality follows from noting that 1 — > > 1 —t of 0 < ¢ < 1, and define

L, (t|f) = Jin/o fl) [1—(u—1t)?]" du (6.22)

Then the sequence {II,,(¢| f)} convergent uniformly to f(t) fora <t <b.

Remark. It is important to realize that the existence of a uniformly convergent sequence of
polynomials is not equivalent to a power series expansion. For example, the function f(t) =
V/t is continuous on 0 < ¢ < 1, and hence can be approximated uniformly by a sequence of
polynomials in ¢. Yet we know that it has no convergent power series expansion around ¢ = 0,
since it has a branch point singularity at ¢ = 0 in the complex ¢-plane. The point is that the
coefficient of a fixed power of ¢ in the approximating polynomial can depend on n. |

Remark. This theorem underlies approximate methods for computing transcendental (non-
polynomial) functions. Since computers are only able to compute polynomials directly, any
computation of a transcendental function is some kind of polynomial approximation. The
theorem assures us that we can choose fixed coefficients to approximate the function over a
definite interval to a specified degree of accuracy. It remains, of course, to determine the most
efficient polynomial for any particular function. O
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6.2.2 Convergence in the Mean

A sequence {f,} of functions converges to a limit f in the (strong) Hilbert space sense if
{||f» — fII} — 0. With Hilbert space norm from the scalar product (6.20),

/Q Ful) — F(@)? wla) d2 — 0 6.23)

for n — oo. In this case, we also say that { f,,} converges in the mean to f, since the mean
square deviation of { f,,} from the limit function tends to zero. Convergence in the mean does
not imply uniform convergence, or even pointwise convergence, although it does imply weak
convergence in the sense that

{ [ s@re@ne - felan} o (6.24)

for every integrable function g(x). Uniform convergence implies convergence in the mean,
but there are sequences of functions that converge to a limit at every point of an interval, but
do not converge in the mean, or even weakly in the Hilbert space sense.

Q Example 6.3. Consider the sequence of functions { f,,(¢)} defined on [—1, 1] by

1
foi1(t) =2 (ZL) t2(1 —t3)" (6.25)
n+1
with J,, defined in Eq. (6.21). Now {f,,(¢t)} — 0 for every ¢, but if g(¢) is continuous on
[—1, 1], then

1 1

1 d

[ ota@ae=— [ Sigtona -y (6.26)
—1 Jn_l,_l -1 dt

The sequence of integrals on the right-hand side converges to g(0) for every continuous

function g(t), so the sequence {f,(¢t)} # 0. The sequence converges weakly as a se-

quence of linear functionals; we have

{fut)} —t8'(2) (6.27)

where §(t) is the derivative of the Dirac §-function introduced in Chapter 1, but this limit
is not in the Hilbert space of functions on [—1, 1]. Note that each of the {f,(¢)} defined
by Eq. (6.25) has continuous derivatives of all orders on [—1, 1], but the lack of uniform
convergence allows the weak limit to be nonzero. |

A variety of function spaces on a domain 2 are of interest:

C: C(2) contains functions continuous on 2.

Ck: C*(Q) contains functions continuous together with their first & derivatives on (2.
D: D(2) contains functions piecewise continuous on §2.

D¥: D¥(Q) contains functions whose kth derivative is piecewise continuous on 2.

Note that any function in D* () is also in C'*~1(Q), since the integral of the piecewise continuous kth deriva-
tive is continuous in 2.
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Each of these function spaces is a linear vector space that can be made unitary with a scalar
product of the form (6.20). It then satisfies all the Hilbert space axioms except completeness.
The limit of a Cauchy sequence of functions in one of these spaces need not be a function in
the space, and not every function f(z) for which

172 = /Q (@) w(z) d2 6.28)

is defined belongs to one of these classes on 2. To satisfy the axiom of completeness, we need
to introduce a new kind of integral, the Lebesgue integral, which is a generalization, based on
the concept of measure, of the usual (Riemann) integral. In the next section, we give a brief
description of measure, and then explain how the Lebesgue integral is defined. To obtain a
complete function space, we need to understand the integral (6.28) as a Lebesgue integral, and
include all functions f on the domain §2 for which the integral is finite.

6.2.3 Measure Theory

The measure of a set S of real numbers, complex numbers, or, for that matter, a set of vectors
in R™ or C", is a non-negative number associated with the set that corresponds roughly to the
length, or area, or volume of the set. The measure 1(S) must have the property that if S; and
S, are disjoint (nonoverlapping) sets, then

w(S1 U Sa) = u(S1) + p(S2) (6.29)

Thus the measure is additive. A set is of measure zero if it can be contained within a set of
arbitrarily small measure.

Measure can be defined on the real axis in a natural way by defining the measure of an
interval (open or closed) to be the length of the interval. Additivity then requires that the
measure of a collection of disjoint intervals is the sum of the length of the intervals.

A countable set of real numbers has measure zero. If the elements of the set are z1, 9, . . .,
then enclose x; inside an interval of measure €/2, x5 inside an interval of measure £/4, and
so on, with x,, enclosed inside an interval of length £/2™. The total length of the enclosing
intervals is then €, which can be made arbitrarily small. Hence the set has measure zero. An
example of an uncountable set of measure zero is the Cantor set in the following exercise:

- Exercise 6.3. Consider the closed interval 0 < ¢ < 1. Remove the open interval

1 2

;<t<3
(the “middle open third”’) from this interval. From each of the remaining intervals, remove the
open middle third (thus excluding 1 < ¢t < 2 and I < ¢ < £). Proceed in this manner ad
infinitum, and let S denotes the set of numbers that remain.

(i) Show that S is a set of measure zero. (Hint. What is the total measure of the pieces

that have been removed from [0,1]?)

(i1) Show that S is uncountable (note that S does not consist solely of rational numbers
of the form m /3™ with m, n integer). O

Remark. The set S is the Cantor set. It is an uncountable set of measure zero. The Cantor
set and its generalizations underlie much modern work on fractal geometry. O
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A step function o(z) is a function that assumes a finite set of values o1, ..., 0, on sets
S1, ..., 8, covering a domain (2. Integration is defined for a step function by

/Q o(z)de = oy 1(Sk) (6.30)

k=1

Note that if the sets Sy, ...,S,, consist of discrete subintervals of an interval of the real axis,
then this definition coincides with the usual (Riemann) integral.

Remark. With this definition of the integral, the value of a function on a set of measure
zero is irrelevant, so long as it is finite. Two functions are be identified if they differ only on
a set of measure zero, since they have the same integral over any finite interval. In general,
any property such as equality, or continuity, etc., that holds everywhere except on a set of
measure zero is said to hold almost everywhere. This identification of functions that are equal
almost everywhere is an extension of the classical notion of a function needed to define the
completion of function spaces. |

A function F(x) is measurable on a domain  if there is a sequence 01,09, ... of step
functions that converges to F'(x) almost everywhere on Q. If F'(x) is measurable on 2, and
if 01,09, ... 1is a sequence of step functions that converges to F'(x) almost everywhere on 2,
then form the sequence I, I5, . . . defined by

Inz/ on(z) dz (6.31)
Q

If this sequence converges to a finite limit 7, then F'(z) is (Lebesgue) integrable, or summable,
on (2, and we define the Lebesgue integral of F'(z) over Q) by

/ F(x)de=1= lim I, (6.32)
Q n—oo
If the ordinary (Riemann) integral of F'(x) over € exists, then so does Lebesgue integral,
and it is equal to the Riemann integral. However, the Lebesgue integral may exist when the
Riemann integral does not.

The function space L?(f2) is the space of complex-valued functions f(x) on the domain
Q for which f(x) is measurable on €2, and the integral (6.28) exists as a Lebesgue integral. It
follows from the basic properties of Lebesgue integrals that L2(€2) is a normed linear vector
space, and it is unitary with scalar product defined by Eq. (6.20). The crucial property of
L?(Q) is that it is a Hilbert space; every Cauchy sequence in L?(2) converges to a limit in
L?(€2). This is a consequence of the

Theorem 6.5. (Riesz—Fischer theorem). If fi, fo,... is a Cauchy sequence of functions in
L?(9), then there is a function f in L?(£2) such that
Tim[|f = full = 0 (6.33)

The proof is too complicated to give here; details can be found in books on real analysis.
The main point of the theorem is that there actually exists a function space that satisfies the
completeness axiom, unlike the more familiar function spaces of the type C* or DF,
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6.3 Fourier Series

6.3.1 Periodic Functions and Trigonometric Polynomials

The classical expansion of functions along an orthogonal basis is the Fourier series expansion
in terms of either trigonometric functions or the corresponding complex exponential func-
tions. Fourier series were introduced here in Chapter 4 as an expansion of periodic analytic
functions. Now we look at expansions in terms of various Hilbert space complete orthonormal
systems formed from the trigonometric functions.

If f(t) is a periodic function of the real variable ¢ (often time) with fundamental period 7',
the fundamental frequency v and angular frequency w are defined by®

w
2

Nl =

y (6.34)

Such periodic functions have a natural linear vector space structure, since a linear combination
of functions with period 7" has the same period 7. A natural closure of this vector space is the
Hilbert space L2(0, T) with scalar product defined by

(f.9) = / £ (t)g(t)dt (6.35)

The trigonometric functions sinwt, coswt, or the corresponding complex exponential
functions exp(=+iwt), have a special place among functions with period 7" the trigonomet-
ric functions describe simple harmonic motion with frequency v = w/2m, and the complex
exponential functions describe motion with constant angular velocity w around a circle in the
complex plane (the sign defines the sense of rotation). To include all periodic functions with
the same period, it is necessary to include also functions whose frequency is an integer multi-
ple of the fundamental frequency (these frequencies v,, = nv,n = 2,3, ... are harmonics of
the fundamental frequency). Thus we have a set of complex exponential functions

Pn(t) = \/; et (6.36)

(n=0,%£,1+2,...), and a set of trigonometric functions

Co(t) = % Cn(t) = \/gcos nwt Sp(t) = \/g sin nwt (6.37)

(n = 1,2,...). That each of the sets {¢,} and {Cy, {C,, S, }} is an orthonormal system
follows from some elementary integration. The Weierstrass approximation theorem can be
adapted to show that any continuous periodic function can be uniformly approximated by a
sequence of finite linear combinations of these functions (“trigonometric polynomials™), so
that each of the sets is actually a complete orthonormal system.

Note that w is sometimes called the frequency, although it isn’t. Just remember that w = 27 /7.
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6.3.2 Classical Fourier Series
A standard Fourier series expansion is obtained by introducing the variable

27t
T = % = wt (6.38)

so that the period of the function in the variable z is 27, and choosing the primary domain
of the function to be the interval —7 < x < 7. Then any function f(x) in L?(—7, ) with
period 27 has the Fourier series expansion

o0

f@)= > cadnlz) = T Z Cneé’ (6.39)

n=—oo n=—o0
with Fourier coefficients c,, given by

1 ™
Var ).

Note that c_,, = ¢ if f(z) is real.
The corresponding real form of the Fourier series is

en = (on, f) = e~ f(x) dx (6.40)

ag

Vor \/_

with Fourier coefficients a,, and b,, given by

f(z) = Z ap, €08 NT + by, sin nz) (6.41)

G0 = cp = \/i_ sy (6.42)
=(Cp, f) = \f _7; cosnz f(x)dx (6.43)
by = (Sn, ) = \/_ _7; sinnz f(x) dx (6.44)

(n =1,2,...). These expansions correspond to the series (4.122) and (4.127), although here
they are defined not just for analytic functions, but for all functions in L?(—, 7). Note that
the factors of 1/1/27 were absorbed in the Fourier coefficients in Chapter 4; here they are
placed symmetrically between the series (6.39) (or (6.41)) and the coefficients in Eq. (6.40)
(or Egs. (6.43)—(6.44)). There is no universal convention for defining these factors; whatever
is most convenient for the problem at hand will do. In the vector space context, we want to
work with orthonormal vectors as defined by Eqgs. (6.36) or (6.37); in the context of analytic
function expansions, there is no reason to insert factors of 1/1/27.
The vector space norm of the function f(x) is given by

oo

1= [ 5@ do= 3 Jeal =laof + 2 (jaal + ) (645)
- n=1

n=—oo
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This result is known as Parseval’s theorem. It requires the Fourier coefficients a,,, b,,, and ¢,
to vanish for large n, and fast enough that the series converge.

- Exercise 6.4. Show that if

oo

f(ﬁ):\/% Z cneinw and g(l‘):\/% Z dneina;

n=—oo n=-—oo

are any two functions in L?(—, ), then

o0

o= [ Feg@d= S cd

- n=-—o00

This is the standard form for the scalar product in terms of vector components. O

-> Exercise 6.5. Find the Fourier series expansions of each of the following functions defined
by the formulas for —m < = < 7, and elsewhere by f(z + 27) = f(z).

0 fle)y=z G f(z)=2? (i) f(z) = sin |z| O

6.3.3 Convergence of Fourier Series

The Fourier series converges in the Hilbert space sense for functions in L?(—m, ), while
it converges absolutely and uniformly if the function f(x) is analytic in some strip —a <
Im x < a about the real axis in the complex z-plane. To see what happens in the intermediate
cases, consider the partial sums of the series (6.39) given by

N N
1 T
fn(x) = Z Cndn(z) = o Z [W @) £ (y) dy (6.46)
n=—N n=—N
Now

N ,. 1

3 o sin(N : 2% _ po(w) (6.47)
— S i’ll/

(the series is a a geometric series). The function Dy (u) is the Dirichlet kernel. It is an even
function of v and

! Dy (u)du = 2w (6.48)

which follows from integrating the defining series (6.47) term by term. Thus we have
— b [ a5 [
= o N Yy)J\y)ay = o

-7

In(x) Dy (u) f(x +u) du (6.49)

—T—X

Now suppose the function f is piecewise continuous, so that the one-sided limits

fx(zo) = 3& f(wo L) (6.50)

g
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exist at every point zg. Then we can write

0

Falao) = $Ufw0) + £ o)) = o= [ D@lf(ao+w) — (o)) du

. 6.51)
2 | Dv(lf(eo+ ) = fi(eo)] du
0

If the right side vanishes for large IV, then the Fourier series will converge to the average of the
left- and right-hand limits of f(z) at x¢, and to the value f(x() if the function is continuous.
The two integrals on the right-hand side of Eq. (6.51) can be written as

ﬂ:lﬂ'
AY =+ l/ ? {f(xoﬂ”) _fi(xO)}sm(2N+1)vdv (6.52)
0

T sin v

(here v = %u). These integrals are Fourier coefficients for the functions in braces, and hence
vanish for large N if the functions are in a Hilbert space such as L?(0, :I:%w). This will
certainly be the case if f(z) has one-sided derivative at -y and may be the case even if it
does not. Thus there are reasonably broad conditions that are sufficient for the pointwise
convergence of the Fourier series. The convergence properties can be illustrated further with
a pair of examples.

U Example 6.4. Consider the function f(x) defined for —7 < 2 < 7 by

f(@) = la] 6.53)

Then the Fourier coefficients of f(x) are given by

V2rey =2 / zdx = 72 (6.54)
0
and

\/27rcn:/ e_i"za:dx—/
0

—T

0 T
e "™ rdr =2 / x cos nx dx
0

(6.55)
) —4/n* nodd
0 n even
which leads to the Fourier series
T4 = cos(2n + 1)z
= — — — 6.56
fz 2 7 2:: (2n+1)2 ( )

The series is absolutely and uniformly convergent on the entire real axis. However, it
diverges if Im = # 0, since the series then contains an exponentially increasing part. This
should not be surprising, since the function f(z) is not analytic. |
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H(x) H(x)
1 1
0.8 0.8
0.6 0.6
0.4 0.4
0.2 0.2
0/ ¥/ ¥ 0 Al i
2 0 2 2 0 2
X X
H(X) H(X)
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0.8 0.8
0.6 0.6
0.4 0.4
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0 VAV n Ul\v 0 Vn" I VM
2 0 2 2 0 2
X X

Figure 6.1: Approximations Hy (z) to the function H(z) by the truncated Fourier series (6.61) for
N = 4 (upper left), N = 10 (upper right), N = 20 (lower left), and N = 40 (lower right).

0 Example 6.5. Consider the (Heaviside) step function H (z) defined for —7 < 2 < 7 by

Hz) = (657)

1 O<z<m
0 —7T<x<0

and elsewhere by f(x + 27) = f(x). The Fourier coefficients of H(x) are given by

V2meg = / de =7 (6.58)
0
and for n > 0 by
o 1 ) 2/1 dd
/o e = / eIy = — (1 _ emw) _ { /Zn n o (6.59)
0 m 0 7 even
which leads to the Fourier series
1 - sm 2n + 1
H(x -+ — .
2 T Z (2n+1) (6.60)

n=0
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The Fourier series (6.60) is convergent except at the points 0, £, £27, . .. of discon-
tinuity of H(x); at these points, the series has the value 3. The partial sums H () of the
series, defined by

sin(2n + 1)z
Hy — 6.61
+ Z 2n + 1 ( )

are shown in Fig. 6.1 for N = 4, 10, 20, 40.

One interesting feature that can be seen in these graphs is that the partial sums over-
shoot the function near the discontinuity at x = 0. This overshoot does not disappear in
the limit as N — o0; it simply moves closer to the discontinuity. To see this, note that
Eq. (6.49) gives here

1 [7 1 [™ % sin(2N + 3)u
— D — ) dy = — 20y 6.62
21 /0 an (e = y) dy 2 J_, sin %u “ ( )

and the discontinuity function

An(z) = Hy(z) — Hy(—2) =

(6.63)
1 T gin(2N + 2 1 T+ Gn(2N + 2
1 sin ol S)u dut L sin( N 5 )u Ju
27 J_, sin 5u 21 Jas sin 5u
A short calculation shows that the first maximum of Ay (z) for > 0 occurs for
™
= = 6.64
oa(N+1) N 064
The value of A () at this maximum is given by
1 (" sin(2N —|— THEN gin(2N +
AN(:UN):—/ ( u+—/ — T 2)u du
T Jo sin fu sin s u
(6.65)
2 [T sin
Sy
mJo &
where the neglected terms are O(1/N) for N — oo. This last result follows from sub-

Ly ~ lu in the first integral on the

stituting ¢ = (2N + 2)u and approximating sin 3
right-hand side of Eq. (6.63). The final integral has the numerical value 1.179.... Thus
the maximum of the partial sum of the series overshoots the function by about 18% of the
magnitude of the discontinuity on each side.

This effect is known as the Gibbs phenomenon; it is a consequence of the attempt to
approximate a discontinuous function by a sequence of smooth functions. It is a general
property of Fourier series, and other series as well, though the magnitude of the overshoot

may depend on the particular set of smooth functions used. |
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These examples illustrate the characteristic convergence properties of the Fourier series
expansion of a function in L?. While the series is guaranteed to converge in the Hilbert space
sense, the expansion of a discontinuous function converges slowly, especially near points of
discontinuity. The smoother the function, the more rapidly the Fourier coefficients a,,, b,
(or ¢,) vanish for large n. The analytic properties of the series are best seen in the complex
exponential form (6.39) of the series. Write

F@)=fot+ > fone ™+ fue™ = fo+ [ () + fi(2) (6.66)
n=1 n=1

(fn = cn/ V/2m). Then it is clear that if the series converges in the Hilbert space for real
x, the function f (z) [f_(x)] is analytic in the half-plane Imz > 0 [Imz < 0], since the
imaginary part of « provides an exponentially decreasing factor that enhances the convergence
of the series. If the function f(z) is actually analytic in a strip including the real axis, then the
coefficients c4,, must vanish faster than any power of n for large n. However, we have seen
that Fourier series converge on the real axis alone for a much broader class of functions, and
there is no guarantee even of pointwise convergence on the real axis.

6.3.4 Fourier Cosine Series; Fourier Sine Series

There are other important trigonometric series. Consider, for example, the set of functions
{tn(x)} defined by

o = l U () = \/g COS NI (6.67)

Y
(n=1,2,...). This set is a complete orthonormal system on the interval 0 < x < 7, and any
function f(x) in L?(0, ) can be expanded as

o0

f@) =" anthn(x) (6.68)

n=0

ap = (Yo, f) = \/2/07r f(x)dz (6.69)

an = (Un, ) = \/3/7r cosnz f(z) dx (6.70)
0

The series (6.68) is a Fourier cosine series; it can be obtained from the classical Fourier
series (6.41) by defining f(—xz) = f(z) (0 < z < ), extending f(z) to be an even function
of x on the interval —7 < z < 7. Then the only nonvanishing Fourier coefficients in the
classical series (6.41) are those of the cos nz terms (n = 0,1,2,...).

Another complete orthonormal system on the interval 0 < z < 7 is the set {¢,(2)}
defined by

On(r) = \/g sin nx 6.71)

with
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(n=1,2,...). Any function f(z)in L?(0, ) can be extended to an odd function of  on the
interval —7 < a < 7 by defining f(—z) = —f(x) (0 < & < 7). Then the only nonvanishing
Fourier coefficients in the classical series (6.41) are those of the sin nz terms (n = 1,2,...),
and f(x) can be expanded as a Fourier sine series

n=1

with

by = (¢n, f) = \/?/7T sinnx f(z) dx (6.73)
T Jo

n=1,2,...).

A function f(x) in L?(0, ) has both a Fourier sine series and a Fourier cosine series.
These series are unrelated in general, since one is the classical Fourier series of the odd exten-
sion of f(x) to the interval —7 < 2z < 7, while the other is the classical Fourier series of the
even extension.

Q Example 6.6. Consider the function f(z) = 1 on 0 < x < 7. The function has a one
term Fourier cosine series f(x) = 1, while the Fourier sine series is given by

4 > sin(2n 4+ 1)x
f(x) = p nz:;) W (6.74)

since the odd extension of f(z) is simply given by
foaa(z) = H(x) — H(—x) (6.75)

where H (z) is the step function introduced above in Eq. (6.199). |

-> Exercise 6.6. Find the Fourier sine series and cosine series expansions of the functions
defined by

i  fl@)==

(i) f(z) =a(r - )

(i) f(z) =e

. B I 0<z< 3

iv)  f(x)= {_1 s pn (6.76)

for0 <z < . u



6.4 Fourier Integral; Integral Transforms 281

6.4 Fourier Integral; Integral Transforms

6.4.1 Fourier Transform

The Fourier series expansion of a function with period 7T expresses the function in terms
of oscillators with frequencies v,, that are integer multiples of the fundamental frequency
v = 1/T. The longer the period, the smaller the interval between the frequencies, and it is
plausible that in the limit 7" — oo, the spectrum of frequencies becomes continuous. To see
how this happens, write the Fourier series expansion of f(¢) in the form

F(t) = % 3 cexp (— 27;’”) (6.77)

n=—oo

(here the minus sign in the exponential is a convention), with

1
27 2mint
Cn :/ exp( mn )f(t) dt (6.78)
—5r T
If we let w, = 27n/T and Aw = 27 /T, then the series (6.77) becomes
1 < ,
f@t) = 5 n:Z_OO c(wp) exp (—iwpt) Aw (6.79)

In the limit 7" — oo, the series becomes the integral

flit) = % /00 c(w)e™ ™ dw (6.80)
with
c(w) = /OO e f(t) dt (6.81)

Equation (6.80) defines f(t) as a Fourier integral, the continuous version of the Fourier
series (6.77). The function c¢(w) is the Fourier transform of f(t), and f(t) is the (inverse)
Fourier transform of ¢(w).” Note that if f(t) is real, then

" (w) = c(—w) (6.82)

The Fourier integrals (6.80) and (6.81) exist under various conditions. If

172 = / F@OF dt < oo (6.83)

"There is no universal notation here: the Fourier transform c(w) of f(¢) defined by the integral (6.81) is denoted
variously by f(w), f(w), F(w), and F[f]. Moreover, there are various arrangements of the factor of 27 between
the Fourier transform and its inverse. Finally, the signs in the exponentials can be reversed, which is equivalent to the
substitution ¢(w) — ¢(—w).



282 6 Hilbert Spaces

so that f(t) is in L?(—o00, c0), then the integrals (6.80) and (6.81) exist as vector space limits.
Then also

el = / e(@)[? dw = 2m] (6.84)

— 0o

a result known as Plancherel’s formula, the integral version of Parseval’s formula (6.45). On
the other hand, if the integral (6.81) is absolutely convergent, so that

/ |f(t)] dt < oo (6.85)
then the integral (6.81) defines c¢(w) as a continuous function of w.
Remark. The condition (6.85) is distinct from (6.83). For example, the function

I

1) = 14 ¢2

(6.86)

is in L%(—o0, 00), but the Fourier integral is not absolutely convergent. On the other hand, the
function

e_c"'t‘

ft) = (6.87)

1
has an absolutely convergent Fourier integral if Reaw > 0. However, f(t) is not in
L2(—o0,00) due to the singularity of |f(¢)|* at ¢ = 0, and neither is its Fourier transform
¢(w), whose evaluation is left as a problem. a

The Fourier transform is defined by (6.81) for real w. However, the definition provides a
natural analytic continuation to complex w, since we can write

() = fo(O) + f-(8) (6.88)
with
_Jf@) t>0 _Jo t>0
f+(t)—{0 Lo d f_(t)_{f(t) o (6.89)
and corresponding Fourier transforms
o) 0
cy(w) = /0 e“tf(t)dt and  c_(w) = /_OO et f(t) dt (6.90)

If the Fourier transform of f(t) exists for real w, then ¢, (w) is analytic in the upper half w-
plane Im w > 0, since exp(iwt) is then exponentially damped for ¢ — +oc. Similarly, c_ (w)
is analytic in the lower half w-plane Imw < 0. This analytic continuation to the complex
w-plane corresponds to the continuation to the complex z-plane in Eq. (6.66). The analytic
properties of the Fourier transform can often be used to evaluate the Fourier integral (6.80) by
the contour integration methods of Chapter 4.
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Q Example 6.7. Consider the function f(¢) defined by

e >0
f(t):{o t<0

(Re v > 0). The Fourier transform of f(t) is given by

1

o — tw

c(w) = / eWte= ot gt =
0

which has a pole at w = —i«. The corresponding Fourier integral

/ 7 o(w) exp(—iwt) dw

— 00

can be evaluated as a contour integral; see Eq. (4.108) for a similar integral.

283

(6.91)

(6.92)

(6.93)

One especially useful property of the Fourier transform is that differentiation with respect
to ¢ becomes multiplication by —iw in the Fourier transform: if f(¢) has Fourier transform
¢(w) defined by (6.81), and if the derivative f’(t) has a Fourier transform, the Fourier trans-
form of f'(t) is given by —iwc(w). This result can be used to transform differential equations

in which derivatives appear with constant coefficients.

U Example 6.8. Consider a forced, damped harmonic oscillator for which the equation of

motion is
d*x dz 9
7ol +ZVE +wpz = f(t)

(6.94)

with v > 0 to ensure damping (and wy real), and suppose that the forcing term f(¢) can be

expressed as a Fourier integral according to Eq. (6.80). If we also write

x(t) ! /00 a(w)e™ ™ dw

:% .

then the equation of motion is reduced to the algebraic equation

(—w? = 2iyw + wp) a(w) = c(w)

Then we have the solution

c(w)

a(w) = 7= w? — 2iyw

wo

(6.95)

(6.96)

(6.97)

from which x(t) is obtained by evaluating the Fourier integral. Note that the zeroes of the

denominator at

w=—iyt\/wi -1 =wy

(6.98)
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are both in the lower half w-plane when v > 0. Thus if the forcing term vanishes for ¢ < 0,
so that ¢(w) is analytic in the upper half w-plane, then a(w) is also analytic in the upper
half-plane, and the solution x(¢) also vanishes for ¢ < 0, as expected from causality. Thus
it satisfies the initial conditions 2(0) = 0 and 2’ (0) = 0 if f(¢) = 0 for ¢t < 0, although it

has no apparent dependence on the initial conditions.
To find a solution for ¢ > 0 that satisfies the general initial conditions

2(0) = x¢ 2’ (0) = v

it is necessary to add to z(t) a solution
Ape ot 4 A emiw-t

of the homogeneous equation, with
Ay +A_=ux

and
wiAL —w_A_ =iy

in order to satisfy the initial conditions.

6.4.2 Convolution Theorem; Correlation Functions

The convolution of the functions f(t) and ¢(¢), denoted by f * g, is defined by

(f #9)(t / £t - w)g(u) du

If f(t) and g(t) are expressed as Fourier integrals according to

f(t) = % /jo c(w)e™ ™" dw g(t) = % /jo d(w)e™ ™ dw

then we can write

(f=g)(t 27r/ / w)e Wt g (y) dudw

But the Fourier inversion formula (6.81) gives

| ergtuydu =)

—00
so that the convolution integral is given by

1

(f+9)(0) = 5

/OO c(w) d(w)e™ ™ dw

(6.99)

(6.100)

(6.101)

(6.102)
1

(6.103)

(6.104)

(6.105)

(6.106)

(6.107)
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Thus the Fourier transform of the convolution f * g is given by the ordinary product of the
Fourier transforms of f and g and conversely, the Fourier transform of the ordinary product of
f and g is the convolution f * g.

U Example 6.9. The solution (6.97) to Eq. (6.94) in the preceding example has the form
a(w) = k(w)e(w) (6.108)
where ¢(w) is the Fourier transform of the forcing term, and

k(w) = L =— L (6.109)

T W —w? - 2w (w—wi)(w—w-)

where w are defined by Eq. (6.98). Thus the solution x(¢) can be written as a convolution

z(t) = /_OO K(t—u) f(u)du (6.110)
with
K(r) = % /_OO k(w)e ™7 dr = {i(e_w(;T —eTeT/A E: z 8% (6.111)

(here A = wy —w_ = 2y/w? — ~?2). The result (6.111) is derived by closing the contour
in the upper half w-plane for 7 < 0 and in the lower half w-plane for 7 > 0 (note that the
two poles of k(w) lie in the lower half-plane). The function K (7) is the Green function (or
response function) for the forced oscillator. Green functions will be discussed in greater
detail in Chapters 7 and 8. |

Closely related to the convolution f * g is the correlation function®

Cr.g(T) ;/ fr@) gt +T)dt 6.112)
The correlation function can also be expressed as a Fourier integral according to
1 [ _
CrolT) = 5 [ Cl@ydl)e T d 6.113)
™ —00

following the analysis given above. A special case of interest is the correlation function of f
with itself (the autocorrelation function of f), defined by

1 o0

o le(w)]? e 7T dw (6.114)
™ —0o0

Arm)= [ ra s Tya-

Thus |¢(w)|? is the Fourier transform of the autocorrelation function; if |¢(w)|* has a peak at
w = wy, say, then the autocorrelation function will have an important component with period
27 Jwo. |c(w)|? is also known as the spectral density of f(t).

8In some contexts, the correlation function is normalized by dividing by || f]||g]|-
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6.4.3 Laplace Transform

Suppose now that f(¢) is a function that vanishes for ¢ < 0, and consider the integral

c(w) = /0 h f(t)e™tdt (6.115)

If the standard Fourier integral (6.81) converges for real w, then the integral (6.115) converges
for Imw > 0 as already noted, but the class of functions for which this integral converges for
some complex w is larger, since it includes functions f(¢) that grow no faster than exponen-
tially as ¢ — oo. In particular, if there are (real) constants M and a such that | f(t)] < Me®
for all £ > 0, then the integral (6.115) converges and defines an analytic function of w in the
half-plane Imw > a. If we define w = ip, then we can define

Lf(p) = clip) = /0 f(t)e Ptdt (6.116)

Lf(p) is the Laplace transform of f(t); it is analytic in the half-plane Rep > a. The
Laplace transform be inverted using the standard Fourier integral formula (6.80) and changing
the integration variable from w to p; this gives

b+ioco
f() L /b Lf(p)er" dp (6.117)

21 Jp—ioo

where the integral is taken along a line Re p = b(< a) parallel to the imaginary p-axis.
The Laplace transform can be useful for solving differential equations since the derivative
of a function has a fairly simple Laplace transform; we have

d B > ot

SEnw == [ e a (6.118)
and

| et ar = e - 100) 6.119

0
U Example 6.10. Recall the confluent hypergeometric equation (5.B38)

Ef"(E)+ (c—&)f'(§) —af(§) =0 (6.120)

If
&) = /OO h(t)e=St dt (6.121)
0

then h(t) must satisfy the first-order equation

H1+ )R (t)+[1—a+ (2—c)t]h(t) =0 (6.122)
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This equation has the solution
h(t) = At*~ (1 +¢) ! (6.123)

(A is an arbitrary constant), which leads to

e = A/ t N1 )T e gt
0 (6.124)

A >~ a—1 Uiec—a—1_—u

¢ /0 u (1 + f) e “du

Note that this solution depends only on one arbitrary constant A. This is due to the as-
sumption (6.121) that f() is actually a Laplace transform of some function A(t), which
implies that f(£) — 0 for £ — oo. Hence the solutions of Eq. (6.120) that do not vanish
for £ — oo are lost. Note also that it is necessary that Re a > 0 for the integral (6.121)
to exist; if this is not the case, then there are no solutions of Eq. (6.120) that vanish for
& — oo. Finally, note that the solution (6.124) is just the Whittaker function of the second
kind defined by Eq. (5.B51). |

In this example, a solution to a second-order differential equation was found as the Laplace
transform of a function that satisfies a first-order equation. Problem 14 is an example of how
the Laplace transform can be used to reduce directly a second-order equation to a first-order
equation.

Fourier and Laplace transform methods are quite similar, since the two transforms are
related in the complex plane (only the contours of integration are different). The classes of
functions on which the two transforms are defined overlap, but are not identical. There are
related transforms that deal with other classes of functions; one such transform is the Mellin
transform introduced in Problem 15.

6.4.4 Multidimensional Fourier Transform

Multidimensional Fourier transforms are obtained directly by repeating the one-dimensional

Fourier transform. A function f of the n-dimensional vector & = (z1,...,,) can be ex-
pressed as an n-dimensional Fourier integral
1 S
f(@) = — / e (k) d"k (6.125)
(2m)2"

with the Fourier transform ¢ (k) given by

o(k) = ! - / e R p(Z) da (6.126)
(2m)2"

Here k = (k1,...,kn), d"k = dky...dky, and k - & = kyxy + - + kpay, is the usual
scalar product. The convergence properties are again varied: f(Z) is in L?(R™) if and only if
¢(k) is in L2(R™), but the Fourier integral (6.125) is also well defined for other ¢(k). As in
one dimension, there are variations in allocating the factors of 27 and the choice of £7 in the

exponential.
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6.4.5 Fourier Transform in Quantum Mechanics

The Fourier transform plays a special role in quantum mechanics, in which a particle is de-
scribed by a probability amplitude (wave function) 1 (Z, ¢) that depends on position Z and
time ¢. The corresponding variable in the spatial Fourier transform d)(l;, t) is the wave vec-
tor k; the momentum p of the particle is related to k by

7= nhk (6.127)

where 7 is Planck’s constant. Thus the probability amplitudes t(Z, ¢) for position and ¢ (, t)
for momentum are Fourier transforms of each other. Furthermore, wave functions with definite
frequency,

(T, t) = ho(x)e™ ™" (6.128)

correspond to particle states of definite energy £ = hw.
For a nonrelativistic particle of mass m, the free-particle wave function (%, t) satisfies
the Schrodinger equation

2
m%—f = —;—mvzw (6.129)

This equation has plane wave solutions
bp(E 1) = AR Tiont (6.130)
[although these are not in L2(R?)] where the Schrodinger equation requires the relation

h2]€2 2
E = hwy, = - (6.131)
2m 2m

which is exactly the energy—momentum relation for a free particle.

A complete solution to the Schrodinger equation (6.129) starting from an initial wave
function ¥ (%,0) at ¢ = 0 [assumed to be in L?(R?)], can be obtained using the Fourier
transform. If the initial wave function is expressed as

W(E,0) = /A(E)eik'”’ &Pk (6.132)
then the wave function
W(Z,t) = / A(R)eiF-a—iwnt g3 (6.133)

is a solution of (6.129) that satisfies the initial conditions; it is unique, since the Fourier inte-

-

gral (6.132) uniquely defines A(k) through the inverse Fourier transform. Further properties
of the Schrodinger equation will be discussed in Chapter 8.
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6.5 Orthogonal Polynomials

6.5.1 Weight Functions and Orthogonal Polynomials

Consider an interval [a, b] on the real axis and weight function w(¢) in the scalar product

b
(f.9) = / FH(Dw(t)g(t) dt (6.134)

as introduced in Eq. (6.20). it is straightforward in principle to construct a sequence po(t),
p1(t), p2(t), . . . of polynomials of degree n that form an orthonormal system.” The functions
1,t,t2,... are linearly independent, and orthogonal (even orthonormal) polynomials can be
constructed by the Gram—Schmidt process; note that these polynomials have real coefficients.

The orthonormal system 7 (t), 1 (¢), w2(t), . . . formed by normalizing these polynomials
is complete in L?(a, b). Any function f(t) in L?(a, b) can be expanded as

f(t) = i CnTn (t) (6.135)
n=0

where the series converges in the Hilbert space sense; the expansion coefficients are given by

b
n = (mn ) = [ mOuO 0 de (6.136)

One general property of the orthogonal polynomials constructed in this way is that the
polynomial 7, (¢) has n simple zeroes, all within the interval [a, b], To see this, suppose that
7, (t) changes sign at the points &1, .. ., &, within [a, b] (note that m < n, since m,(t) is of
degree n). Then the function

()t —&1) - (t = &m)

does not change sign in [a, b], so that the integral

b
/ Ta(yw(t)(t — €1) -+ (t — &) dt # 0 (6.137)

But 7, () is orthogonal to all polynomials of degree < n — 1 by construction; hence m = n
and 7, (t) has the form

Tp(t) = Cn(t —&1) - (t = &m) (6.138)

The families of polynomials introduced here all appear as solutions to the linear second-
order differential equation (5.81) with special coefficients. It is plausible that in order to
have a polynomial solutions, the differential equation can have at most two singular points
in the finite ¢-plane/ This requires the second-order equation to have the form of either the
hypergeometric equation (5.A13) or the confluent hypergeometric equation (5.B38), perhaps
with singular points shifted by a linear change of variable. The polynomial solutions of these
equations are obtained from the general forms F'(a, b|c|£) or F'(alc|£) by setting the parameter
a=-n(n=0,1,2,...).

9This is true even for an infinite interval if the weight function w(t) decreases rapidly enough.
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6.5.2 Legendre Polynomials and Associated Legendre Functions

We look first for orthogonal polynomials on the interval [—1,1]. It turns out that the Le-
gendre polynomials introduced in Section 5.5 are orthogonal on [—1, 1], with weight function
w(t) = 1. To show this, we can use Rodrigues’ formula from Section 5.5,

1 a

= g (= 1) = Gl (1) (5.127)

P,(t)

We have now evaluated the constant C,,, and here again w,,(t) = (t2 — l)n. If m < n, we
can integrate by parts m times to evaluate the scalar product

1 1
(P, Pn) = / P (t)Pu(t) dt = C,,C,, / ul™ (Ou () dt = - --
—1 -1
1

= (—=1)™C,,Cr(2m)! / ul"T™(t) dt (6.139)

-1

= (1) ConCr2m)l a1 =0

Thus the { P, (t)} are orthogonal on [—1, 1]. If m = n, the same procedure gives

1

(Pn,Pn):/l Py ()2 dt = C2 (2n)!/ (1- )" dt
-1 o~ -1 ) (6.140)
n+1 n -+ _
= Cr (2n)t 2" T2n+2) 2n+1

Thus a set {7,,(t)} of orthonormal polynomials on [—1, 1] is given in terms of the { P, (¢)} by

Ta(t) = ~/2"; L (6.141)

These results can also be obtained using the generating function (5.137) (see Problem 16).

-> Exercise 6.7. Show that applying the Gram—Schmidt process to the linearly independent
monomials 1,¢,2, 3 leads to the first four polynomials 7 (%), . . ., 73(t). 0

We note here the recursion formulas for the Legendre polynomials
(n+1)Pry1(t) = 2n+ DtP,(t) — nPu(z) (6.142)
(t* = 1)P.(t) = ntP,(t) — nP,_1(t) (6.143)

from Exercise 5.14. These relations can be derived by differentiating the generating function

1 o0
= e ;) £" P, (t) (5.137)

with respect to & and ¢, respectively. Equation (6.142) is useful for evaluating P, (¢) numeri-
cally if n is not too large.

S(&,t)
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Also important are the associated Legendre functions P¢(t) defined for —1 < ¢ < 1 by

1 e

Pi(t) = (1) (1 —t*)2°—

2(0) = (1) (1 )2

witha = 0,1,2,...integer and n = a,a + 1,a + 2,. ... For fixed integer a, the P%(t) are
orthogonal on [—1, 1]. To show this, suppose that n < m. We then have the scalar product

Pu(t) = (—1)°Co (1= 2)3%0) (1) (6.144)

(P, P%) / P2 (t)P(t) dt =
=C,C, / ulmr ) (5 (1 — 2) D () dt = - - (6.145)
-1

1
= CanA(n,a) / ugln—m) (t)dt = CmC"A(n#l) ugln—m—l) |1—1: 0
—1

after integrating by parts n + a times; the constant A(,, o) is given by

n+a dn+a 2\a , (n+a n (TL+CL)'
Ay = (1) G { =200} = (1" ot (=

Thus the {P%(t)} are orthogonal on [—1,1]. To find the normalization, we can evaluate the
integral for m = n. We have

(6.146)

1

(P2, P%) = /1 [P;;(t)]?dt:cg(_n”A(M)/ (1—)"at

—1 -1

(n+a)! g2n+1 [C(n+ 1] __ 2 (n+a)
(n—a)! ren+2) 2n+1(n—a)

Then for fixed a = 0,1, 2, .. ., the functions 7% (¢) defined by

/2n+1 [(n—a) (6.148)
(n+a

(n=a,a+1,a+2,...) form a complete orthonormal system on [—1, 1].

= C? (2n)!

- Exercise 6.8. Show that the associated Legendre function P%(¢) is a solution of the
differential equation

(1 — )" (t) — 2t/ (t) + {n(n +1)— a—Q} u(t) =0

1—¢2
Note the conventional sign change from the original Legendre equation. O

Remark. From the preceding discussion, it follows that the polynomials F%(t) defined by

da n a
() = (-1)" =2 Pva(t) = (1) C 152 (1) (6.149)

form a set of orthogonal polynomials on [—1, 1] with weight function w(t) = (1 — t?)%. It
is left to the reader to express these polynomials in terms of the Gegenbauer polynomials
described in Appendix A. O
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6.5.3 Spherical Harmonics

Legendre polynomials and the associated Legendre functions appear in a number of contexts,
but they first appear to most physicists in the study of partial differential equations involving
the Laplacian, such as Poisson’s equation or the Schrodinger equation. These equations will
be analyzed at great length in Chapter 8. Here we simply note that for many systems, it is con-
venient to use the spherical coordinates r, §, ¢ introduced in Eq. (3.173). In these coordinates,
the Laplacian has the form

1 0 7] 1 0 0 1 02
A=—{—(r* = — | sinf — — 6.150
= {87“ (T ar> * o 99 (Sm ae) N sin298¢2} (6.150)
as derived in Chapter 3 (see Eq. (3.193). We look for solutions of the relevant partial differen-
tial equation that have the form

f(r,0,0) = R(r)Y (0, ¢) 6.151)

In most such cases, the angular function Y (6, ¢) must be a solution of the partial differential
equation

L o/ 0 1 _

with A such that the Y (6, ¢) is
(i) single valued as a function of ¢, and
(i1) nonsingular as a function of 6 over the range 0 < 6 < 7 including the endpoints.

To satisfy the first requirement, we can expand Y (0, ¢) as a Fourier series

[e e}

Y(6,9)= Z [A,,(cosB) cos(me) + By, (cosb) sin(me)]

m=0

= Z Cyn(cosf) ™ (6.153)

m=—0o0

Then the coefficients A,, (cos ), By, (cos ), C,(cos 0) must satisfy the differential equation

L d sinf — | — m72 X (cosl) = AX,,(cos @) (6.154)
sin@ df 1—cossf ) ™ oo '

(here X,,, = A, B, Cry). Now introduce the variable ¢ = cos 6, and express Eq. (6.154) in
terms of £ as

d N m? B
{E(l —t )E — ﬁ} X (t) = AX(t) (6.155)

From Exercise 6.8, we see that this is the differential equation for the associated Legendre
function P"(¢), with A = —n(n+ 1) (n =m,m+1,...).
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Thus we have solutions to Eq. (6.152) of the form
Crum (8, ¢) = PI™l(cos) ™ (6.156)

forn =0,1,2,...; m = 0,£1,...,£n. Using the normalization integral (6.147), we find
functions

Yom(0,0) = \/ I e |m|)!P" (cosf) e (6.157)

that form a complete orthonormal system on the surface of the sphere S2. The Y., (0, ¢) are
spherical harmonics.

One important result is the spherical harmonic addition theorem. Suppose we have two
unit vectors

n=n(f,¢) and n' =n'(0,¢)
and let O be the angle between n and n’. Then we have
n-n =cos® = cosfcos + sinfsin @ cos(¢p — ¢') (6.158)
The spherical harmonic addition theorem states that
4ar -

m=—n

P,(cos®©) =

To show this, note that il - i’ is a scalar; hence P, (cos ©) is as well. Since the Laplacian A is
a scalar, so is the differential operator in Eq. (6.152). Hence

L9 (G0 2 4 L2 L b (cos@) = —nn+ 1)Pa(cos®) (6.160)
sing 00 \*"7 90) T snZgog2 [N T T T I mieos '

since this differential equation is certainly true in a coordinate system with the Z-axis chosen
along n’, as cos © = cos 6 in such a coordinate system. But any solution of Eq. (6.160) must
be a linear combination of spherical harmonics Y., (6, ¢) (m =n,n—1,...,—n+ 1, —n).
Hence we can write

n

Po(cos®) = > cum(0',¢') Yom (0. ) (6.161)

m=—n

Since cos © depends on ¢ and ¢’ only in the combination (¢ — ¢'), the coefficient ¢, (0', ¢')
must be proportional to Y;* (6',¢’) (note that ¢,,,,, must satisfy Eq. (6.160) in the primed
variables). The overall scale on the right-hand side of Eq. (6.159) is fixed by considering the
case when both n and n’ are in the Z-direction.
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6.6 Haar Functions; Wavelets

Fourier series and Fourier integral methods permit the extraction of frequency information
from a function of time. However, these methods have two important limitations when ap-
plied to real signals. First, they require a knowledge of the signal over the entire domain of
definition, so that analysis of the signal must wait until the entire signal has been received
(although some analysis can often begin while the signal is being recorded). Furthermore,
the standard Fourier analysis converts a function of time into a function of frequency, and
does not deal directly with the important problem of a signal at a standard frequency (the car-
rier frequency) upon which is superimposed an information bearing signal either in the form
of amplitude modulation (as in the case of AM radio), or frequency modulation (FM radio,
television). Decoding such a signal involves analysis both in time and in frequency.

There are many problems that involve the structure of a function at various scales, both in
the use of renormalization group methods in quantum field theory and the statistical mechanics
of phase transitions, and in macroscopic applications to signal processing and analysis. While
Fourier series can be used to analyze the behavior of functions with a fixed period, they are
not well suited for the rescaling of the time interval or spatial distances (“zooming in” and
“zooming out”) needed in these problems. Thus it is important to have sets of functions that
have the flexibility to resolve multiple scales.

A simple set of such functions consists of the Haar functions hq(t), hy, ,(t),

1 0<t<1
ho(t) = - 6.162
o(?) {O otherwise ( )

(the characteristic function of the interval [0, 1], also known as the “box” function), and

1 2%k—2<2"<2%—1
hprp(t) =4 =1 2k—1< 2™ <2k (6.163)

s

0 otherwise

(n=1,2,...;k=1,...,n). The first four Haar functions are shown in Fig. 6.2.
The Haar functions are orthogonal, since
1 1
/ o (6 1 (1) dt = / B (£) dt = 0 (6.164)
0 0
and

1
/ g (8P i (£) dt = (£)" " OO (6.165)
0
Thus the functions {x,, x(¢)} defined by

Xn,k(t) = V27 =1hy, 1. (t) (6.166)

form an orthonormal system on the interval 0 < ¢ < 1, and the orthonormal system formed
by ho(t) and the {x;, (t)} is complete since any integrable function can be approximated by
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ho(t) h1,1(t)
1 ‘ N
} \
: |
ot 1 t
0 : | 0 | ;
2 1 i 1
2 12 |
| |
-1+ 4+
h2,1(t) ho2(t)
1T 11 ‘
|
| .
| ! 1
| t | ‘ t
0 | a : 1 0 : ! } i
Al 11 3 1 1 1 3 "
\ ‘ - = 1= \
}4 }2 4 4 2 }4 }
I I I I
1 ‘ | 41 | |
Figure 6.2: The first four Haar functions ho(t), h1,1(¢),h2,1(t), and ha 2 (¢).
a sequence of step functions. Thus any function in L?(0, 1) can be expressed as a series
o0 n
fO) =co+ Y D cnphni(t) (6.167)
n=1 k=1
with
1 1
co = / ft)dt and ¢, =2""" / F@®) i (t) dt (6.168)
Jo 0

Note that the Haar functions {h,, ;,(t)} are obtained from the basic function hq 1 (t) with
argument rescaled by powers of 2 and shifted by integers. Explicitly,

hns1,kt1(t) = h1 (2"t — k) (6.169)

(n=0,1,2,...;k=0,1,...,n — 1). The function h; ; () can in turn be expressed in terms
of ho(t) as

hy1(t) = ho(2t) — ho(2t — 1) (6.170)

so that the entire basis is derived from the single function k() by dilation and translation of
the argument.
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Expansion (6.167) resolves a function in L?(0, 1) into components ¢,, ;. with respect to the
Haar basis. The index n defines a scale (27" in time or 2" in frequency) on which the details
of the function are resolved, and the index k defines the evolution of these details over the n
steps from ¢t = 0 to ¢t = 1 at this scale. Thus the expansion can describe the time evolution of
the function on a range of frequency scales, in contrast to the standard Fourier analysis, which
describes either the time dependence of the function, or the frequency composition of the
function, but not the time dependence of frequency components. The price of this expansion
is that the frequency scales are multiples of the fundamental frequency times 2", rather than
any integer multiple, and the time steps are submultiples of the fundamental period (hence
dependent on the fundamental frequency chosen) by a power of 2, rather than continuous.

The preceding analysis can be extended to functions defined on the entire real axis, at least
to those in L?(—o0, c0), with the added feature that the time scale can be expanded as well
as contracted by powers of two. The Haar functions are used as an explicit example, but the
analysis can be generalized to other families of functions. First let

o(t) = ho(t) (6.171)
and consider the shifted functions
ok (t) = Pt — k) (6.172)

(k =0,£1,£2,...). The {¢g 1 } form an orthonormal system that defines a subspace Vy of
L?(—00, 00) consisting of elements of the form

a(t) = Y ardok(t) 6.173)
k=—o0
with
Ha||2:/oo a@®) dt = Y Jox* < o0 (6.174)
- k=—o00

V) is the (infinite-dimensional) space of functions that are piecewise constant on intervals of
the form k < t < k + 1. It is equivalent to the sequence space /2(R)) or £2(C), depending on
whether the «y; are real or complex.

For any function f(t) in L?(—o0, o), the component f; of f in Vg is

fo(t) = Z fo,k®0,k(t) (6.175)
k=—oc0
with coefficients
o] k+1
= t)f(t)dt = t)dt 6.176
for= [ onsosa= [ s (6.176)

(k=0,+1,42,...).
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fo is an approximation to f by step functions of unit length, and indeed the best approximation
in the mean square sense with origin fixed (for a particular function, shifting the origin might
improve the approximation, but that is beside the point here).

This approximation can be refined by reducing the scale of the interval. Thus consider the
new basis functions

PL(t) = V20(2t — k) = V2¢0,1,(2t) (6.177)

(k = 0,+1,42,...), where the factor of v/2 normalizes the ¢; . The {¢; 1} form an or-
thonormal system that defines a subspace V; of L?(c0, 00) whose elements are functions that
are piecewise constant on intervals of the form k < 2t < k+ 1. The space V; includes V) as a
proper subspace (a function that is piecewise constant on intervals of length 1 is also piecewise
constant on intervals of length %). Note that

bo.k(t) = \@ (¢1.26(t) + P12k41(¢)) (6.178)

gives an explicit expression for the basis vectors of V) in terms of those of V;. The component
f1 of a function f in V; is

[ =" fiedie®) (6.179)

k=—o0
with
(k+1)/2

Fip— / T (1) dt = V3 f(t)dt

k/2

Vil G

(k =0,£1,+£2,...). The last integral shows how the detail of f on a finer scale is blown up
in the construction of f7.
Continuing this process leads to a sequence of nested subspaces

(6.180)

- CV o CV_ 1 CYgC VI C Vo C - (6.181)

(it is possible to go backwards from V) to coarser scales by doubling the interval over which
the functions are piecewise continuous), such that a complete orthonormal system on V), is
given by the set {¢,, .} with

G i(t) =23 ¢(2"t — k) (6.182)

(k=0,£1,4£2,...) foreachn = 0,4+1,£2,.... A distinctive feature of this set is that all
the functions are obtained from the single scaling function ¢(t) by rescaling and shifting the
argument. A nested sequence (6.181) of subspaces, with a complete orthonormal system on
each subspace obtained from a single scaling function by a relation like Eq. (6.182), is called
a multiresolution analysis.
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The component f,, of a function f in V,, has the explicit representation

o0

)= D" farbni(®) (6.183)

k=—o00

with

N3

(k+1)/2™
' / f(t) dt
k

J2n

5 rk+1
SO NARIOL

(k = 0,£1,42,...), again showing the resolution of the fine scale details of f. For any
function f in L%(—o0,00), the sequence of approximations {..., f_o, f_1, fo, f1, f2,- -}
converges to f as a vector space limit since, as already noted, every square integrable function
can be approximated by a sequence of step functions.

At each stage in the sequence (6.181), a new space is added. If W,, is the orthogonal
complement of V,, in V,, 11, then

fag = /_ G i () f(t)dt =2
(6.184)

(n =0,£1,£2,...), and the convergence of the sequence { f,,} is equivalent to
L*(—00,00) = &2 W, (6.186)

The space W,, is the wavelet space at level n; it is where new structure in a function is resolved
that was not present in the component f,,. Equation (6.185) can be seen as an illustration of
the split of a function in V), into a low frequency part (in V,,) and a high frequency part

>in W,).
From the fundamental relation
o(t) = o(2t) + p(2t — 1) (6.187)

(this can be seen by inspection) and Eq. (6.182) it follows that

Gnk(t) = \/2 (Pnt1,26(t) + Prg1,2041(8)) (6.188)

[see Eqgs. (6.177) and (6.178)]. Then the set of vectors {1, , } defined by

Ynk(t) = \@ (Gnt1,2k(t) — Prg1,2641(t)) (6.189)

are orthogonal to the {¢,, 1} in V,,+1. Hence the {t,, 1} must be in W,,. The {¢,, 1} are
orthonormal by construction, and together with the {¢,, 1} are equivalent to the set {¢n41.1}
which is a complete orthonormal system in V11 = V,, @ W,,. Hence the {¢,, .} form a
complete orthonormal system in W,,. The {1, 1} are wavelets at scale 2" in frequency (or
scale 27" in t); they are orthogonal to all functions in V,.
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The {1, 1 (t)} can be obtained from a single function ¢ (t), the fundamental wavelet (or
mother wavelet), which is given here by

Y(t) = (2t) — (2t — 1) (6.190)

which is equivalent to Eq. (6.170) since ¢(t) = hq 1(¢) [compare this with the corresponding
relation (6.187) for ¢(¢)]. Corresponding to Eq. (6.182) for the {¢,, 1, }, we have

Vnk(t) = 22927t — k) (6.191)
The {1, 1} are related to the Haar functions {h,, 1 } by
Ve (t) = 2% hyp1 oy (t) (6.192)

except that here n and k can range over all integers without restriction.

An important advance of the 1980s was the discovery that the multiresolution analysis
described here with the Haar functions could also be carried out with other, smoother choices
for the scaling function ¢(t). The essential features of the multiresolution analysis are

(i) The space L?(—00,00) is decomposed into a nested sequence of subspaces {V,,} as
in (6.181), such that if f is in L2, then the sequence {f,,} (f, is the component of f in V,,)
converges to f. Also, if f(¢) is in V,, then f(2t) is in V,, 41 so that the space {V,,11} is an
exact rescaling of the space {V,,} .

(i) There is a scaling function ¢(t) such that the translations of ¢(t) by integers,

bok(t) = B(t — k) (6.193)
(k=0,+1,+2,...), form a complete orthonormal system on V), and the dilations of ¢(¢) by
2", together with integer translations,

bni(t) =220(2" — k) (6.194)

(k=0,+£1,%2,...), form a complete orthonormal system on V,, for each integer n.
The nesting condition (6.181) implies that ¢(¢) is in V1. Hence there must be an expansion

o0

o(t)= > cxp(2t—k) (6.195)

k=—oc0

of ¢(t) in terms of its rescaled and shifted versions. Equation (6.187) is a relation of this type
for the “box” function hg (). If we introduce the Fourier transform

P(w) = / h e“t(t) dt (6.196)

— 00

then the relation (6.195) leads to

i Cl /OO e“tp(2t — k) dt

k=—o00

oo o0
1., 1.
3 § c;cei“““’/ e o(r) dr
—00

k=—o0

P(w)
(6.197)
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Thus the Fourier transform is scaled according to

P(w) = H(zw)P(3w) (6.198)
where
Hw)=3 > cpe* (6.199)
k=—o0

Iterating this equation gives

B(w) = {H H (;‘;)} o(0) (6.200)
k=1

and it will be seen shortly that ®(0) = 1. Thus the Fourier transform of the scaling function
can be expressed formally as an infinite product. Proving convergence of the infinite product
requires some heavy analysis in general, but it does converge for the examples described here.

U Example 6.11. With ¢y = ¢; = 1 (and all other ¢,, = 0), we have the function

. 1— 24w )
H(w) = %(1+ezw) = 2(177% :e%’“") CcOS %w (6201)
and
. 1— e 1—ew 1,, Sin %w
G L e R v (6.202)
which is precisely the Fourier transform of A (¢). |

- Exercise 6.9. Show that the Fourier transform of the Haar function h((t) defined by
Eq. (6.162) is given by

1

R 1— e 1. sinzw
ho(w) = ——— = 3™ —2
—iw SW
2
as claimed in the preceding example. a

If the functions {¢g 1 (¢)} defined by Eq. (6.193) form an orthonormal system, then

I, = /OO o* (t)p(t — k) dt ! /OO |®(w)|? €™ dw = bo (6.203)

:% .

Now we can write

1 - °n 2 ikw
Iy = o > /0 |®(w + 2mm)|? e dw (6.204)

m=—0oQ
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Then Eq. (6.203) implies

My(w)= Y |®(w+2mm)* =1 (6.205)

m=—0o0

independent of w, since Eq. (6.204) shows that the [}, are the Fourier coefficients of a 27-
periodic function My(w). Note also that

S oe@wt2mm)P = Y [H(w+mm)]? [@(w + mr)|?

m=—0oo m=—0o0

(6.206)
= [H(w)* + |H(w + )

so that |H (w)|* 4 |H(w + 7)[> = 1 in view of Eq. (6.205). Since H(0) = 1, this gives
H(m) =0, and thus

d(2mm) =0 (6.207)

(m = £1,+2,...) from Eq. (6.198). Equation (6.205) then gives ®(0) = 1, so the normal-
ization of ® follows from the normalization of ¢.

On each space W,, in the split (6.185) a wavelet basis can be derived, as in the case of the
Haar functions, from a fundamental wavelet ) (¢) such that

(i) the translations of ¥ (t) by integers,

Poi(t) =0(t —k) (6.208)

(k=0,%£1,%2,...), form a complete orthonormal system on W, and
(ii) the dilations of ¢ (¢) by 2", together with integer translations,

Ui (t) = 22 9(2" — k) (6.209)

(k=0,+£1,42,...), form a complete orthonormal system on W, for each integer n.

It follows from (i) and (ii) that the {¢,, 1} (n,k = 0,£1,£2,...) then form a complete
orthonormal system (a wavelet basis) on L?(—oc,c0). We shall see that such a fundamental
wavelet ¢ () can always be constructed from a multiresolution analysis with scaling function
¢(t) whose integer translations {¢ (¢t — k)} form an orthonormal system.

The fundamental wavelet ) (¢) is in the space V), as a consequence of Eq. (6.185). Hence
it can be expanded as

Y(t)= Y dep(2t k) (6.210)

k=—o00
of 1(t) in terms of the scaling function ¢(¢). Then the Fourier transform ¥ (w) of the funda-

mental wavelet is given by

U(w) = /Oo e“hp(t)dt = G(3w)®(iw) (6.211)

— 00
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where
Gw)=3 > dpe™ (6.212)
k=—o00

is a 2m-periodic function that corresponds to the function H(w) introduced in the scaling
relation for ¢(t). If the functions {¢) 1 (¢)} defined by Eq. (6.208) form an orthonormal
system, then the function G (w) must satisfy

IGW)* +|G(w+m)* =1 6.213)

Equation (6.213) is derived following the steps in Egs. (6.203)—(6.206) above, with 1 in place
of ¢.
Orthogonality of the functions {tg (¢)} and {¢g ¢(¢)} leads to the condition

G (WHwW)+ G (wH+m)Hw+7m)=0 (6.214)
by a similar analysis. A “natural” choice of G(w) that satisfies Egs. (6.213) and (6.214) is
G(w) = e H*(w + ) (6.215)

This G(w) can be multiplied by a phase factor exp(2imw) for any integer m; this corresponds
simply to an integer translation of the wavelet basis. In terms of the coefficients c,, and d,,
the solution (6.215) gives

dp = (=1)" e (6.216)

The fundamental wavelet 1(¢) can then be derived from the scaling function ¢(t) using
Egq. (6.210), or ¥(w) can be determined from ®(w) using Eq. (6.211).

Q Example 6.12. For the Haar functions, with H(w) = (1 + ¢’), we can choose
Glw)=3(1—e¥)=—e“H"(w+) (6.217)
This gives the scaling function
(1) = o(2t) — (2t = 1) (6.218)

which is just the Haar function hy 1 (t). Note also that

1,
1— 5w\ 2 1. si 21

U(w) =1 7( e2™) =e2" 5111 .40') (6.219)
w 7w

as expected from Eq. (6.211). |

Two types of scaling function have been studied extensively:

(i) Spline functions. A spline function of order n is a function that consists of polynomials
of degree n on each of a finite number of intervals, joined together at points (“knots”) with
continuous derivatives up to order n — 1.
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Wavelets starting from a scaling function v (¢) with Fourier transform

1

Ny, sin 5w N
U(w) =¢"2 T (6.220)
5(4)

have been constructed by Battle and Lemarié. The function ¢(¢) obtained from ¥(w) is an
Nth order spline function on the interval 0 < ¢t < IV (check this). The function

Myw)= Y [T(w+2mm)f? (6.221)

m=—0oQ

is not equal to one for N > 1, so the functions {¢(¢ — k)} are not orthonormal. An orthonor-
mal system can be constructed from the function ¢(¢) whose Fourier transform is

(W) = W) (6.222)

vV My (w)

¢(t) is no longer confined to the interval 0 < ¢ < N, although it decays exponentially for
t — 4o00. The linear spline function is studied further in the problems.

(i) Compactly supported wavelets." In 1988, Daubechies discovered new orthonor-
mal bases of wavelets derived from a scaling function ¢(¢) that has compact support. Such
wavelets can be useful for analyzing functions defined only on a finite interval, or on a circle.
For these bases, the function H (w) must be a trigonometric polynomial of the form

N
Z crpeth (6.223)
k=0

H(w) =

N

(with this definition, ¢(¢) vanishes outside the interval 0 < ¢ < N), with H(0) = 1 and such
that Eq. (6.206) is satisfied. Since this implies H (7) = 0, we can write

1 iw n
H(w) = ( +2€ ) K() (6.224)
with 0 < n < N and K (w) a trigonometric polynomial of degree N — n. Then also
9 91 \n 2 1+cosw\” 2
|H(w)|” = (cos? jw) " |K(w)|” = — | K (w)] (6.225)

and, since the ¢, are real, we have

N—n
|K(w)|* = Z ax coskw = P (sin® tw) (6.226)
k=0

10The support of a function is the smallest collection of closed intervals outside of which the function vanishes
everywhere. Here compact means that the support is bounded. For example, the support of the Haar function ho ()
is the interval 0 < ¢ < 1, which is compact; the Haar function has compact support.
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Figure 6.3: The scaling function ¢(¢) (left) and the fundamental wavelet v (¢) corresponding to the
minimal polynomial with n = 2 (right).

with P(y) a polynomial of degree N — 7 in the variable y = sin® 2w = 1(1 — cosw).
Now
1 _ n )
|H(w+ )] = (%) |K(w+7)° = (sin? %w)n P (cos® tw) (6.227)
so that Eq. (6.206) implies
(1=y)"Ply) +y"P(1—y) =1 (6.228)
There is a (unique) polynomial P, (y) of degree n — 1
n—1
n+k—1
Pa(y) = Z < 0 >yk (6.229)
k=0

that satisfies Eq. (6.228). To this can be added a polynomial of the form y" R(y — %) with
R(z) an odd polynomial in its argument, since such a polynomial adds nothing to the right-
hand side of Eq. (6.228). Thus the most general solution to Eq. (6.228) has the form

P(y) = Pu(y) + y"R(y — 3) (6.230)

with R(z) an odd polynomial in z (with real coefficients).

The polynomial P(sin® 2w) gives |K (w)|* from Eq. (6.226). To extract K (w), it is nec-
essary to carry out some further algebra. A complete discussion may be found in the lectures
of Daubechies cited at the end of the chapter. Here we just give two examples.

U Example 6.13. With n = 1, the minimal polynomial P;(y) = 1 and the corresponding
scale function is the Haar function hg(t), which has already been discussed at length. 1

U Example 6.14. With n = 2, the minimal polynomial is

Pyy)=1+2y=2—cosw=2—1 (e +e ™) (6.231)
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To have
Py(sin® fw) = |a + be™ ’2 = |K(w)|? (6.232)

we need a? +b? = 2 and ab = f% [note also that a + b = 1 since P(0) = 1], which leads
to the solutions

a=3(1£V3) b=L11FV3) (6.233)
Then
Kw)=31+V3)+i(1FV3)e™ (6.234)

and

H(w) =1 {1 £V3+ (3 V3)e™ + (3FV3)e2 + (1F ﬁ)e&'w} (6.235)
The corresponding recursion coefficients are given by

co=311£V3) a=1B+V3) =1B3FV3) a=11FV3) (6236

The scaling function ¢(¢) and the fundamental wavelet v (¢) associated with these co-
efficients are shown in Fig. 6.3. These functions are continuous, but not differentiable;
smoother functions are obtained for larger intervals of support (see the Daubechies lec-
tures for more details). Note that the two choices of sign in the roots do not correspond to
truly distinct wavelet forms. Changing the sign of the roots is equivalent to the transfor-

mation
H(w) — 3 H*(w) (6.237)
that has the effect of sending ¢(t) into its reflection about ¢ = 2. |

A Standard Families of Orthogonal Polynomials

The methods described here can be used to analyze other families of orthogonal polynomials.
In the following pages, we summarize the properties of the families that satisfy either the
hypergeometric equation or the confluent hypergeometric equation. These are the

e Gegenbauer polynomials G%(t): weight function w(t) = (1 — ¢?)¢, and

e Jacobi polynomials pieh) (t): weight function w(t) = (1 —)¢(1 +t)°
on the interval —1 < ¢ < 1, the

e (associated) Laguerre polynomials L (t): weight function w(t) = t%e~*
on the interval 0 < ¢t < oo, and the

e Hermite polynomials H,,(t): weight function: w(t) = et
on the interval —oo < ¢ < co. Derivation of the properties of these polynomials is left to the
problems.

Remark. The reader should be aware that, except for Legendre polynomials, there are vari-
ous normalization and sign conventions for the polynomial families. O
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Gegenbauer polynomials G¢(t): interval —1 < ¢ < 1, weight function w(t) = (1 — %)@

Rodrigues formula:
G(t) = (=" (1— tz)’“d—n {@ -t} =0, (1 —2) M (t) (6.A1)
" 2nn) dtm "

with u, (t) = (1 — t?)"*% and C,, = (—1)"/2"n! orthogonality and normalization:

/_1 G ()G(8)(1 — 1) dt = (—1)flc,l/_1 un(t) o (1)

(6.A2)
2%l C(n+a+1)?
S 2n+2a+1nT(n+2a+1) ™"
differential equation:
(1 —t)GY"(t) — 2(a+ DG (t) +n(n +2a +1)G%(t) =0 (6.A3)
hypergeometric function:
Fn+a+1)
Git)= —=——"F (- 20+ 11+alf(1—t 6.A4
() PINCES) (—n,n+2a+ 11 +ali(1 1)) (6.A4)
This follows from the differential equation and the normalization
I'n+a+1)
Gi(l)= —————= 6.A5
D= Ta (6.45)
generating function:
1 o0
G(z,t) = =Y Cn(t)z" (6.A6)
(1 — 22t+22)a+2 n=0
The C¢(t) satisfy the differential equation for the Gegenbauer polynomials, since
0? 0
(1— t2)ﬁG(z,t) —2(a+1)t ga(z,t) =
(6.A7)

——28—2G( t) —2(a+1) 2G( t)
= zazz z, a Zaz z,

The normalization of the C'%(t) is obtained from the binomial expansion for ¢ = 1, so that the
C%(t) are given in terms of the G2 (t) by

I'(n+2a+1)'(a+1)
F'n+a+1)I'(2a+1)

Co(t) = Ga(t) (6.A8)
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Jacobi polynomials P\"" (t): =1 <t < 1, weight function w(t) = (1 —)(1 +t)°

Rodrigues formula:
(a,b) — (_1)71 5\ —a —bd_n _ p\n+a n+b
Pl)(t) S (1—t)""(1+1) T (1—t)" (1 +)"*°}
=C, (1=t +t) " ul (1) (6.A9)

with u,, (t) = (1 — )" T¢(1 +¢)"** and C,, = (—1)"/2"n!.

orthogonality and normalization:

/ PO (1) PLad) (1)(1 — )4 (1 + )b dt =
1
— G / ™) (Hu™ () (1 — )41 + ) dt (6.A10)
—1
1 dn
:(—1)”Cn/ Up, () =—— PO (1) dt (6.A11)

2a+b+1 Fn+a+1)I(n+b+1)
n+a+b+1 nlT'n+a+bd+1)

67’7”1

differential equation:

(1= )P () 4 [b—a — (a+b+ 2 PV (1)

(6.A12)
+n(n+a+b+1)PY () =0
hypergeometric function:

'n+a+1)

Pled ()= ——— F (- b+ 1|1 +ald(1—t 6.A13

This follows from the differential equation and the normalization

I'n+a+1)

plab)yqy =177~/ 6.A14

n (1) n!T(a+1) ( )

There is a generating function for the Jacobi polynomials, but it is not especially illuminating,
so we omit it. Note that the Gegenbauer polynomials and the Legendre polynomials are special
cases of the Jacobi polynomials,

e Gegenbauer polynomials: G%(t) = pleo (t).

e Legendre polynomials: P, (t) = GO (t) = pie0 (t).
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Laguerre polynomials L% (¢): interval 0 < ¢ < oo, weight function w(t) = t%e~*

Rodrigues formula:
o) = L et I (prregty = et M (1) (6.A15)
n n| dtn - n n .

with u,, (t) = t"T%e~* and C,, = 1/n!.

orthogonality and normalization:

> a a a _—t u(n) —
/0L<>L<>t dt = c/ @ (£l (t) dt

(6.A16)
- (—1)non/0 un®) 0 p = TOT AR5
differential equation:
tLA"(t) + (1 +a—t) LA (t) + nL%(t) =0 (6.A17)
confluent hypergeometric function:
Lo(t) = m F(—n|1 + alt) (6.A18)
This follows from the differential equation and the normalization at t=0.
generating function:
e—2t/(1=2)
L(z,t) = e Z La(t)z" (6.A19)
This follows here from the differential equation and the observation that
t—QJr(lJra )a +za} L(z,t)=0 (6.A20)
ot? ot 0z

The Laguerre polynomials appear in solutions to the Schrédinger equation for two charged
particles interacting through a Coulomb potential. See Example 8.5 where these solutions are
derived.
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Hermite polynomials H,,(¢): interval: —oo <t < oo, weight function: w(t) = et
Rodrigues formula:
n g2 d” —t2\ _ t? (n)
H () = (~1)"e” = (e ) = ¢t u™) (1) (6.A21)
with u(t) = (—1)"e .
orthogonality and normalization:
e 2 o 2 d"
/ H,, () H,(t)e " dt = (—1)“/ e ——H,(t)dt
—o0 o dtn
(6.A22)
= Q”n!/ e dt = 2"n! /T Sy
differential equation:
H)'(t) — 2tH, (t) + 2nH,(t) =0 (6.A23)
confluent hypergeometric function:
2n)!
Han(t) = (—1)”% F(=n| = 3[t*) (6.A24)
o (2n4+1)!
Hopyi(t) = (—1) (717') tF(—n|3|t?) (6.A25)
generating function:
2 > e 2"
H(z,t)= e 7 P20 =" H,(t) - (6.A26)
=0
One derivation of this formula is to consider the sum
I Y K )
c 7; [dz" c ] Lo n!
(6.A27)

n

_oo N Zn_7t2oo Z

The Hermite polynomials and the related Hermite functions h,(t) = H,(t) exp(—4t?) in-
troduced in Problems 6.20 and 7.16 appear in wave functions for the quantum mechanical
harmonic oscillator.
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Problems

1. Let ¢1, @2, ... be a complete orthonormal system in a Hilbert space H. Define vectors

¢17w27"'by

wn - Cn <Z ¢k: - n¢n+1>
k=1

n=1,2,...).

(i) Show that 1, 1)s, ... form an orthogonal system in .

(i1) Find constants (', that make 1, 95, . . . into an orthonormal system in H.
(iii) Show that if (¢,,,x) = 0 foralln = 1,2,..., then x = 0.

(iv) Verify that

lgel2 =1="3" [(tn, 02
n=1

k=1,2,...).
2. If {zp} — , then {z,} — x if and only if {||z, |} — ||z

3. Use Fourier series to evaluate the sums
- 1 - 1
— and il
4. Find the Fourier series expansions of each of the following functions defined by the
formulas for —m < x < m, and elsewhere by f(z + 27) = f(x).

1/2a 0<|z|<a(<m)
0 otherwise

(i) fz) = {

cosar 0<|z| <7/2a (<)
0 otherwise

(i)  fl2) = {
(iii) f(x) = cosh ax
(iv) f(z) = sinh ax

5. Show that the functions {¢,, ()} defined by

D) = @ cos(n + §)z
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(n = 0,1,2,...) form a complete orthonormal system in L?(0, 7). Show also that the
functions {4, (z)} defined by

Yn(z) = \/g sin(n + 3)z

(n=0,1,2,...) form a complete orthonormal system in L2(0, ).

Show that the Fourier transform and its inverse are equivalent to the formal relation
0 .
/ eR@=Y) g = 276 (x — y)
— 00

Give a corresponding formal expression for the discrete sum

lim D _ ) = ik(z—y)
Jim Dy (2 —y) doe

k=—o00

where Dy (2 —1v) is the Dirichlet kernel defined by Eq. (6.47). Finally, derive the Poisson
summation formula (here ¢(w) is the Fourier transform of f(¢) defined by Eq. (6.81)).

oo

Z f(n)=2x Z c(27k)

n=-—00 k=—o00

. Find the Fourier transform ¢(w) of the function f(t) defined by

e_c"'t‘

2|
(Rea > 0). Is ¢(w) in L?(—00, 00)? Explain your answer.
Find the Fourier transform of the function f(¢) defined by

sin at
t

flt)=

with « real. Then use Plancherel’s formula to evaluate the integral

. . 2
/ ( sin ot ) i@t
o\t

Consider the Gaussian pulse

£(t) = Ae—iwnte~dalt—t0)®

which corresponds to a signal of frequency wq restricted to a time interval At of order
1/+/a about to by the Gaussian modulating factor exp{—3a(t — t9)?}, which is some-
times called a window function.
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10.

(i) Find the Fourier transform of this pulse.

(ii) Show that the intensity |F f (w)|2 of the pulse as a function of frequency is peaked
at w = wy with a finite width Aw due to the Gaussian modulating factor. Give a precise
definition to this width (there are several reasonable definitions), and compute it.

(iii) Use the same definition as in part (ii) to give a precise evaluation of the time duration
At of the pulse, and show that

Aw - At = constant

with constant of order 1 independent of the parameter a. (The precise constant will
depend on the definitions of Aw and At).

(i) Show that

N

2mikn _ 2mign
E e N e TN =N,
n=1

(i) Show that a set of numbers fi, ..., fy can be expressed in the form
N
2nwikn
fn=Y ce™ ™ *)
k=1

with coefficients ¢ given by

1 X
_ 2wikm
% =N E fme N

m=1

(iii) Suppose the f1, ..., fn are related to a signal
fy= 37 Ge
k=—o0

by fn = f(nT/N). Express the coefficients ¢, of the finite Fourier transform in terms
of the coefficients £, in the complete Fourier series.

(iv) Show thatifthe fi,..., fy arereal, thency_, =c; (k=1,...,N).

Remark. The expansion () is known as the finite Fourier transform. If the sequence
fi,--., fn results from the measurement of a signal of duration 7" at discrete intervals
At = T/N, then (x) is an approximation to the Fourier integral transform, and ¢, cor-
responds to the amplitude for frequency v, = k/T (k = 1,..., N). The appearance of
high frequency components of the complete signal in the c; found in part (iii) is known
as aliasing; it is one of the problems that must be addressed in reconstructing a signal
from a discrete set of observations. The result in (iv) means that the frequencies actually
sampled lie in the range 1/7 < v < N/2T (explain this). O
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11.

12.

13.

14.

Show that
i mk . nmq N6
2 sin —— SIDT 5 kq
and thus that the set of numbers {f1,..., fy—1} can be expressed as
fn= Nz_:l by, sin krn
n = 2 k N

Remark. This expansion is known as the finite Fourier sine transform.

Find the Laplace transforms of the functions
(1) f(t) =cosat
(i) f() =t"Ly(t)

where L¢(t) is the associated Laguerre polynomial defined by Eq. (6.A

6 Hilbert Spaces

15).

Show that if f(t) is periodic with period 7, then the Laplace transform of f(t) is given

by
£i) = 12

where
)= [ s

Consider the differential equation
tf'(&) + (&) +tf(t)=0
(Bessel’s equation of order zero), and let

u(p) = /000 f(t)e Ptdt

be the Laplace transform of f(t).
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15.

16.

(i) Show that u(p) satisfies the first-order differential equation

(p* + 1)/ (p) + pu(p) = 0

(i1) Find the solution of this equation that is the Laplace transform of the Bessel function
Jo(t). Recall that the Bessel function has the integral representation (see problem 5.13).

1T (™ iieos
JO(t) I / ezt cos 0 do
0

™

The Mellin transform of f(t) is defined by

Mi(s)= | T e ar

0

(i) Show that the Mellin transform of f(¢) exists for s = £ (€ real) if
o dt
| ror <o
0

Remark. This condition is sufficient but not necessary, as in the case of the Fourier
transform. O

(i) Show that if the preceding inequality is satisfied, then the inverse Mellin transform
is

f0)= g [ I

T omi ts

ds

Also,

[ mseras= [ iror
—100 0

(iii) Use the preceding result to show that if o > 0,

i '
/ Do +ir)| dr = ”2(2;’)
0

Show that the generating function

1 o0
S(t,2)= ——0—o =S "P,(z
2) = e = 2 )

for the Legendre polynomials satisfies

1
1 1+ uv
S S dz = 1
/_1 (u,2)S(v,z)dz — n(l _uv)
Use this result to derive the orthogonality (Eq. (6.139)) and normalization (Eq. (6.140))
of the P, (t).
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17. Show that the Gegenbauer polynomials C(t) defined by Eq. (6.A6) satisfy
(n+1)Chi(t) — (2n+ 2a+ 1)tCH(t) + (n+2a)Cp_1(t) =0
and

%c;;(t) = (2a + 1)CaH (1)

18. Show that the Laguerre polynomials satisfy
tLy(t) = (n+ 1)Ly 1 (t) — (2n+a+ 1)L (t) + (n+a)Ly_ (1)

and
L) = LT () = L) - 157 ()
19. Show that the Hermite polynomials satisfy
Hp(—t) = (=1)"Hn(t)
Then evaluate H,,(0) and H/,(0) (n = 0,1,...). Show further that
H" () — 2tH, (t) + 2nH,_1(t) = 0

and

d
EHTL (t) = 2an_1 (t)

20. Define Hermite functions h,(t) in terms of the Hermite polynomials H,,(¢) by

1

hn(t) =e 2" H,(t)
Show that

/ h B ()€t dt = "2 hy, ()

— 00
Remark. Thus h,(t) is its own Fourier transform apart from a constant factor. O

21. The Chebysheff polynomials T, (t) are defined by
1
To(t) =1 T.(t) = 1 cos(ncos™ ' t)
(n=1,2,..).
(i) Show that 7}, (t) is indeed a polynomial of degree .

(ii) Show that the {7}, (¢)} are orthogonal polynomials on the interval —1 < ¢ < 1 for
suitably chosen weight function w(t) [which you should find].

Find normalization constants C,, that make the {7},(¢)} into a complete orthonormal
system.
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22. Consider the Bessel function J) (x) defined by Eq. (5.162) as a solution of Bessel’s equa-
tion (5.158)

LZQ_u+ld_u+ 1—/\—2 u=0
dz?  xdx 2 -

(i) Show that

% {x [JA(aac)%J,\(ﬂx) - JA(ﬁx)%JA(ax)]} = (a® = BHaJr(ax) I\ (B2)

(ii) Then show that

b

b
/ zJ\(azx)J\(fz) dx = (o — %)z (ax)J\(Bx)

a

Remark. This shows that if o and [ are chosen so that the endpoint terms vanish, then
Jx(ax) and Jy(Bx) are orthogonal functions on the interval [a, b] with weight function
w(x) = x (we assume 0 < a < b here). O

23. Consider the spherical Bessel function j,, (x) defined in Section 5.6.3 as a solution of the
differential equation (5.180)

d>u  2du n(n+1)
— —_—— 1 _—_— =
a2 T rdn © { x? } u="0

(i) Show that

d d d
72 {o? [nle0) . 30(680) = 3u(80) e} = (@2 ) %) (50)
(ii) Then show that

b

b
/ (0 ju(Bz) dz = (0 — F2)22 ), (a)jn(Br)

a

Remark. Again, if o and § are chosen so that the endpoint terms vanish, then
Jn(ax) and j,(Bx) are orthogonal functions on the interval [a, b] with weight function
w(z) = x? (again we assume 0 < a < b). O

24. Consider the “hat” function g(t¢) defined by

t 0<t<l1
glt)y =4 2—t 1<t<?2
0 otherwise
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25.
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(i) Show that g(¢) satisfies the relation

g(t) = 59(2t) +g(2t — 1) + 59(2t — 2)

(ii) Show that g(t) is obtained from the Haar function h¢(t) by convolution,

ot)= [ holrhot ~7)dr
(iii) Show that the Fourier transform of g(t) is given by

~ > W W Sinlw ’
g(w)E/ e“tg(t)dt = e < 2 )

Ew

(iv) Evaluate the function H (w) defined by Eq. (6.199), and verify Eq. (6.198).
(v) Evaluate the sum

o0

My(w) = Z |g(w—|—2m7r)|2

m=—0oQ

and then use Eq. (6.222) to construct the Fourier transform ®(w) of a scaling function
¢(t) for which the {¢(t — k)} form an orthonormal system.

(vi) From the analytic properties of the ®(w) just constructed, estimate the rate of expo-
nential decay of ¢(t) for t — +oo.

For n = 1, the simplest nonminimal solution to Eq. (6.228) can be written as
P(y) =1+2v(v+2)yly — 3)

(the parametrization in terms of v is chosen for convenience in the solution). In terms of
the Fourier transform variable w, we have

P(sin® tw) =1 — 2v(v + 2) cosw(1 — cosw)

Now find constants a, b, ¢ such that
P(sin® tw) = |a + be™ + ceQi“|2 = |K(w)|?

where K (w) has been introduced in Eq. (6.224) [note that & (0) = 1]. For what range
of values of v are these constants real? For what value(s) of v does the function H (w)
reduce to the case of n = 2 with minimal polynomial? For what values of v does the
scaling function reduce to the “box” function?
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7 Linear Operators on Hilbert Space

The theory of linear operators on a Hilbert space H requires deeper analysis than the study
of finite-dimensional operators given in Chapter 2. The infinite dimensionality of H allows
many new varieties of operator behavior, as illustrated by three examples.

First is a linear operator A with a complete orthonormal system of eigenvectors, whose
eigenvalues are real but form an unbounded set. A cannot be defined on all of 7, but only on
an open linear manifold which is, however, dense in H. Thus care must be taken to character-
ize the domain of an operator on H.

Second is the linear operator X that transforms a function f(x) in Lo(—1, 1) to the func-
tion z f (), which is also in Lo(—1, 1). X is bounded, self-adjoint, and everywhere defined on
Lo(—1,1), but it has no proper eigenvectors. We need to introduce the concept of a continuous
spectrum to describe the spectrum of X.

The third example is an operator U that shifts the elements of a complete orthonormal
system so that the image of U is a proper (but still infinite-dimensional) subspace of H. U
preserves the length of vectors (U is isometric) but is not unitary, since U is singular. U has
no eigenvectors at all, while UT has an eigenvector for each complex number A with |A| < 1.

The general properties of linear operators introduced in Section 2.2 are reviewed with
special attention to new features allowed by the infinite dimensionality of H. Linear operators
need not be bounded. Unbounded operators cannot be defined on the entire Hilbert space H,
but at best on a dense subset D of H, the domain of the operator, which must be carefully
specified. Bounded operators are continuous, which allows them to be defined on all of H.
Convergence of sequences of operators has three forms—uniform, strong, and weak—the
latter two being related to strong and weak convergence of sequences of vectors.

Some linear operators on H behave more like their finite-dimensional counterparts. Com-
pact operators transform every weakly convergent sequence of vectors into a strongly conver-
gent sequence. Hilbert—Schmidt operators have a finite norm, and themselves form a Hilbert
space. Many of the integral operators introduced later are of this type. Finally, there are
operators of finite rank, whose range is finite dimensional.

The adjoint operator is defined by analogy with the finite-dimensional case, but questions
of domain are important for unbounded operators, since there are operators that are formally
Hermitian, but which have no self-adjoint extension. There are operators that are isometric
but not unitary, for example, the shift operator U cited above. Further illustrations of potential
pitfalls in infinite dimensions are given both in the text and in the problems.

The theory of the spectra of normal operators is outlined. Compact normal operators
have a complete orthonormal system of eigenvectors belonging to discrete eigenvalues, and
the eigenvalues form a sequence that converges to 0. A noncompact self-adjoint operator

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2



320 7 Linear Operators on Hilbert Space

A may have a continuous spectrum as well as a discrete spectrum. A formal construction
admitting this possibility is obtained by introducing the concept of a resolution of the identity,
a nondecreasing family E of projection operators that interpolates between 0 for A\ — —oo
and 1 for A\ — oo. For every self-adjoint operator A there is a resolution of the identity in
terms of which A can be expressed as

A:/)\dE,\

This generalizes the representation of a self-adjoint operator in terms of a complete orthonor-
mal system of eigenvectors to include the continuous spectrum.

The definition of a linear differential operator as a Hilbert space operator must include
associated boundary conditions. The formal adjoint of a differential operator is defined by in-
tegration by parts, which introduces boundary terms. In order to make an operator self-adjoint,
a set of boundary conditions must be imposed that insure that these boundary terms vanish for
any function satisfying the boundary conditions. There are various possible boundary condi-
tions, each leading to a distinct self-adjoint extension of the formal differential operator.

These ideas are illustrated with the operator

1d
P=-—
1 dx
which is a momentum operator in quantum mechanics, and the second-order operator

d

T d

d
)| +5(o)
(the Sturm—Liouville operator), which often appears in physics after the reduction of second-
order partial differential equations involving the Laplacian (see Chapter 8) to ordinary differ-
ential equations.

If Q) is a region in R™, an integral operator K on Ly (£2) has the form

MM@=AKmMMMy

If

// \K(x,y)|2dxdy<oo
aJa

then K is compact, and if K is self-adjoint, or even normal, it then must have a complete
orthonormal system of eigenvectors belonging to discrete eigenvalues. Such an integral op-
erator often appears as the inverse of a differential operator, in which context it is a Green
Sfunction. If the Green function of a differential operator L has a discrete spectrum, so does
the differential operator itself, although it is unbounded. This is most important in view of
the other possibilities for the spectrum of a noncompact operator. If the Green function of L
can be constructed explicitly, then it also provides the solution to inhomogeneous differential
equation

Lu=f
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7.1 Some Hilbert Space Subtleties

Many of the concepts that were introduced in the study of linear operators on finite-
dimensional vector spaces are also relevant to linear operators on a Hilbert space H.! However,
there are new features in H, as illustrated by the following three examples.

U Example 7.1. Let ¢, ¢, ... be a complete orthonormal system on the Hilbert space H,
and define the linear operator A by

(n = 1,2,...). A has a complete orthonormal system of eigenvectors, and A is defined
on any finite linear combination of the ¢1, ¢o, ..., a set that is everywhere dense in H.
However, A is not defined everywhere in H. The limit as N — oo of the vector

N

1
(bN = Z E(bn (72)

n=1

is an element ¢, of H, but the limit of the vector

N
n=1

is not. Hence A ¢ is not defined.
Moreover, if we try to define an inverse A of A by

Ag, = 4, 7.4)
n
then we have AA = 1 (there is no problem here since the range of A is a subset of the
domain of A), but it is not exactly true that AA = 1 since A is not defined on the entire
Hilbert space. Thus it is necessary to pay careful attention to the domain of an operator.

In general, a linear operator A is defined on H by specifying a linear manifold Dy C 'H
(the domain of A) and the vectors Az at least for some basis of Da. The vector Ax is
then defined for any finite linear combination of the basis vectors, but it may, or may not
be possible to extend the domain of A to include the entire space H, or even all the limit
points of sequences in Da . As we have just seen, the sequence {¢y }) is bounded (in fact,
convergent), but for the linear operator A defined by Eq. (7.1), the sequence {A¢n} is
unbounded, and hence has no limit in .

If a linear operator A’ can be defined on a larger manifold Dp: D Da, with A’z = Ax
on Dy, then A is an extension of A (A’ D A or A C A’). Thus, to be precise, we should
write AA C 1 for the operator A in the present example, but often we will just write
AA =1 anyway. |

'We remind the reader that by our convention, a Hilbert space is infinite dimensional unless otherwise stated.
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Remark. The domain of the operator A defined by Eq. (7.1) can be characterized precisely.
The vector

(oo}
o= Z Cn®n (7.5)
n=1
is in Dy if and only if
Z n?|en|® < oo (7.6)
n=1
Da is dense in H, but does not include the vector ¢, for example. O

U Example 7.2. In the preceding example, the unboundedness of the operator A defined
by Eq. (7.1) led to the lack of an extension of A to all of . In this example, we will see
that even for a bounded operator, there can be something new in Hilbert space.

Consider the Hilbert space L?(—1, 1) of functions f(x) that are square integrable on
the interval —1 < x < 1, and define the linear operator X by

Xf(z)=zf(z) (1.7)

X is self-adjoint, and it is bounded, since

1 1
1% /]2 = / ef@)f do < / @P do= |17 (7.8)

Moreover, it is defined everywhere on L?(—1,1).
However, the eigenvalue equation

X f(x) = \f(x) (7.9)

has no solution in L?(—1, 1), since the eigenvalue equation implies f(x) = 0 for z # \,
and this in turn means

1
/ |f(2)]? dz =0 (7.10)

—1

as a Lebesgue integral. There is a formal solution
ilx) =68(x—N) (7.11)

for any value of A between —1 and 1, but the Dirac d-function is not in L?(—1, 1). Thus X
is a bounded self-adjoint linear operator that does not have a complete orthonormal system
of eigenvectors. The concept of discrete eigenvalues must be generalized to include a
continuous spectrum associated with solutions to the eigenvalue equation that are almost,
but not quite in the Hilbert space. This will be explained in detail in Section 7.3. |
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U Example 7.3. Let ¢, ¢, ... be a complete orthonormal system on the Hilbert space H,
and define the linear operator U (the shift operator) by

Then
o0 (oo}
U (z ¢> ISP .13
n=1 n=1
is defined for every vector x = Y. ¢,¢, in H, and |Uz|| = ||z, so that UTU = 1.
Nevertheless, U is not unitary. We have
Ulg,y1 = s (7.14)
(n=1,2,...), but
Ulg, =0 (7.15)

since (¢1, Uz) = 0 for every vector . Thus
uuf=1-pP, (7.16)

where P is the projection operator onto the linear manifold spanned by ¢ .
The spectrum of the operators U and U is also interesting. U has no spectrum at all
since there are no solutions to the eigenvalue equation

Ux = Az (7.17)
On the other hand, the eigenvalue equation
Uz = Mz (7.18)

requires the coefficients ¢,, in the expansion of x to satisfy the simple recursion relation

Cnt+l = ey, (7.19)
Thus UT has eigenvectors of the form
dx = Ni <¢1 + Z >\"¢n+1> (7.20)
n=1

that belong to H for any A\ with |\| < 1. Note that ¢ is a unit vector if we chose the
normalization constant N so that

INy[> =1—|A] (7.21)
Eigenvectors belonging to different eigenvalues are not orthogonal, since
NN,
= 7.22
(¢)\a ¢,u) 1 _ )\*/J/ ( )

and there is no completeness relation for these eigenvectors. |
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7.2 General Properties of Linear Operators on Hilbert
Space

7.2.1 Bounded, Continuous, and Closed Operators

A linear operator A on a Hilbert space H is defined on a domain Dy C H. It is generally
assumed that D contains a basis of H (if there is a nonzero vector x in DAL, then Az can
be defined arbitrarily). Then A is also defined on any finite linear combination of the basis
vectors, and, in particular, on the complete orthonormal system formed from the basis by
the Gram—Schmidt process. Hence we can assume that Dy contains a complete orthonormal
system of H, and thus is dense in H.

Definition 7.1. The linear operator A is bounded if there is a constant C' > 0 such that
|Az|| < C|jz|| for all z in Da. The smallest C' for which the inequality is true is the bound
of A (JA]).2 |

Definition 7.2. A is continuous at the point xq in Dy if for every sequence {x,,} of vectors
in Da that converges to xg, the sequence { Az, } converges to Azg. |

Since A is linear, it is actually true that A is continuous at every point in Da if it is
continuous at x = 6. For if { Ay, } converges to § whenever {y, } converges to 6, then also
{A(x,, — o)} converges to § whenever {z,, — o} converges to 0.

An important result is that if A is bounded, then A is continuous. For if A is bounded and
{z,} converges to 0, then {||Ax,]||} converges to 0, since ||Az,| < |A||z,| and {||z.|}
converges to 0. Conversely, if A is continuous (even at #), then A is bounded. For suppose
A is continuous at x = 0, but unbounded. Then there is a sequence {y,, } of unit vectors such
that || Ay, || > n for all n. Butif we let 2, = y,,/n, then {z,, } converges to 6, but [|Ax,| > 1
for all n, so { Az, } cannot converge to 6, contradicting the assumption of continuity.

Definition 7.3. A is closed if for every sequence {x,, } of vectors in Da that converges to z
for which the sequence {Ax,,} is also convergent, the limit x¢ is in Da, and the sequence
{Az,} converges to Axy. |

If A is bounded, then A has a closed extension (denoted by [A]) whose domain is . For
if 2 is a vector, then there is a Cauchy sequence {x,, } of vectors in Da that converges to 2. But
if A is bounded, then the sequence {Ax,,} is also convergent, and we can define the limit to
be Ax. An unbounded operator A may, or may not, have a closed extension. The operator A
introduced in Example 7.1 is closed when its domain is extended to include all vectors

$=> antn (7.23)
n=1

for which 220:1 n? \an\z < 00.

>The bound |A | defined here is sometimes called the norm (or operator norm) of A.. The norm introduced below
is then called the Hilbert—Schmidt norm to distinguish it from the operator norm.
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However, consider the linear operator B defined by B¢,, = ¢1 (n = 1,2, ...), so that?

B (Z amk) - (Z ak> & (724)
k=1

k=1
If we let
! Zn: 10) (7.25)
Ty = — .
v n k
k=1
then {x,,} — 6 (note that ||z, || = 1/n). However,

Bz, = ¢ (7.26)
for all n, so {Bx,,} is convergent, not to Bf (= ), but to ¢;. Hence B is not closed.
Remark. Note also that B is unbounded, even though ||B¢,| = |¢1|| = 1 for every
element of the complete orthonormal system {¢,, }. Hence it is not enough that B is bounded
on a complete orthonormal system for B to be bounded. O

7.2.2 Inverse Operator

The inverse of a linear operator on a Hilbert space must be carefully defined. Recall that the
linear operator A is nonsingular it Ax = 6 only if x = §. Here we add the new

Definition 7.4. The linear operator A is invertible if (and only if) it is bounded and there is
a bounded linear operator B such that

BA=AB=1 (7.27)

If such a B exists, then B = A~ is the inverse of A. 1

An invertible operator is nonsingular, but the converse need not be true. The operator U
in Example 3 is nonsingular, bounded, and UTU = 1, but U is not invertible, since there is
no operator V such that UV = 1. For the operator A in Example 1, we have AA = 1, and
A A C 1 (it can be extended to 1 on all of 7, but that is not the point here), although it is
common to see A treated as A~! (and we will also do so when no harm is done). However,
it should be kept in mind that neither A nor A are invertible, strictly speaking, since A is
unbounded. A general criterion for invertibility is contained in the

Theorem 7.1. If A is a linear operator on H whose domain D and range R s are the entire
space H, then A is invertible if and only if there are positive constants m, M such that

m | < ||Azl| < M ||z (7.28)

for every x in H.

31t is amusing to observe that B transforms the sum of a linear combination of orthogonal vectors into the sum
of the components, with a unit vector included for appearance. This operator is often (too often!) used by first-year
students in physics.
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Proof. If A is invertible, then the inequalities in (7.28) are satisfied with m = 1/ ‘A‘1| and
M = |A]. Conversely, if the inequalities are satisfied, then for any y in H, we know that
y = Ax for some = in H (recall that R o, the range of A, is the set of all y such thaty = Az
for some 2 in Dp ) and we can define a linear operator A by

= Ay (7.29)

Evidently A is defined on all of H, with
AA=AA=1 (7.30)

and A is bounded, with |A| = 1/m. Hence A = A~1, [ |

7.2.3 Compact Operators; Hilbert—Schmidt Operators

A stronger concept than continuity or boundedness of an operator is compactness.

Definition 7.5. The linear operator A is compact (or completely continuous) if it transforms
every weakly convergent sequence of vectors into a strongly convergent sequence, that is, if
{z,} — 0 implies {Ax, } — 0. ]

Thus, for example, if A is compact and {¢,} is any orthonormal system, then
{A¢,} — 6. Every compact operator is continuous, but the converse is not true (the identity
operator 1 is continuous, but not compact). The importance of compact operators becomes
clear in the next section, where it will be seen that every compact normal operator has a
complete orthonormal system of eigenvectors.

Definition 7.6. Let A be a linear operator on H, and {¢,}, {¢,} a pair of complete or-
thonormal systems. The norm of A is defined by

AP =t ATA =37 Al = Y [(Adn, )] (7.31)
n=1 n,m=1

A is a Hilbert—-Schmidt operator if ||A]| is finite. Here tr X denotes the trace of the opera-
tor X, defined as usual as the sum of diagonal elements (the sum, if it exists, is independent
of the choice of complete orthonormal system). |

The Hilbert—Schmidt operators themselves form a linear vector space S, which is a Hilbert
space with scalar product defined by

(A,B)=trAB=>"(A¢n,Boy) = Y (Adn, ¥m)(thm, Boy) (7.32)
n=1 n,m=1

This claim requires proof, especially of the property of closure, but details will be left to the
problems. Any Hilbert—Schmidt operator is compact, but not conversely. For || A || to be finite,
it is necessary that {A¢,} — 0, but {A¢,} — 0 does not guarantee convergence of the
infinite series defining || A||2.
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Q Example 7.4. Consider the function space Ly (a, b) over the finite interval I : a <t < b,
and suppose K (t,u) is a function in Lo(I x I). Corresponding to K (¢,u) is the linear
operator K in Ly (a, b) defined by

b
(Ka)(t) = / Kt u)z(u) du (7.33)
K is an integral operator of a type we will encounter again later in the chapter. Note that
b b
K2 :/ / K (t,u)[? dtdu (7.34)
is finite by assumption, so K is a Hilbert—Schmidt operator. |

Finally, a linear operator A is of finite rank if the range of A (Ra, or im A) is finite
dimensional. A projection operator onto a finite-dimensional linear manifold is of finite rank.
The operator B defined by Eq. (7.24) is of rank 1. An operator of finite rank is certainly a
Hilbert—Schmidt operator, hence compact and bounded.

Remark. Every linear operator on a finite-dimensional vector space V" is of finite rank.
Hilbert-Schmidt and compact operators on H share many of the properties of operators of
finite rank. For example, compact normal operators have a complete orthonormal system
of eigenvectors belonging to discrete eigenvalues that in fact form a sequence converging
to 0. Merely bounded operators are essentially infinite dimensional, with new characteris-
tics not seen in finite dimensions, as illustrated by the examples in this and the preceding
section. Unbounded operators can have even more unusual properties, since they have no
finite-dimensional counterparts; it is for these that special care must be given to questions of
domain, range, and closure. O

7.2.4 Adjoint Operator

Definition 7.7. The adjoint AT of the linear operator A is defined for the vectors g for which
there exists a vector ¥, such that

(Y, 7) = (y, Ax) (7.35)
for every x in Da. Then define
Aly =y, (7.36)

corresponding to the finite-dimensional definition. |

Remark. Note that Da must be dense in H to define Af, for if there is a nonzero vector 2o
in Dit, then

for every x in Dpf, so that ¥, is not uniquely defined. O
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To completely define AT, it is necessary to specify the domain Dys. If A is bounded,
then A can be defined on all of H, and (y, Az) is a bounded linear functional. Hence, by
Theorem 2.2, there is a unique y, satisfying (7.35), and thus Dy ; is all of . Furthermore, Af
is bounded, and

|AT| = |A (7.38)

Even if A is not bounded, the adjoint AT is closed, since if {yn} is a sequence of vectors
in Dyt such that {y,,} — y and {Afy, } — y., then
(y,Az) = lim (y,,Az) and (y.,z) = lim (Aly,,z) (7.39)
for every x in Da, so Aly = y,. Note that ATz = @ if and only if (z, Ay) = 0 for every y
in Dy ; in short, ker AT = Ri.
The operator (A!)T is well defined if (and only if) Da+ is dense in 7. This need not be the
case, for if we consider the operator B defined by Eq. (7.24), we have

(B¢, d1) = (¢, Bor) = (¢n, 61) = 0 (7.40)
and hence Bt¢,, = 0 forn = 2,3, . ... However,
(Big1, é1) = (61,Bey) =1 (7.41)

for every k. Hence B¢, is not defined, nor can Bf¢ be defined on any vector ¢ with a
nonzero component along ¢;. Thus ¢; is in D];, and Dg+ cannot be dense in H.

On the other hand, if the operator (A")T does exist, then it is a closed extension (even the
smallest closed extension) of A, so that

A C (AT =[A] (7.42)
Definition 7.8. The linear operator A is self-adjoint if
A = AT (7.43)

where equality includes the requirement Da = D ;. |
In a finite-dimensional space V", this is equivalent to the condition

(y, Az) = (Ay, z) (7.44)

for every x,y in Da.

For an operator A on H that is bounded, it is also true that (7.43) and (7.44) are equivalent
if Da is dense in H, since in that case, we can always find a closed extension of A that is
bounded. For unbounded operators, Eq. (7.44) defines a symmetric* operator, for which it is
true that A C AT, but A may have no closed extension, in which case it cannot be self-adjoint.
See Problem 12 for an important example from quantum mechanics.

4This terminology is suggested by Halmos. Equation (7.44) is often used in physics to characterize a Hermitian
operator, but it is implicitly assumed that Eq. (7.43) is then automatically satisfied. It is not, but the examples seen
here are too subtle to merit an extended explanatory digression in the standard exposition of quantum mechanics.
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7.2.5 Unitary Operators; Isometric Operators

The operator U is unitary if UT = U~!, which requires
vufu=uuf=1 (7.45)

In V", U'U = 1 is sufficient to have U be unitary, but the example of the shift operator
defined by Eq. (7.12) shows that this is not the case in H; the two conditions in Eq. (7.45) are
independent. The operator U is isometric if

[0z = [l (7.46)

for all x in Dyy. The shift operator is isometric, but not unitary, since its range is not the entire
space H. In general, an isometric operator U in H maps an infinite-dimensional subspace
Dy into an infinite-dimensional subspace Ry. H is large enough that Dy 1 and Ry + can be
non-trivial (they can even themselves be infinite-dimensional). If we let

m=dmDy1 , n=dimRys (7.47)

then the ordered pair [m, n] is the deficiency index (DI, for short) of U.

Q Example 7.5. The deficiency index of the shift operator U is [0, 1], and that of U is
[1,0]. Tt is true in general that if U has DI=[m, n], then UT has DI=[n, m] (show this). 1

U is maximal isometric if it has no proper isometric extension. This will be the case if the
deficiency index of U is of the form [m, 0] with m > 0, or [0, n] with n > 0. U is unitary if
its DI is [0, 0]. It is essentially unitary if its DI is [m, m], since we can then define a unitary
extension of U by adjoining a unitary operator from D onto R (this extension is far from
unique, since any m-dimensional unitary operator will do).

7.2.6 Convergence of Sequences of Operators in H

For sequences of vectors in H, there are two types of convergence, weak and strong. Conver-
gence of sequences {A,, } of operators in 7 comes in three varieties:

(i) uniform convergence. The sequence {A,,} converges uniformly to 0 ({A,} = 0) if
{||[Anz||} — 0 uniformly in z, thatis, if for every € > 0 there is an N such that ||Az|| < el|z|
for every n > N and all x in H.

(i) strong convergence. The sequence {A,,} converges strongly to 0 ({A,} — 0) if
{||[Anz||} — 0 forevery z in H.

(iii) weak convergence. The sequence {A,} converges weakly to 0 ({A,} — 0) if

{(y,Anx)} — 0 forevery y and = in H.
Convergence to a limit is then defined in the obvious way: the sequence {A,,} converges to
A in some sense, if the sequence {A,, — A} converges to 0 in the same sense. If the limit is
an unbounded operator, it must also be required that each of the A,, and the limit A can be
defined on a common domain D, that is dense in H, and “for all z in " is to be understood
as “for all x in D,..”
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These types of convergence are ordered, in the sense that uniform convergence implies
strong convergence, and strong convergence implies weak convergence. In fact, only in
infinite-dimensional space are these types of convergence distinct. In V" the three types of
convergence are equivalent, as are strong and weak convergence of sequences of vectors (the
reader is invited to show this with the help of the following example).

Q Example 7.6. Let {¢;} be a complete orthonormal system, and P, be the projection
operator onto the linear manifold spanned by ¢y. Then the sequence {Pj} — 0 (strong,
but not uniform convergence). The sequence {A,, }, with

n
A, =) P, (7.48)
k=1
converges strongly, but not uniformly, to 1. |

7.3 Spectrum of Linear Operators on Hilbert Space

The spectra of linear operators on an infinite-dimensional Hilbert space have a rich structure
compared with the spectra of finite-dimensional operators, much as the theory of analytic
functions of a complex variable is rich compared to the theory of polynomials. In this section,
we will consider the spectra of normal operators® (recall A is normal if AAT = ATA). Since
A is normal if (and only if) it has the form

A=X+iY (7.49)

with X and Y self-adjoint, [X, Y] = 0 (and Do = Dx N Dy dense in H if A is unbounded),
it is actually sufficient to work out the theory for self-adjoint operators.

7.3.1 Spectrum of a Compact Self-Adjoint Operator

To begin, suppose A is a compact, self-adjoint operator. A compact operator converts a
weakly convergent sequence into a strongly convergent one (by definition), so the influence
of distant dimensions is reduced in some sense, and it turns that a compact, self-adjoint op-
erator has a complete orthonormal system of eigenvectors with real eigenvalues, just as its
finite-dimensional counterpart, and the eigenvalues define a sequence that converges to zero.

Since A is compact, it is bounded and closed, and (x, Ax) is real for every x in H, since
A is self-adjoint. If we let

Ar = sup (z,Az), A_ = inf (x,Ax) (7.50)

l|l||=1 flxll=1

then the bound of A is the larger of |Ay| and |A_|. Since Ay is the least upper bound of
(z, Ax) on the unit sphere (||z|| = 1) in H, there is a sequence {xz,} of unit vectors such

SThe shift operator introduced in Section 7.1 and other operators introduced in the problems, as well as any
isometric operator that is not essentially unitary, are not normal. Those examples illustrate the additional spectral
types that can occur with nonnormal operators.
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that the sequence {(z,, Ax,)} converges to A;. Since {x,,} is bounded, it contains a subse-
quence {y,, } that converges weakly to a limit y (see Section 6.1). Then the compactness of A
implies that the sequence {Ay,, } converges strongly to a limit y. = Ay. Then we have

[Ayn = Asyll® = [|[Ayall® = 204 (v, Ayn) + A5 = [lya]> = A3 <0 (7.51)

(note that {(y, Ayn)} — A1). But {||Ay, — A+y||} > 0, so the only consistent conclusion is
that {||Ay, — A+y||} — 0, which implies

Ay =y (7.52)

Thus y is an eigenvector of A belonging to eigenvalue A ;. The same argument shows that
there is an eigenvector of A belonging to the eigenvalue \_. Thus every compact self-adjoint
operator has at least one eigenvector belonging to a discrete eigenvalue.

Once some eigenvectors of A have been found, it is straightforward to find more. Sup-
pose ¢1, ..., ¢, is an orthonormal system of eigenvectors of A belonging to eigenvalues
Aly ..., Ap, that spans a linear manifold M = M(¢1, ..., ¢,). Then M(¢1,...,0,) is an
invariant manifold of A, and, since A is normal, it follows that so is M~. But A is a compact
self-adjoint operator on M-, and thus has at least one eigenvector ¢, in M~ belonging
to a discrete eigenvalue A, 1. Continuing this procedure leads to a complete orthonormal
system {¢1, ¢o, ...} of eigenvectors belonging to discrete eigenvalues, and we have the

Theorem 7.2. Every compact normal linear operator on a Hilbert space H has a com-
plete orthonormal system of eigenvectors belonging to discrete eigenvalues; the sequence
{A1, A2, ...} of eigenvalues converges to zero.

Proof. The convergence of the sequence of eigenvalues follows from that fact that the se-
quence {¢, } of eigenvectors converges weakly to zero, and hence the sequence {A¢, =
An®n} — 0 strongly since A is compact. A corollary of this result is that the eigenmanifold
M belonging to an eigenvalue A # 0 of A must be finite dimensional. ]

7.3.2 Spectrum of Noncompact Normal Operators

Now suppose A is normal (but not necessarily compact, or even bounded), with a complete
orthonormal system of eigenvectors and distinct eigenvalues A1, Ao, ... (such an operator is
separating). If M, is the eigenmanifold belonging to eigenvalue \j, with corresponding
eigenprojector Py, then we have the spectral representation

A= Z Ao Py (7.53)
k

as in the finite-dimensional case (compare with Eq. (2.167)), except that here the sum may
be an infinite series. If the series (7.53) is actually infinite, then it converges uniformly if A
is compact, strongly if A is bounded; if A is unbounded, the series converges only on the
domain Dp of A.

Normal operators that are not compact need not have a complete orthonormal system of
eigenvectors belonging to discrete eigenvalues. The concept of spectrum for such operators
must be generalized to include a continuous spectrum.
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Definition 7.9. The spectrum 3(A) of the normal operator A consists of the complex num-
bers A such that for every € > 0, there is a vector ¢ in Da for which

[A¢ — Aol <elloll (7.54)

The point spectrum (or discrete spectrum) II(A) of A consists of the eigenvalues of A. The
elements of X(A) spectrum of A not in II(A ) form the continuous spectrum (or approximate
point spectrum) L..(A) of A. |

Q Example 7.7. Consider the operator X defined on the Hilbert space Lo(—1,1) by
Xf(x) =zf(x) (7.55)

as in Example 7.2. As already noted, X has no point spectrum, but every x in the interval
—1 < z < 1is included in the continuous spectrum of X. To see this, suppose —1 <
xo < 1, and define the function f.(z¢; ) by

1/4/2 —e<zx<
fg(xo;ﬂc): /\/_E ) 5'_x_x0+5 (7.56)
0 otherwise
We have || fe(z,)[| = 1, and
[(X = wol) fo(zo)||* < 2&2 (7.57)

This works for any € > 0, so x is in the continuous spectrum of X. The discussion must
be modified in an obvious way for zy = =41, but the conclusion is the same. The only
“eigenfunction” of X belonging to the eigenvalue x¢ is the Dirac é-function §(z — x¢),
which is not in Lo(—1,1). |

-> Exercise 7.1. Find the point spectrum and the continuous spectrum of the shift operator
U defined by Eq. (7.12). Also, find the spectra of its adjoint U, O

7.3.3 Resolution of the Identity

Equation (7.53) is a formal representation of the operator A in terms of its eigenvalues and
eigenvectors. To generalize this representation to include operators with a continuous spec-
trum, we need to introduce the concept of a resolution of the identity. This is a family of
projection operators {E } defined for the real A, with the properties:

(i) The projection manifold M, of E, shrinks to {6} for \ — —oo and grows to all of H
for A — 4o00. or

Jim Ey=0 and lim By =1 (7.58)

(i) The projection manifold My C M, if A < p, sothat Ey < E, if A < p. Thus Ey
is a nondecreasing function of A that interpolates between 0 at —oo and 1 at oc.
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(iii) The limits

lim Eyo =Ey and  lim By = El (7.59)
E—

e—0t

exist for each A. Note that while the limits Ei[ must exist for each finite A, they need not be
equal, and the points where

AE,=E! —-E; =P, #0 (7.60)

are the discontinuities of Ey. P is a projection operator onto a manifold of positive dimen-
sion, which may be finite or infinite. There may also be points at which E, is continuous,
but

Exyce —Ex_c#0 (7.61)

for every € > 0. These are the points of increase of E .

If there is a finite @ such that Ey = 0 for A < a, but E) > 0 for A > «, then the family
{E} is bounded from below (with lower bound «). If there is a finite b such that E = 1 for
A > b, but Ey < 1for A < b, then {E,} is bounded from above (with upper bound b). If
{E)} is bounded both above and below, it is bounded and [a, ] is the interval of variation of
{E»}. If it is only bounded on one end, it is semi-bounded.

If E) is a resolution of the identity, then the operator A defined formally by

A= / AdEy (7.62)
is self-adjoint, and bounded if and only if E is bounded. The meaning of Eq. (7.62) is that®

(y,Ax) = / Ad(y,Exx) = / A %(y,EAa:) d\ (7.66)
If A is unbounded, then the domain of A is the set of all vectors x for which the integral

|Az|* = / NA|Eyz||? < o0 (7.67)

®We have the natural definition [ df(z) = [ f'(x)dx, which is known as a Stieltjes integral. If f(z) is not
strictly differentiable, this definition must be used with care, integrating by parts if necessary to give the integral

/ g(z) df (z) = / g(@)f' (x) dx = — / g (z)f(z) dx (7.63)

whenever g(x) is differentiable. The Stieltjes integral also provides an alternative definition of the Dirac §-function.
If 6(z) is the step function defined by

1 >0

o(x) = { (7.64)

0 otherwise

then we have
/ " o) db(z) = g(0) = / " o(@0)d() da (7.65)

if g(z) is continuous at z = 0.
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Equation (7.62) shows how a resolution of the identity defines a self-adjoint operator on H.
The converse of this is Hilbert’s fundamental theorem:

Hilbert’s Fundamental Theorem. To every self-adjoint linear operator A on a Hilbert
space 'H, there is a unique resolution of the identity E such that

A:/)\dE,\ (7.68)

Remark. This is the Hilbert space analog of the theorem that every self-adjoint operator has
a complete orthonormal system of eigenvectors belonging to real eigenvalues. o

U Example 7.8. To see how the resolution of the identity works, consider again the operator
X defined by Eq. (7.9), but now let the function space be Ls(a,b). If a < A\ < b, we then
let

fl) a<z<A

7.69
0 A<x<b ( )

E\f(z) = {

or, more simply,
Exf(z) = 0(A - )/ (2) (7.70)

where (&) is the standard step function defined by Eq. (7.64). E, is evidently a resolution
of the identity, and

b

X — AE, (7.71)
since
dE) f(x) = 6(x — \) f(N)dA (7.72)

Here §(z — \) is the Dirac §-function, and we have used the formal result ' (&) = 6(). If
a and b are finite, then X is a bounded operator. X is unbounded in the limits @ — —oo or
b — oo, but the spectral representation with E given by Eq. (7.70) is still valid. |

=> Exercise 7.2. The self-adjoint operator

1d
P=|-—
[idx}

on Lo (—00, 00) has the standard spectral representation
P = / AdE)

with the E, being a resolution of the identity. If f () is in the domain of P, find an expression
for Ey f(x). Hint. Consider the Fourier integral representation of f(z). ad

Remark. In quantum mechanics, P is the momentum operator for a particle moving in one
dimension. O
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7.3.4 Functions of a Self-Adjoint Operator

Functions of self-adjoint operators have an elegant definition in terms of the spectral repre-
sentation: if f(x) is defined for x in the spectrum of the self-adjoint operator A defined by
Eq. (7.62), then

f(A) = / f(A) dEy (7.73)

with domain D) containing those vectors x for which

/ IFP d|Exz|? < oo (7.74)

The resolvent R, (A) of the linear operator A is defined by
Ro(A)= (A —al)™! (7.75)

If A is a differential operator, the resolvent R, (A) is often known as a Green function. The
resolvent R, (A) is bounded unless « is in the spectrum of A. If « is in the point spectrum
II(A) of A then (A — al) is singular, and R, (A) can only be defined on M -, where M,, is
the eigenmanifold of A belonging to eigenvalue «. If « is in the continuous spectrum 3.(A)
of A, then R, (A) is unbounded, but defined on a dense subset of .

If A is self-adjoint, with resolution of the identity {Ey}, then the resolvent R, (A) is
given formally by

1
Ru(A) = dE 7.76
@=[ 1, 1.76)
This expression will be used to provide a more explicit construction of the resolvent operators
for certain differential operators to appear soon.

If A is a normal operator, then it can be written in the form A = X +¢Y, with X and Y
self-adjoint and [X, Y] = 0. If

X = / ME), Y = / pdF, (7.77)

then [Ey, F,] = 0 for every A, . If U is a unitary operator, then there is a resolution of the
identity Hy with interval of variation C [0, 2] such that

U= / e dH, (7.78)

Now that we have reviewed the abstract properties of linear operators on a Hilbert space, it
is time to turn to the concrete examples of linear differential and integral operators that appear
in practically every branch of physics.
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7.4 Linear Differential Operators

7.4.1 Differential Operators and Boundary Conditions

Linear differential operators of the form

n n—1

d
L =po(x) — +pi(z) dan—1

d
g ot pna(@) —— + p(2) (7.79)

dx

were introduced in Chapter 5 (see Eq. (5.50)) and described there from an analytical point
of view. Now we consider L as a linear operator on a Hilbert space of the type Lo(a,b).
Note that L is unbounded, since the derivative of a smooth function can be arbitrarily large.
The formal domain of L as a differential operator includes the class C"(a,b) of functions
that are continuous together with their first n derivatives on the interval (a, b), and C"(a, b) is
everywhere dense in Lz (a, b).

But to consider L as a Hilbert space operator, we must define the domain of L. more
precisely. In particular, we must carefully specify the boundary conditions to be imposed on
functions included in the Hilbert space domain of L in order to verify properties, such as self-
adjointness, that are critical to understanding the spectrum of L. Indeed, we will see from the
examples given here that the spectrum can be more sensitive to the boundary conditions than
to the operator itself.

The simplest linear differential operator is the derivative D defined by

Df(x) = - f(a) (7.80)

for functions that are differentiable on a < x < b, and extended by closure. Now integration
by parts gives

b
(9.Df) = / 0" (@) L f(a) de
b
— (" (B)F() — g"(a) f(a)] - / F(@) g (a) do (7.81)

= —(Dg, f) + Bl(g, f)
where the boundary term B(g, f), also known as the bilinear concomitant,
B(g, f) =g"(b)f(b) — g™ (a)f(a) (7.82)

contains the endpoint terms from the integration by parts.
In order to make a self-adjoint operator from D, we first need to fix the minus sign on the
right-hand side of Eq. (7.81). To do this, simply define

P= D (7.83)

(the factor —i is chosen so that P can be identified with the usual momentum operator in
quantum mechanics for appropriate boundary conditions). Then we need to choose boundary
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conditions on the values of the functions at the endpoints to make the boundary term B(g, f)
vanish identically. This can be arranged by imposing the periodic boundary condition

f(b) = f(a) (7.84)

With this boundary condition, P is a self-adjoint operator on Ls(a, b).

Remark. More generally, it is sufficient to require

£(b) = af(a) (7.85)

with || = 1. Thus « has the form o = exp(27i{) and there is a continuous family P,
(0 < & < 1) of self-adjoint extensions of the linear operator —¢ID. Which extension is ap-
propriate for a particular physical problem must be determined by the physics. The boundary
condition (7.84), corresponding to o = 1, is most often physically correct, but there are
fermionic systems for which (7.85) with o = —1 is relevant. O

With the periodic boundary condition (7.84), P has a complete orthonormal system
{dn(x)} of eigenvectors given by

1 2nmix
On(x) = ———exp ( T ) (7.86)

(n =0,%1,+£2,...) belonging to eigenvalues

P
A, = 8 (7.87)
b—a

This analysis must be modified if a — —oo or b — oo. P is already self-adjoint
on Ly(—00,00); the boundary term B(g, f) vanishes automatically, since f(z) — 0 for
x — +oo. But the discrete eigenvalues merge into a continuous spectrum, and the complete
orthonormal system (7.86) of eigenvectors must be replaced by a continuous resolution of the
identity (see Exercise 7.2). On a semi-infinite interval (L2 (0, co) for example) the behavior of
P is more complicated; see Problem 12.

-> Exercise 7.3. Consider the linear operator P¢ defined by

Pf ¢(x) =

o)

d
dx
for differentiable functions ¢(z) in Lo [—, 7] that satisfy the boundary condition

B(r) = 7€ g(~)

with £ real. Find the eigenvalues of P¢, and construct a complete orthonormal system of
eigenvectors. Then characterize the domain of the closure of P in terms of these eigenvectors.
Is P¢ self-adjoint for any (real) &£? O
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7.4.2 Second-Order Linear Differential Operators

The general second-order linear differential operator on L (a, b) has the form

d2

d
5 +a(a) 7 + () (7:88)

L = p(z) T

Here integration by parts gives

b b
0Lh) = [ g @U@l = [ o) f@)da + Bla. 1) (7.8

where the adjoint differential operator L is defined by
Llg(o)] = " (#)g(x)] — ~ela* (@) (@)] + 7 (2)g() (7.90)

and the boundary term is given by

b

B(g, f) = p(x) [g" (@) f'(x) — ¢ (@) f(@)] | + ¢" () [a(x) — p'(@)] f(z) | (7.91)

For L to be symmetric (L = L) we have the requirements:
(i) p*(x) = p(x) (p(x) must be real),
(i) p'(z) = Re q(z) and
(i) Im ¢'(z) = 2Im r(x).

If these conditions are satisfied, then L has the form

L= 4 o)t ] + i) 2L [eo) | + 500 (192)

dz dz
with p(x), {(z) = /Im ¢(z) and s(z) = Re r(z) real functions. The term containing £ (z)
is absent if the operator L is real, which is often the case in practice.
To consider the boundary term let us suppose that L is real, to simplify the discussion.
Then we have p’(x) = ¢(z) and the boundary term is simply

b

B(g, f) =p(@) [g"(x)f'(z) — ¢" () f ()] (7.93)

a

If p(x) = 0 at an endpoint, the differential equation is singular at the endpoint, but we can
require that the solution be regular at that endpoint, which eliminates the contribution of that
endpoint to the boundary term. If p(z) # 0 at the endpoint x = 7 (r = a,b), then the
endpoint contribution to B(g, f) from @ = 7 will vanish if both f(z) and g(z) satisfy a
boundary condition of the form

cf(r)+cf(r)=0 (7.94)

with ¢, ¢’ being constants, one of which may vanish.
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The operator L in the form

d

T dr

)| +5to) (71.95)

is a Sturm—Liouville operator, and the boundary conditions required to make L self-adjoint
are precisely those encountered in physical systems governed by the Laplace equation or the
wave equation, as will be seen shortly.
Remark. Note that the differential operator L can be multiplied by a function p(z) without
changing the solutions to the differential equation. Thus an operator that is not symmetric at
first sight may in fact be converted to one which is by an inspired choice of multiplying factor
p(x). For examples, see Problems 13 and 14. O
One important tool to analyze the spectrum of a Sturm-Liouville operator L, or any linear
differential operator for that matter, is to find, or prove the existence of, a linear integral
operator K such that LK = 1. For if the integral operator K is compact (which it certainly
will be if the domain of integration is bounded) and normal, then it has a complete orthonormal
system of eigenvectors belonging to discrete eigenvalues A, and these eigenvectors will also
be eigenvectors of L, with eigenvalues 1/),,. We now turn to the study of integral operators.

7.5 Linear Integral Operators; Green Functions

7.5.1 Compact Integral Operators

Consider the function space Lo (£2) with € being a bounded region in R™ (often {2 is just an
interval [a, b] in one dimension). Suppose K (z, y) is a function on 2 x  such that

WW=ALUWwWM@<w (7.96)

Then corresponding to K (x, y) is a linear operator K on Ly (2) defined by

ﬂmzmmw=AwaMMy (7.97)

K is an integral operator; K (x,y) is the kernel” corresponding to K. The condition (7.96)
insures that K is a Hilbert—Schmidt operator, and hence compact.

Remark. Other operators can be expressed as integral operators, even if they do not satisfy
the condition (7.96). For example, the identity operator 1 can be represented as an integral
operator with kernel

K(z,y) =0(z —y) (7.98)

where (2 —y) is the Dirac d-function, even though this kernel K (z, y) does not satisfy (7.96),
and the representation is valid only on the linear manifold of functions that are continuous on

"The term “kernel” introduced here is not to be confused with the kernel of an operator introduced in Chapter 2
as the linear manifold transformed into the zero vector by the operator. The double usage is perhaps unfortunate, but
confusion can be avoided by paying attention to context.
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Q. Note, however that this manifold is dense in Ly (€2). Integral operators are also useful when
defined on unbounded regions, when (7.96) need not be satisfied even by bounded continuous
kernels K (z,y). O

The adjoint operator K is given by

(K f)(z) = /Q K*(y,2) () dy (7.99)

which corresponds to the expression for the matrix elements of the adjoint operator given in
Eq. (2.2.88). Thus K is self-adjoint if and only if

K(y,r) = K*(v,y) (7.100)

almost everywhere.

If K is self-adjoint, and compact due to condition (7.96), then we know that it has a com-
plete orthonormal system {¢,,(x)} of eigenvectors belonging to discrete real eigenvalues, and
the sequence { ), } of eigenvalues converges to zero. This leads to the formal representation

K(z,y) =Y Anén(2)d) () (7.101)

which is valid in the sense of strong Lo (2 x §2) convergence.
Somewhat stronger results can be derived if the kernel K (z,y) is continuous, or even if
the iterated kernel

KQ(x,y)E/ K(x,2)K(z,y)dz (7.102)
Q

which corresponds to the operator K2, is a continuous function of z in  for fixed 1/, Or even
if K2(x, x) is continuous in z. In that case

K2(2,y) =Y Non(2)65(y) (7.103)
is uniformly convergent in 2 x €2, and any function g(x) in the range of K has an expansion
9(x) =Y cutn(2) (7.104)

that is uniformly convergent in §2.

These results follow from the continuity of K?(z,vy), which implies that eigenvectors
{¢n(2)} of K belonging to nonzero eigenvalues are continuous functions of x. To see this,
suppose K¢ = A¢p with A # 0. Then

Ap(r) = /Q K(z,y)p(y) dy (7.105)
and

Ag(z) — o(a)] = /Q (K (2,y) — K(2',y)] 6(y) dy (7.106)
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The Schwarz inequality then gives
2 2
2 [o(a) = (/) < 10l [ 1K(e)— K )l dy (7.107)

and the right-hand side is continuous, hence vanishes when z — /.
Equation (7.101) gives the expansion of K (, y) with respect to the complete orthonormal
system { ¢, (x)@k (y)} on © x €. Expansion in terms of y alone has the form

K(z,y) =Y fal2)d}(y) (7.108)

when f,,(z) = A\, ¢én () follows from the fact that the {¢,, (y)} are eigenvectors of K. Then
also

K2(x,2) :/Q K () dy =3 A2 o)) (7.109)

and the convergence is uniform since the limit is continuous.® The uniform convergence in
Eq. (7.103) then follows using the Schwarz inequality again.

7.5.2 Differential Operators and Green Functions

Now suppose L is a self-adjoint linear differential operator with boundary conditions that
allow L to be defined as a self-adjoint operator on Lo(£2). If A is a real constant not in the
spectrum of L, consider the inhomogeneous equation

(L—=X)u(z) = f(x) (7.110)

The solution to Eq. (7.110) has the general form

u(z) = /Q Ga(z,y) f(y) dy (7.111)

where G5 (z,y), the Green function for (L — A1), is the solution of the formal differential
equation

(L= M), Ga(z,y) = 8(z — y) (7.112)

satisfying the appropriate boundary conditions when x is on the boundary of 2. That the
solution has the form (7.111) is clear from the linearity of L, and Eq. (7.112) is a formal
expression of the linearity.

What is less obvious, but also true, is that Gy (x, y) satisfies the symmetry condition

Ga(z,y) = Gy (y,z) (7.113)

8This is Dini’s theorem in real analysis.
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This is plausible, since G5 (x, y) is the kernel of an integral operator G that is the inverse of
a self-adjoint operator (L — A1). Rather than give a more rigorous proof, we will illustrate the
construction of the Green function G') (x, y) for various differential operators in the examples
and problems.

The main significance of the existence of the self-adjoint inverse G of L—\1 is that G is
compact so long as the region {2 is bounded. Hence it has a complete orthonormal system {¢,, }
of eigenvectors, with corresponding discrete eigenvalues {~;, } forming a sequence converging
to zero. Then the differential operator L — A1 has the same eigenvectors, with

(L—=A1)éy = (1/7)¢n (7.114)
and L itself has the same eigenvectors {¢,, }, with eigenvalues

1
An = A+ — (7.115)

Tn

obtained directly from the eigenvalues of G . The consequences of this discussion are impor-
tant enough to state them as a formal theorem:

Theorem 7.3. Let L be a self-adjoint linear differential operator on the space Lo(£2), with 2
a bounded region. Then

1. L has a complete orthonormal system {¢,, } of eigenvectors belonging to discrete eigen-
values {\,} such that the sequence {1/\,} converges to zero; hence the sequence {\,} is
unbounded.

2. For every A not in the spectrum of L, the inhomogeneous equation (7.110) has the
solution

f(@) = (L AL u(z) = / Gz, 9) f(y) dy (7.116)

with Green function G (z,y) in L2(£2 x Q). The Green function has the expansion
On ()07, (y)
Gi(z,y) = g 7.117
Az, y) §n AL — A ( )

in terms of the normalized eigenvectors {¢,, } of L.

U Example 7.9. Consider the differential operator

d2
A= — 7.11
da? (7.118)

on L?(0, 1), defined on functions u(x) that satisfy the boundary conditions
w(0) = 0 = u(1) (7.119)

These boundary conditions define A as a self-adjoint linear operator (other self-adjoint
boundary conditions appear in Problem 15). Since A = 0 is not an eigenvalue of A (show
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this), we can find the Green function G (z, y) for A with these boundary conditions as a
solution of

82

922 Go(z,y) = —6(z —y) (7.120)

(the minus sign here is conventional), with
Go(0,y) = 0= Go(1,y) (7.121)

For = # y, Eq. (7.120) together with symmetry requires

_Jar(l—y) <y
G(x,y) = {a(l oy o>y (7.122)

while as x — y, it requires

i {m _[8%] } 7123
e—0+ Ox |, .. Ox |,._, .

Thus we need a(1 — y) + ay = 1, whence the constant @ = 1.
For A = —k? # 0, the Green function G\ (z, y) must satisfy

82
(@ + kz) Gir(z,y) = —d(z —y) (7.124)

with the same boundary conditions as above. Then we have

Asinkz sink(1 —
Gr(w.y) = s%n T sin ( y) <y (7.125)
Asink(l —z)sinky x>y
and the condition (7.123) now requires
Ak [cosky sink(1 —y) + cos k(1 — y) sinky] = Aksink =1 (7.126)
This uniquely determines A if sin k& # 0, and we have
sin kx sin k(1 —
kgt
G = 7.127
M@ y) sin k(1 — ) sin ky . ( )
ksink 4
when sin v/ —\ # 0. |

Remark. Note that the eigenvalues of A have the form

A\p = —n’n? (7.128)
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with corresponding normalized eigenfunctions
On(x) = V2sinnrx (7.129)

(n =1,2,...). Thus sin k = 0 corresponds to a value of A in the spectrum of A, except for
the case A = 0 (k = 0) which is not an eigenvalue for the boundary condition given here.
Note also that

)l\irr%) Gi(z,y) = Go(z,y) (7.130)
The expansion (7.117) then implies

i sinnmr sinnmry  sinkr sink(l —y)

n2r2 —k2 2k sin k (7.131)

n=1

for z < y, with the corresponding result for x > y obtained by interchanging x and y. An
independent verification of this result follows from the integral

1 .
. sinnwz

/0 GA(Q?,y) smnmy dy = m (7132)

which is obtained by a straightforward but slightly long calculation. O
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Problems

I. Let {¢,} (n =1,2,...) be a complete orthonormal system in the (infinite-dimensional)
Hilbert space H. Consider the operators Uy, defined by

Ukdn = Onti
(k=1,2,...).
(1) Give an explicit form for UL.
(i1) Find the eigenvalues and eigenvectors of Uy and UL.
(iii) Discuss the convergence of the sequences {Uy}, {UL} {ULUk}, {UkUL}.

2. Let {¢} (n = 1,2,...) be a complete orthonormal system in H, and define the linear
operator T by

To, =ndpy1 (n=1,2,...)

(i) What is the domain of T'?
(ii) How does TT act on {1, ¢2, ...}? What is the domain of T1?
(iii) Find the eigenvalues and eigenvectors of T

(iv) Find the eigenvalues and eigenvectors of T,

3. Let {¢,,} (n = 0,£1,42,...) be a complete orthonormal set in the Hilbert space .
Consider the operator A defined by

Ag, = a(bng1 + dn-1)

(i) Is A bounded? compact? self-adjoint?
(i1) Find the spectrum of A.

Hint. Try to find an explicit representation of A on the function space L?(—, ).

4. Suppose we add a “small” perturbation to the operator A in the preceding problem. Let
B=A+V=A+¢Py

where P projects onto the linear manifold spanned by ¢, and £ is a real constant that
may be either positive or negative.

(i) Is B bounded? compact? self-adjoint?

(i1) Find the spectrum of B.

5. Let {¢,} (n = 0,41,42,...) be a complete orthonormal set in the Hilbert space H.
Consider the operators Uy defined by

UN¢n = ¢7L+N
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(N = £1,4£2,...). These are not the same operators as in Problem 1, since the range of
indices on the complete orthonormal system is different!

(i) Give an explicit form for U}r\,.

@i1) Is Uy bounded, compact, unitary?

(iii) Find the spectra of U and U}rv.

(iv) Find a unitary operator S such that Uj\, =SyU NS}:,. Is S unique?

(v) Discuss the convergence of the sequences {Uy }, {Uj\,}, {U}LVUN} and {UNU}LV}
in the limit N — oo.

Hint. Again, try to find an explicit representation of U on the function space L?(—, ).

Consider the three-dimensional Lie algebra spanned by the linear operators A, A and 1,
satisfying the commutation relations

[A;1]=0=[A,1], [AJA]=1

Remark. Strictly speaking, the last commutator should be written as [A, A] c1
since the domain of the commutator cannot be the entire space H. There is a general
theorem, which we will not prove here, that if [B, C] is a constant, then B and C must
be unbounded. Note that the results found here are consistent with the theorem. O

(i) Show that the operator N = AA satisfies the commutation relations

IN,A]= A, [NA]=A

(i1) Suppose ¢, is an eigenstate of N with N¢y = A¢,. Show that

N(Agy) = (A—1)Agp,

N(Ady) = (A +1)Ag,
Remark. Thus A and A are ladder operators (or raising and lowering operators for
N, since they raise (A) or lower (A) the eigenvalue of N by 1. In a quantum mechanical
context, N is an operator representing the number of quanta of some harmonic oscillator

or normal mode of a field (th_e electromagnetic field, for example), in which case the
operators represent creation (A) and annihilation (A) operators for the quanta. O

(iii) Since N > 0, the lowest eigenvalue of N must be A\ = 0, and thus the eigenvalues
of N are A = 0,1, 2, ..., with unit eigenvectors ¢,, corresponding to A = n. Show that

HA¢7LH = \/ﬁ, HAQSn” = \/m

and then that phases can be chosen so that

A(bn = \/H ¢'n—1, A¢n =vn+1 ¢7L+1
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Remark. The creation and annihilation operators introduced in this problem satisfy
commutation rules, and the quanta they create obey Bose—Einstein statistics. Hence they
are known as bosons. In our world, there are also spin-% particles (electrons, protons,
neutrons, quarks, etc.) for which the number of quanta present in a specific state can only
be zero or 1 (this is often stated as the Pauli exclusion principle). These particles obey
Fermi-Dirac statistics, and hence are known as fermions. A formalism that incorporates
the Pauli principle introduces creation and annihilation operators for fermions that sat-
isfy anticommutation rules, rather than the commutation rules for boson operators—see
Problem 8. |

7. Suppose A is a linear operator whose commutator with its adjoint is given by
[A AT = AAT - ATA =1

as in the preceding problem (where A is identified with AT).

(1) Show that A has a normalized eigenvector 1), for any complex number «, and find
the expansion of the i, in terms of the ¢,,.

(ii) Show that any vector x in H can be expanded in terms of the normalized ¢, as

o= [ b (o) ple) Pa

for suitable weight function p(«), and find p(«).

Remark. As noted above, N corresponds in quantum theory to the number of quanta of
some harmonic oscillator, and A and AT act as annihilation and creation operators for the
quanta. The eigenvectors 1), are coherent states of the oscillator, corresponding in some
sense to classical oscillations with complex amplitude .. See the quantum mechanics
books cited in the notes for more discussion of these states. O

(iii) Find the eigenvectors of Af.

8. Let al, a, be the creation and annihilation operators for a spin-% fermion in spin state o
[o = i%, or spin up (1) and spin down (|)]. These satisfy the anticommutation rules

{al,aﬁ} = aLaﬁ + aﬁaL = 0451
{al, al} =0={a,,a,}
(1) Show that the number operator

N, =adla,

satisfies
Tl — T — T
[Na,a } = —0,505 [Na,aﬁ} = 0,505

(ii)) Show that N, has eigenvalues 0, 1.
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Remark. Hence the Pauli exclusion principle follows from the anticommutation rules. O

(iii) From (ii) it follows that a basis for the fermion states is the set
0y I1)=aflo) [1)=dllo) |11)=alll)

Write down the matrices representing the operators a,,, af,, and N, in this basis.

Remark. Both here and in Problem 6, the creation and annihilation operators are those
for a single mode of the relevant particle. For physical particles, there are many modes,
labeled by momentum, energy and other possible quantum labels, and we will have cre-
ation and annihilation operators defined for each such mode. O

Let {Ax} and {B}} be two sequences of operators on the (infinite-dimensional) Hilbert
space H such that

{Ak} — A and {Bk} — B

(i) Show that {A;B} — AB.

(ii) If {Ax} — A and {By} — B, what can you say about the convergence of the
sequence {A ;B }?

(iii) If {Ax} — A and {By} — B, what can you say about the convergence of the
sequence {A ;B }?

Consider a pair of operators QQ and P that satisfy the commutation rules
Q,P|=QP —-PQ=¢1
Remark. Again, this should be written [Q, P] C £1 to be precise. O
(i) Show that
[Q,P"] = neP" !
Q" P] =neQ" ™"
(ii) Show that if A, B are two operators that are polynomials in Q and P, then we have

0A 0B 0B 8A}

4.8 =={ 35 57 - aq op

to lowest order in €.

Consider the linear operator

1d
P:[;ﬁ}
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12.

defined on L?(—,) (here the bracket [ | denotes the closure of the operator). The
functions ¢, (x) = ™" /27 (n = 0,£1,42,...) are eigenvectors of P, with

P ¢, (z) = no,(x)
However, it also appears that the functions

1 iAT
r)=—c¢
(b)\( ) \/%
are eigenvectors of P for any complex A. This seems puzzling, since we know from the
theory of Fourier series that the {¢, ()} with integer n form a complete orthonormal
system of eigenvectors of P. To clarify the puzzle, first calculate the coefficients ¢, ()
in the expansion

o0

oa(@)= Y cnNdu()

n=—oo

Then find the expansion of P ¢, (x). Is this the expansion of a vector in the Hilbert
space? Explain and discuss.

The linear operator

1 d
A[za}

is symmetric on L2 (0, 00) when restricted to functions f(x) for which f(0) = 0. How-
ever, Al is defined on a larger domain, whence A C AT, and A need not be self-adjoint.

(i) Show that A has eigenvectors f,(z) = exp(iax) that are in Ly (0, 00) for any « in
the upper half a-plane (Im o > 0).

Remark. This shows that A cannot be self-adjoint, since a self-adjoint operator has
only real eigenvalues. O

(i1) Find formal eigenvectors of the operator

A=A~
T
corresponding to eigenvalues « in the upper half a-plane. For what values of « are these
eigenvectors actually in Lo (0, 00)?

Remark. The operators A,; satisfy the commutation rule [A ., z] C 1 for any . This
commutator is required in quantum mechanics of an operator corresponding to the mo-
mentum conjugate to the coordinate x, which might be a radial coordinate in spherical
or cylindrical coordinates, for example. Quantum mechanical operators corresponding
to observables must also be strictly self-adjoint, and not merely symmetric. Hence the
naive choice of A = A as the momentum conjugate to the radial coordinate does not
work, and a suitable A ,, must be used instead. The reader is invited to decide which A .
might be appropriate in spherical or cylindrical coordinates. O
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14.

15.
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(i) Under what conditions on the parameters a, b, c is the differential operator

d2

d
b+ 1)z —c|]— b
+[(a+b+ 1)z C]dx +a
in the hypergeometric equation (5.5.A13) symmetric, and self-adjoint in L(0,1)?
(ii) Under what conditions is there a function p(z) such that p(x)L is symmetric, and
self-adjoint in Ly (0, 1)?
(1) Under what conditions on the parameters a and c is the differential operator

d? d
L=z t(c—z)"
xdq:2+(c x)dx a

in the confluent hypergeometric equation (5.5.B38) symmetric, and self-adjoint in
L2(07OO)?

(ii) Under what conditions is there a function p(z) such that p(x)L is symmetric, and
self-adjoint in L2 (0, 00)?

Consider the operator

d2

" dx?
defined on the (complex) function space L?(—1,1).

(1) If f and g are two functions that are twice differentiable, compute

in terms of the boundary values of f and g at x = +1.

(ii) Find the complete class of boundary conditions on f and g that lead to a self-adjoint
extension of the operator A to a maximal domain.

(iii) The functions exp(az) are formal eigenfunctions of A for any complex . What
values of « are consistent with each of the boundary conditions introduced in part (ii)?
In other words, find the spectrum of A for each boundary condition that defines A as a
self-adjoint operator on L2(—1,1).

(iv) Find the Green function G5 (z,y) = (A —\1)~! for each of the self-adjoint bound-
ary conditions introduced in parts (ii) and (iii).
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16.

17.

Consider the linear differential operator
2

_ d 2

defined on Ly(—00,00).
(1) Show that K is self-adjoint.

(ii) Show that the Hermite functions
ho(2) = CpHy(z)e” 2%
defined in Problem 6.20 are eigenfunctions of K, and find the corresponding eigenvalues.

Here the H,,(z) are the Hermite polynomials introduced in Chapter 6.

(iii) Find the normalization constants C,,.

Remark. The operator H is obtained by change of variables from the Hamiltonian

R & +mw2 9
 2mda? 2 ¢

for the one-dimensional quantum mechanical harmonic oscillator (frequency w). O
Consider the linear differential operator

2
ko @, U
dx cosh” x
defined on Ly (—00,00).
(i) Show that K is self-adjoint.

(i) Introduce the variable ¢ = tanhx, and show that the eigenvalue equation for K
is the same as the differential equation for associated Legendre functions introduced in
Exercise 6.8.

(iii) What can you say about the spectrum of K? Consider the cases U > 0 and U < 0
separately.

Remark. The operator K is related to the Hamiltonian for a particle in a potential

Vo

Viz) = ———
() cosh? x

Thus the discrete spectrum of K is related to the existence of bound states in this poten-
tial. Note that there is always at least one bound state in the potential for V; < 0. This
potential also plays a role of the theory of the KdV equation discussed in Chapter 8. O
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The integral operator K on Lo () is separable if its kernel K (x, y) has the form

K(z,y) = au(z)v(y)

with « being a constant, and u, v functions in Lo (€2).

(1) Show that K has at most one nonzero eigenvalue. Find that eigenvalue and a corre-
sponding eigenvector.

(i) Under what conditions on «, u, v is K self-adjoint?

More generally, K is degenerate if K (x,y) has the form
K(z,y) = Z v ug () vr(y)
k=1

with aq, . .., ay, constants, {uy,...,u,}and {v1,...,v,} each sets of linearly indepen-
dent functions in Ly ().

(iii) Show that K is of finite rank, and characterize the range Rx.

(iv) Show that the nonzero eigenvalues of K are determined by finding the eigenvalues
of a finite-dimensional matrix; give explicit expressions for the elements of this matrix.
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8 Partial Differential Equations

Ordinary differential equations describe the evolution of a curve in a manifold as a variable,
often understood as time, increases. A common example is the evolution of the coordinates
in the phase space of a Hamiltonian dynamical system according to Hamilton’s equations of
motion. However, there are many physical variables that are described by functions, often
called fields, defined on a manifold of space and time coordinates. The evolution of these
variables is described by equations of motion that involve not only time derivatives, but also
spatial derivatives of the variables. Such equations involving derivatives with respect to more
than one variable are partial differential equations.
A linear first order partial differential equation of the form

Z vk(gc)%liC =7 -Vu= f(z)
k=1

can be analyzed using geometrical methods as introduced in Chapter 3. The equation de-
termines the evolution of the function u(x) along the lines of flow of the vector field v, the
characteristics of the equation. A particular solution is defined by specifying the values of the
function u(z) on a surface that intersects each of the lines of flow of the vector field v exactly
once.

Many equations of physics are second-order linear equations for which the Hilbert space
methods introduced in Chapter 7 are especially useful. Maxwell’s equations for the electro-
magnetic field and the nonrelativistic Schrodinger equation for a particle moving in a potential
are two examples of such equations that involve the Laplacian operator

0? 0? 0?
= 2 = _ _ _
A=V _<3x2+3y2+8z2>

The boundary conditions needed to make the Laplacian a self-adjoint linear operator in a
Hilbert space are derived, and the spectrum of the Laplacian determined for some examples.

Green functions, representing the solution due to a point source with homogeneous bound-
ary conditions on the surface of some region are introduced. They are then used to construct
formal solutions of Laplace’s equation

Au=20
with inhomogeneous boundary conditions, and the related Poisson’s equation
Au = —47p

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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To construct the Green functions requires knowledge of solutions to the eigenvalue equation
Au = A\u

(and thus of the spectrum of the Laplacian). This equation is closely related to the Helmholtz
equation

(A + K*)u = —4mp

that appears in the analysis of wave equations for waves with a definite frequency. The method
of choice for finding the spectrum of the Laplacian is the method of separation of variables,
which is feasible in various coordinate systems. This method is based on seeking solutions to
the eigenvalue equation that are expressed as products of functions, each depending on only
one of the coordinates. These functions then satisfy ordinary differential equations in a singe
coordinate. For the coordinate systems in which Laplace’s equation is separable, many of
the ordinary differential equations that arises are closely related to the hypergeometric and
confluent hypergeometric equations studied in Chapter 5.

Equations of motion that involve both time derivatives and the Laplacian are introduced.
The diffusion equation (or heat equation)

describes the evolution of the temperature distribution in a heat conducting material, for ex-
ample. A general solution to this equation, given a fixed set of initial conditions, is based on
the eigenvalues and eigenfunctions of the Laplacian; one key result is that solutions to this
equation decrease exponentially in time with time constant depending on the spectrum of the
Laplacian.

The Schrodinger equation

o
Zha

governs the time development of the state vector ¢ of a quantum mechanical system with
Hamiltonian H. States of definite energy E satisfy the eigenvalue equation Hiy) = E1); hence
finding the spectrum of the Hamiltonian is a critical problem. We discuss the solutions for
the problem of a charged particle (for example, an electron) moving in the Coulomb field of a
point charge (an atomic nucleus, for example).

Two second-order equations of interest are the wave equation

1 02
(V2—6—2@>¢= —47Tp

= Hy

satisfied by the amplitude ¢ of a wave from a source p propagating with speed c¢. We look
at Green functions corresponding to retarded and advanced boundary conditions; these are
obtained from the same Fourier transform by choosing different contours in the complex fre-
quency plane for the Fourier transform that returns from frequency space to real time. We also
look at the multipole expansion for the radiation from a known source.
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Finally, we introduce the Klein—Gordon equation

2 2
[%8—2—W+(@)]¢=0
c? ot h
which is a relativistic wave equation for a free particle of mass m, although we pay more
attention to nonlinear variations of this equation than to the Klein—Gordon equation itself.
Nonlinear partial differential equations are increasingly important as linear systems have
been more thoroughly studied. We begin with a look at a quasilinear first-order equation

ou s )('m

— +s(u)— =

ot ox
that describes wave propagation with speed s(u) that depends on the amplitude of the wave.
We analyze this equation using the method of characteristics, and see how shock waves can

arise when characteristics join together. Addition of a dispersive term proportional to the third
derivative of the wave amplitude leads to the Kortweg—deVries (KdV) equation

0

u 6 ou  Ou
o "o T o
This equation has solutions that can be characterized as solitary waves, or solitons—these are
sharply peaked pulses that propagate with speed proportional to their height, and also with
a width that decreases for taller pulses. Even more remarkable, though we do not derive the
results here, is the fact that these pulses can propagate, passing through other pulses, with form
unchanged after the interaction. There is also an infinite set of conservation laws associated
with solutions to the KdV equation; again we refer the reader to other sources for the details.
The Klein—Gordon equation augmented by a cubic nonlinear term corresponds to an equa-
tion of motion for an interacting classical relativistic field. While the equation is generally
difficult to study, it happens that in one space dimension there are solitary waves that appear
to be similar to the solitons of the KAV equation. But the shape of these pulses is altered by
interaction with other pulses, and there is no infinite set of conservation laws.
Another variation on the Klein—-Gordon equation is derived from a potential

06 =2t [1-cos (2)] =2t (2)

This leads to the equation of motion

@ — @ = — 3 sin ¢
otz Ox? v

=0

that is known as the sine-Gordon equation. This equation appears in several branches of
physics. Here we note that it has shares many features with the KdV equation; it has solitonic
solutions that can pass through each other without distortion, and there is an infinite set of
conservation laws.

In Appendix A, we describe the basic ideas of how classical field theories are derived
from a Lagrangian density, with symmetries such as Lorentz invariance incorporated in the
Lagrangian.
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8.1 Linear First-Order Equations

The general linear first order partial differential equation on an n-dimensional manifold M
has the form

3 o) N _ %Y= fa) 8.1)

ozk
k=1

If the coefficients v*(x) are well-behaved functions on M, they form the components of a
vector field v, and Eq. (8.1) defines the rate of change of u(x) along the integral curves of v.
Thus Eq. (8.1) becomes

du
e 8.2)

along each integral curve of v. To generate a solution of Eq. (8.1) valid on the entire manifold
M except possibly at singular points of v, we need to specify the values of v on an (n — 1)-
dimensional surface through which every integral curve of v passes exactly once.

Remark. The integral curves of v are characteristics of Eq. (8.1), and the method outlined
here of finding solutions to Eq. (8.1) is the method of characteristics. This method transforms
the partial differential equation into a set of ordinary differential equations—first to deter-
mine the characteristic curves, and then to evaluate the projection of the solution along each
characteristic curve. |

O Example8.1. The simplest linear first-order equation is

ou ou
o +s F 0 (8.3)

where s is a constant. Here v = wu(x,t) describes a wave that propagates in one space
dimension with speed s. Equation (8.3) is obtained from the usual second-order wave
equation by restricting solutions to waves that propagate only in one direction, here the
positive X -direction.

If we begin with the amplitude

u(z,0) = ¢(x) (8.4)
att = 0, then the solution to Eq. (8.3) that develops from this initial condition is exactly
u(x,t) = p(x — st) (8.5)

Thus Eq. (8.3) describes propagation of the initial wave form «(z) with constant speed s
in the X -direction.
The characteristic curves of Eq. (8.3) are straight lines of the form

r—st=¢& (8.6)
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and a typical surface on which to specify the value of w is £ = 0. With coordinates
¢ =ux—stand 7 =t, Eq. (8.3) is simply

du

— =0 8.7

dr (8.7)
with solution u (&, 7) = 1(&) as already noted.

The inhomogeneous equation corresponding to Eq. (8.3) is

Ju ou

EJrs% = f(z,t) (8.8)
In terms of the variables &, 7 this equation is

0

8—17‘ = f(&+s7,7) (8.9)

and the solution with u(x,0) = () is

u(x,t) = (x — st) + /0 flz — st —7),7]dr (8.10)

Thus the initial condition is propagated along each characteristic curve; there is also a
contribution from sources at points looking backward in time along the characteristic. Il

- Exercise8.1. Consider the linear partial differential equation

ou L Ou
e +) s o =1 (@:1) (8.11)
k=1
with constant coefficients {s*}, on a manifold with n spatial coordinates = = (x!,... 2")
and a time coordinate ¢. Find the solution to this equation corresponding to the initial condition
u(z,0) = 1(z), and give a physical interpretation of this solution. O

If we can express the initial condition in Example 8.1 as a Fourier integral

Y(z) = / h x(k)et*® dk (8.12)
then the solution (_8.5) is given by

u(z,t) = /OO x(k)eFr=iwt di; (8.13)
Here _

w=2rf=ks (8.14)

is the (angular) frequency (the usual frequency is f) corresponding to wave vector k = 27/
(A is the wavelength). The relation (8.14) between w and k is generally determined by the
physics leading to Eq. (8.3); it is often called a dispersion relation. A strictly linear relation
between w and k, corresponding to a speed of propagation independent of w, is unusual—
except for electromagnetic waves propagating in vacuum, w cannot be exactly linear in k.
However, the speed of propagation may vary slowly enough over the range of k contained in
the initial amplitude that the approximation of constant speed is reasonable.
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To go beyond the approximation of constant speed, we can expand the expression for
w = w(k) as a power series,

w=ks(1—a?k?+--) (8.15)

where « is a constant. Note that the dispersion relation (8.15) can only be valid for kv < 1; it
is a long-wavelength (A > 27«) approximation. However, it leads to a wave equation

— 4+ s — + sa 720 (8.16)

that involves a third order partial derivative. Nevertheless, the solution is straightforward;
starting from an initial condition (8.12), we have the solution given by a Fourier integral

u(zx,t) = / x(k)ekr=iw®t g (8.17)

— 00

with w(k) given by Eq. (8.15). Equation (8.16) is a linear version of the Kortweg—deVries
equation that will appear in nonlinear form in Section 8.4.

Equation (8.17) is the most general expression for a linear wave propagating in one direc-
tion, although it does not arise from a linear partial differential equation unless the dispersion
relation for w(k) is a polynomial in k. The energy associated with such a wave is typically
quadratic in the amplitude u(z, t) and its derivatives, or proportional to an integral of |y (k)|
times a polynomial in k2. Thus a solution of finite energy cannot be a pure plane wave, but
must be a superposition of plane waves integrated over some finite interval in k.

Suppose |x(k)|” is sharply peaked around some value ko, so that we can expand

dw

w(k) ~ w(ko) + ak (k — ko) (8.18)

k=ko

Then the solution (8.17) can be approximated as
u(x,t) ~ eikom_wot/ X(k)ei(k_k[’)(“’_vgt) dk (8.19)

Such a solution is called a wave packet. It can be understood as a phase factor propagating
with speed vp, = wo/ko (the phase velocity) times the integral, which propagates with speed

dw
Vg

0= T (8.20)

k=ko

Here vy is the group velocity; it is the speed with which energy and information in the wave
are transmitted.

Linear waves described by the standard second-order wave equation are treated later in
Section 8.3.2. Nonlinear waves are described by generalizations of Eq. (8.3) in which the
wave speed depends also on the amplitude of the wave. Some examples of these are analyzed
in Section 8.4.
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8.2 ThelLaplacian and Linear Second-Order Equations
8.2.1 Laplacian and Boundary Conditions

Much of the physics of the last two centuries is expressed mathematically in the form of linear
partial differential equations. Laplace’s equation

H? 02 0?
— 2 — JR— [ _— =
Au = Vu (81‘2 + B2 + 822) u=0 (8.21)

and its inhomogeneous version (Poisson’s equation)
Viu = —47p (8.22)

describe many physical quantities—two examples are the electrostatic potential u(7) due to a
fixed distribution p(7) of charge and the temperature distribution u(7") of a system in thermal
equilibrium with its surroundings. The factor 47 is conventional.

The linear operator A (or V?) is the Laplace operator, or simply Laplacian. Is the
Laplacian a self-adjoint linear operator? From the discussion of differential operators in Sec-
tion 7.5.2, we expect the answer depends critically on the boundary conditions imposed on
the solutions to Egs. (8.21) or (8.22). Suppose we seek solutions in a region 2 bounded by a
closed surface S. Integration by parts gives

(v, Au) :/ v* (V2u) dQ = f/ (ﬁv*) . (ﬁu) dQ+/ v n- (ﬁu) ds (8.23)
Q Q s
where 0 is the normal to the surface S directed outward from the region Q. A second integra-
tion by parts gives

/ v*V2u dQ 2/ (Vzv*) udQ—!—/ [v* n- (611) —un- (61}*)} dS (8.24)
Q Q s
Equation (8.24) is Green’s theorem. It follows that A is a self-adjoint operator if the boundary

conditions on the solutions insure that the surface integral in Eq. (8.24) vanishes automatically.
One boundary condition that makes A self-adjoint is the Dirichlet condition

u(f)=v(f) =0 onS. (8.25)

For example, this boundary condition is appropriate for the electrostatic potential on a con-
ducting surface, in order to have no current flow along the surface. Another boundary condi-
tion that makes A self-adjoint is the Neumann condition

n-Vu(@ =0-Vo() =0 onb. (8.26)

This condition is physically relevant for the temperature distribution for a system bounded
by an insulating surface, for example; it prohibits heat flow across the boundary. A general
self-adjoint boundary condition for A is the mixed boundary condition

a(F)u(P) + B(A)A -V u(F) = a(P)o(F) + B(FA-Vo(F) =0 on S. (8.27)

with a(7) and () are real functions on S (see Problem 1). All these boundary conditions
are homogeneous. However, solutions that satisfy inhomogeneous boundary conditions can
generally be found using the Green function with homogeneous boundary conditions.
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8.2.2 Green Functionsfor Laplace's Equation

The solution to the inhomogeneous equation (8.22) is obtained formally by finding a solution
to the equation

V2G(7,5) = —4md (7 — 5) (8.28)

with appropriate homogeneous boundary conditions. The solution G(7, §) is the solution with
the prescribed boundary conditions for a unit point source at S, it is the Green function for the
Laplacian with the given boundary conditions.

The solution to Eq. (8.22) with an arbitrary source p(7*) and homogeneous boundary con-
dition is then given by

u) = [ G do, (8.29)

The Green function also provides a solution to Laplace’s equation with inhomogeneous
boundary conditions. Green’s theorem (8.24) with v(8) = G(7, §) gives the general result

u(F) = / [G*(F, 1V, u(3) — u(3)h- Vs G*(7, 5)| dS, (8.30)
S

This can be simplified in a particular problem using the (homogeneous) boundary condition
satisfied by G(7, §).

One important consequence of the results (8.29) and (8.30) is that there are no nontrivial
solutions to Laplace’s equation in a region €2 that satisfy homogeneous boundary conditions
on the boundary of 2. There must either be explicit sources within {2 that lead to the solution
in Eq. (8.29), or sources on the boundary of {2 whose presence is implied by inhomogeneous
boundary conditions, as seen in Eq. (8.30). Of course both types of sources may be present,
in which case the full solution is obtained as a linear combination of the two solutions.

A simple example is the construction of the Green function for the Laplacian on the entire
n-dimensional space R", with boundary condition simply that the Green function vanish far
from the source. In this case, we expect that the Green function should depend only on the
relative coordinate of source and observer, so that

G(7,5) = G(F - 3) 8.31)
Introduce the Fourier integral
" 1 R(F=3) AT
G(F—3) = @y / ek =) G(k) dk (8.32)

and note that the Fourier integral theorem can be expressed formally as
/ R =) gk = (27)" §(7 — ) (8.33)

Poisson’s equation (8.28) requires k2G (k) = 4, so that

G(k) = ‘;_7; (8.34)
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The Green function in coordinate space is then given by

A7 eik(r—s)
G(7,3) = d"k 8.35
(78 = Gy / = (8.33)
In three dimensions, this integral can be evaluated in spherical coordinates. We have
A7 ezlg(;—g) 87T2 1
Pk = ker dy di 8.36
600 = o | e ory o o
with p = | — 5]. Now
1 .
o 1 ) X sin kp
ikpp du = — ikp _ —ikp) _ - 8.37
/_1 ‘ "= Tk (€ ) kp (837
and
o0
k
/ SIEP e T (8.38)
o kp 2p
which leads to the final result
1
G(7,3) = 8.39
79 = 73 (8.39)

The reader will recognize this as the Coulomb potential due to a point charge (in Gaussian
units obtained from SI units by setting 47eg = 1).

If we imagine Eq. (8.22) to be Poisson’s equation for the Coulomb potential «(7) due to a
charge distribution p(7), then the solution (8.29) has the expected form

_ P(g) 3g
() = / et (8.40)

apart from the factor 47 due to the unrationalized units. If the charge distribution is of finite
extent, we can use the generating function (5.137) for the Legendre polynomials to expand

|r—s"\ Z P, (cos9) (8.41)

outside the charge distribution, where r > s for all s in the integral. Here O is the angle
between 7 and 5, and we have

n

Z (05, 0) Y, (0, 0) (8.42)

P, (cos9)

from the spherical harmonic addition theorem (Eq. (6.159)).
Finally, we have

on +1 rntl

m=—n

¢>(f‘)=Z 1 Z B Yo (0, 9) (8.43)
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for r — oo. This is the multipole expansion of the potential; the coefficients

Gnm = / Y (0s,0s) s"p(5) d3s (8.44)

are the multipole moments of the charge distribution.

Remark. The multipole expansion (8.43) is also valid as an asymptotic series even if the
charge density decreases exponentially for » — oo, rather than having a sharp cutoff at some
finite distance. The expansion is limited only by the requirement that it can only include terms
for which the multipole moments are finite. o

Remark. The normalization of the multipole moments is somewhat arbitrary, and various
conventions are used in the literature. For example, the quadrupole moment of an atomic
nucleus is defined by

Q= [ @2 =) dr

where p(7) is the nuclear charge density. More precisely, if the nucleus has angular momen-
tum J, then p(7) is the charge density in the state with J, = J, where J, is the Z-component
of the angular momentum. O

- Exercise8.2. A localized charge distribution has charge density
p(7) = yr?e*" cos® 0

in terms of spherical coordinates.
(i) Find the total charge ¢ of the distribution in terms of v and «.

(i1) Find the quadrupole moment of the charge distribution, using the nuclear convention
introduced above, and find the asymptotic expansion (for » — o0) of the potential due to this
distribution in terms of ¢ and . O

The Green function (8.35) is similar to the eigenfunction expansion (7.117) of the Green
function for an ordinary differential operator introduced in Chapter 7. However, the Laplacian
defined on all of R™ has a continuous spectrum that covers the entire negative real axis. There
are continuum eigenvectors, or almost eigenvectors, of the form

6:(7) = CeF ™ (8.45)
for every real vector l;, with C), a normalization constant, and
Agp = —k’¢y (8.46)

The sum in Eq. (7.117) is replaced in Eq. (8.35) by an integral over the continuous spectrum
of A, with Cj; taken to be 1/(27)2.
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8.2.3 Spectrum of the Laplacian

In order to analyze the various partial differential equations that involve the Laplacian oper-
ator, we need to understand the spectrum of the Laplacian. This spectrum depends both on
the region 2 on which the operator is defined, and on the boundary conditions imposed on the
boundary of 2. For any function u satisfying boundary conditions that make A self-adjoint,
integration by parts gives

(u, Au) = /Q u* (Vi) dQ = —/Q (ﬁu*) . (ﬁu) dQ <0 (8.47)

Note that the surface integral omitted here is zero for function that satisfy self-adjoint bound-
ary conditions; it is precisely the vanishing of the surface terms that is required for A to be
self-adjoint.

If the region €2 is bounded, then the Green function G(7, §) is a Hilbert-Schmidt operator,
and A has a discrete spectrum as in the one-dimensional examples studied in Chapter 7. Then
the Green function can be expressed, formally at least, as an infinite series of the form (7.117).
If 2 is unbounded, then A has a continuous spectrum, and the infinite series is replaced by an
integral over the continuous spectrum.

The eigenvalue equation for the Laplacian

Au = \u (8.48)
is the same as the homogeneous version of the Helmholtz equation
(A+EHu=—p (8.49)

that arises from equations of motion such as the wave equation or the heat equation after
factoring out an exponential time dependence. Thus determining the eigenvalues and eigen-
vectors of the Laplacian also generates Green functions for the Helmholtz equation and related
equations, examples of which we will soon see.

The importance of the spectrum of the Laplacian, and of related Hilbert space operators
that include the Laplacian, has led to the development of a variety of methods, both analytic
and approximate, for determining this spectrum for various regions and boundary conditions.
The book by Morse and Feshbach cited in the bibliography gives a good sample of standard
analytical methods. Beyond this, the widespread availability of modern high-speed computers
has stimulated the analysis of a broad range of numerical approximation methods that can
generate highly accurate results for specific problems of practical interest.

One classical method for finding the spectrum of the Laplacian works is the method of
separation of variables. This method is most useful for problems in which the boundaries of
the region €2 coincide with surfaces of constant coordinate in some special coordinate system.
Here we give examples that use cartesian coordinates and spherical coordinates; some other
useful coordinate systems are noted in the problems (see also Chapter 3). The book by Morse
and Feshbach has a comprehensive list of coordinate systems in which Laplace’s equation
is separable, as well as detailed discussions of solutions to both Laplace’s equation and the
Helmbholtz equation in these coordinate systems.
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O Example8.2. Consider the eigenvalue equation
Au = \u (8.50)
in a rectangular box characterized by
0<z<a 0<y<b 0<z<e¢ (8.51)

with boundary condition () = 0 on the surface of the box. Since the boundaries of the
box coincide with surfaces of constant coordinate, it is plausible to look for solutions of
the form

u(r) = X (2)Y (y)Z(2) (8.52)

that is, solutions that are products of functions of one coordinate only. Then the eigenvalue
equation (8.50) is reduced to three eigenvalue equations

d>X &Y &7
— =X —=)\Y —=)\.Z .
R R P N S (8.53)

with boundary conditions
X0)=0=X(a) Y(0)=0=Y(b) Z(0)=0=Z(c) (8.54)
whose solutions will produce an eigenvector of A with eigenvalue
A=de + Ay + A (8.55)
The solutions to the one-dimensional problems are the (unnormalized) eigenvectors

l
X (x) = sin ? Y (y) = sin % Zm(z) = sin % (8.56)

(k,l,m =1,2,3,...) with corresponding eigenvalues

b () ) () e

a c
These solutions generate the three-dimensional eigenvectors

l
Wiy (F) = sin %‘” sin ? sin ? (8.58)

(k,l,m =1,2,3,...) with corresponding eigenvalues

Irz\ 2 mmy\ 2 nmwz\ 2
(G RICORICON

The spectrum with periodic boundary conditions is considered in Problem 4. |
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Q Example8.3. We now want to find the eigenvalues A and eigenvectors u(7) of the Lapla-

cian defined inside a sphere of radius R, with the boundary condition
u(r) =0 for r=R (8.60)

on the surface of the sphere. To this end, we recall from Chapters 3 and 6 that the Laplacian
in spherical coordinates is given by

1 0 0 1 0 0 1 92
A= (r? = — [ sinf — — 3.193
= {ar (T 8r> T sing 96 (Sm ae) i sin298¢2} (3.193)
We then look for solutions of the eigenvalue equation (8.50) that have the form
u(r) = R(r)Y (6, ¢) (8.61)

The angular part of the Laplacian has already been discussed in Section 6.5.3. There
we found angular functions, the spherical harmonics Y;,,,, (6, ¢) with n = 0,1,2,... and
m=mn,n—1,...,—n + 1, —n, that satisfy

{ L 9 (sin9 ﬁ)+ L7 }Ynm(Q,qb):—n(n+1)Ynm(9,¢) (8.62)

sinf 00 00 sin’ 0 @
The radial equation for the corresponding function R,,(r) then has the form
1 (d(,4d n(n+1)
— = — | = ————= Ru(r) = AR, 8.63
2 (2 4) - R = ara) 863

Now let A\ = —x?, and introduce the variable z = xr. Then, with R,,(r) = X,,(x7), the
function X, (z) must satisfy the equation

1 nin+1)

2
Xo(@) + — X5 (@) + { .

] X(z) =0 (8.64)

which is same as the differential equation satisfied by the spherical Bessel function j, ()
(see Eq. (5.180)).
To satisfy the boundary condition u(R) = 0, we need to have

jn(kR) =0 (8.65)

Now each of the functions j,,(z) has an infinite sequence {x,, 1, %, 2, ...} of zeroes, with
corresponding values k, , = ,,/R of k. Thus we have a set of eigenvectors of the
Laplacian that have the form

upnm( F) = Ap,njn(ﬁmpr)ynm(ea ¢) (8.66)
with eigenvalues related to zeroes of the spherical Bessel functions by

Apon = — K2 (8.67)

n,p

Note that the orthogonality of the j, (k1) for fixed n, different p follows from general
principles, but can also be proved directly from Bessel’s equation (see Problem 5.23). 1
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8.3 Time-Dependent Partial Differential Equations

Time-dependent systems are described by equations such as

(i) the diffusion equation

Ix 2

— =aV 8.68
ot X (8.68)
with diffusion constant ¢ > 0. In this equation, y might be the concentration of a solvent in
a solution, or the temperature of a system (in the latter context, the equation is also known as
the heat equation.

(i1) the time-dependent Schrodinger equation

. Oy
Zha

for the wave function v of a quantum mechanical system, where H is a self-adjoint operator,
the Hamiltonian, of the system.
(1) the wave equation

1 02

(CQW — v2> ¢ = dmp (8.70)

— Hy (8.69)

This describes the amplitude ¢ of a wave propagating with speed ¢ emitted by a source p—
electromagnetic waves and sound waves are two examples. The equation also describes the
transverse oscillations of a vibrating string.

(iv) the Klein—Gordon equation

Lo Vita?)p=0 (8.71)
—_— a = .
2 Ot?
that describes a wave with a nonlinear dispersion relation
w? = (k* 4 a?)c?

The equation appears as a relativistic equation of motion for a scalar field ¢ whose quanta are
particles of mass m in a quantum theory (in this context we have a = mc/h).

One typical problem is to find the time evolution of the variable ¢ = ¢(7,t) (or x or ¥) in
a spatial region (2, starting from an initial condition

¢(7,t = 0) = ¢o(7) (8.72)

and, for an equation that is second order in time,

9 ..

2o t) | =mo(F) (8.73)

ot t=0
In addition, ¢ must satisfy boundary conditions on the boundary S of 2. These boundary
conditions may be inhomogeneous, but they must be of a type that would make A self-adjoint
if they were homogeneous.
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8.3.1 TheDiffusion Equation

Consider the diffusion equation (8.68)

Ox 2
= = 8.68
5 aV©x (8.68)

with diffusion constant ¢ > 0. This equation describes diffusion phenomena in liquids and
gases. It can also describe heat flow, and thus temperature changes, in a heat-conducting
medium. If x is the thermal conductivity, p the mass density and C' the specific heat of the
medium, then the temperature distribution satisfies Eq. (8.68) with

a=rC/p (8.74)

Now suppose we have an infinite medium with initial temperature distribution x( (7). Then
we introduce the Fourier transform x(k,t) by

(1) = / KE, )T dh 875)

o= —ak?x(k, t) (8.76)
with the solution
Y& 1) = e 15(k, 0) (8.77)

Since )Z(E, 0) is simply the Fourier transform of the initial distribution,

(7 1 —ik-s
x(k,O):W / e 5y (5) d3s (8.78)
we then have
1 2, T
x(7,t) = W / e~k te’k'(”_s)XO(g) s &>k (8.79)
T

The integral over d®k can be done by completing the square in the exponent and using the
standard Gaussian integral

/ e~ dp — \/? (8.80)
oo @

This leads to the final result

x(7,t) = ( ! )3/2/ Xo(5) exp <— (F_W) ds (8.81)

4rat 4dat
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What this result means is that any disturbance in x(7") decreases in time, spreading out on
a distance scale proportional to ¢ = /at and thus over a volume proportional to ¢3. That the
distance is proportional to /¢ rather than to ¢ is similar to a random walk process, in which
the mean distance from the starting point increases with time only as /2.

Now consider the diffusion equation in a finite region {2 bounded by a closed surface S. A
typical boundary condition might be that the temperature is held fixed with some distribution
on the surface S, or that the normal derivative of the temperature should vanish on the surface
so that no heat flows across the surface.

The homogeneous version of these and other boundary conditions on S will guarantee that
A is a self-adjoint operator. Since the region (2 is bounded, there will be a complete orthonor-
mal system {¢,,} of eigenvectors of A, with corresponding eigenvalues \,, = —x2 < 0. The
general solution x (7, t) of the diffusion equation can then be expanded as

X(F ) = en(t)on(7) (8.82)
n=1
with time-dependent coefficients ¢, (¢) that must satisfy the equations
d
pr cn(t) = arpen(t) = —ak2cn(t) (8.83)

These equations have the elementary solutions
Cn(t) = cp(0)earnt (8.84)
and the initial values ¢,,(0) are determined simply from

cn(0) = (én, X0) (8.85)

The formal solution to the original problem is then

X7 1) = 37 € (0)pn (F)e ™! (8.86)
n=1

Note that the convergence is exponential in time; it is an important property of the diffusion
equation that solutions approach their asymptotic limit exponentially in time.

Remark. If x (7, t) satisfies an inhomogeneous boundary condition x(7,¢) = xs(7) on S,
then a formal solution (7) to Laplace’s equation that satisfies these boundary conditions can
be obtained from the Green function as in Eq. (8.30). Here we have

X(7) = - / () 8- ¥, G*(F, 5) dS, 8.87)
S

X(7) is the steady-state solution; the difference x (7, ¢) — X () then has the form of Eq. (8.86)
with the initial condition

X(7,t = 0) = xo(7) — X(7) (8.88)

and homogeneous boundary conditions on S. a
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8.3.2 Inhomogeneous Wave Equation: Advanced and Retarded Green
Functions

Another typical problem is to find the wave amplitude due to a known source p(7, t). Here the
relevant Green function G(7, ¢; §, u) must satisfy the equation

2
(vg _ 012;2> G715, 0) = —4md(F — ) 3(t — u) (8.89)

with appropriate conditions on the boundary of the region {2 in which the waves propagate.
In addition, G(7, ¢; §, ) must satisfy suitable initial conditions. In classical physics, the most
relevant Green function is the retarded Green function G, (7, t; §, u) defined by the condition

Gret (Tt 8,u) =0 fort < u. (8.90)

This condition is consistent with the intuitive notion of causality, which requires that the re-
sponse appear later in time than the source that produces it. The wave amplitude due to the
source p(7, t) is then given by

(b(f',t):/ / Gret (7, 65 5, 1) p(8,u) dQs du (8.91)
—oco JQ

If we consider the wave equation in n space dimensions and require that the amplitude
vanish far from the source, the retarded Green function should depend only on the relative
coordinates of the source and the observer, so that it can be expressed as a Fourier integral

- 4m 7 N iR(P—F) —iw(t—

Gret (7, 65 8, u) = (277)7"“ / Gret(k,w)e’ (r=s)g=iw(t=u) gnk du) (8.92)
where the signs in the exponent of the Fourier integral are chosen so that the results have
a natural interpretation for electromagnetic waves. The inhomogeneous wave equation then
requires

2 ~ —
(w—2 - k2> Cret(Fyw) = 4 (8.93)
C

so that

~ - 4mc?

Grev(F,w) = = —5—55 (8.94)
and

I 47 c? 1 ik (r—s) —iw(t—u) n
Gren (71 8,u) = — 75 vy / e e Ak dw (8.95)

The integration over w requires a choice of contour in the complex w-plane to avoid the
singularities of the integrand at w = =kc. This choice of contour can be used to satisfy
the initial conditions. For example, the contour C, in Fig. 8.1 is correct for the retarded
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[

Cret

=_ ow=+k
Q)] ke Cadv C

Figure 8.1: Contours of integration in the complex w-plane used to evaluate various Green
functions for the wave equation. The upper contour C,. gives the retarded Green function; the
lower contour C,qv the advanced Green function. The middle contour gives the Feynman Green
function, which is the photon ‘propagator’ in quantum field theory.

condition (8.90). For ¢ < 0 the contour can be closed in the upper-half plane, where there
are no singularities of the integrand, while for ¢ > 0 the contour must be closed in the lower
half-plane, and the integral picks up contributions from both poles of the integrand. Then for
t > 0, we have

4 inker o
Gt (F, £ 5, 1) = % / %e“ﬂ’d”k (8.96)

where p=7r—sand 7 =t — u.
In three dimensions, the integral can be evaluated in spherical coordinates to give

4 o "
Crea(5.7) = e / / sm:cr eker dy k? dk
0 -1

(2m)?
(8.97)
2¢ [ | .
= — sin kp sin ket dk
™ Jo
Here the Fourier integral theorem gives
/ sin kp sinker dk = g [0(p—cT)—=0d(p+cT)] (8.98)
0

where here §(p + ¢7) = 0 since p > 0 and 7 > 0. Thus, finally,

1
Gret (0, 7) = 25(,0 —cT) = ;5 (7’ — g) (8.99)
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This result has the natural interpretation that the wave propagates outward from its source with
speed c, with amplitude inversely proportional to the distance from the source.

Remark. The retarded Green function has this sharp form only in an odd number of spatial
dimensions. In an even number of dimensions there is a trailing wave in addition to the sharp
wave front propagating outward from the source. The interested reader is invited to work this
out for n = 2, which is realized physically by waves emitted from a long linear source. O

The advanced Green function G4y (7, t; §, u) is defined by the condition
Gaav(7,t;5,u) =0 for > w. (8.100)

An appropriate contour for this Green function is also shown in Fig. 8.1. The contour be-
tween Cio and C,q, defines the Feynman, or causal Green function. This contour gives a
contribution to the Green function from the pole at w = —kc for ¢ < 0, and from the pole at
w = +kc fort > 0. This Green function is especially important since it is the “propagator” of
the photon in quantum electrodynamics. A derivation of this propagator can be found in most
textbooks on quantum field theory.

If the radiation source is oscillating at a single frequency, so that

p(7,t) = po (e (8.101)
then the wave amplitude also has the same frequency, so that
O(F,t) = du(Fe™™" (8.102)

and ¢, (7) must satisfy

2
(A n ”2) 6ul() = — Ampu(7) (8.103)

which is the scalar Helmholtz equation.

The Green function for this equation is a resolvent of the Laplacian and can be formally
expressed in terms of the eigenfunctions and eigenvalues of A. The boundary condition on
the Green function is that the waves should look asymptotically like waves radiating outward
from the source; this corresponds to the retarded condition (8.90) on the full Green function.

O Example8.4. In three dimensions, the wave amplitude ¢,, is given by

b (Fe™ ™t = |;‘“_(§;| ) <t —u— |F; §W> e d3s du (8.104)

using the retarded Green function (8.99), so that

1k|7’ H
w(T) = / ‘ pw (3) d®s (8.105)

(k = w/e), corresponding to the Green function
k| 73]

Culh®) = 3

(8.106)
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Note that far from the source (which supposes that the source is of finite extent), the am-
plitude has the asymptotic form

ezr

k N
u(f) = / e, (5) d’s (8.107)

r

where k = k7 points radially outward from the source to the point of observation. This
corresponds to a wave radiating outward from the source, with amplitude depending on
direction through the spatial Fourier transform of the source density.

From the result of Problem 5.14, we have the expansion

—iks Z "(2n + 1) (ks) Py cos 0 (8.108)

where the j, (ks) are spherical Bessel functions and the P, are Legendre polynomials.
Using the spherical harmonic addition theorem, we have the asymptotic expansion

ikr oo n

n=0 m=—n

€

6uF) =F ar S

where the multipole moments g, (w) are here given by

Grm (w / om (055 @) n (ks)pu(5) d*s (8.110)

As with the multipole expansion for the Coulomb potential, there are various normalization
conventions in use. 1

Remark. The full Green function (8.106) for the scalar Helmholtz equation also has a mul-
tipole expansion; for r < s, we have

zk\r 3
absr—§ ik Z )" jn(ks) b Z Yo (0, 0) Y5 (65, 65)  (8.111)

m=—n

It is left to the reader to verify this expansion. O

Analysis of the Klein—-Gordon equation and its Green functions proceeds in a similar way.
The details are left to Problem 10. See also Section 8.4.3 for a Klein—Gordon equation with
an additional nonlinear term.
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8.3.3 The Schrodinger Equation

The time-dependent Schrodinger equation for a quantum mechanical system with Hamiltonian
His
oV (t
#2210
ot

The Hamiltonian may be constructed by correspondence with the classical Hamiltonian of the
system (see Chapter 3), or by other physical principles for a system, such as a spin system,
with no classical analog. In any case, physics requires H to be a self-adjoint operator; the
eigenstates of the Hamiltonian are states of definite energy of the system, and only energies in
the spectrum of H are possible for the system. A formal solution to Eq. (8.112) can be given
in terms of the resolution of the identity of the Hamiltonian—see Problem 8—but it is purely
formal.
An eigenstate 1 of H satisfies the time-independent Schrodinger equation

= HU(t) (8.112)

Hi = Eq (8.113)

Then ¥(t) = 1 exp(iwt) is a solution of the time-dependent Schrédinger equation (8.112),
where

E = hw (8.114)

and his Planck’s constant; Eq. (8.114) is essentially the relation between energy and frequency
suggested by Planck. Since W(¢) changes in time only by a phase factor exp(iwt), all matrix
elements (U, AV) = (1), Av)) are independent of time; hence 1) is a stationary state of the
system. Equation (8.113) is also known as the (time-independent) Schrédinger equation.

For a particle of mass ¢ moving in a potential V'(7), the Hamiltonian is

h2
HfiﬂAH/(F) (8.115)

Equation (8.113) is a (partial) differential equation for the particle wave function (7). The
physical boundary conditions on the wave function are such that If V'(7) is real, then H is
a self-adjoint operator whose spectrum is determined by the properties of the solutions of
Eq. (8.113).

0 Example8.5. For an electron in the Coulomb potential of a point nucleus with charge Ze,
we have V(r) = —Ze?/r (again we set 4mey = 1). The time-independent Schrodinger
equation is then

2 2
() = { - 5o - 22} o) - Buw (8.116)

where m, is the mass of the electron. We can separate variables in spherical coordinates,
and look for solutions of the form

V() = Rpe(r)Yem (0, 6) (8.117)
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where Y7, (0, ¢) is a spherical harmonic as introduced in Section 6.5.3. We note that ¢ is
related to the angular momentum of the electron, as explained further in Chapter 10.
The radial function R, (r) must then satisfy the equation

B d <r2 dREZ) N [f(m Hn?  ze?

Rpe = ERgy (8.118)
dr

2mer? dr 2mr? r

This equation has a regular singular point at » = 0 and irregular singular point at oo,
suggesting that it might be related to the confluent hypergeometric equation introduced in
Chapter 5. To proceed further, we introduce the parameter az = h*/Zm.e? to set the
length scale (note that for Z = 1, a = h?/m.e?> = 52.9 pm is the Bohr radius). Then
introduce the dimensionless variable p = 2r/a (the reason for the factor two will become
apparent soon), and let

Rpe(r) = u(p) (8.119)

(we drop the subscripts E and ¢ for now). The radial equation (8.118) then becomes

" 2, 1 le+1
w'(p) 4+ w(p) + [p— (; )]u(p):_pu(p) (8.120)

Here A = E/E, with energy scale E defined by

Zer  Z’meet
Ez=—= = 17%0°m.c?

— =5 8.121
20,2 2h2 2 ( )

where a = €2 /hc is the dimensionless fine structure constant and c is the speed of light.
We will soon see that E7 is the binding energy of the ground state of the electron.

The indices of Eq. (8.120) at p = 0 are £ and —(¢ + 1), so there are solutions propor-
tional to p’ and p~*~! for p — 0. The second solution is singular at p = 0 and must not
be present. Only the first solution is allowed. Thus we let

u(p) = p'o(p) (8.122)
Then v(p) must be a solution of the equation

pv” (p) +2(0+ 1)V (p) + (A0 + L)v(p) =0 (8.123)
For p — o0, this equation has the asymptotic form

v 4+ 1 =0 (8.124)

For positive energy E, we can let A = x? and there are solutions v (p) that have the
asymptotic behavior exp(+1Likp) for p — oo, corresponding to incoming (—) or outgo-
ing (+) spherical waves. These solutions have logarithmic phase factors in addition to the
usual exp(¢kr) and exp(ikz) forms, arising from the long-range nature of the Coulomb po-
tential. These subtleties are best seen in parabolic coordinates introduced in Problem 3.9.
We leave them for the reader to work out in Problem 9.
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For E < 0, we let A\ = —32. Then there are solutions with asymptotic behavior
eXp(i% Bp) for p — oo. Only the exponentially decreasing solution, corresponding to
a bound state of the electron, is allowed. In general, the solution v(p) that is analytic at
r = 0 will not be exponentially decreasing as p — oc0; there will be a discrete set of values
of 3 for which this is the case, and the corresponding values of energy £ < 0 define the
discrete spectrum of the Hamiltonian (8.116). If we now let

1
v(p) = e~ 2% w(p) (8.125)
then w(p) must satisfy
pw"(p) + [2(0 + 1) = Bplw'(p) + [1 = B+ 1)]w(p) =0 (8.126)

To transform this to the confluent hypergeometric equation, we now let z = Spand f(z) =
w(p). Then f(x) satisfies the equation

af(x)+ 200+ 1) —alf'(z) + (B —L—-1)f(x) =0 (8.127)
This is the confluent hypergeometric equation (5.B38), with
a=0+1-F"" and c=2({+1)

The solution F(a|c|z) that is analytic at z = 0 has a part that grows exponentially, unless
a is zero or a negative integer, when there is a polynomial solution. Here that requirement
means that we must have

%:k—&—f—&—lzn (8.128)

withk =0,1,2,...,orn =¢,£+ 1,0+ 2,.... In this case, the solution is a polynomial
of degree k, proportional to an associated Laguerre polynomial defined in Appendix A.
Explicitly, we have a solution

f(z) = F(L+1—n|2(¢+1)|Bp) = AL2HL  (Bp) (8.129)

where A is a normalization constant. Returning to the original variables, we can write the
wave functions ¢,,¢,,, (7) corresponding to energy

2
E, = - nZQZZ (8.130)
as
2r r
= ALY [ =— - — Y 131
oan () = AL (2 Yexp (= ) ¥in(0,0) @.131)

withn=1,2,..,4=0,1,....n—landm=40¢—1,...,—/. |
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8.4 Nonlinear Partial Differential Equations

8.4.1 Quasilinear First-Order Equations

In Section 8.1, we studied a linear first order partial differential equation that describes a wave
propagating in one space dimension with speed s. Suppose now that the speed s depends on
the amplitude of the wave, so that we have a nonlinear wave equation

ou ou

— — =0 8.132

o W (8132
This equation can arise from a conservation law for a system described by a density u(z, )
and a flux density @, such that

d [* b oD (x,t)

— =®(a) —P(b) = — —_— .1

i /. u(x, t) do (a) (b) /a T dx (8.133)
for any a and b. From this equation it follows that

ou 0P

—+—=—=0 8.134

ot " ox (8139

Equation (8.134) is a equation of continuity similar to Eq. (3.138); it expresses a local version
of conservation of a charge ¢ defined by

q= / u(zx,t) do (8.135)
since Eq. (8.133) means that charge can leave the interval [a, b] only if there is a flux across
the endpoints of the interval.

U Example 8.6. In the book by Billingham and King cited at the end of the chapter, this
equation appears as a model to describe the flow of traffic on a highway. w(z,t) is the
density of cars, and the flux ®(x,t) is expressed as vu(z,t), where v is the speed of the
cars. With the empirical assumption that v depends only on the density—there is data that
is consistent with this assumption, at least as a first approximation—the conservation law
leads to Eq. (8.132) with

s(u) = v(u) + uwv' (u) (8.136)
Note here that s(u) is not the speed of the cars, but the speed of propagation of fluctuations
in the density of cars. |

In general, if the flux ® is a function of u only, with no explicit dependence on x or t,
Eq. (8.134) can be written as

Ju ;oo\ Ou
E—&—@(u)%—o (8.137)

which is the original Eq. (8.132) with speed s(u) = ®'(u).
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We want to find solutions to Eq. (8.132) starting from an initial condition
u(x,0) = ug(x) (8.138)

As with the linear equation with constant s, we can construct characteristics of the partial
differential equation as curves x = x(t) on which the wave amplitude u is a constant. Along
a characteristic, we have

ou ou ou
du=—d — dt = — |dx — dt] =0 8.139
=g Bt gy A= gy e = studi] (8.139)
Thus the characteristics are straight lines, and the characteristic passing through the point = at
t = 0 is determined from its slope

A — sole) = sluo(a)] (8.140)

Then to find the amplitude w at a later time ¢ > 0, we need to solve the implicit equation
u(z,t) = u(x — s(up)t, 0) (8.141)
as we trace the solution along its characteristic so that
u(z + s(ug)t, t) = u(z,0) = ug (8.142)

However, the solution is not as simple as that in general. If the wave speed depends on the
amplitude, then the characteristics are not parallel, and two characteristics will meet, either in
the future or in the past. Since waves are propagating to the right along the X -axis, it is clear
that a faster wave coming from the left will catch up with a slower wave starting to the right
of the fast wave. Thus some characteristics will meet at some time after ¢ = 0 unless s(ug) is
a nondecreasing function of x. In that case, the wave is described as a rarefaction wave, since
there are no faster waves coming from the left; all the intersections of the characteristics lie
on the past (i.e., for t < 0).

What happens, then, when two characteristics meet? Consider the characteristics coming
from 2 = a and x = b, and suppose the initial conditions are such that

u(a,0) =u, and u(b,0)=uy
If s, = s(u,) and s, = s(uy), then the characteristics from a and b will meet

b —b —-b
at m:a+ +Sa+sb a4 when t= 2"
2 2 Sp — Sq Sp — Sq

The characteristics cannot continue beyond this point, and if they have not already encoun-
tered other characteristics, they will form a point of discontinuity in the solution of the partial
differential equation (8.132). The discontinuities formed by merging characteristics will form
a line that is understood as a shock wave or shock front, across which the solution u(x,t) has
a discontinuity in .
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We can compute the discontinuity of the solution across a shock using the original partial
differential equation. If the discontinuity of u(x,t) is at = X (¢), then we can integrate
Eq. (8.132) from a < X to b > X. This gives

b
% / w(z, t) dz = B(a) — D(b) (8.143)
With u* = lim,_,o+ u(X =+ ¢,t), we then have
% [(b—X)ut + (X —a)u”| = ®(a) — D(b) (8.144)

The velocity of the shock wave is V' = dX/dt; if we pass to the limit ¢ — 0 we find a relation
Viu —ut)=&@u) - d(uh) (8.145)

between the discontinuities and the velocity of the shock wave. Most often this allows us to
compute V' as

O(u”) = d(u’)

V:
u~ —ut

(8.146)

Problem 12 gives an explicit example of such a shock wave.

8.4.2 KdV Equation

The linear wave equation for a wave with a dispersion relation w = ks(1 — a?k?) was given
in Eq. (8.16). Now we are interested in the waves that result when the speed of propagation
also depends on the amplitude v of the wave as in the preceding section. Thus we start with a
general equation of the form

au (8.147)

If we consider only the equation when s(u) is a linear function of w, then linear transforma-
tions of the variables (u, x and t) allow Eq. (8.147) to be cast in the form

ot Oor  0x3

This is a standard form of the Kortweg—deVries or KdV equation.

-0 (8.148)

- Exercise8.3. Find a set of linear transformations of the variables that change Eq. (8.147)

to Eq. (8.148). O
One important property of this equation is that it has travelling wave solutions of the form
u(z,t) =U(x — st) = U(E) (8.149)

that travel to the right with speed s = k2; here we have introduced the variable £ =  — st.
The KdV equation requires U () to satisfy the equation

U™ (&) +6U (U (1(&) — k*U'(€) =0 (8.150)
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Equation (8.150) can be immediately integrated to give
U"(€) +3[U©)) - x*U(€) =0 (8.151)

where a constant of integration on the right-hand side has been set to zero so that U (£) tends
to zero for €| — oo. Then multiply by U’(¢) and integrate once more to give

SWUOP+UQP -4 [UE)P =0 (8.152)

where another integration constant has been set to zero so that U () will vanish for |£| — oc.
We now have the differential equation

dUu
€ =U(&)\2U(§) — r? (8.153)
The integral of this differential equation is not immediately obvious, but it is not too difficult
to verify that the solution

2 /{2

K 2/1
U = 5 sech®(5k¢) = QCoshQ(%ﬁﬁ) (8.154)
actually satisfies Eq. (8.153).

The solution (8.154) is sharply peaked around ¢ = 0 and vanishes exponentially for
& — oco. The one parameter  characterizes both the height and width of the peak, as well
as the speed of the wave—larger x means a more rapid wave, with a higher and narrower
peak. The shape of the wave is constant in time, in contrast to linear waves with no disper-
sion, i.e., a speed of propagation independent of frequency. The solution is called a solitary
wave, or soliton. However, we note that in modern terminology, the term soliton actually im-
plies further properties of the equations—especially that there are multisoliton solutions that
correspond to solitons that pass through each other maintaining their shape both before and
after interacting. The KdV solitons have all these properties, but we do not discuss them fur-
ther here—see the books cited in the bibliography, as well as many others, for further details.

- Exercise 8.4. One property of the KdV equation is that it admits an infinite set of conser-
vation laws. Show that it follows from the equations of motion that the following quantities
are conserved:

m:/ u dx
P:/ u? dx

— 00
(o)

E= (3u
— 00

S

—u®) dx

Assume that v and its derivatives vanish as z — £oo. We note that these three laws corre-
spond to conservation of mass, momentum and energy, and are quite general. It is the laws
beyond this that are special for the KdV equation. O
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8.4.3 Scalar Fieldin 1 + 1 Dimensions

The Klein—-Gordon equation (8.71) for a scalar field ¢(x, t) in one space (+ one time) dimen-
sion can be derived from a Lagrangian density

L =3 (¢f — ok —m*?) (8.155)

as explained in Appendix A. Here ¢; = 0¢/0t and ¢y = O¢/Ox. As already noted, the
Klein—Gordon equation describes the propagation of waves with a dispersion relation

w2 =k%+m? (8.156)

that is associated waves with a free relativistic particle m in units with 2 = ¢ = 1. The
dispersion relation also describes propagation of electromagnetic waves in an ideal plasma,
where m is the plasma frequency.

The Lagrangian (8.155) is a special case of the Lagrangian

L=1(e7—0¢7)—U(9) (8.157)

with potential U (¢)—3m?¢?, for which the equation of motion is

P¢ ¢ __dU(9)

ot2 9z do
as derived in Appendix A. Also noted there was the energy of the field, which is given by

(8.158)

Bl = [ [1(@2+02) + U] do (8.159)
Now assume that the potential U (¢) is non-negative, and that U (¢) = 0 only for a discrete
set of values ¢ = vy, va, ..., vy. Then these values of ¢ are absolute minima of U (¢), and

E[¢] =0 if and only if ¢(z,t) = vy

for some k = 1,..., N. These (trivial) static solutions minimize the energy £[¢].

If the potential has more than one minimum, there may also be nontrivial static solutions
of the field equation (8.158) that have finite total energy. These solutions must satisfy the
equation

d’¢ _ dU(¢)
= 1
72 o (8.160)
This equation has an integral
1 (dp\>
- (22) _ 161
W= ( dx) U(¢) (8.161)

W must be constant, independent of z, for any solution of Eq. (8.160). For the solution to
have finite energy, it is necessary that

[e%e] 2
E[¢] =Lm dx E (%) +U(9)| <o (8.162)
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This requires

lim ¢(z) = v* (8.163)
r—Fo0
with v™ and v~ among the {vy,...,vy}, since Eq. (8.163) implies U(¢) — 0 as well as
W — 0 for t — Zoo. Then also W = 0 for all x. However, if N > 1, we need not
have v™ = v ™, and there may be nontrivial solutions of W = 0 that interpolate between two
minima of U(¢), as well as solutions for which vt = v~.

Remark. Equation (8.160) has the same form as Newton’s equation of motion for a particle
with potential energy — U (z). A finite energy static solution of the field equation corresponds
to a finite action zero-energy solution of the particle equation of motion, in which the particle
moves between two adjacent zeros of U. O

Remark. Static finite-energy solutions to the field equations derived from the Lagrang-
ian (8.157) can only exist in one space dimension (this result is known as Derrick’s theorem).
To see this, consider a field configuration ¢, () = ¢(ax) with rescaled spatial coordinates.
The energy associated with this configuration in g space dimensions is

Eo = El¢a] = /_O; dx {%(6@1 : §>(boz) + U(¢a)} =Ko+ Va

(8.164)
_ / di¢ Boﬁ—%?% Vo) + a_qU(qb)] = a2 9K + "V

with £ = ax. Here K, V are the values of the integrals for « = 1. Since E, must have an
extremum at o = 1, it follows that

(2—-—qK =qV (8.165)
which is consistent with positivity of K and V only for 0 < ¢ < 2. O
The equation W = 0 can be solved by quadrature to give
¢
Tr—x9 = :t/ dy (8.166)
o VU(®)

with ¢9 = &(x). This shows how the solutions interpolate between minima of U(¢), which
by assumption have U(¢) = 0. If U(¢) is O(¢ — vy)? near the minimum at ¢ = vy, then the
integral diverges as the minimum is approached, corresponding to z — =+o0.

Q Example8.7. For the (1 + 1)-dimensional ¢* field theory, the potential is

1 5 m? 2
U(¢)—2A<¢> A> (8.167)

with U(¢) = 0 at the degenerate minima ¢ = +v = vy, where v> = m?/\. Static
solutions of the field equations satisfy
d2
9 _ 20¢° — 2m2¢ (8.168)
dx?
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whence

A
0

This equation can be inverted to give
¢(x) = v tanh [m(z — z0)] = ¢ (w3 20) (8.170)

The solution ¢ (x; o) [¢— (z;x)] interpolates between —v [+v] as  — —oo to +v
[—v] as z — 400, while vanishing at z9. Hence ¢4 [¢_] is a known as a kink [antikink].
The energy density of the kink (or antikink) solution is given by

m* 1

By cosh*[m(x — )]

which is sharply localized near z = x(. The total energy of the kink solution (the classical
mass M.) of the kink is

E(x) =2U(9) =

(8.171)

> 4
Elps] = M, = / E(z)dr = % (8.172)
where we have used the integral
< d 1 | sinh inhé1% 2
/ . [ Sinh &y sin 5] == (8.173)
o cosh®¢ 3 |cosh”¢ cosh§ |, 3

Since Eq. (8.158) is invariant under Lorentz transformations (in 1 4+ 1 dimensions),
we can transform of the kink and antikink solutions to find solutions that correspond to
moving kinks or antikinks. We have

— o — ut
6" (x;20) = %v tanh [m(x%‘)?;)] (8.174)
—u
with energy
Elg4] = M./v/1—u? (8.175)
appropriate to a particle of mass M, with speed u (note that we have set ¢ = 1). |

Remark. For any field ¢ in 1 4+ 1 dimensions, there is a fopological current density
o¢
w27
© B
that automatically satisfies OK*/0x* = 0 for nonsingular fields. Hence the fopological
charge

KW= (8.176)

o0
Q= / Kodr =vt —v~ (8.177)

—00
is conserved. Then the space of nonsingular finite-energy solutions can be divided into topo-
logical sectors associated with distinct values of the topological charge. O

- Exercise 8.5. Find the topological charge (in units of 2v) for the static kink and antikink
solutions. Is this charge the same for the corresponding moving solitons? a
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8.4.4 Sine-Gordon Equation

A special potential U (¢) which has applications in nonlinear optics, in addition to its interest
as a toy model, is

U(g) = Mt [1 — cos <%>} = 2\’ sin? (%) (8.178)

where v is a dimensional constant which we can identify with m/ VX of the ¢* theory. This
potential is bounded, and has zeros for

¢ =2nmv = oy (8.179)
(n =0,%1,£2,...). The field equation for this potential is

¢ 0% 3. (¢

W — @ = —\v’sin (Z) (8180)

For small ¢, the right-hand side is approximated by —m?¢, and the equation looks like the
Klein—Gordon equation in this limit. This has led to the slightly whimsical name sine-Gordon
equation for (8.180).

Equation (8.180) has static finite energy solutions obtained from

¢ 1
I — 2 — 4 d (8.181)
0 /¢, 2v/ A2 sin(1)/2v) v
This can be evaluated using the integral
dg
/ Sng = In (tan %5) (8.182)
to give
o\ b0
In (tan w) = In ( tan 1 +m(x — x0) (8.183)
If we choose x( such that
oo = ¢(xo) = 2n+ D)v (8.184)
(n=0,£1,%2,...), then we have
% = (—1)" tan"! [aim(z*“)} (8.185)

where each choice of branch of the arctangent leads to a solution which interpolates between
a different pair of adjacent zeros of U(¢).

- Exercise 8.6. If we choose the branch of the arctangent for which tan=1(0) = nr, find
the limits

¢+ = lim ¢(x)

r—+o0

for each of the choices of sign in the exponent in Eq. (8.185). O
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A Lagrangian Field Theory

In Section 3.5.3, we described the Lagrangian and Hamiltonian dynamics of systems with a
finite number of degrees of freedom. Here we present the extension of that theory to systems
of fields, i.e., by functions of space and time coordinates defined on some spacetime manifold.
There are some subtleties in that extension, especially when dealing with fields such as the
electromagnetic field with its gauge invariance. However, we will not be concerned with such
points here, as we simply present the basic ideas of classical Lagrangian field theory.

Consider first a real scalar field ¢(x, t), whose dynamics is to be described by a Lagrangian
density £ that depends on ¢ and its first derivatives, which we denote by ¢; for the time
derivative 9¢ /0t and by ¢, for the spatial derivatives d¢/9z*. The dynamics is based on an
extension of Hamilton’s principle (see Section 3.5.3) to require that the action

S[é()] = / L6, b0, b0) d" dt BAD

be an extremum relative to nearby fields (n is the number of space dimensions). This leads to
a generalization of the Euler-Lagrange equations of motion,

0oL 9 oL 9L _

=t s 5 = 8.A2
0t 06, | 02F 0dn 00 (8.A2)
(summation over k£ understood) that provides equations of motion for the fields.
Canonical momenta for the field can be introduced by
oL
m(x,t) = ——— (8.A3)
( ) ad)t (1’, t)
The Hamiltonian density H defined by
H = (1) 5 — £(6, 61,01 (8.A)
= 7w (T, a4 7/ N ) 9 .
De(x,t) o
can often be identified as an energy density of the field. The total field energy is then given by
1= El6) = [ (n(e.t) 55— Llovon0)) s (5.5
= = m(x — , .
) a¢t (.’IJ, t) y Pky Pt
The wave equation for the scalar field ¢(x, t) can be derived from the Lagrangian density
1/1
L=3 (?2 ¢7 — ¢%> (8.A6)

(again with implied summation over k), The canonical momentum density is then given by
m(x,t) = ¢¢(x, t) and the Hamiltonian density is

M= 2 ([, 0 + e, ) (8.A7)
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Symmetry principles can be enforced by constraining the Lagrangian density to be in-
variant under the desired symmetry transformations. This is especially useful in constructing
theories of elementary particles that are supposed to possess certain symmetries, as mentioned
in Chapter 10. Here we note that a relativistic field theory can be constructed by requiring £
to be invariant under Lorentz transformations.

U Example8.8. For a relativistic scalar field ¢(z, ¢) in one space dimension, the principle
of invariance under Lorentz transformations requires Lagrangian density to have the form

1

£=5

1
(gﬁﬁ)ww 8.157
as already noted in Section 8.4.3. in order to be invariant under Lorentz transformations.
Here U(¢) is a functional of ¢ (and not its derivatives) that is often referred to as the
potential for the field ¢. Stability requires U(¢) to be bounded from below, and we will
generally assume that U(¢) > 0 for all ¢. The equation of motion for the field is

1% 9% dU(9)

a5 A= A

2 ot2 a2 d¢ (8.A8)
The conserved energy functional for the field is

lﬂ¢]=t/ [5 (67 + ¢2) + U(9)] de (8.A9)

The Klein—Gordon equation is the equation of motion derived from a Lagrangian density
with potential

U(¢) = im*¢ (8.A10)

Other potentials U(¢) lead to interesting phenomena, some of which are described in
Sections 8.4.3 and 8.4.4. |

For a scalar field in n space dimensions, the Lorentz invariant Lagrangian density is
L =367 — 1) —U(#) (8.AL1)

with U(¢) a potential that is fairly arbitrary for a classical field, but more constrained in a
quantum theory. The canonical momentum is m = ¢, leading to the Hamiltonian density

H=1r*+1V¢ -Vo+U(s) (8.A12)
The momentum and energy can be derived from the stress-energy tensor 7,,,, defined by

_ 99 09

= — Al
g Ok oY £guu (8 3)
We then have
P, = / To, d™x (8.A14)

Conservation of four-momentum follows from the equations of motion (show this).
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Bibliography and Notes

A monumental treatise with an extensive discussion of methods to find both exact and approx-
imate solutions to linear partial differential equations involving the Laplace operator is

Philip M. Morse and Herman Feshbach, Methods of Theoretical Physics, (two vol-
umes) McGraw-Hill (1953)

Laplace’s and Poisson’s equations, the scalar Helmholtz equation, the wave equation, the
Schrodinger equation, and the diffusion equation are all discussed at length. The method of
separation of variables, the ordinary differential equations that arise after separating variables,
and the special functions that appear as solutions to these equations are thoroughly analyzed.
The coordinate systems in which Laplace’s equation and the scalar Helmholtz equation are
separable are analyzed at length. Complex variable methods are thoroughly described, but
abstract linear vector space methods are presented only in a very archaic form.

A handbook that has many useful formulas—differential equations, generating functions,
recursion relations, integrals and more—is

Milton Abramowitz and Irene Stegun, Handbook of Mathematical Functions, Dover
(1972).

This book has extensive graphs and tables of values of the functions, as well as the formulas.
While the tables are less important with the availability of high-level programming systems
such as Matlab and Mathematica, the graphs are still of some use for orientation. It is also
available online as a free download; it was originally created as a project of the (U. S.) National
Bureau of Standards and thus not subject to copyright.

A classic text from the famous Sommerfeld lecture series is

Arnold Sommerfeld, Lectures on Theoretical Physics VI: Partial Differential Equa-
tions in Physics, Academic Press (1964)

This book is an outstanding survey of methods for analyzing partial differential equations

that were available in the 1920s and 1930s. These methods go far beyond the discussion of

separation of variables given here, and cover many applications that are still interesting today.
A modern survey of various topics in linear and nonlinear wave motion is

J. Billingham and A. C. King, Wave Motion, Cambridge University Press (2000).

This book starts an elementary level, but moves on to describe elastic waves in solids, water
waves in various limiting cases both linear and nonlinear, electromagnetic waves, and waves
in chemical and biological systems.

Another introduction that emphasized nonlinear partial differential equations that have
solitonic solutions is

P. G. Drazin and R. S. Johnson, Solitons: An Introduction, Cambridge University
Press (1989).

This book treats the Kortweg-de Vries equation in great detail, but considers other nonlinear
equations as well.
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Problems

1. Consider the operator
0? 0? 0?
A=V2=|_5+ -5+ -5
(83:2 * 0y? * 8,22)

defined on the (complex) function space L?((2), where ) is three-dimensional region
bounded by a closed surface S. Show that this operator is self-adjoint when defined on
the subspace of twice differentiable functions that satisfy the mixed boundary condition
(see Eq. (8.27))

a(r) u(r) + Br)n-Vu(r) =a(r)v(r)+ Br)n- Vo) =0on S.
with a(r) and §(r) real functions on S.

2. Evaluate the Green function for the Laplacian in two dimensions, with boundary condi-
tion that n - V,.G(7, §) vanish far from the source, from its Fourier transform

1 ik (r—3) ,
o N
G = o [

and compare this result with the standard result for the electrostatic potential due to a
line charge. (Note. The evaluation is tricky. With p = | — §], you might want to first
evaluate dG/dp.)

3. Use the continuum eigenvectors defined in Eq. (8.45) to construct an explicit represen-
tation of the operators E that define a resolution of the identity (Section 7.3.3) for the
operator A on R™.

4. Consider the eigenvalue equation
Au = Au
in a rectangular box characterized by
0<z<a 0<y<b 0<z<c
with periodic boundary conditions
w(F+aex) =u(r)  w(@+bey) =u(@) u(F+ ce,) = u(r)

(here ey, éy, and €, are unit vectors along the coordinate axes, which are parallel to the
edges of the box).
(i) Show that A is a self-adjoint operator with the periodic boundary conditions.

(ii) Find a complete orthonormal system of eigenvectors of A with periodic boundary
conditions. What are the corresponding eigenvalues?
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Consider the Laplacian A inside a cylinder of radius R and length L.

(i) Express A in terms of partial derivatives with respect to the standard cylindrical co-
ordinates p, ¢, and z (see Eq. (3.194)).

(i) Consider solutions to the eigenvalue equation
Au = du
of the form

u(p, ¢, 2) = G(p)F(¢)Z(2)
Find the differential equations that must be satisfied by the functions G(p), F(¢), and
7 (z), introducing additional constants as needed.

(iii) Find solutions of these equations that are single valued inside the cylinder and that
vanish on the surface of the cylinder.

(iv) Then describe the spectrum of the Laplacian in the cylinder with these boundary
conditions, and find the corresponding complete orthonormal system of eigenvectors.
(i) Show that the retarded Green function for the wave equation (8.70) can be written as

c? 1 i
- _ li ik-p—iwT gn
CrelPr7) = ~Tyrr 1, / (wtie)2 -k Ak de

withp=7—sand 7 =1 — u.
(ii) Show that the Feynman Green function GG i can be written as
2

g _ c : 1 iEﬁ—iw‘r n
Gr(p,T) = (2r)n+1 Elﬂ%ﬂr/ 02 k22 1 e C d"k dw

Remark. The problem here is simply to show that each so-called “ic prescription”
given here is equivalent to the corresponding contour in Fig. 8.1. o

Show that the solution (8.99) for the retarded Green function in three dimensions leads
to the potential

Loy 1 1 P e A
¢(r,t)—y/7?_§1p<s,t— - )ds

Remark. This potential is the retarded potential. The potential at the point P = (7, )
is determined by the sources on the “backward light cone” from P. Draw a picture to
explain this statement. O

(1) Show that a formal solution to the Schrédinger equation (8.69)

oy
ih = =Hy
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is given by
$(0) = expl(— 1 HEU(0) = U()6(0) ¢
(ii) If the Hamiltonian H has a resolution of the identity E,, such that
H=n / wdE,,
then
vlt) = [ e "B, w(0)
(iii) For a particle of mass m with potential energy V' () the Hamiltonian is

H=-_—V*+V
5 VT V(T)

The formal solution () can be expressed as
w0 = [ G500 s

where G(7, t; §,0) is the Green function for this Schridinger equation.

(iv) Evaluate the Green function G(7, ¢; 8, 0) for a free particle (V = 0).

Parabolic coordinates &, 7, ¢ were introduced in Problem 3.9 in terms of Cartesian coor-
dinates z, y, 2.

(i) Show that &, i) can be expressed in terms of the spherical coordinates r and 6 as
E=r(l—cosb)=r—=z n=r(l+cosl)=r+=z

(i1) Show the Laplacian A in parabolic coordinates is

ki[ﬁ(ﬂ%ﬁ(é)%ifi
et loe\cog) Toan "oy )| T & 042

(iii) Show that the Schrodinger equation (8.116) can be separated in parabolic coordi-
nates.

(iv) Find scattering solutions corresponding to an incoming plane wave plus outgoing
scattered wave, including the logarithmic corrections to the phase that are related to the
long-range character of the Coulomb potential.

. (i) Show that the Green function for the Klein—Gordon equation (8.71) in n space di-

mensions has the general form

c? 1 T
~ — 1k-p—iwT Jn
G(p,7) (2m)ntT / w? —k2¢2 — (mc2/h)? € d"k dw
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(again p'= r—sand 7 = t—u) where, as for the wave equation, the contour of integration
in the complex w-plane must be chosen so that G satisfies the desired initial conditions.

(i1) Show that the contour C, in Fig. 8.1 again gives a retarded Green function.
(iii) Show that doing the integral over w gives

. 2 sinwipT 7.z
Gret(paT) = (271-)n/ wkk Gkadnk

with wy, = \/k2c? + (mc?/h)2.

Show that the Schrodinger equation for a particle of mass m moving in a potential V (7)
can be derived from a Lagrangian

i, . no, .
L=3 (V™ — i) — 3 Ytk — ¥ VI(r
Treat 1) and 9" as independent fields.
Consider the partial differential equation

ou ou

with u(z, 0) given by a “hat” function

u(l+2z) —-1<z<0
w(z,0)=4¢ u(l—z) 0<t<l1
0 otherwise
(i) Draw a sketch in the z—t plane of the characteristics of this equation starting from the
X-axisatt = 0.
(i1) Find the trajectory of the shock wave associated with these initial conditions.
(iii) Then find the complete solution u(x, t) of the partial differential equation with these

initial conditions.

Derive Eq. (8.175) for the energy of the moving kink solution (8.174).
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9 Finite Groups

Symmetries and invariance principles lead to conservation laws that are at the foundation of
physical theory. The idea that physical laws should be independent of the coordinate system
used to describe spacetime leads to the fundamental conservation laws of classical physics.
That laws are independent of the choice of origin of the spatial coordinate system (transla-
tion invariance) is equivalent to conservation of momentum; independence of the choice of
initial time is equivalent to conservation of energy. Rotational invariance of physical laws is
equivalent to conservation of angular momentum. Even in systems such as solids, where the
full symmetries of spacetime are not present, there are discrete rotational and translational
symmetries of the lattice that have consequences for the physical properties of such systems.

Systems of identical particles have special properties in quantum mechanics. All known
elementary particles are classified as either bosons (with integer spin) or fermions (spin %).
The requirement that any state of a system of bosons (fermions) be symmetric (antisymmetric)
under the exchange of any pair of particles leads naturally to study of the properties of per-
mutations. Antisymmetry of many-electron states under permutations is the basis of the Pauli
exclusion principle, which leads to an elementary qualitative picture of the periodic table of
the elements. Moreover, the theory of atomic and molecular spectra requires knowledge of
the constraints on the allowed states of atoms and molecules imposed by the Pauli exclusion
principle. The allowed states of atomic nuclei are also restricted by the Pauli principle applied
to the constituent protons and neutrons.

These and other symmetries are described by a mathematical structure known as a group,
and there is a highly developed theory of groups with physical applications. In this chapter,
we introduce some general properties of groups derived from the group axioms that were in-
troduced in Chapter 1, and give examples of both finite and continuous groups. These include
symmetry groups of simple geometric objects such as polygons and polyhedra that appear in
molecules and crystal lattices, as well as the group of permutations of N objects, the sym-
metric group Sy . Space—time symmetries such as rotations and translations are described by
continuous groups, also known as Lie groups, as are the more abstract symmetries associ-
ated with conservation of electric charge and with the fundamental interactions of quarks and
leptons. Lie groups are described in detail in Chapter 10.

In this chapter, we study groups with a finite number n of elements (n is the order of the
group). An important element of this study is to find the (conjugacy) classes of G. Two group
elements a and b are conjugate (a ~ b) if there is an element ¢ of G such that b = gag™'. A
class of G contains all the group elements conjugate to any one element of the class. A group
of finite order n has p (< n) classes with hq, ..., h, elements, with Y hy, = n.

Introduction to Mathematical Physics. Michael T. Vaughn
Copyright © 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-40627-2
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In physical applications, we are most often interested in the representation of a group by
linear operators on a linear vector space, such as the coordinate space of a system of coupled
oscillators, or the state space of a quantum mechanical system. A representation is a map
g — D(g) such that the group multiplication is preserved, i.e.,

g = g192 if and only if D(g) = D(g1)D(g2)

Of special interest are the irreducible representations, in which the group acts on a vector
space that has no proper subspace invariant under the action of the entire group. For a finite
group, any irreducible representation is equivalent to a representation by unitary matrices.

The theory of irreducible representations of finite groups starts from orthogonality re-
lations based on two lemmas due to Schur. The first lemma states that any operator that
commutes with all the operators in an irreducible representation is a multiple of the identity
operator. The second states that if I' [¢ — D(g)] and IV [¢ — D’(g)] are two inequivalent
irreducible representations and A is a linear operator such that

AD(g) =D'(g)A

for all g, then A = 0. From these lemmas, we derive the fundamental theorem on represen-
tations of finite groups, which states that a finite group G with p classes has exactly p distinct

inequivalent irreducible representations, of dimensions my, ..., m, such that
p
E mi=n
k=1

We give special attention to the symmetric groups Sy, as these are important both for the
quantum-mechanical description of systems of identical particles and for the representation
theory of continuous groups. Each class of Sy is associated with one of the 7 (V) partitions
of N and its corresponding Young diagram, as every permutation with a cyclic structure de-
scribed by one partition belongs to the same class of Syy. Then Sy also has 7w(N) inequivalent
irreducible representations, each of which can also be associated with a partition of N and its
Young diagram.

There is a remarkable generating function, due to Frobenius, for the simple characters
XE;)) of Sy. This function, derived in Appendix B, allows us to develop graphical methods
based on Young diagrams for computing the characters, for the reduction of tensor products
of irreducible representations of Sy, and for the reduction of outer products I'(¥) o T'(*) of
irreducible representations of S, and S,,. The outer products are representations of S, 1,
induced by representations of the subgroup S,,, ® S,,, using a standard procedure for obtaining
representations of a group from those of its subgroups. These graphical methods can be used
to compute various properties not only of Sy, but also of Lie groups and their Lie algebras,
as explained in Chapter 10.
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9.1 General Properties of Groups

9.1.1 Group Axioms

The essential properties of a group are that (i) multiplication is defined for any two elements
of the group, (ii) there is an identity element that leaves any element unchanged under mul-
tiplication, and (iii) for every element of the group, there is an inverse under multiplication
that brings the group element back to the identity under multiplication. These properties are
formalized in the following definition.

Definition 9.1. A group G is a set of elements with a law of composition (multiplication) that
associates with any ordered pair (g, ¢’) of elements of G a unique elements gg’, the product of
g and ¢’, such that

(i) (associative law) for every g, ¢’, ¢ in G, it is true that

(999" =9(d'9"); ©.1)

(ii) there is a unique element in G (the identity) denoted by 1 or by e, such that eg = g for
every g in G;
(iii) for every g in G, there is a (unique) element g1, the inverse of g, such that

g lg=e=gg"" 9.2)

The group G is finite if it contains a finite number of elements, otherwise infinite. If G is
finite, the number of elements of G is the order of G. A subset H of G that is a group under
multiplication in G is a subgroup of G, proper unless H = G or H = {e}. 1

Definition 9.2. The group G is Abelian if gg' = ¢g for every pair g and ¢’ in G. The law of
composition of an Abelian group is often called addition; the group is additive. |

Q Example 9.1. The set {1, —1} is a group (of order 2) under ordinary multiplication; it is
evidently Abelian. This group is denoted by Z. |

Q Example 9.2. The integers Z = {0,+1,+2, ...} form an (infinite) Abelian group under
addition. 1

U Example 9.3. The permutations of N distinct objects form a group Sy, the symmetric
group, since the result of applying two permutations of the [V objects is another permuta-
tion. Sy is of order N! (there are N! distinct permutations of N objects). |

U Example 9.4. The complex numbers z on the unit circle (|z| = 1) form an Abelian group
under the usual complex multiplication. The elements of this group depend on a single
real parameter 6 [with z = exp(i6)] in the range 0 < 0 < 27. |

O Example 9.5. The n x n unitary matrices U form the unitary group U(n) (recall from
Chapter 2 that the product of unitary matrices is unitary). U(n) is non-Abelian for n > 1;
U(1) is equivalent to the group of complex numbers on the unit circle. The subgroup of
U(n) containing those matrices U with det U = 1 is the special unitary group SU(n). 1
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Q Example 9.6. The rotations in the plane depicted in Fig. 2.3 form the group SO(2),
which is equivalent to the group U(1) in the preceding example. The three-dimensional
rotations depicted in Fig. 2.4 form the group SO(3). |

U Example 9.7. The orthogonal (real unitary) linear operators in an n-dimensional real
vector space form a group O(n). O(n) has a subgroup SO(n) containing the rotations
that are connected continuously to the identity transformation; reflections are excluded
from SO(n). |

Two groups appearing in different contexts may have the same abstract structure, and are
thus equivalent from a mathematical viewpoint. This equivalence is called isomorphism. For
computational purposes, we do not need to distinguish between groups that are isomorphic.

Definition 9.3. The groups G and G’ are isomorphic (G = G') if there is a one-to-one mapping
G < G’ that preserves multiplication, so that if a, b in G are mapped to a’, ¥’ in G’, then

a't =ab 1

Definition 9.4. A group element g is of order n if n is the smallest integer for which g” = e.
If no such integer exists, then ¢ is of infinite order. The group G is periodic if every element is
of finite order. G is cyclic if there is an element a in G such that every g in G can be expressed
as g = a' for some integer m. The cyclic group of order n is denoted by Z,,. It contains
elements e, a,a?,...,a" L. |

U Example 9.8. Z,, and Z are cyclic groups. Z is of infinite order. |

O Example 9.9. The smallest non-Abelian group is the group D3 of order 6 whose elements
{e,a,b,c,d,d~1} have the properties

=c"=e ab="bc=ca=d ac=cb="ba=d!
The elements a, b, ¢ are evidently of order 2. |
- Exercise 9.1. (i) For the group D3, show that
aba = ¢ = bab beb = a = cbc aca = b = cac

(ii) What is the order of d? of d=1?

(iii) Show that the elements d and d—' of D3 can be identified with rotations in a plane
through angles +27 /3, while the elements a, b, and ¢ can be identified with reflections through
three axes making angles of 27 /3 with each other.

(iv) Finally, show that these elements contain all six permutations of the three vertices of
an equilateral triangle.

Remark. This exercise shows that the group D3 is isomorphic to S3. Dj is the smallest of a
class known as dihedral groups (see Section 9.2.2). O
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Definition 9.5. The direct product Gy ® G of the groups G; and G- contains the ordered
pairs (g1, 1) with g; from Gy and g2 from Go. With aq1,b; from Gy and as, by from Ga,
multiplication is defined by

(ar,az)(b1,b2) = (aibi, azbs) 9.3)

If G =2 G1 ® Go, then G is decomposed into the direct product of G; and G,. |

- Exercise 9.2. Consider the cyclic groups Zy = {e,a} and Z3 = {e,b,b*}. The direct
product Zy ® Zg is a group of order 6, with elements

1= (e,e),(a,e),(e,b), (e, b%), (a,b), (a,b?) 9.4)

Show that Zs ® Z3 = Zg. Hint. Consider the element g = (a, ) and its powers. O

9.1.2 Cosets and Classes

Definition 9.6. Suppose G is a group with subgroup H, and g an element of G. The set
gH consisting of the elements of G of the form gh with h in H, is a (left) coset of H in G.
Similarly, the set Hg is a (right) coset of H in G. 1

An important property of cosets is that if g; and go are two elements of G, then the cosets
g1’H and go'H are either (i) identical, or (ii) contain no common element. To show this, suppose
g1’H and goH have a common element. Then there are elements h; and ho in H such that
g1h1 = goho. Thus g = glhlhz_l isin g1H, and so is goh for any h in H. Thus g1 H = go'H.

It follows that if G is a group of finite order n with subgroup H of order m, we can find
group elements g; = e, g, ..., g; such that the cosets g1H, go'H, . . ., g H are disjoint, but
every element of G is in exactly one of these cosets. Then n = m¢t, so that the order of H is a
divisor of the order of G (Lagrange’s theorem). The integer t is the index of H in G.

An important corollary of Lagrange’s theorem is that if ¢ is an element of order m in the
group G of finite order n, then m is a divisor of n. Thus, for example, every element ¢ in
a group of prime order p has order p (except the identity element, of course), and the group
must be isomorphic to the cyclic group Z,, with elements e, g, g2, ..., g? 1.

Definition 9.7. Two elements a and b of a group G are conjugate (a ~ b) if there is an element
g of G such that

b=gag~* 9.5)

If gag~*

= q for every g in G, then a is self-conjugate. |

A group can be divided into (conjugacy) classes, such that each class contains the group
elements conjugate to one member of the class. The identity element is in a class by itself.
In an Abelian group, every element is in a class by itself. Every self-conjugate element is in

class by itself. All the elements of a class have the same order (show this).

Remark. Understanding the class structure of a finite group G is especially important, since
the number of inequivalent irreducible representations of G is equal to the number of distinct
classes of G, as will soon be shown. O
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Q Example 9.10. In Ds, the elements a, b, ¢ form a class, as do the rotations d, d . |

U Example 9.11. The class structure of the rotation group SO(3) is determined by noting
that a rotation in SO(3) can be characterized by a unit vector n defining an axis of rotation
and an angle ® of rotation (0 < & < 7). Two rotations are conjugate if and only if
they have the same angle of rotation (see Problem 2.13). Thus the classes of SO(3) are
characterized by a rotation angle ® (in [0, 7]). |

Definition 9.8. If a is self-conjugate, then ga = ag for every g in G, so that self-conjugate
elements of G form an Abelian subgroup of G, the center Zg of G. |

O Example 9.12. The group U(n) of n X n unitary matrices has as its center the group of
matrices of the form U = exp(ia)1, which is isomorphic to the group U(1). |

Definition 9.9. Two subgroups H and H’ of the group G are conjugate if there is an element
g of G such that

H' = gHg™ ! (9.6)

The subgroup H is a invariant subgroup, or normal subgroup, if gHg~' = H for every

element g of G. The invariant subgroup H of G is maximal if it is not an (invariant) subgroup
of any proper invariant subgroup of G, minimal if it contains no proper subgroup that is an
invariant subgroup of G. G is simple if it contains no proper invariant subgroups, semisimple
if it contains no Abelian invariant subgroups. |

O Example 9.13. The center Zg of G is an Abelian invariant subgroup of G. |

If H is an invariant subgroup of G, then the cosets of H in G form a group under multipli-
cation, since we then have

gH = (gHg')g = Hg 9.7)
(the left cosets and the right cosets of H coincide), and then
g1HgH = g1g2H 9.8)

This group defined by the coset multiplication is the factor group, or quotient group, denoted
by G/H (read G mod H).

Q Example 9.14. The group H = {e,d,d"'} = Zj3 is an (Abelian) invariant subgroup of
D3, but d,d~" do not commute with every element of G, so not every Abelian invariant
subgroup of a group G is in the center Zg of G. The factor group D3/Z3 = Zs. Note that
it is not true that D3 = Zo ® Z3. |

Q Example 9.15. The group 2Z = {0,+2,+4, ...} of even integers is an invariant sub-
group of Z. Note that 2Z is isomorphic to Z (!) Again, the factor group Z/(2Z) = Zo,
but it is not true that Z = Zo ® Z. |
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Definition 9.10. A mapping f of a group G onto a subgroup H that preserves multiplication
is a homomorphism, written as G EN ‘H. The elements g in G that are mapped into the identity

on H form a group ker f, the kernel of f. The elements h of H such that g . h for some gin
G form a group im f, the image of G (under f). |

Remark. Compare these definitions of kernel and image with those in Chapter 2. Note that
a linear vector space V is an Abelian group under vector addition, with identity element 6 (the
zero vector), and a linear operator can be described as a homomorphism of V into itself. O

- Exercise 9.3. Show that the kernel of the homomorphism f is an invariant subgroup of G,
and im f = G/ ker f. O

-> Exercise 9.4. Show that if 7 is an invariant subgroup of G, then there is a homomorphism
f with ker f = H such that G 4 G/H. O

Definition 9.11. Let G be a group with invariant subgroup H, and K = G/H. Then G is an
extension of | by the group H. If H is in the center of G, then G is a covering group of IC, or
central extension of IC by H. |

Remark. The concept of covering group is important in the discussion of the global proper-
ties of Lie groups. a

9.1.3 Algebras; Group Algebra

A linear vector space is an Abelian group under addition of vectors, but it has more structure in
the form of multiplication by scalars, and the existence of norm (and scalar product in unitary
spaces). Still more structure is obtained, if there is a rule for multiplication of two vectors to
produce a third vector; such a space is called an algebra. We have the formal

Definition 9.12. An algebra is a linear vector space } on which is defined, in addition to
the usual vector space operations, an operation o, multiplication of vectors, that for every pair
(z,y) of vectors defines a unique vector x o y, the product of x and y. This multiplication
must satisfy the axioms.

(i) For every scalar «v and every pair of vectors x, y,

(az)oy =afzoy) =zo (ay) (9.9)
(ii) For every triple of vectors =, y, and z,

(x+y)oz = zoztyoxz (9.10)
zo(y+z) = zoy+axoz

In addition to these mandatory distributive laws, special types of algebras can be defined by
further axioms. |

O Example 9.16. The linear operators on a linear vector space V form an algebra O(V)
with multiplication defined as operator multiplication, the operator algebra of V. If V is
of finite dimension n, then O(V) has dimension n?. 1
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QO Example 9.17. The linear operators on a linear vector space form another algebra £()V),
the Lie algebra of V, with multiplication of two operators A and B defined as the com-
mutator,

AoB=[A,B]=AB-BA ©.11)

Lie algebras play an important role in the theory of continuous groups. |

U Example 9.18. The linear operators on a linear vector space form yet another algebra
J(V) with multiplication of two operators A and B defined as the anticommutator,

AoB=1{A B} =1(AB+BA) 9.12)

J(V) is a Jordan algebra. While Jordan algebras are encountered in axiomatic formula-
tions of quantum mechanics, they are not discussed at length here. |

Definition 9.13. An algebra is commutative if for every pair of vectors x, y we have

roy=youw 1
O Example 9.19. J(V) is commutative; O(V) and L(V) are not. |
Definition 9.14.
An algebra is associative if for every triple of vectors =, y, and z we have
zo(yoz)=(xoy)oz ]
O Example 9.20. O(V) is associative; £()) and J()V) are not. |

Definition 9.15. An algebra has a unit if there is an element 1 of the algebra such that for
every vector x, we have

lox=c==xz01 |

Q Example 9.21. O(V) and J(V) have a unit; £()) does not. |

If G is a finite group, the group algebra A(G) consists of linear combinations of the group
elements with scalar coefficients (complex numbers in general). Multiplication of vectors is
simply defined by the group multiplication table, extended by the distributive laws (9.9) and
(9.10). If G is of finite order n, then A(G) is of dimension n. A(G) has a unit, the identity
element of G. It is associative since the group multiplication is associative; it is commutative
if and only if the group is Abelian. We use the group algebra of the symmetric group Sy to
construct projection operators onto irreducible representations of Sy . The group algebra can
also be used to construct a more abstract theory of representations than required here.
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9.2 Some Finite Groups
9.2.1 Cyclic Groups

The cyclic group Z y is generated from a single element a; it has elements 1, a, ..., a¥ !
with a”¥ = 1. A concrete realization of the group Z y is obtained with
271
= = 9.13
- o1

using the ordinary rules of complex multiplication.
=> Exercise 9.5. Show that if p and ¢ are prime (even relatively prime), the cyclic group Z,,
can be factorized into the direct product Z, ® Z,,. O

As already noted, the only group of prime order p is the cyclic group Z,,, which is Abelian.
If the integer IV is a product of distinct primes p1, ..., pm, then the only Abelian group of
order N is the cyclic group Zy, for in that case we have

Iy =2y %, @ QL (9.14)

However, if p is prime, then the cyclic group Z,,~ is not factorizable into the product of smaller
groups. Hence there are distinct Abelian groups of order p™* of the form

mel ® meZ K ® Zp""q

where mq, mo, ..., m, is a partition of m into ¢ parts (see the discussion of permutations
below for a definition of partitions). The number of such distinct groups is evidently the
number 7(m) of partitions of m.

Q Example 9.22. The group Z, has elements {1, a,a?, a®} with a* = 1. The elements
a, a® have order 4, while the element a? is of order 2. On the other hand, the group Zo®Zo
has elements {1, a, b, ab = ba}, and the elements a, b, ab are each of order 2. |

9.2.2 Dihedral Groups

The rotations in the plane that leave a regular N-sided polygon invariant form a group iso-
morphic to the cyclic group Z . Further transformations that leave the polygon invariant are
(i) inversion o of the axis normal to the plane of the polygon, (ii) rotation 7y, through angle m
about any of N symmetry axes vy, ..., vy in the plane of the polygon, and (iii) inversions oy,
of an axis in the plane normal to one of the vy.

Each of the transformations o, o, and 7 has order 2, and

oMy, = O = TRLO (9.15)
(k—1,...,N). If a denotes rotation in the plane through angle 27 /N, then also

oRaoE = a" ' = mamy oaoc = a (9.16)
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If we let p denote any one of the rotations 75 about a symmetry axis, then each of the trans-
formations b = p, by = pa, . ..,by_1 = pa’¥ "1 is of order 2 (show this). The elements 1, a,
., a7l b= p, by = pa,...,by_1 form a group of order 2N, the dihedral group Dy .
Remark. Note that if N is odd, the symmetry axes in the plane pass through one vertex of
the polygon and bisect the opposite edge. On the other hand, if N = 2m is even, then m of
the axes join opposite vertices, and the other m axes bisect opposite edges of the polygon. O

- Exercise 9.6. Analyze the class structure of the dihedral group Dy . Find the classes, and
the number of elements belonging to each class. Explain geometrically the difference between
the structure when N is even and when NN is odd. O

-> Exercise 9.7. Show that Z  is an invariant subgroup of the dihedral group Dpy. What is
the quotient group Dy /Zn? a

9.2.3 Tetrahedral Group

The tetrahedral group 7 is the group of rota-
tions that transform a regular tetrahedron into
itself. Evidently this group contains rotations
through angles +27/3 about any of the four
axes Xy, Xo, X, X4 that pass through the cen-
ter and one of the four vertices of the tetrahe- 4
dron. These rotations generate three further
transformations in which the vertices are inter- 2 3
changed pairwise. Thus 7 is of order 12; it is
in fact isomorphic to the group A4 of even per-
mutations of the four vertices (see Problem 8).
The tetrahedron has additional symmetry if reflections are included. There are six planes
that contain one edge of the tetrahedron and bisect the opposite edge. The tetrahedron in in-
variant under reflections in each of these planes. Each reflection exchanges a pair of vertices of
the tetrahedron; denote the reflection exchanging vertices j and £ by R ;. Then more symme-
tries are generated by following the reflection R ;;; by a rotation through angles 27 /3 about
either of the axes j and k. Only six of these combined reflection—rotation transformations
are distinct, so there are a total of 12 new symmetry transformations including the reflections.
Thus the complete symmetry group 7 of the tetrahedron is of order 24, which is the same as
the order of the group .S, of permutations of the four vertices. This suggests that 7; = Sy; it
is left to Problem 8 to show that this is actually the case.

Figure 9.1: A regular tetrahedron viewed
from above one vertex, here labeled “4.”

Remark. In addition to the tetrahedral groups, the symmetry groups of the three-dimensional
cube are important in the theory of solids. These are the octahedral groups O and O4, which
are analyzed in Problems 9 and 10. O
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9.3 The Symmetric Group Sy

9.3.1 Permutations and the Symmetric Group Sn

Permutations arise directly in the quantum description of systems of identical particles, since
the states of such systems are required to be either symmetric (Bose—Einstein statistics) or
antisymmetric (Fermi—Dirac statistics) under permutations of the particles. Also, the clas-
sification of symmetry types is important in the analysis of representations of other groups,
especially the classical Lie groups (orthogonal, unitary, and symplectic) described in the next
chapter.

Definition 9.16. A permutation (of degree N) is a one-to-one mapping of a set Qy of
N elements onto itself. The permutation is a rearrangement, or reordering, of Q. If the
elements of ) are labeled 1,2, ..., N, and the permutation P maps the elements by

P:1—14,2—>1,....,.N =iy (9.17)
then we can write
P = (i1is---in) (9.18)

A longer notation that is useful when considering the product of permutations is to write

P—(.1 2 .N>—<.O‘1 2t .O‘N) (9.19)
Zl 22 tre ZN 2011 Zotz Tt ZOCN

where aq, g, . . ., ay 1S an arbitrary reordering of 1,2, ..., N. |
With this notation, the inverse of the permutation (9.19) is evidently given by

1 (11 2 -+ in
P —(1 9 ... N) (9.20)
Also, given two permutations
1 2 ... N in de - N
P=|(. . =(. . 9.21
CEPNS IR (A A ©21)
we have the product
1 2 ... N
P=(. . 9.22
Q (j1 J2 JN) ( )

Thus the permutations of Q2 form a group, the symmetric group Sy (of degree N). Sy is of
order N!, since there are V! distinct permutations of /N objects.

Definition 9.17. A permutation P j;, that interchanges elements (j, k) of Qy, leaving the
other elements in place, is a transposition. A transposition is elementary if the transposed
elements are adjacent, i.e., if k = j = 1 (mod V). [ |

Every permutation P can be expressed as a product of transpositions, even of elementary
transpositions. If the permutation P is the product of n transpositions, then the parity of P is
defined by ep = (—1)". Pisevenifep = +1, odd ifep = —1.
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The expression of a permutation P as a product of transpositions is not unique. However,

the parity ep of P is unique. To show this, consider the alternant A(x1,...,xy) of the N
variables x1, ..., xy, defined by
Ay, o) = [ (25— ) (9.23)
i<k
Under a permutation P = (i1 - - - i) of the zq, . . ., , the alternant transforms according to
A(xy,...,zn) — Az, .. 2y ) = epA(21, ..., 2N) (9.24)

In fact, Eq. (9.24) is an alternate definition of ep. It shows that the parity of the product of
two permutations Py, Py is

6P1P2 :€P1€P2 :EP2P1 (9.25)

It follows from this that the even permutations form a subgroup of Sy, (since the product of
two even permutations is an even permutation) the alternating group Ay. It is an invariant
subgroup as well, since if P is an even permutation, so is QPQ~! for any permutation Q
(even or odd).

O Example 9.23. In the group Ss, the transpositions are P15 = (213), P13 = (321),
Py3 = (132). The remaining two permutations (apart from 1) are

(231) = P13P13 =P1oPo3 = Py3Py3
(312) = P12P13 =Py3P1o = P3Py (9.26)

The transpositions are odd, while 1, (231), and (312) are even. Note that here the alternat-
ing group Az = Zs is cyclic, and S3/ A3 = Z,. Nevertheless, S3 is not a direct product

Zo ® Zs. |
- Exercise 9.8. Express the permutations in Sy as products of the elementary transpositions
P12, Pa3, P34, Pay. o
- Exercise 9.9. Show that Sy /Ayx = Zo. a

Definition 9.18. Let P = (i1 - - - iy ) be a permutation of degree N. Associated with P is the
N x N permutation matrix A = A(P) with elements

Aji = 0ji, (9.27)
- Exercise 9.10. Show that the matrix A is orthogonal, and that det A(P) = ep. O
Definition 9.19. A permutation P mapping the elements a1, as, . .., a, of Q5 by

ay — Gz, G2 — A3, ..., Gp — 01 (9.28)

leaving the other elements fixed, is a cycle of length p, or p-cycle. Such a cycle can be
represented by the abbreviated notation

P=(a1az - ap)=(ag -~ apar)=---=(apaiaz -+ ap_1) |
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- Exercise 9.11. If P is a p-cycle, then ep = (—1)PF1, |

Every permutation can be expressed as a product of disjoint cycles, uniquely, apart from
ordering of the cycles. For we can choose an element a; of (2 and follow the chain a; —
az — --- — a, — aj to the end of its cycle. Next we choose an element b; not in the
previous cycle, and follow the chain by — by — --- — b, — b; to the end of its cycle. Then
we end up with P expressed as

P=(a1az -~ ap)(by by -+ by)--- (9.29)
where, if the degree of P is clear, the 1-cycles can be omitted.
U Example 9.24. In cyclic notation, the transpositions of the group S3 are

Py = (12) P = (13) Py3 = (23) (9.30)

and the 3-cycles are

(123) = (13)(12) = (12)(23) = (23)(13)
(321) = (12)(13) = (23)(12) = (13)(23) (9.31)
Note that the 3-cycles are even, since they are products of two transpositions. Be careful
to distinguish the cyclic notation here and the notation in Example 9.23. |
- Exercise 9.12. Find the cycle structure for each of the permutations in Sy. O

- Exercise 9.13. If the permutation P in Sy is a product of p disjoint cycles, then
ep = (—1)NFP (9.32)

Note explicitly how this works for S5 and Sy. O

The classes of Sy are determined by the cycle structure of permutations, since two per-
mutations with the same cycle structure belong to the same class of Sy. To see this, note that
if the permutation P is expressed as a product of disjoint cycles,

P=(aiaz -~ ap)(bi by -+ by)--- (9.33)
and Q is the permutation
a; as - ap by by - by, )
— (9.34)
Q <a/1 ay ool BBy e B
then
P'=QPQ ' =(ajah - al)(by by -+ b))+ (9.35)

is a permutation with the same cycle structure as P. Conversely, if P; and P4 are two per-
mutations of degree N with the same cycle structure, then there is a (unique) permutation Q
such that

P, =QP;Q! (9.36)

Thus any two permutations with the same cycle structure belong to the same class of Sy.
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9.3.2 Permutations and Partitions

The cycle structure of a permutation, as noted in Eq. (9.29), is defined by a set mq, ma, ..., m,
of (positive) integers such that

(i) my >mg>--->my, >0 and (ii) my +mo+---+m, =N (9.37)

A set (m) = (mymg - --m,) of positive integers that satisfies (i) and (ii) is a partition of N
(into p parts). We have just shown a one-to-one correspondence between classes of Sy and
partitions of N; let K,y denote the class whose permutations have cycle structure ().

Remark. An integer ¢ that is repeated  times in the partition (m) can be expressed as ¢".
Thus the partitions of 2 are (2) and (11) = (12), for example. a

Q Example 9.25. The partitions of 3 are (3), (21), and (13). The partitions of 4 are (4),
(31), (22), (212), and (1%). ]

To each partition (m) = (mimsq ---my) of N into p parts corresponds a Young diagram
Y™ constructed with N boxes placed into p rows, such that m; boxes are in the first row,
mso boxes in the second row, and so on.

U Example 9.26. The Young diagrams

2)=[1] (1?) = H (9.38)

correspond to the partitions of 2. The diagrams

B)=[T117] (21) = | (1%) —@ (9.39)

correspond to the partitions of 3, and the diagrams

@W=[111] 6y=11 @-= @)= (%)=

correspond to the partitions of 4. |

Partitions of NV can be ordered by the (dictionary) rule:

(m) = (mymsg - --my,) precedes (m’) = (m’lmf2 . ..m;)

[or simply (m) < (m/)]if the first nonzero integer in the sequence {my —m}, mqs —mb, ...}
is positive. The partitions of N = 2, N = 3, and N = 4 in the preceding example have been
given in this order.

- Exercise 9.14. Enumerate the partitions of N = 5 and N = 6 in dictionary order, and
draw the corresponding Young diagrams. O
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To each partition (m) of N is associated a conjugate partition (m) whose diagram is
obtained from that of (m) by interchanging rows and columns.

Q Example 9.27. (7) = (17) (21) = (21) (22) = (22) (31) = (212). 1

Remark. The partitions (21) and (22) are self-conjugate. O
If (m) = (mimg---m,) is a partition of N, let v, = my — myp41 (K = 1,...,p),
with my41 = 0. Then the conjugate partition (m) can be written in the form (m) =

(p» ---2¥21%1), omitting the term k"* if v, = 0. Conversely, if (m) = (g ---2"21"1)
is a partition of IV, then the conjugate partition is (m) = (mymsq - - - M), with

my = vttty
my = o+ +1,

(9.40)
mg = Vg

These relations are easily verified by drawing a few diagrams.

Associated with a Young diagram corresponding to a partition (m) of N is a set of d[(m)]
regular (or standard) tableaux obtained by assigning the numbers 1,2, ..., N to the boxes
of the Young diagram such that the numbers increase (i) across each row and (ii) down each
column of the diagram. For the diagrams with either a single row or a single column, there
is associated a unique regular tableau, since rules (i) and (ii) require the numbers 1,2, ..., N
to appear in order across the row or down the column of the diagram. However, d[(m)] > 1
for other Young diagrams, and we shall see that d[(m)] is the dimension of the irreducible
representation of the symmetric group Sy corresponding to the partition (m).

U Example 9.28. d[(21)] = 2, since
1]2] 1]3]

H R I
Similarly, d[(22)] = 2, since

-

w
e
)
|0

1]2]3] 1]2]4] 1]3]4]
4 E th

Computation of the d(m) for partitions of N > 4 is left to the exercises. |

- Exercise 9.15. Show that d[(m)] = d[(m)] for any conjugate pair (m), (m). O

There is also a normal (dictionary) ordering of the standard tableaux associated with a parti-
tion. Comparing elements of two standard tableaux while reading across the rows in order, we
place the tableau with the first smaller number ahead of the comparison tableau. The tableaux
in the examples above have been written in normal order.

- Exercise 9.16. Enumerate the regular tableaux (in normal order) associated with each
partition (m) of N = 5,6. Then find the dimension d[(m)] for each (m). O
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9.4 Group Representations

9.4.1 Group Representations by Linear Operators

Of prime importance for physical applications is the study of group representations on a linear
vector space V, especially in quantum mechanics, where V is often the space of states of a
physical system. In this and the next section, we develop the general theory of representations
of finite groups; in Section 9.5 we work out the theory of representations of Sy in great detail.
Definition 9.20. If G is a group and I" a group of linear operators on a linear vector space V,
with a homomorphism G — T, then I' is a representation of G. V is the representation space,
dim V the dimension of the representation. |
In other words, to each element g of G, there corresponds a linear operator DT (g) on V such
that

D"(g2)D" (91) = D" (g201) (9.41)

so that the D' (g) follow the multiplication law for the group G. For every group G, the map
g — 1 for every g in G is a representation, the trivial representation, or identity representa-
tion. The representation I is faithful if every element of G is represented by a distinct linear
operator, so that

D" (g2) = D"(¢1) (9.42)

if and only if g» = ¢;.
Definition 9.21. Two representations I'; and 'y of G on V are equivalent (I'y ~ I's) if there
is a nonsingular linear operator S on V such that

D2(g) = SD"(g)S™! (9.43)

for every g in G; if this is the case, I'y and I'; differ only by a change of basis in V. |

Definition 9.22. If V contains a subspace M invariant under I', so that M is an invariant
manifold of D' (g) for every group element g, then I is reducible. It is fully reducible if M=+
is also invariant under I'; in this case the representation I' can be split into two parts acting
on M and M- with no connection between the subspaces. If there is no subspace invariant
under I, then T is irreducible. |
A general problem for any group G is to find all the possible inequivalent irreducible repre-
sentations of G. We will find the solution to this problem for finite groups in Theorem 9.4.

Q Example 9.29. A representation I'™ of the cyclic group Zy = {1,a,...,a¥ "'} is
defined by setting

2mim
= 9.44
a = exp ( N ) 9.44)
for any m = 0,1,..., N — 1. Each I'" is one-dimensional, hence irreducible, and the

N different values of m correspond to inequivalent representations. I'™ is faithful unless
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either m = 0 (identity representation) or m is a divisor of N. Furthermore, these repre-
sentations provide a complete construction of the irreducible representations of Abelian
groups, since we have seen in Section 9.2.1 that every Abelian group can be expressed as
a direct product of cyclic groups whose order is a prime number raised to some power, 1

U Example 9.30. The symmetric group Sy has two one-dimensional representations, the
symmetric representation I'y with P — 1 for every P, and the antisymmetric representa-
tion I', with P — ep for every P. These representations are inequivalent. |

Q Example 9.31. The action of the permutations of three objects can be represented on C3
by 3 x 3 matrices,

01 0 00 1 100
Po=[1 0 0 Ps=[0 1 0 Pys=[0 0 1] (945
00 1 100 01 0
00 1 01 0 100
(123)=[1 0 0 321)=10 0 1 1=(0 1 0] (9.46)
01 0 100 00 1

that permute the basis vectors of C3. This representation of Ss is reducible, since the
vector ¢9 = (1,1, 1) is an eigenvector (eigenvalue +1) of each permutation in Ss. Thus
M(¢o) is invariant under the representation. However, the representation restricted to
ML (¢yo) is irreducible. 1

- Exercise 9.17. In the three-dimensional space of the preceding example, let

b= E1L-10) = /H01,-2) (9.47)

(i) Show that M (¢1,12) = M*(¢o).
(ii) Construct the 2 x 2 matrices representing Sz on M (1)1, 1)) in the basis {11, 1 }.
(iii)) Show that this representation is irreducible. O

Definition 9.23. If " [¢ — D(g)] is a representation of the group G, then g — D*(g) defines
a representation I'* of G, the complex conjugate of I". There are three possibilities:

1. T is equivalent to a real representation (I is real);

2. ' ~ T'*, but I" cannot be transformed to a real representation (I' is pseudoreal);

3. I' is not equivalent to I'* (I" is complex). |
Remark. This classification of representations is especially useful in quantum physics, where
complex conjugation is related to time reversal and charge conjugation. O

Definition 9.24. If I' [¢ — D(g)] is a representation of the group G, then g — Df(g™1)
defines a representation I' of G, the dual of T'. If the D(g) are unitary, then I' = I'; in general
the representation I is unitary if it is equivalent to a representation by unitary operators. I

- Exercise 9.18. Verify that T actually is a representation. O
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Theorem 9.1. Any finite-dimensional representation of a group of finite order is equivalent
to a unitary representation.

Proof. Suppose G is a group of order n, and I a representation of G with ¢ — D(g). Let

H=) D(g:)D'(gs) (9.48)
k=1

Then H is positive definite, and if the D(g) are unitary, then H is simply n times the unit
matrix. In any case, however, the matrix A = H/2 can be chosen to be positive definite. If
we now define

U(g) =A™ 'D(g)A (9.49)

then the U(g) define a representation of G equivalent to I". Now

U(g)U'(g) = A™'D(9)HD (g)A~" (9.50)
However,
D(g)HD'(g) = D(¢9) Y D(9:)D'(9x)D'(9) = > D(ggx)D'(ggx)  (9.51)
k=1 k=1

and as k runs from 1 to n, the {ggy } range over the entire group, so that

> D(ggx)D'(g9x) = > D(g:)D'(gr) = H (9.52)
k=1 =1

It follows that U is unitary, since
U(g)U'(9) = A™'D(9)HD'(9)A™' = A"'HA™' =1 n

Remark. Since every representation of a finite group is equivalent to a representation by
unitary operators, it is no loss of generality to assume that the linear operators are actually
unitary, unless explicitly stated otherwise. O

Definition 9.25. Let I" be a representation of the group G with g — D) (g). The character
XM (g) of ginT'is

XV (g) = trDM(g) (9.53)

If g1 and g, are in the same class of G, then x(M)(g1) = x(I)(g2) in every representation T of
G, so the character is a class function. If K is a class in G, then the character X(F)(K ) of K
in T is the character of any element of K in I". The set {x")(K)} of class characters is the
character of the representation I', simple if I is irreducible, otherwise compound. |

O Example 9.32. Since all the irreducible representations of an Abelian group are one-
dimensional, the character of a group element represents the element itself in an irreducible
representation. |
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U Example 9.33. The characters of the classes of S3 (labeled by partitions of 3) in the
reducible three-dimensional representation of Example 9.31 are

X (3)=0 xM 21 =1 X% =3 (9.54)

As an exercise, find these characters in the two-dimensional irreducible representation
defined on M= (¢y) (see also Exercise 9.17). |

U Example 9.34. The character of a rotation through angle 6 in the defining representation
of SO(2) is

x(6) = 2cosd (9.55)

since the matrix for rotation through angle 6 is

cosf) —sinf
R.(0) = <sin 0 cos 9) (9.56)
as given in Eq. (2.107). |

U Example 9.35. The character of a rotation through angle ¢ in the defining representation
of SO(3) is

x(0) =1+ 2cosd (9.57)

To see this, recall the matrix for rotation through angle 6 about the Z-axis,

cosf) —sinf 0
R.(0) = | sind cosf 0 (9.58)
0 0 1

and note that rotations through angle 6 about any axis belong to the same class of SO(3)
(see Exercise 2.13). |

One observation that can be useful for constructing representations is that if the group G
has an invariant subgroup H, with factor group F = G/H, then every representation of F is
also a representation of G in which h — D(h) = 1 for every h in H. Other representations of
G can be constructed from nontrivial representations of H; this is discussed later on.

QO Example 9.36. The alternating group Ay is an invariant subgroup of the symmetric
group Sy, and Sy /ANx = Z,. The factor group Zs has two inequivalent irreducible
representations; the corresponding irreducible representations of Sy are the symmetric
(P — 1) and antisymmetric (P — cp) representations. |
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9.4.2 Schur’s Lemmas and Orthogonality Relations

The basic properties of finite-dimensional unitary representations of groups are derived from
two fundamental theorems, both due to Schur.

Theorem 9.2. (Schur’s Lemma I) Let " [¢ — D(g)] be an irreducible representation of the
group G by unitary operators on the linear vector space V' and suppose A is a bounded linear
operator on )V such that

AD(g) =D(g)A (9.59)

for every g in G. Then A = a1 for some scalar a.

Remark. In other words, any operator that commutes with every matrix in an irreducible
unitary representation of a group is a multiple of the identity. The restriction to bounded
operators ensures that the theorem also works for infinite-dimensional representations. O

Proof. If A commutes with D(g) for every g, so does Af, since Eq. (9.59) implies
A'D'(g) = DT (g)Al (9.60)

and unitarity means that D(g) = D(g~!) is in I for every g. Hence we can take A to be
self-adjoint, with a spectral resolution. If the spectrum of A contains more than one point,
then V can be decomposed into a direct sum V; & Vs such that the spectra of A on V; and Vs
are disjoint. But V; and Vs are invariant under I', so that I would be reducible. Since it is not,
the spectrum of A can contain only one point, i.e., A= a1 for some scalar a. |

Theorem 9.3. (Schur’s Lemma II) Let I' [¢ — D(g)] and I [¢ — D’(g)] be inequivalent
unitary irreducible representations of the group G on linear vector spaces V and V' of finite
dimensions m and m/’, respectively. Let A be an m x m’ matrix mapping V'’ to V such that

D(g)A = AD'(g) 9.61)

for every g in G. Then A = 0.

Proof. Suppose m > m’'. Then A)’ defines a linear manifold M in V of dimension
dimMa < m’ < m. But My is invariant under I' if D(g)A = AD’(g), and thus T is
reducible if dim M # 0. Hence A = 0. If T" and I" are irreducible representations of the
same dimension, then either dim M = 0, in which case A = 0, or dimMa = m, in
which case Eq. (9.61) implies D(g) = AD’(g)A~! and thus I ~ I"". The latter is contrary
to hypothesis, hence A = 0. |

Remark. The statements of the two lemmas are valid for an arbitrary group, not necessarily
finite. However, the lemmas apply to only to finite-dimensional unitary representations, which
may, or may not, exist for an infinite group. O

Two corollaries of Schur’s lemmas lead to a set of orthogonality relations for the represen-
tation matrices of finite groups. These relations lead to a fairly complete theory of representa-
tions of finite groups, part of which is outlined here.

Corollary 1. Let G be a finite group of order n, I' [¢ — D(g)] an irreducible representation
of G on the m-dimensional linear vector space V. If X is any linear operator on V, then there
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is a scalar & = «(X) such that

)=> D(g,)XD(g;") = a(X) 1 (9.62)
k=1

Proof. We have

3

= D(g,)XD(g;")D(9) =D(9) > D(9"'g,)XD(g; 'g) (9.63)
k=1 k=1

But, as noted earlier, the sum over the elements {ggx} is equivalent to a sum over all the
elements of G, so we have

A(X)D(g) = D(9)A(X) (9.64)

whence A(X) must be a multiple of the identity by Schur’s Lemma L. [ |

Corollary 2. Let ' [¢ — D(g)] and I” [¢ — D’(g)] be inequivalent irreducible representa-
tions of the group G of order n on the linear vector spaces V and V' of dimension m and m/,
respectively. Let X be an m x m/ matrix mapping V' to V. Then

)= Z D(g,)XD'(g;,*) =0 (9.65)
k=1

Proof. By the same argument used in the preceding proof, we have
D(g)F(X) = F(X)D'(g) (9.66)

for every ¢g in G. Hence F(X) = 0 by Schur’s Lemma II. |
Since the results (9.62) and (9.65) are true for any matrix X, we can use the special matri-
ces X7* with a single nonvanishing matrix element,

(X9%),00 = 69,68 (9.67)

to derive some useful properties of the representation matrices. In particular, if G is a finite
group of order n with an m-dimensional representation I [¢ — D(g)], we can treat each set
of matrix elements D, (g¢) (¢ = 1,...,n) as the components of a vector in an n-dimensional
vector space V". Here V" is exactly the vector space underlying the group algebra A(G)
introduced in Section 9.1.3.

In particular, suppose I' [¢ — D(g)] is an m-dimensional irreducible representation of G.
Then from Eq. (9.62), we have

AXM) =37 D(g,) X" D(g; ") = M1 (9.68)
=1

for some scalar A/, and, since the D(g) are unitary, we then have

Z D1(9,) D5y (ge) = N 657 (9.69)
=1
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The scalar Ay is evaluated by taking the trace of this equation to give

n

m)\k.k/ = Z tr {D(ge)ka/D(gl_l)} = Z tr {Dk/k(gg_lg[)} = nékk/ (970)
{=1 (=1

so that we have, finally,
n . n
Z Djk(gf)Dj’k’ (9¢) = m 05Ok (9.71)
=1

Thus the Dy, form a set of m? orthogonal vectors in V.
Furthermore, if T% [g — D?(g)] and I'* [¢ — DP"(g)] are two inequivalent finite-
dimensional unitary irreducible representations of G, then Eq. (9.65) tells us that

FX*) =37 D(g, )X D' (g;;1) = 0 9.72)
k=1
and then
> D%(ge) D2 (ge) = 0 (9.73)
=1

Thus the D7, (g¢), considered as components of vectors D, in V"™, define an orthogonal
system in V™. We can then sum over all the inequivalent irreducible representations I'* of G
to obtain

> mi<n (9.74)

(my is the dimension of I'?), since there are at most n orthogonal vectors in V", In fact, the
equality is always true, as shown in Theorem 9.9.4.

Equations (9.71) and (9.73) can be expressed simply in terms of the characters of the
representations: If x*(g), x”(g) denote the characters of g in the inequivalent irreducible
finite-dimensional representations I'* and I'? of G, then

> x“(90)x"(ge) = n 6 9.75)
=1

The character of g depends only on the class of G to which g belongs. If K; =
{e}, Ky, ..., K, are the classes of G, with hy = 1,ha,..., h, elements, and that x is the
character of the class K}, in the irreducible representation I'*. Then Eq. (9.75) is equivalent to

P
> i =no (9.76)
k=1
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Thus the p-dimensional vectors v* with components

hy
\ 9.77)
n

(k = 1,...,p) form an orthonormal system, so there are at most p inequivalent finite-
dimensional irreducible representations of G.

of

Remark. There are exactly p inequivalent finite-dimensional irreducible representations of
G, and the p X p matrix V = (v,f) is unitary, but more work is needed to derive that result. O

Now suppose I is a finite-dimensional representation of G. In general, I is reducible, but
we can express it as a direct sum of inequivalent irreducible representations of G,

F=g,cl 1 (9.78)

with nonnegative integer coefficients ¢l If y kr is the character of the class K of G in I', then
we also have the expansion

Xk =D el Xk 9.79)
a

in terms of the characters of the x§ irreducible representations of G. The orthogonality rela-
tion (9.76) then gives

P
Z X XL = nel and Z hy, |xk| = nz |CF| (9.80)
k=1

Hence the representation I' is irreducible if and only if
Z Iy, [xE|* = (9.81)

Remark. Thus we can reduce any representation I' of G to a direct sum over the inequivalent
irreducible representations using the characters ¢ once we have the characters y} of I. O

Definition 9.26. If G is a group of finite order n, then every element g of G defines a permu-
tation Py (g, — ggr, k = 1,...,n). The map g — P, is a permutation representation of G.
If A(P,) is the permutation matrix associated with P, (see Eq. (9.27)), then the representation
e lg — A(Pg)] is a faithful representation, the regular representation, of G. |

The characters of I'* are given by x1* = n, Xf’ =0(k=2,...,p). From Eq. (9.80) we

have caR = mg,, where m, is the dimension of the irreducible representation I'*. Thus s
expressed as a direct sum of the inequivalent irreducible representations I'!, ..., I'? of G as
't =ai_ m,T° (9.82)
Then also
q q
Z mi =n and Z maXy =0 (9.83)

a=1 a=1
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Now suppose I' = T'* [¢ — D(g)] is an irreducible representation of G (dimension m,),
and K, is a class of G with hy, elements. Then the class matrix D kF of K}, in I is defined by

DkFE Z D(g) (9.84)

g in Ky,

Since g(Kj) = (K})g follows directly from the definition of a class, the class matrix D
commutes with every g in G. Since I' = I'® is irreducible, we must have

D =D¢=)\'1 (9.85)
by Schur’s Lemma I; here A{ is computed by taking traces on both sides to give
ma Al = hy X, (9.86)
In general, the class matrices satisfy
P
DD} =Y ;DS (9.87)
=1
where the cﬁ .. are the class multiplication coefficients of G (see Problem 2). If I' = I'*, then
P
hihg X3XE =mg Y cihexé (9.88)
=1
If we now sum Eq. (9.88) over the inequivalent irreducible representations of G, we obtain
q P q
hihy, Z XiXk = Z cﬁkhe Z My Xy = ncjl-k. (9.89)
a=1 (=1 a=1

in view of Eq. (9.83). Now c;k is the number of times the identity element appears in the
product of the classes K; and Kj,. Clearly c}k = 0 unless K is the class K, inverse to Ky;
in that case, c} ;. must be the number Ay, of group elements in the class K. Thus we have

cjk = Il (9.90)

Since I'* is unitary, we also have X% = X", and then

a
e > XSTXE = ndjy, 9.91)

a=1
Thus the g-dimensional vectors uy with components uf = x¢ (a = 1, ..., q) form an orthog-

onal system. Hence there are at most ¢ classes of G.
The preceding results taken together form the fundamental theorem on the inequivalent
irreducible representations of a finite group.
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Theorem 9.4. (Fundamental Representation Theorem) Suppose G is a group of finite order n

containing the classes K1 = {e}, Ko, ..., K, with hy =1, ho, ..., h, elements, respectively.
Let T, ..., T'7 be the inequivalent irreducible representations of G, and let x¢ be the character
of the class K} in the irreducible representation I'“. Then

(i) ¢ =p,and

(i) the p x p matrix V = (v{) with matrix elements

hi
vl = ‘/Wk Xe (9.92)

18 unitary.
Remark. The characters of the group can then be presented as a p x p matrix, the character
table of the group, as illustrated in the examples below. O
Thus the number of inequivalent irreducible representations of G is equal to the number of
classes of G. The characters form an orthonormal system (with appropriately chosen weights)
considered as vectors with components either along the classes of G, or along the inequivalent
irreducible representations of G. Equations (9.76) and (9.88), together with Eq. (9.83), are
enough to completely determine the characters and even the representations for small groups,
and lead to general methods for computing the characters and representations of larger groups.

O Example 9.37. The symmetry group of a square consists of rotations in the plane
through an integer multiple of 7/2, and any of these rotations combined with a rotation p

through 7 about a diagonal of the square. This group has elements that we can denote by

2 .3 2 3 i
e,a,a”,a’,p, pa, pa, pa’, with

at=e pP=e pap=a’® =a"* (9.93)

The group is in fact isomorphic to the dihedral group D, introduced in Section 9.2 (show
this). The classes of the group are easily identified:

Ky, ={e} Ky=1{a,a®} Ks3={da®} Ky | Ky | K3 | Ky | Ks
h 1 2 1 2 2
rt 1 1 1 1 1

Ky={p,pa®}y  Ks=/{pa,pa’}

With five classes, there are five inequiva-

lent irreducible representations. It is clear e 1 I | -1] -1
from Eq. (9.83) that of these, four are one- 3 1 =1 1 1| =1
dimensional and one is two-dimensional.

r 1 | -1 1 |-1] 1

For the one-dimensional representations,
we can identify a = +1 and p = =£1 inde- I 2 0| -2]0 0
pendently. For the two-dimensional repre-
sentation, the requirement p? = e allows

Character table for Dy.

us to identify p = o1; then pap = ! leads to the choice a = io5, unique up to sign, to
obtain a real representation (it is also possible to start with p = o3). The characters of the
group are then easily computed and can be arranged in the character table shown at the
right (check the orthogonality relations as an exercise). |
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O Example 9.38. The alternating group A, contains the 12 even permutations of degree 4.
These permutations have cycle structure (11), (22), and (4), but from Eq. (9.83) we can
be certain that at least one of these classes of S, must divide into smaller classes in A4. In
fact, a short computation shows that the classes of .4, are

Ky ={e} Ky ={(12)(34),(13)(24), (14)(23)}

K5 ={(321),(431), (124), (234)} h 1 3 4 4
Thus there must be three one-dimensional rt 1 1 1 1
and one three-dimensional irreducible rep- 2 1 1 ”

. . w | w
resentation. Since the 3-cycles are of or-
der 3, they must be represented in the one- r 1 1 w' | w
dimensional representations by cube roots of T4 3 | —11 0 0
unity, which are 1, w, and w*, where
Character table for Aj,.

(27Ti)
W = exp ?

Note that the classes K1 and K5 form an invariant subgroup of .43 isomorphic to Zy ® Z,
with factor group Zs. Hence we expect three one-dimensional representations correspond-
ing to those of Z3. Note also that K3 and K3 are inverse classes, so x(K3) = x*(K3) in
any representation. To construct the three-dimensional representation, start with the fun-
damental permutation representation on C* and consider the three-dimensional subspace
spanned by the orthonormal system

djl = %(1717_17_1) ¢2 = %(1a_1717_1) 7/)3 = %(17_15_171) (994)
On this subspace, the elements of the class K5 of A, are represented by
1 0 0 -1 0 0
(12)(34)=(0 -1 0 (13)(24) = 0 1 0
0 0 -1 0 0 -1
-1 0 0
(14)(23) = 0 -1 0 (9.95)
0 0 1
while the 3-cycles in the classes K3 and K3 are represented by
0 1 0 o 0 —1 0 o
(123) = 0 0 —1]=(321) (421)=(0 0 —-1|=1(124)
-1 0 0 1 0 0
(9.96)
0 -1 0 o 0 1 0 o
(134) = 0 0 1| =(431) (432) =0 0 1| =(234)
-1 0 0 1 0 0

This is the irreducible representation I'* of 4. |
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9.4.3 Kronecker Product of Representations

There are many systems in which we encounter a space that is a tensor product of group rep-
resentation spaces. In quantum mechanics, for example, we consider separately the symmetry
of a two-electron state under exchange of the spatial and spin coordinates of the two electrons.
The combined state must be antisymmetric according to the Pauli principle, but this can be
achieved either with symmetric space and antisymmetric spin states, or vice versa. This exam-
ple is simple enough, but when more particles are involved, the implementation of the Pauli
principle requires further analysis.

Definition 9.27. Let '* [¢ — D%(g)] and I'® [g — D?(g)] be irreducible representations of
G on V% and on V°. Then the representation I'* x I'* of G on V* ® V? defined by
I xrt: ¢g—-D>*'=D*®D" (9.97)

is the Kronecker product (or tensor product) of T and T'?. |
The Kronecker product can be reduced to a sum of irreducible representations of the form

I xTrb =@, Cor° (9.98)
The coefficients C'” in this reduction are called the coefficients of composition of G.

The character of I'® x I'® is simply the product of the characters of I'* and I'?,

axb

X0 = XXy (9.99)
It follows from the orthogonality relation (9.76) that

P P

nCe =" hxidxe =Y XX xg (9.100)
k=1 k=1

Thus the C%° can be computed directly from the character table.

One useful general result can be obtained if we let I'“ be the identity representation. Then
Eq. (9.100) becomes

p
nCi =" hyxixg = né® (9.101)
k=1

where ['® = I"** is the complex conjugate of I'*, and I'; denotes the identity representation.
Hence I';y appears only in the Kronecker product of an irreducible representation with its
complex conjugate.

There are also symmetries of the C%° that follow directly from Eq. (9.100). For example,

Cgb _ C(l;a _ C}}E _ Cgé (9.102)
These symmetry relations simplify the evaluation of many Kronecker products.

O Example 9.39. Consider the group D, with character table given in Example 9.37. For
the one-dimensional representations, Kronecker products can be read off directly from the
character table to give

M?xrd=r+ M?xrt=r3 B xIrt=r? (9.103)
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Note that the characters of the one-dimensional representations themselves form an
Abelian group, the character group, here isomorphic to Zs ® Zs. Also,

I xI°=r° (9.104)
(a=1,...,4), and finally,
Px=Tlorerer (9.105)

This result follows directly from the symmetry relations (9.102), though it can also be
obtained by calculation using Eq. (9.100) and the character tables. |

= Exercise 9.19. Compute the reduction of the Kronecker product I'* x I'* in the group 4,4
from the character table given in Example 9.38. U

9.4.4 Permutation Representations

In Section 9.4.2, we introduced the representation of a group G of order n by the permutations
of the n group elements associated with group multiplication, i.e., if g1 = e, ¢go,..., g, are
the elements of G, then

99k = Giy, (9.106)

defines a permutation P, = (i1,...,1,) of n. The regular representation I'® of G was then
introduced (Definition 9.26) as the representation [ — A(P,)] of G by the permutation
matrices A (P) corresponding to these permutations.

There are other useful representations of groups by permutations and their associated ma-
trices. Every element P of the symmetric group Sy corresponds to an N x N permutation
matrix A (P); this is the fundamental (or defining) representation of Sy. The fundamental
representation is reducible, since the vector &, = (1,1,...,1) is transformed into itself by
every permutation of the basis vectors. However, the representation of Sy on the (N—1)-
dimensional manifold M (&) actually is irreducible, as we now show for the case of S3.

U Example 9.40. For the group S3 of permutations of three objects, the fundamental three-
dimensional representation was introduced in Example 9.31, with representation matrices
given in Eq. (9.46). This representation of Ss is reducible, since one-dimensional subspace
M(&p) is invariant under S3. We have

A(P)&o = &o 9.107)

for every permutation P in Ss. This defines the identity (symmetric) representation of Ss.
To construct a two-dimensional representation on M= (&), note that the vectors

P = \/g(l, -1,0) Yo = \/%(1, 1,-2) (9.108)

form a complete orthonormal system on M (&;). These vectors are chosen so that (i)
they are orthogonal to &y and (ii) they are either symmetric (i)2) or antisymmetric (1)
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under the transposition of ¢; and ¢2. A short calculation shows that in this basis, the
transpositions are represented by the 2 x 2 matrices

(12) = (‘01 (1)> (13) = % <_i/§ __‘{g) (23) = % (;3 f)
(9.109)

Then also

(123) = (13)(12) = % <&% _\f) (321) = (12)(13) = = (_\/15 \/f)

2
(9.110)

This representation is irreducible, since the matrices do not commute with each other, and
thus cannot have common eigenvectors. |

Remark. The group Ss thus has three inequivalent irreducible representations: Two one-
dimensional representations, symmetric (P — 1) and antisymmetric (P — ¢p), and the
two-dimensional representation found here, the mixed symmetry representation. O

If a group G of order n has a subgroup H of order m, index ¢ = n/m, then permutations
of the cosets of H in G associated with the group multiplication define a permutation represen-
tation P(G, H) of G, in which P(g,H) is the permutation of the cosets of H in G associated
with multiplication by the group element g. To understand this representation, note that there
are elements g, = e, go, . . ., g; of G such that g1 H, g2'H, . . ., g;H are the disjoint cosets of H
in G. Then we can form the ¢ x ¢ matrices (g, h) such that

1, ifggs = gah
aplg, h) = 9.111
oas(9h) {O otherwise ( )

These matrices have at most one nonzero element in any row or column, since given ¢ in G,
and 3 =1,...,t, the element ggg belongs to exactly one coset of H, say g,H. Then let

w(g.H) =Y olg,h) = A(P(g, H)) (9.112)
he™M
where A (P(g,H)) is the permutation matrix associated with the permutation P (g, H).
- Exercise 9.20. Show that

(g1, H)7 (g2, H) = 7(g192, H)

so that the (g, H) actually form a representation of G. O

The 7(g, H) define the principal representation of G induced by H. Other representations
of G can be constructed from those of H using the matrices (g, h). If A [h — D?(h)] is a
representation of H, then

D'(g9)= > o(g.h) @ D(h) (9.113)
hin H
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is a representation I' = Aj,q of G, the representation of G induced by A. The principal
representation [¢ — 7(g, H)] of G is evidently induced by the identity representation of .

U Example 9.41. Consider the alternating group .4, introduced in Example 9.38. This
group has an Abelian subgroup H isomorphic to Z9 ® Zs with elements

e a=(12)(34) b= (13)(24) c = (14)(23) 9.114)
with
=0 =c*=¢ and abc=¢e (9.115)

H has four inequivalent irreducible representations: The identity representation I'%, and
three representations labeled I'*, I'®, and T'°, in which the elements a, b, ¢, respectively,
are represented by +1 and the other two elements of order 2 by —1. The cosets of H are
H = {K; U K,}, K3, and K3, using the notation of Example 9.38, and we can take the
coset representatives to be e, (123) and (321).

In the principal representation I'”* of A, induced by , all the elements of each coset
are represented by the same matrix, and we have

1 0 0 010 00 1
H—-10 10 Ks— [0 0 1 Ks— |1 0 0] 9.116)
00 1 100 01 0

These matrices have common eigenvectors ¥y = (1, A\, \?) with A\* = 1, so that I'"* is
reducible; in fact,

M=rterters (9.117)

where the I'*23 are the irreducible representations of .4, constructed in Example 9.38.

The three-dimensional irreducible representation I'* of A4 appears only in the rep-
resentations of 4, induced by one of the representations 1'%, I, T'° of H. Since these
lead to equivalent representations of .44, we can choose I'*. We then find solutions to the
following equation

998 = galt (9.118)

as g runs through A4 and gg runs through the set {e, (123), (321)}. The results are shown
in the table, together with the corresponding matrices in the induced representation. The
matrices for the 3-cycles in the class K3 of .4, are not given explicitly; the matrix such a
3-cycle is simply the transpose of the matrix for its inverse in the class K. |
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Table 9.1: Multiplication table for generating representations of .44 induced by an irreducible
representation of its Zo ® Zo subgroup. The rightmost column gives the matrices for the rep-
resentation of .44 induced by the representation of Zy ® Zs in which the elements e and a are
represented by +1, the elements b and ¢ by —1.

g 95 go | b | D oapD(h)

h
a € € a 1 0 0
a | (123) | (123) | b 0 -1 0
a | (321) | (321) | ¢ 00—l
b e e b

-1 0 0
b | (123) | (123) | ¢ 0 -1 0
b G2y |Gy o VOO0
C (& e C 1 0 0
c (123) | (123) | a 0o 1 0
c | (321) | (321) | b 0 0 -l
(123) | e | (123) | e 0 o0 1
(123) | (123) | (321) | e 1 0
(123) | 321y | e |e| \O 10
(134) | e | (123) | a 0 o0 1
(134) | (123) | (321) | b 1 0 0
(134) | (321) | e | ¢ 0 -1 0
(421) | e | (123) | ¢ 0 0 1
(421) | (123) | 321) |a | [-1 0 0
@n | @n| e s VO b0
(432) | e | (123) | b 0 o0 1
(432) | (123) | 321) | ¢ | [-1 0 o0
(432) | (321) | e |a 0 -1 0

Remark. The matrices in the table are not exactly the same as those given in Example 9.38.
However, the two representations are in fact equivalent, since one can be transformed into the
other by a rotation through 7 /2 in the 19-1)3 plane. The details are left to the reader. O
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9.4.5 Representations of Groups and Subgroups

Any representation of a group G is a representation of a subgroup H, but in general, an irre-
ducible representation of G is reducible when restricted to . As explained in the preceding
section, a representation of H induces a representation of G, which is also reducible in general.
The Frobenius reciprocity theorem, explained below and derived in Appendix A, provides a
fundamental relation between the reduction of irreducible representations of G restricted to a
subgroup H and the representations of G induced by irreducible representations of H.

Suppose G is a group of order n, with inequivalent irreducible representations ', ..., I'?,
of dimensions my, ..., m,, respectively. Also, suppose H is a subgroup of G of order m with
inequivalent irreducible representations denoted by A', ..., A%, with y. the dimension of A¢
(¢ =1,...,q). A representation I" of G restricted to H defines the representation I'gy}, of H
subduced by I'. The irreducible representation I'* of G subduces a representation I'?, , of H
that can be reduced to a sum of irreducible representations of H,

Plup = B g A° 9.119)

with nonnegative integer coefficients a,. On the other hand, the irreducible representation
A¢ of H induces a representation A{, ; of G, also reducible in general,

icnd = G9(1 ﬁcara (9120)
with nonnegative integer coefficients (3.,. The Frobenius reciprocity theorem states that

ey = Bea (9.121)

In words, the coefficients that appear in the reduction of an irreducible representation of G
restricted to a subgroup H are equal to the coefficients in the reduction of the representation of
G induced by an irreducible representation of 7. A proof of this crucial theorem is presented
in Appendix A for the curious reader.

An important corollary that is extremely useful in practical computations is

I % Afq = [Tgup X A% g (9.122)

This allows Kronecker products obtained for a subgroup H to be used to reduce those in G.
This result will be applied to the the symmetric group in the next section.

Representations of direct product groups are often useful in constructing representations
of larger groups. If G, and G5 are groups with representations I'(1) [g1 — D 1)(g1)] and I'(2)
[g2 — D(2)(g2)], respectively, then

(91,92) = D(g1,92) = D(1)(91) ® D(2)(g2) (9.123)

is a representation I'(1) ® I'(2) of G; ® G, irreducible if and only if both I'(1) and I'(2)
are irreducible. If {T'*(1)} and {I"°(2) } are the inequivalent irreducible representations of Gy
and Go, then the inequivalent irreducible representations of G; ® Go have the form

@9 =1e(1) @ T%(2) (9.124)
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The representations of G induced by those of G; ® G- have a special name:

Definition 9.28. If G is a group with subgroup G; ® G, then the representation of G induced
by the representation I'(1) ® I'(2) of G; ® G, using the construction of Eq. (9.113), is the
outer product [I'(1) o T'(2)]g of T'(1) and T"(2) (with respect to G). The subscript G may be
omitted if the group G is understood. |

U Example 9.42. A rather simple illustration of these ideas can be extracted from the dis-
cussion of the alternating group A4 and its Zs ® Zs subgroup in examples 9.38 and 9.41.
Denote the irreducible representations of Zs by

¥ ={1,1} and T ={1,-1}
(S = symmetric, A = antisymmetric), those of Zs ® Z> by

r=rgro r*=rgr4 r=r4ere re=rer4

as in Example 9.41, and those of A4 by I':234 as in Example 9.38. Under the restriction
of Ay to its Zs ® Zs subgroup, we have

23 _, o Moregprtere (9.125)

The Frobenius reciprocity theorem then requires that the representations of .44 induced by
those of Zy ® Z4 satisfy

[g=T%T"=T"oI*¢r? (9.126)
robe =pSorA =140 =404 =1 (9.127)
as already derived in Example 9.41. |

Outer products of representations of Sy are especially important, as they play a central
role in the reduction of Kronecker products of Lie groups. As we shall see in the next chap-
ter, irreducible representations of Lie groups are associated with irreducible representations
of Sy. For example, consider the group U (n) of unitary operators on an n-dimensional linear
vector space V™. Tensors of rank N are defined on the tensor product ® 5 V™ of N identical
copies of V™. These tensors define a reducible representation of U (n); irreducible tensors are
those that transform as irreducible representations of Sy under permutations of the /V indices.

If I', and I'y are representations of a Lie group corresponding to representations Spys
and Sy, respectively, then the Kronecker product of these representations corresponds to the
representation of Sps v defined by the outer product I';oI',. Thus we are interested in finding
the irreducible representations contained the reduction of outer products of irreducible repre-
sentations of Sy . Some elegant graphical techniques are available to perform this reduction;
these are described in the next section.
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9.5 Representations of the Symmetric Group S

9.5.1 Irreducible Representations of S n

The symmetric group Sy of permutations of NV elements has classes corresponding to parti-
tions of [V, as described in Section 9.3. Each permutation has a cycle structure that can be
identified with a partition (&) of IV, and the class K¢y of S consists of all the permutations
in Sy with cycle structure characterized by (). Thus there are (V) classes in Sy. It follows
that there are also 7(/N') inequivalent irreducible representations of Sy, and these can also be
associated with partitions of V; denote the irreducible representation of Sy associated with
the partition () of N by 'V,

The simple characters of Sy are given by a remarkable generating function due to Frobe-
nius. This generating function (Eq. (9.B42)) and the graphical methods that can be used to
actually compute the characters are derived in detail in Appendix B. Here we simply note
that the dimension d()\) of T'Y) is given, as already noted in Section 9.3.2, by the number of
regular Young tableaux that can be associated with the Young diagram )M, or by the elegant
hook formula (9.B48).

The regular tableaux can be used to define projection operators that act on a general func-
tion of N variables to project out functions transforming among themselves under an irre-
ducible representation on Sy under permutations of the variables. For example, the operators
S and A defined by

S= > P and A= ) cpP (9.128)
PeSy PeSy

project out the symmetric and antisymmetric components of a function of /N variables. These
components may not be present, of course, in which case the projection gives zero.

For a general regular tableau ¢ associated with a partition (\) of N, we let H; (V) denote
the subgroup of Sy that leaves the rows (columns) of the tableau unchanged. Then define

S, = Z P and A, = Z epP (9.129)

PecH, PeV;

S: (A;) projects out components of a function that are symmetric (antisymmetric) under per-
mutations of variables in the same row (column) of £. We then define the Young symmetrizer
associated with ¢ as

Y. =AS; (9.130)
Note that if ¢ and ¢’ are two distinct regular tableaux, there is necessarily at least one pair
of elements in some row of ¢’ that appears in the same column of ¢. Then Sy A; = 0,
since A, projects out the component antisymmetric under exchange of this pair, which is then

annihilated by Sy,. Thus

Y, Y;=0 (9.131)
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U Example 9.43. For the symmetric group Ss, the operators S and A are given by
S = e+ (12)+ (13) + (23) + (123) + (321)
(9.132)
A = e—(12)—(13) — (23) + (123) + (321)

(here e is the identity permutation), with S? = 6S and A? = 6A so that the actual
projection operators are S/6 and A /6. As noted in Example 9.28, there are two regular
tableaux associated with the partition [21] of 3 (here we use square brackets to denote
partitions to avoid confusion with permutations). These are

(a) ; 2] and  (b) % 3]

For the tableau (a), we have

S, =¢e+(12) A,=¢e—(13) (9.133)
and then

Y., =e+ (12) — (13) — (123) (9.134)
while for the tableau (b), we have

Sy =e+ (13) Ay =e—(12) (9.135)
and then

Y, =e— (12) + (13) — (321) (9.136)

Now Y,Y, = O as expected, and also Y2 = 3Y, and Y7 = 3Y} so that the actual
projection operators here are Y, /3 and Y},/3. |

Note that the projection operators in the example satisfy
FS+A)+3(Ya+Yy) =e (9.137)

thus defining a resolution of the identity on the six-dimensional space of arrangements of three
objects. S and A project onto the one-dimensional spaces of symmetric and antisymmetric
combinations, while Y, and Y, project onto two-dimensional manifolds in which permuta-
tions are represented by an irreducible representation I'?Y) of S, so the total dimension of
the projection manifolds is six, as required.

However, if we consider the projection operators as elements of the group algebra intro-
duced in Section 9.1.3, there are only four projection operators, while the group algebra is
six-dimensional. Thus we need two more independent vectors to define a basis of the group
algebra. We can choose these to be (23)Y, and (23)Y}. It can be verified by direct calcu-
lation that these vectors are independent of the projection operators; hence, we have a set of
basis vectors for the group algebra.



426 9  Finite Groups

Now recall the regular representation of a group introduced in Definition 9.26; it is equiv-
alent to representing the group by its action as a linear operator on the group algebra. Intro-
ducing the Young symmetrizers allows us to reduce the regular representation of Sy on its
own group algebra into its irreducible components, as here the group algebra is spanned by
the one-dimensional vector spaces Vg and V4 defined by S and A, together with the two-
dimensional spaces V, and V;, spanned by {Y,, (23)Y,} and {Y}, (23)Y,}, span the entire
group algebra.

-> Exercise 9.21. Show that
(23)Y, =Y,(23) and (23)Y, =Y.(23)

How are these identities related to the fact that the Young tableaux (a) and (b) are transformed
into each other by interchanging 2 and 3? O

Young symmetrizers can be constructed for any irreducible representation of any Sy using
the standard tableaux. They provide a separation of a general function of /N variables into
parts that have a definite symmetry, i.e., parts that transform according to definite irreducible
representations of Sy under permutations of the variables. There are various methods for
constructing explicit representation matrices if these are actually needed. We have given the
matrices for the mixed [(21)] representation of S3 in Example 9.40, and invite the reader to
find matrices for the irreducible representations of Sy in Problem 16. General methods are
described in the book by Hamermesh cited in the bibliography, among many others.

9.5.2 OQOuter Products of Representations of S,,, ® S,

One avenue to study the irreducible representations of a symmetric group is to understand
the relations between representations of the group and those of its subgroups, as described
in general in Section 9.4.5. Of particular interest here are the representations of a symmetric
group Sy, induced by irreducible representations I') ® I'®) of a subgroup S,, ® Sp;
these representations are the outer products defined in Section 9.4.5 (see Definition 9.28).
The outer products of symmetric groups are also related directly to the Kronecker products of
representations of Lie groups, as we will soon see in Chapter 10. The outer product I'(#) o '(*)
is in general reducible; we have

T o™ =" K{(1) ()| (AT (9.138)
\)

where the summation is over partitions (A) of m + n. The expansion coefficients
K{(p)(v)|(\)} can be evaluated by graphical methods that we describe here; some deriva-
tions are given in Appendix B.3.

We first consider the case where the partition () = (m), i.e., the partition has a single
part, corresponding to a Young diagram with m nodes in a single row. Then, as derived in
Appendix B, the coefficient K {(m)(v)|(\)} is equal to one if and only if the diagram )
can be constructed from )*) by the addition of m nodes, no two of which appear in the same
column of Y », Otherwise, the coefficient is zero.
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U Example 9.44. For Sy ® So, we have the products

el =Tame e

1] 1]1
1]
1o =

For S ® S3, we have the products

(e [T T1=[TTTi1& - e
-7 - e T 06 1 o [
1 [
— — 1] 1]
O g
Te[]- ®
T v
These should show the general picture. |
- Exercise 9.22. Show that if m < n, then we have
l—\(m) o I\(TL) _ Z F(m+n—k k)
k=0
Draw a picture of this in diagrams. O

It remains to reduce the outer product ') o I'(*) of a general pair of irreducible represen-
tations of S,,, and S,,. An algebraic expression is given in Appendix B (Eq. (9.B53)), but a
graphical rule that is more useful in practice is also given there (Theorem 9.5). This rule states
that if (1) = (p1 p2 ... q) is a partition of m and (v) is a partition of n, then the coefficient
K{(p)(v)|(A\)} in the reduction (9.138) is equal to the number of distinct constructions of
the diagram VM) from the diagram Y(*) by successive application of ;1 nodes labeled 1, sz
nodes labeled 2, ..., i, nodes labeled ¢ such that

(N) no two nodes with the same label appear in the same column of YN and

(R) if we scan YN from left to right across the rows from top to bottom, then the ith
node labeled k + 1 appears in a lower row of Y*) than the ith node labeled k.

U Example 9.45. A very simple example is

|
Hom: 3 ‘1‘69 1 butnot | | [1]2] or 13

2]

where the latter two diagrams are excluded by rule (R). This result also agrees with the
outer product in the previous example. |
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U Example 9.46. We have

1]1 1
(T1e-H =g 11|1@||@ 1 |
— — 1] 1]
The same product in reverse order is given by
| 1] |
‘Ol:‘:‘:‘: “1‘1|@ |1‘@1 P11
2 112 51
— - 2] 2]
Thus the outer product does not depend on the order of the terms in the product. |
- Exercise 9.23. Evaluate the outer product T'?1) o I'(21), O
O Example 9.47. As a final example, we have
1]
] _ [T 1 L
o -H ® b o [
@ S 1 |
1]1 T
The evaluation of I'®) o T'(?2) is left to the reader. |

9.5.3 Kronecker Products of Irreducible Representations of S
Consider now the Kronecker product
T x TW =3 C{() ()| (AT (9.139)
)
of the irreducible representations ') and T'(*) of S. A formal expression for the coefficients

C{m@)I(N)} is

N m v A
CLI N} = 32— XXX iom (9.140)
(m) '

which shows that the coefficients C'{(u)(»)|(A\)} are symmetric in (), () and () (the char-
acters of Sy are real). Also,

CLUm @I} = C{w @M} (9.141)

so that we can conjugate any two of the partitions in C{(u)(v)|(\)} and have the same result.
Finally,

C{()(W)|(N)} = 6(,yy and C{(n)@)|(AM)} =60 (9.142)
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Thus the Kronecker product of an irreducible representation with itself, and only with itself,
contains the identity representation, while the antisymmetric representation is contained only
the product of an irreducible representation with the irreducible representation belonging to
the conjugate partition.

Actual computation of the coefficients C'{(u)(v)|(\)}, or of the complete reduction
(9.139), is aided by the symmetry of the coefficients and the dimension check

dWd®) =3 " C{(n)(v)|(A)} dV (9.143)
(\)

The full calculation of the reduction can be done either with the character tables, or graphically
with the aid of Eq. (9.122). If () = (£&1 &2 - .. &) is a partition of NV, let

g(f)ES& ®S§2®"'®$§q

and let I ¢y be the representation of Sy induced by the identity representation of G(€). If (1)
another partition of IV, then Eq. (9.122) has the form

D0 X Tey = [1 8 Jina (9.144)

Here F((Eu)) is the (reducible) representation of G(&) subduced by ("), By the Frobenius

reciprocity theorem, this representation contains all the representations
€ o) ... g1

for which I'(1) is contained in the outer product
¢ o) 6... o7&
To compute all the coefficients C'{(u)(v)|(A)} for fixed N, we can proceed through the

partitions (£) of N in order. The representation I' ((EM)) can be reduced with the aid of graphical

rules and the Frobenius reciprocity theorem, and the reduction of [F((;))]ind is done with the
graphical rules for outer products. Since the reduction of I'(¢) involves only (&) and partitions
of N that precede (), the product I'(#) % I'(© can then be obtained by subtraction.

U Example 9.48. The Kronecker products in S3 are straightforward. The nontrivial result

- e @@

follows directly from counting dimensions and the general result (9.142). |

U Example 9.49. For S,, the Kronecker products of the identity representation are trivial.
Next, note that

L (e 0 = 1), = (T3« Do (

=)
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since
i = (Te e (He0)

is computed by noting all the ways in which a single node can be removed from the dia-
gram )31 Then note that

T-O-1 e+ . HHe-O=H1e{]eT

Since
- -me0- o

we then have

U -mme e HHe [

Note that the dimension check is satisfied. Also
_ (31)
< (T e[ =[r&)]. |

Now T'31) contains the representations of S3 ® &1 obtained by removing a single node

from th(eZil)iagram V2 Thus
s = H e O
and then B
), - e e
so that -
O -

This actually could have been deduced from the dimension check alone, using the symme-
try relation (9.142). |

- Exercise 9.24. Reduce the Kronecker products

X ‘ ‘and X

using the graphical methods given here. o
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9.6 Discrete Infinite Groups

The simplest discrete infinite group is the group Z of integers under addition, which corre-
sponds to the group of translations of a one-dimensional lattice. If we let T denote the transla-
tion of the lattice by one unit, then the group consists of the elements T" (n = 0, £1, £2,...).
For every complex number z, there is an irreducible representation I'(z) of the group, in which

T—2z and T" — 2" (9.145)

(n = 0,41,42,...). The representation is unitary if and only if |z| = 1, in which case let
z = exp(ik) and then

T" — e'kn (9.146)

Remark. This example shows that representations of an infinite group need not be unitary,
unlike those of a finite group. O

For an N-dimensional lattice, there are N fundamental translations T, ..., T, and the
group elements have the form

T(x) =T - TN (9.147)
with x = (z1,...,2y) and z,,, = 0,+1,+2,... (m = 1,..., N). There is an irreducible
representation I'(z1, . . ., zy) for every N-tuple (z1, ..., zy) of complex numbers, with

T(x) — 2" - 2