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From the Series Editor

Over the last 20 years, optical science and engineering has emerged as a discipline in its own right. This has occurred with the realization that we are dealing with an integrated body of knowledge that has resulted in optical science, engineering, and technology becoming an enabling discipline that can be applied to a variety of scientific, industrial, commercial, and military problems to produce operating devices and hardware systems. This book series is a testament to the truth of the preceding statement.

Quality control and the testing have become essential tools in modern industry and modern laboratory processes. Optical methods of measurement have provided many of the essential techniques of current practice. This current volume on *Optical Methods of Measurement* emphasizes wholefield measurement methods as opposed to point measurement, that is, sensing a field all at once and then mapping that field for the parameter or parameters under consideration as contrasted to building up that field information by a time series of point-by-point determinations. The initial output of these wholefield systems of measurement is often a fringe pattern that is then processed. The required fringes are formed by direct interferometry, holographic interferometry, phase-shifting methods, heterodyning, speckle pattern interferometry, and moiré techniques.

The methods described here are applicable to many measurement scenarios, although the examples focus on modern experimental mechanics. Since this volume covers the variety of techniques available and their range of applicability together with their sensitivity and accuracy as determined by the underlying principle, the reader will find these pages an excellent practice guide of wholefield measurement as well as a desk reference volume.

Brian J. Thompson
Preface

Many good ideas originated from several of my professional colleagues that have considerably improved the book. I would like to thank Prof. Osten from Stuttgart University and Professors Hinsch and Helmers from the University of Oldenburg for providing numerous contributions to the contents of the book. I owe a great deal to my colleagues Prof. M. P. Kothiyal, Prof. Chandra Shakher, and Dr. N. Krishna Mohan for their help and support at various stages.

Since the phenomenon of interference is central to many techniques of measurement, I have introduced a chapter on “Optical Interference.” There have been several additions like the non-diffracting beam and singular beam with their metrological applications. Bibliography and additional reading have been expanded. The book contains references to 103 books, 827 journal papers, and 130 figures.

Revision of this book was originally slated for late 2005; however, administrative responsibilities prevented this. It is only through the persistent efforts by the staff of Taylor & Francis that the revision finally materialized. I would therefore like to express my sincere thanks to Jessica Vakili and Catherine Giacari for keeping my interest in the book alive.

Rajpal S. Sirohi
Preface to First Edition

Optical techniques of measurement are among the most sensitive known today. In addition, they are noncontact, noninvasive, and fast. In recent years, the use of optical techniques for measurement have dramatically increased, and applications range from determining the topography of landscapes to checking the roughness of polished surfaces.

Any of the characteristics of a light wave—amplitude, phase, length, frequency, polarization, and direction of propagation—can be modulated by the measurand. On demodulation, the value of the measurand at a spatial point and at a particular time instant can be obtained. Optical methods can effect measurement at discrete points or over the wholefield with extremely fine spatial resolution. For many applications, wholefield measurements are preferred.

This book contains a wealth of information on wholefield measurement methods, particularly those employed frequently on modern experimental mechanics since the variable that is normally monitored is displacement. Thus, the methods can be used to determine surface deformation, strains, and stresses. By extension, they can be applied in the nondestructive evaluation of components. There is no doubt that the methods described are applicable to other fields as well, such as the determination of surface contours and surface roughness. With the appropriate setup, these wholefield optical methods can be used to obtain material properties and temperature and pressure gradients. Throughout the book, emphasis is placed on the physics of the techniques, with demonstrative examples of how they can be applied to tackle particular measurement problems.

Any optical technique has to involve a light source, beam-handling optics, a detector, and a data-handling system. In many of the wholefield measurement techniques, a laser is the source of light. Since much information on lasers is available, this aspect is not discussed in the book. Instead, we have included an introductory chapter on the concept of waves and associated phenomena. The propagation of waves is discussed in Chapter 2.

Chapter 3 deals with current phase evaluation techniques, since almost all the techniques described here display the information in the form of a fringe pattern. This fringe pattern is evaluated to a high degree of accuracy using currently available methods to extract the information of interest. The various detectors available for recording wholefield information are described in Chapter 4. Thus the first four chapters provide the background for the rest of the book.

Chapter 5 is on holographic interferometry. A number of techniques have been included to give readers a good idea of how various applications may be handled.
The speckle phenomenon, although a bane of holographers, has emerged as a very good measurement technique. Several techniques are now available to measure the in-plane and out-of-plane displacement components, tilts, or slopes. In Chapter 6, these techniques are contrasted with those based on holographic interferometry, with discussion on their relative advantages and areas of applicability. In recent times, electronic detection in conjunction with phase evaluation methods has been increasingly used. This makes all these speckle techniques almost real-time approaches, and they have consequently attracted more attention from industry. Chapter 6 includes descriptions of various measurement techniques in speckle metrology.

Photoelasticity is another wholefield measurement technique that has existed for some time. Experiments are conducted on transparent models that become birefringent when subjected to load. Unlike holographic interferometry and speckle-based methods, which measure displacement or strain, photoelasticity gives the stress distribution directly. Photoelasticity, including the technique of holophotoelasticity, is covered in Chapter 7.

The moiré technique, along with the Talbot phenomenon, is a powerful measurement technique and covers a very wide range of sensitivity. Chapter 8 presents various techniques, spanning the measurement range from geometrical moiré with low-frequency diffraction gratings.

The book has evolved as a result of the authors’ involvement with research and teaching of these techniques for more than two decades. It puts together the major wholefield methods of measurement in one text, and, therefore should be useful to students taking a graduate course in optical experimental mechanics and to experimentalists who are interested in investigating the techniques available and the physics behind them. It will also serve as a useful reference for researchers in the field.

We acknowledge the strong support given by Professor Brian J. Thompson and the excellent work of the staff of Marcel Dekker, Inc. This book would not have been possible without the constant support and encouragement of our wives, Vijayalaxmi Sirohi and Chau Swee Har, and our families, to whom we express our deepest thanks.

Rajpal S. Sirohi
Fook Siong Chau
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1 Waves and Beams

Optics pertains to the generation, amplification, propagation, detection, modification, and modulation of light. Light is considered a very tiny portion of the electromagnetic spectrum responsible for vision. In short, optics is science, technology, and engineering with light. Measurement techniques based on light fall into the subject of optical metrology. Thus, optical metrology comprises varieties of measurement techniques, including dimensional measurements, measurement of process variables, and measurement of electrical quantities such as current and voltages.

Optical methods are noncontact and noninvasive. Indeed, the light does interact with the measurand, but does not influence its value in the majority of cases, and hence such measurements are termed noncontact. Further, information about the whole object can be obtained simultaneously, thereby giving optical methods the capability of wholefield measurement. The measurements are not influenced by electromagnetic fields. Further, light wavelength is a measurement stick in length metrology, and hence high accuracy in measurement of length/displacement is attained. Some of these attributes make optical methods indispensable for several different kinds of measurements.

1.1 THE WAVE EQUATION

Light is an electromagnetic wave, and therefore satisfies the wave equation

\[ \nabla^2 E(r, t) - \frac{1}{c^2} \frac{\partial^2 E(r, t)}{\partial t^2} = 0 \]  

(1.1)

where \( E(r, t) \) is the instantaneous electric field of the light wave and \( c \) is the velocity of light. [The instantaneous magnetic field of the wave, \( B(r, t) \), satisfies a similar equation.] Equation 1.1 is a vector wave equation. We are interested in those of its solutions that represent monochromatic waves, that is,

\[ E(r, t) = E(r) \exp(-i\omega t) \]  

(1.2)

where \( E(r) \) is the amplitude and \( \omega \) is the circular frequency of the wave. Substituting Equation 1.2 into Equation 1.1 leads to

\[ \nabla^2 E(r) + k^2 E(r) = 0 \]  

(1.3)
where \( k^2 = \omega^2/c^2 \). This is the well-known Helmholtz equation. A solution of the Helmholtz equation for \( E(r) \) will provide a monochromatic solution of the wave equation.

### 1.2 PLANE WAVES

There are several solutions of the wave equation; one of these is of the form

\[
E(r) = E_0 \exp(i k \cdot r) \quad (1.4)
\]

This represents a plane wave, which has constant amplitude \( E_0 \) and is of infinite cross-section. A plane monochromatic wave spans the whole of space for all times, and is a mathematical idealization. A real plane wave, called a collimated wave, is limited in its transverse dimensions. The limitation may be imposed by optical elements/systems or by physical stops. This restriction on the transverse dimensions of the wave leads to the phenomenon of diffraction, which is discussed in more detail in Chapter 3. A plane wave is shown schematically in Figure 1.1a.

### 1.3 SPHERICAL WAVES

Another solution of Equation 1.3 is

\[
E(r) = \frac{A}{r} \exp(i k \cdot r) \quad (1.5)
\]

where \( A \) is a constant representing the amplitude of the wave at unit distance. This solution represents a spherical wave. A plane wave propagates in a particular direction, whereas a spherical wave is not unidirectional. A quadratic approximation to the spherical wave, in rectangular Cartesian coordinates, is

\[
E(x, y, z) = \frac{A}{z} \exp(i k z) \exp \left[ \frac{ik}{2z} (x^2 + y^2) \right] \quad (1.6)
\]

This represents the amplitude at any point \((x, y, z)\) on a plane distant \( z \) from a point source. This expression is very often used when discussing propagation through optical systems. A collimated wave is obtained by placing a point source (source size diffraction-limited) at the focal point of a lens. This is, in fact, a truncated plane wave. A spherical wave emanates from a point source, or it may converge to a point. Diverging and converging spherical waves are shown schematically in Figure 1.1b.

### 1.4 CYLINDRICAL WAVES

Often, a fine slit is illuminated by a broad source. The waves emanating from such line sources are called cylindrical waves. The surfaces of constant phase, far away from the source, are cylindrical. A cylindrical lens placed in a collimated beam will
generate a cylindrical wave that would converge to a line focus. The amplitude of a cylindrical wave, far from the narrow slit, can be written as

$$E(r) = \frac{A}{\sqrt{r}} \exp(i k \cdot r)$$

(1.7)

A cylindrical wave is shown schematically in Figure 1.1c.

1.5 WAVES AS INFORMATION CARRIERS

Light is used for sensing a variety of parameters, and its domain of applications is so vast that it pervades all branches of science, engineering, and technology, biomedicine, agriculture, etc. Devices that use light for sensing, measurement, and control are termed optical sensors. Optical sensing is generally noncontact and noninvasive, and provides very accurate measurements. In many cases, accuracy can be varied over a
wide range. In these sensors, an optical wave is an information sensor and carrier of information.

Any one of the following characteristics of a wave can be modulated by the measured property (the measurand):

- Amplitude or intensity
- Phase
- Polarization
- Frequency
- Direction of propagation

However, the detected quantity is always intensity, as the detectors cannot follow the optical frequency. The measured property modifies the characteristics of the wave in such a way that, on demodulation, a change in intensity results. This change in intensity is related to the measured property. In some measurements, the wave intensity is modulated directly, and hence no demodulation is used before detection.

1.5.1 **Amplitude/Intensity-Based Sensors**

There are many sensors that measure the change in intensity immediately after the wave propagates through the region of interest. The measurand changes the intensity or attenuates the wave—the simplest case being measurement of opacity or density. In another application, rotation of the plane of polarization of linearly polarized light is measured by invoking Malus’s law. The refractive index of a dielectric medium is obtained by monitoring reflected light when a p-polarized wave is incident on the dielectric–air interface. Measurement of absorption coefficients using Beer’s law and measurement of very high reflectivities of surfaces are other examples. Fiber-optic sensors based on attenuation are used for force/pressure measurement, displacement measurement, etc. The measurement process may lead to absolute measurements or relative measurements as the need arises.

1.5.2 **Sensors Based on Phase Measurement**

A variety of measurements are performed using phase measurement over a range of accuracies. A light wave can be modulated, and the phase of the modulated wave with respect to a certain reference can be measured to extract information about the measurand. Alternatively, the phase of the light wave itself can be measured. Phase can be influenced by distance, refractive index, and wavelength of the source. A variety of phase measuring instruments, generally known as interferometers, are available that have accuracies from nanometers to millimeters. Interferometers can also measure derivatives of displacement or, in general, of a measurand. Heterodyne interferometry is used for measuring distance, absolute distance, and very high velocities, among other things. Interferometry can also be performed on real objects without surface treatment, and their response to external perturbations can be monitored.
1.5.3 **Sensors Based on Polarization**

Malus’s law, optical activity, the stress-optic law, Faraday rotation, and so on, all based on changes of polarization by the measurand, have been exploited for the measurement of a number of quantities. Current flowing in a wire is measured using Faraday rotation, and electrically induced birefringence is used for measuring voltage, thereby measurement of power is accomplished with ease. Force is measured using the stress-optic law. Measurement of the angle of rotation of the plane of polarization can be done by application of Malus’s law.

1.5.4 **Sensors Based on Frequency Measurement**

Reflection of light from a moving object results in a shift in the frequency (Doppler shift) of the reflected light. This frequency shift, known as the Doppler shift, is directly related to the velocity of the object. It is measured by heterodyning the received signal with the unshifted light signal. Heterodyne interferometry is used to measure displacement. The Hewlett-Packard interferometer, a commercial instrument, is based on this principle. Flow measurement also utilizes measurements of Doppler shift. Laser–Doppler anemometers/velocimeters (LDA/LDV) are common instruments used to measure all three components of the velocity vector simultaneously. Turbulence can also be monitored with an LDA. Measurement of velocities has also been performed routinely by measuring Doppler shift. However, for very high velocities, the Doppler shift becomes very large, and hence unmanageable by electronics. Using Doppler interferometry, in which Doppler-shifted light is fed into an interferometer, a low-frequency signal is obtained, and this is then related to the velocity.

1.5.5 **Sensors Based on Change of Direction**

Optical pointers are devices based on change of direction, and can be used to monitor a number of variables, such as displacement, pressure, and temperature. Wholefield optical techniques utilizing this effect include shadowgraphy, schlieren photography, and speckle photography.

Sensing can be performed at a point or over the wholefield. Interferometry, which converts phase variations into intensity variations, is in general a wholefield technique. Interference phenomena is discussed in detail in Chapter 2.

1.6 **The Laser Beam**

A laser beam propagates as a nearly unidirectional wave with little divergence and with finite cross-section. Let us now seek a solution of the Helmholtz equation (Equation 1.3) that represents such a beam. We therefore write a solution in the form

\[ \mathbf{E}(\mathbf{r}) = \mathbf{E}_0(\mathbf{r}) \exp(ikz) \]  \hspace{1cm} (1.8)

This solution differs from a plane wave propagating along the z-direction in that its amplitude \( \mathbf{E}_0(\mathbf{r}) \) is not constant. Further, the solution should represent a beam,
that is it should be unidirectional and of finite cross-section. The variations of \( E_0(r) \) and \( \partial E_0(r)/\partial z \) over a distance of the order of the wavelength along \( z \)-direction are assumed to be negligible. This implies that the field varies approximately as \( e^{ikz} \) over a distance of a few wavelengths. When the field \( E_0(r) \) satisfies these conditions, the Helmholtz equation takes the form

\[
\nabla_T^2 E_0 + 2ik \frac{\partial E_0}{\partial z} = 0 \tag{1.9}
\]

where \( \nabla_T^2 \) is the transverse Laplacian. Equation 1.9 is known as the paraxial wave equation, and is a consequence of the weak factorization represented by Equation 1.8 and other assumptions mentioned earlier.

### 1.7 THE GAUSSIAN BEAM

The intensity distribution in a beam from a laser oscillating in the TEM\(_{00}\) mode is given by

\[
I(r) = I_0 \exp\left(-2r^2/w^2\right) \tag{1.10}
\]

where \( r = (x^2 + y^2)^{1/2} \). The intensity \( I(r) \) drops to \( 1/e^2 \) of the value of the peak intensity \( I_0 \) at a distance \( r = w \). The parameter \( w \) is called the spot size of the beam. \( w \) depends on the \( z \)-coordinate. The intensity profile is Gaussian; hence the beam is called a Gaussian beam. Such a beam maintains its profile as it propagates. The Gaussian beam has a very special place in optics, and is often used for measurement.

The solution of Equation 1.9 that represents the Gaussian beam can be written as

\[
E(r, z) = A \frac{\exp\left[-r^2/w^2(z)\right]}{[1 + (\lambda z/\pi w_0^2)]^{1/2}} \exp\left(\frac{ikr^2}{2R(z)}\right) \exp\left[-i \tan^{-1}\left(\frac{\lambda z}{\pi w_0^2}\right)\right] \exp(ikz)
\]

\[
= A \frac{w_0}{w(z)} \exp\left[-\frac{r^2}{w^2(z)}\right] \exp\left(\frac{ikr^2}{2R(z)}\right) \exp\left[-i \tan^{-1}\left(\frac{\lambda z}{\pi w_0^2}\right)\right] \exp(ikz)
\]

\[
= A \frac{w_0}{w(z)} \exp\left[-r^2\left(\frac{1}{w^2(z)} - \frac{ik}{2R(z)}\right)\right] \exp[i(kz - \varphi)] \tag{1.11}
\]

where \( A \) and \( w_0 \) are constants and \( \varphi = \tan^{-1}(\lambda z/w_0^2) \). The constant \( w_0 \) is called the beam waist size and \( w(z) \) is called the spot size. We introduce another constant, called the Rayleigh range \( z_0 \), which is related to the beam waist size by \( z_0 = \pi w_0^2/\lambda \). The radius of curvature \( R(z) \) and spot size \( w(z) \) of the beam at an arbitrary \( z \)-plane are given by

\[
R(z) = z \left[ 1 + \left(\frac{\pi w_0^2}{\lambda z}\right)^2\right] = z \left[ 1 + \left(\frac{z_0}{z}\right)^2\right] \tag{1.12a}
\]
\[ w(z) = w_0 \left[ 1 + \left( \frac{\lambda z}{\pi w_0^2} \right)^2 \right]^{1/2} = w_0 \left[ 1 + \left( \frac{z}{z_0} \right)^2 \right]^{1/2} \]  

(1.12b)

The amplitude of the wave is expressed as

\[ A \frac{w_0}{w(z)} \exp \left[ - \frac{r^2}{w^2}(z) \right] \]  

(1.13)

The amplitude decreases as \( \exp[-r^2/w^2(z)] \) (Gaussian beam). The spot size \( w(z) \) increases as the beam propagates, and consequently the amplitude on axis decreases. In other words, the Gaussian distribution flattens. The spot size \( w(z) \) at very large distances is

\[ w(z) \bigg|_{z \to \infty} = \frac{\lambda z}{\pi w_0} \]  

(1.14)

The half divergence angle \( \theta \) is obtained as

\[ \theta = \frac{dw}{dz} = \frac{\lambda}{\pi w_0} \]  

(1.15)

The exponential factor \( \exp[ikr^2/2R(z)] \) in Equation 1.11 is the radial phase factor, with \( R(z) \) as the radius of curvature of the beam. At large distances, that is, \( z \gg z_0, R(z) \to z \), the beam appears to originate at \( z = 0 \). However, the wavefront is plane at the \( z = 0 \) plane. In general, a \( z = \text{constant} \) plane is not an equiphasal plane. The second exponential factor in Equation 1.11 represents the dependence on the propagation phase, which comprises the phase of a plane wave, \( kz \), and Guoy’s phase \( \varphi \). These can be summarized for near-field and far-field situations as follows. For the near field

- Phase fronts are nearly planar (collimated beam).
- The beam radius is nearly constant.
- The wave is a plane wave with Gaussian envelope.
- For \( z \ll z_0, w(z) \to w_0, R(z) \to \infty \), and \( \tan^{-1}(z/z_0) = 0 \).
- There is no radial phase variation if \( R \to \infty \).

For the far field

- The curvature increases linearly with \( z \).
- The beam radius increases linearly with \( z \).
- For \( z \gg z_0 \), \( \omega(z) = \lambda z/\pi \omega_0, R(z) = z \), and \( \tan^{-1}(z/z_0) \approx \pi/2 \).

Figure 1.2 shows the variation of the amplitude as the beam propagates. The intensity distribution in a Gaussian beam is

\[ I(r, z) = |A|^2 \frac{w_0^2}{w^2(z)} \exp \left[ - \frac{2r^2}{w^2(z)} \right] \]  

(1.16)
FIGURE 1.2 A Gaussian beam.

On the beam axis \((r = 0)\), the intensity varies with distance \(z\) as follows:

\[
I(0, z) = I_0 \frac{w_0^2}{w^2(z)} = I_0 \frac{1}{1 + (z/z_0)^2}
\]

(1.17)

It has its peak value \(I_0\) at \(z = 0\), and keeps decreasing with increasing \(z\). The value drops to 50% of the peak value at \(z = \pm z_0\).

1.8 \textit{ABCD MATRIX APPLIED TO GAUSSIAN BEAMS}

The propagation of a ray through optical elements under the paraxial approximation (linear optics) can be described by \(2 \times 2\) matrices. The height of the output ray and its slope are related to the input ray and its slope through a \(2 \times 2\) matrix characteristic of the optical element. This is described by

\[
\begin{bmatrix}
  r_2 \\
  r'_2
\end{bmatrix} =
\begin{bmatrix}
  A & B \\
  C & D
\end{bmatrix}
\begin{bmatrix}
  r_1 \\
  r'_1
\end{bmatrix}
\]

(1.18)

or

\[
\begin{aligned}
  r_2 &= Ar_1 + Br'_1 \\
  r'_2 &= Cr_1 + Dr'_1
\end{aligned}
\]

where \(r_2\) and \(r'_2\) are the height and slope of the output ray. Consider a ray emanating from a point source, the wavefront being spherical. Its radius of curvature \(R_2 (= r_2/r'_2)\) at the output side is related to the radius of curvature at the input side as follows:

\[
R_2 = \frac{r_2}{r'_2} = \frac{Ar_1 + Br'_1}{Cr_1 + Dr'_1} = \frac{AR_1 + B}{CR_1 + D}.
\]

(1.19)

The propagation of a spherical wave can easily be handled by this approach. It is also known that the propagation of Gaussian beams can also be described by these matrices. Since in any measurement process, a lens is an important component of the
experimental setup, we shall discuss how the propagation of a Gaussian beam through a lens can be handled by a $2 \times 2$ matrix. 

$ABCD$ matrices for free space and many optical elements are given in standard textbooks. For a thin lens of focal length $f$, the matrix is

$$
\begin{bmatrix}
1 & 0 \\
-f^{-1} & 1
\end{bmatrix}
$$

The amplitude of a Gaussian beam as described by Equation 1.11 can be rewritten as

$$
E(r, z) = A(z) \exp[i(kz - \varphi)] \exp\left(i \frac{k}{2} \left(\chi^2 + \gamma^2\right) \left[\frac{1}{R(z)} - \frac{i\lambda}{\pi\omega^2(z)}\right]\right) \tag{1.20}
$$

This expression is similar to the paraxial approximation to the spherical wave, with the radius of curvature $R$ replaced by a complex Gaussian wave parameter $q$, given by

$$
\frac{1}{q} = \frac{1}{R} - \frac{i\lambda}{\pi\omega^2} \tag{1.21}
$$

A Gaussian beam is described completely by $w, R, \lambda$. These are contained in the complex parameter $q$, which transforms as follows:

$$
q_2 = \frac{Aq_1 + B}{Cq_1 + D} \tag{1.22}
$$

The proof of this equality is rather tedious, but, in analogy with the case of a spherical wave, we may accept that it is correct. We shall now study the propagation of a Gaussian beam through free space and then through a lens.

### 1.8.1 Propagation in Free Space

The $ABCD$ matrix for free space is $\begin{bmatrix} 1 & z \\ 0 & 1 \end{bmatrix}$, where $z$ is the propagation distance. Therefore, $q_2 = q_1 + z$. In order to study the propagation of a Gaussian beam in free space, we will assume that the beam waist lies at $z = 0$ where the spot size and radius of curvature are $w_0$ and $R_0 = \infty$, respectively. At this plane, $q_0 = i\pi w_0^2/\lambda$; the complex parameter at the waist is purely imaginary. Therefore, the complex parameter at any plane distant $z$ from the beam waist is $q(z) = q_0 + z$. Thus,

$$
\frac{1}{q(z)} = \frac{1}{R(z)} - \frac{i\lambda}{\pi w^2(z)} = \frac{1}{q_0 + z} = \frac{1}{z + \frac{i\pi w_0^2}{\lambda}}
$$

$$
= \frac{z}{z + \left(\frac{\pi w_0^2}{\lambda}\right)^2} - \frac{i\pi w_0^2}{\lambda z^2 + \left(\frac{\pi w_0^2}{\lambda}\right)^2}
$$
It can be seen that although the Gaussian parameter $q$ was purely imaginary at the beam waist, it has now become complex at any plane $z$ and has both real and imaginary components. On equating real and imaginary parts, we obtain, after some simplification,

$$R(z) = z \left[ 1 + \left( \frac{\pi w_0^2}{\lambda z} \right)^2 \right]^{1/2}$$  \hfill (1.23a)

$$w(z) = w_0 \left[ 1 + \left( \frac{\lambda z}{\pi w_0^2} \right)^2 \right]^{1/2}$$  \hfill (1.23b)

These are the same expressions for the radius of curvature and spot size as were obtained earlier.

### 1.8.2 Propagation through a Thin Lens

Consider a Gaussian beam incident on a thin lens of focal length $f$. We will assume that the beam waists $w_1$ and $w_2$ of the incident and transmitted beams lie at distances $d_1$ and $d_2$ from the lens, respectively, as shown in Figure 1.3. The $ABCD$ matrix for the light to propagate from the plane at $d_1$ to the plane at $d_2$ is given by

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} 1 & d_2 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ -f^{-1} & 1 \end{bmatrix} \begin{bmatrix} 1 & d_1 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 - \frac{d_2}{f} & d_1 + d_2 - \frac{d_1 d_2}{f} \\ -\frac{1}{f} & 1 - \frac{d_1}{f} \end{bmatrix}$$  \hfill (1.24)

Using the relation given in Equation 1.22, we obtain

$$q_2 = \frac{Aq_1 + B}{Cq_1 + D} = \frac{\left( 1 - \frac{d_2}{f} \right) q_1 + \left( d_1 + d_2 - \frac{d_1 d_2}{f} \right)}{\left( -\frac{1}{f} \right) q_1 + \left( 1 - \frac{d_1}{f} \right)}$$  \hfill (1.25)

**FIGURE 1.3** Propagation of a Gaussian beam through a lens.
The complex parameter $q_1$ is purely imaginary at the beam waist, and hence $q_1 = i\pi w_1^2/\lambda$. Therefore, $q_2$ can be expressed as follows:

$$q_2 = \frac{\left(1 - \frac{d_2}{f}\right) \left(i\pi w_1^2/\lambda\right) + \left(d_1 + d_2 - \frac{d_1 d_2}{f}\right)}{\left(-\frac{1}{f}\right) \left(i\pi w_1^2/\lambda\right) + \left(1 - \frac{d_1}{f}\right)}$$

Alternatively,

$$\frac{1}{q_2} = \frac{\left(-\frac{1}{f}\right) \left(i\pi w_1^2/\lambda\right) + \left(1 - \frac{d_1}{f}\right)}{\left(1 - \frac{d_2}{f}\right) \left(i\pi w_1^2/\lambda\right) + \left(d_1 + d_2 - \frac{d_1 d_2}{f}\right)} = \frac{1}{R_2} - \frac{i\lambda}{\pi w_2^2} \quad (1.26)$$

Equating real and imaginary parts, we obtain

$$\frac{1}{R_2} = \frac{(f - d_1) \left[(d_1 + d_2) f - d_1 d_2\right] - (f - d_2) \left(\pi w_1^2/\lambda\right)^2}{\left[(d_1 + d_2) f - d_1 d_2\right]^2 + (f - d_2)^2 \left(\pi w_1^2/\lambda\right)^2} \quad (1.27a)$$

$$\frac{\lambda}{\pi w_2^2} = \frac{\pi w_1^2}{\lambda} \frac{f^2}{\left[(d_1 + d_2) f - d_1 d_2\right]^2 + (f - d_2)^2 \left(\pi w_1^2/\lambda\right)^2} \quad (1.27b)$$

We now consider that the beam waist lies at a distance $d_2$, implying that $w_2$ is purely imaginary, and hence $R_2 = \infty$. This occurs when

$$(f - d_1) \left[(d_1 + d_2) f - d_1 d_2\right] - (f - d_2) \left(\pi w_1^2/\lambda\right)^2 = 0$$

In order to determine the location of the beam waist, we solve this equation for $d_2$ as follows:

$$d_2 = f + \frac{d_1 f (d_1 - f) / z_1^2}{1 + \left[(d_1 - f) / z_1\right]^2} \quad (1.28a)$$

where $z_1 = \pi w_1^2/\lambda$.

From Equation 1.27b, we obtain

$$\frac{w_2^2}{w_1^2} = \frac{(f / z_1)^2}{1 + \left[(d_1 - f) / z_1\right]^2} = \frac{d_2 - f}{d_1 - f} \quad (1.28b)$$

As a special case, when the beam waist $w_1$ lies at the lens plane, that is, $d_1 = 0$, Equations 1.28a and 1.28b can be expressed as

$$d_2 = \frac{f}{1 + (f / z_1)^2} \quad (1.29a)$$

$$\frac{w_2}{w_1} = \frac{f / z_1}{\left[1 + (f / z_1)^2\right]^{1/2}} \quad (1.29b)$$
1.8.3 Mode Matching

We assume that the beam waists lie at distances \(d_1\) and \(d_2\) from the lens. At the beam waists, the complex parameters are purely imaginary, and hence \(q_1 = i\pi w_1^2/\lambda\) and \(q_2 = i\pi w_2^2/\lambda\). Then Equation 1.26 can be rewritten as follows:

\[
\frac{i\pi w_2^2}{\lambda} = \left(1 - \frac{d_2}{f}\right) \left(i\pi w_1^2/\lambda\right) + f \left(d_1 + d_2 - \frac{d_1d_2}{f}\right) \left(-\frac{1}{f}\right) \left(i\pi w_1^2/\lambda\right) + \left(1 - \frac{d_1}{f}\right)
\]

(1.26a)

On equating real and imaginary parts, we obtain

\[
(d_1 - f)(d_2 - f) = f^2 - f_g^2
\]

(1.30a)

\[
\frac{d_2 - f}{d_1 - f} = \frac{w_2^2}{w_1^2}
\]

(1.30b)

where \(f_g = \pi w_1 w_2/\lambda\) is defined by the products of the waists. The right-hand side of Equation 1.30b is always positive, and hence \(d_1 - f\) and \(d_2 - f\) have to be either both positive or both negative. Hence, \((d_1 - f)(d_2 - f)\) is always positive, and so \(f > f_g\). From Equations 1.30a and 1.30b, we can obtain the following two relations:

\[
d_1 = f \pm \frac{w_1}{w_2} (f^2 - f_g^2)^{1/2}
\]

(1.31a)

\[
d_2 = f \pm \frac{w_2}{w_1} (f^2 - f_g^2)^{1/2}
\]

(1.31b)

Propagation of a Gaussian beam in the presence of other optical elements can be studied in a similar way.

1.9 Nondiffracting Beams—Bessel Beams

There is a class of beams that propagate over a certain distance without diffraction. These beams can be generated using either axicons or holograms.

Diffractionless solutions of the Helmholtz wave equation in the form of Bessel functions constitute Bessel beams. A Bessel beam propagates over a considerable distance without diffraction. It also has a “healing” property in that it exhibits self-reconstruction after encountering an obstacle. A true Bessel beam, being unbounded, cannot be created. However, there are several practical ways to create a beam that is a close approximation to a true Bessel beam, including diffraction at an annular aperture, focusing by an axicon, and the use of diffractive elements (holograms). Figure 1.4 shows a schematic for producing Bessel beam using an axicon. A Gaussian beam is incident on the axicon, which produces two plane waves in conical geometry. These plane waves interfere to compensate for the spread of the beam. A Bessel beam exists in the region of interference.
FIGURE 1.4  Generation of a Bessel beam with an axicon.

On the other hand, a hologram with transmittance function \( t(\rho, \phi) \) can generate Bessel beams. The transmittance function is given by

\[
t(\rho, \phi) = \begin{cases} 
A(\phi) \exp(-2\pi i \rho / \rho_0), & \rho \leq D \\
0, & \rho > D 
\end{cases}
\] (1.32)

where \( D \) is the size of the hologram. The diffraction pattern of the Bessel beam shows a very strong central spot surrounded by large number of rings. The rings can be suppressed. However, the intensity in the central spot is weaker than that of a Gaussian beam of comparable size.

Only first-order Bessel beams can be generated with an axicon, while a hologram generates beams of several orders.

Because of several interesting properties of Bessel beams, they find applications in several areas of optical research, such as optical trapping and micromanipulation.

1.10 SINGULAR BEAMS

An optical beam possessing isolated zero-amplitude points with indeterminate phase and helical phase structure is called a singular beam; such points are called singular points. Both real and imaginary parts of the complex amplitude are simultaneously zero at a singular point. A helical phase front of the singular beam is described by the wave field \( \exp(il\phi) \), where \( l \) is the topological charge. The value of the topological charge of the vortex field determines the total phase that the wavefront accumulates in one complete rotation around the singular point. The sign of \( l \) determines the sense of helicity of the singular beam. The phase gradient of a wave field with phase singularity is nonconservative in nature. The line integral of the phase gradient over any closed path surrounding the point of singularity is nonzero, that is, \( \oint \nabla \phi \cdot dl = m2\pi \).

At an isolated point where a phase singularity occurs, the phase is uncertain and the amplitude is zero, thereby creating an intensity null at the point of singularity. The intensity profile of a phase-singular beam with unit topological charge \( (l = 1) \) is shown in Figure 1.5. It is now well established that such beams possess orbital angular momentum equal to \( lh \) per photon, where \( h \) is Planck’s constant divided by \( 2\pi \).
According to terminology introduced by Nye and Berry, wavefront dislocation in a monochromatic wave can be divided into three main categories: (i) screw dislocation; (ii) edge dislocation; and (iii) mixed screw edge dislocation. Screw dislocation, also called optical vortex, is the most common type of phase defect. The equiphasic surfaces of an optical field exhibiting screw dislocation are helicoids or groups of helicoids, nested around the dislocation axis. One round trip on the continuous surface around the dislocation axis will lead to the next coil with a pitch $l\lambda$, where $l$ is the topological charge and $\lambda$ is the wavelength of operation. Today, “screw-type wavefront dislocation” has become synonymous with “phase singularity.” The laser TEM$_{01}^*$ mode, also called the doughnut mode, is the most common example of a screw dislocation of topological charge $\pm 1$.

Properties of vortices have been studied in both linear and nonlinear regimes. It has been shown that a unit-charge optical vortex is structurally stable. On the other hand, multiple-charge optical vortices are structurally unstable. Optical vortices with the same topological charge rotate about each other on propagation, with the rotation rate depending on the inverse square of the separation between the two vortices. In contrast, vortices with equal magnitude but opposite polarity of their topological charges drift away from each other. Vortices with small cores, called vortex filaments, exhibit fluid-like rotation similar to vortices in liquids. An optical vortex propagating in a nonlinear medium generates a soliton. The optical vortex soliton is a three-dimensional, robust spatial structure that propagates without changing its size. Optical vortex solitons are formed in a self-defocusing medium when the effects of diffraction are offset by the refractive index variations in the nonlinear medium.

One of the possible solutions of the wave equation, as suggested by Nye and Berry, is

$$E (r, \phi, z, t) \propto \left( r^{\mid l \mid} \exp(i l \phi + i k z - i w t) \right)$$

where $E (r, \phi, z, t)$ is the complex amplitude of a monochromatic light wave with frequency $w$ and wavelength $\lambda$, propagating along the $z$ axis, and $k = 2\pi/\lambda$ is the
propagation vector. Both solutions have azimuthal phase dependence. As the wave propagates, the equiphase surfaces (wavefront) trace a helicoid given by

\[ l\phi + kz = \text{constant} \quad (1.34) \]

After one round trip of the wavefront around the \( z \) axis, there is a continuous transition into the next wavefront sheet, separated by \( l\lambda \), which results in a continuous helicoidal wave surface. The sign of the topological charge is positive or negative, depending upon whether the wave surface has right- or left-handed helicity.

The solutions given by Equation 1.33 do not describe a real wave, because of the radial dependence of the wave amplitude. Therefore, it is necessary to take an appropriate wave as the host beam. We may consider, for example, a phase-singular beam embedded in a Gaussian beam. Using the paraxial approximation to the scalar wave equation,

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial E}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 E}{\partial r^2} + 2ik \frac{\partial E}{\partial z} = 0 \quad (1.35)
\]

we obtain the solution of a vortex Gaussian envelope as

\[
E (r, \phi, z) = E_0 \left( \frac{r}{w_0} \right)^l \left\{ \frac{1}{2} \frac{k w_0^2}{z^2 + \left( \frac{1}{2} k w_0^2 \right)^2} \right\}^{l+1} \times \exp \left[ -r^2 \frac{1}{4} \frac{k^2 w_0^4}{z^2 + \left( \frac{1}{2} k w_0^2 \right)^2} \right] \exp [i\Phi(r, \phi, z)] \quad (1.36)
\]

where \( E_0 \) is the real amplitude and \( w_0 \) is the beam waist. The phase \( \Phi \) is given by

\[
\Phi(r, \phi, z) = (|l| + 1) \tan^{-1} \left( \frac{z}{\frac{1}{2} k w_0^2} \right) - \frac{k r^2}{2z + k^2 w_0^2/2z} - l\phi - kz \quad (1.37)
\]

Optical vortices find many applications in interferometry, such as in the study of fractally rough surfaces, beam collimation testing, optical vortex metrology, and microscopy. An optical vortex interferometer employing three-wave interference can be used for tilt and displacement measurement, wavefront reconstruction, 3D scanning, and super-resolution microscopy. Spiral interferometry, where a spiral phase element is used as a spatial filter, removes the ambiguity between elevation and depression in the surface height of a test object. Lateral shear interferometers have been used to study gradients of phase-singular beams. It has been shown
that shearograms do not represent true phase gradients when vortices are presents in the optical fields. However, lateral shear interferometry is a potential technique for the detection of both an isolated vortex and randomly distributed vortices in a speckle field. It is a simple, robust, and self-referencing technique, which is insensitive to vibrations. Unlike the existing interferometric techniques of vortex detection, it does not require any high-quality plane or spherical reference wavefront to form an interference pattern.

Vortex generation using interferometric methods is based on the superposition of linearly varying phase distributions in the plane of observation that arise from interference of three, four, or more plane or spherical waves. Interferometric techniques have been used universally to study the vortex structure of singular beams in both linear and nonlinear media. Depending on whether a plane or a spherical wave interferes with the singular beam, fork-type (bifurcation of fringes at the vortex points) or spiral-type fringes are observed in the interference pattern, as shown in Figure 1.6. Fork fringes, which are a signature of optical vortices, give information about both the magnitude and the sign of the topological charge.

Important methods of vortex generation make use of wedge plates, spatial light modulators, laser-etched mirrors, and adaptive mirrors. Most common techniques use interference of three or four plane waves for generating vortex arrays. Computer-generated holograms (CGHs) are now widely used for the generation of phase-singular beams. Spiral phase plates (SPPs) have been used for the generation of phase singularities for millimeter waves. A random distribution of optical vortices is also observed in the speckle field resulting from laser light scattered from a diffuse surface or transmitted through a multimode fiber. There is a finite possibility of the presence of an optical vortex in any given patch of a laser speckle field. On average, there is one vortex per speckle. There is little probability of the presence of optical vortices of topological charge greater than one in a speckle field.

The magnitude and sign of the topological charge of the vortex beam can be determined from the interference pattern of the beam with a plane or a spherical reference wave. The interference of a vortex beam of finite curvature with a spherical reference wave gives spiral fringes. The number of fringes originating from the center

![FIGURE 1.6 Simulated interferograms between (a) a tilted plane wave and singular beam; (b) a spherical wave and a singular beam of topological charge \( l = 1 \). (Courtesy of D. P. Ghat.)](image-url)
equals the magnitude of the topological charge of the vortex beam. The circulation of the fringes depends upon the sign of the topological charge and the relation between the radius of curvature of the vortex and the reference wave.

Referring to Equation 1.37, the transverse phase dependence of the vortex beam is given by

\[ \Phi(r, \phi) = -\frac{kr^2}{2R(z)} - l\phi \]  

(1.38)

where \( R(z) \) is the radius of curvature of the phase-singular beam. The condition for fringe maxima in the interference pattern is

\[ \cos \left[ -\frac{kr^2}{2R(z)} + \frac{kr^2}{2R(0)} - l\phi \right] = 1 \]  

(1.39)

that is,

\[ \left( \frac{kr^2}{2R(z)} - \frac{R(0)}{2R(z)} - l\phi \right) = 2\pi l \]  

(1.40)

When the radius of curvature of the reference beam is larger than that of the vortex beam, that is, \( R_0 > R(z) \), clockwise rotation of fringes corresponds to a positive value of the topological charge and anticlockwise rotation to a negative value. For \( R_0 < R(z) \), clockwise rotation corresponds to a negative value of the topological charge and anticlockwise rotation to a positive value. When \( R_0 = R(z) \), instead of spiral fringes, cross-type fringes are observed.
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ADDITIONAL READING

2 Optical Interference

2.1 INTRODUCTION

Light waves are electromagnetic waves. They can be spherical, cylindrical, or plane, as has been explained in Chapter 1. By modulating wave properties such as amplitude, phase, and polarization, it is possible for light waves to carry information. In a homogeneous, isotropic medium, there is usually no interaction between the wave and the medium. However, at very high intensities, some nonlinear effects begin to come into play. Our interest for now is to study the superposition of two or more waves. If the waves are traveling in the same direction, they will have a very large region of superposition. In contrast, if the angle between their directions of propagation is large, the region of superposition will be small. As the angle between the two waves increases, the region of superposition continues to decrease, and reaches a minimum when they propagate at right angles to each other. As the angle is further increased, the region of superposition also increases, reaching a maximum when they are antipropagating.

Let us consider the superposition of two coherent monochromatic waves. The amplitude distribution of these waves can be written as follows:

\begin{align}
E_1(x, y, z; t) &= E_{01}(x, y, z) \exp[i(\omega t + k_1 \cdot r + \delta_1)] \\
E_2(x, y, z; t) &= E_{02}(x, y, z) \exp[i(\omega t + k_2 \cdot r + \delta_2)]
\end{align}

The total amplitude is the sum of the amplitudes of the individual waves. This can be expressed as follows:

\begin{equation}
E(x, y, z; t) = E_1(x, y, z; t) + E_2(x, y, z; t)
\end{equation}

The intensity distribution at a point \((x, y, z)\) can be obtained as follows:

\begin{align}
I(x, y, z) &= \langle E(x, y, z; t) \cdot E(x, y, z; t) \rangle \\
&= E_{01}^2 + E_{02}^2 + 2E_{01} \cdot E_{02} \cos[(k_2 - k_1) \cdot r + \phi]
\end{align}

Here \((k_2 - k_1) \cdot r + \phi\) is the phase difference between the waves and \(\phi = \delta_2 - \delta_1\) is the initial phase difference, which can be set equal to zero. It is seen that the intensity at a point depends on the phase difference between the waves. There does exist a varying intensity distribution in space, which is a consequence of superposition and
hence interference of waves. When taken on a plane, this intensity pattern is known as an interference pattern. In standard books on optics, the conditions for obtaining a stationary interference pattern are as follows:

1. Waves must be monochromatic and of the same frequency.
2. They must be coherent.
3. They should enclose a small angle between them.
4. They must have the same state of polarization.

These conditions were stated at a time when fast detectors were not available and to realize a monochromatic wave was extremely difficult. It is therefore worth commenting that interference does take place when two monochromatic waves of slightly different frequencies are superposed. However, this interference pattern is not stationary but moving: heterodyne interferometry is an example. In order to observe interference, the waves should have time-independent phases. In the light regime, therefore, these waves are derived from the same source either by amplitude division or wavefront division. This is an important condition for observing a stable interference pattern. It is not necessary that these waves enclose a small angle between them. Previously, when the observations were made visually with the naked eye or under low magnification, the fringe width had to be large to be resolved. However, with the availability of high-resolution recording media, an interference pattern can be recorded even between oppositely traveling waves (with the enclosed angle approaching 180°). Further interference between two linearly polarized waves is observed except when they are orthogonally polarized, albeit with reduced contrast.

2.2 GENERATION OF COHERENT WAVES

There are only two methods that are currently used for obtaining two or more coherent beams from the parent beam: (1) division of wavefront and (2) division of amplitude.

2.2.1 INTERFERENCE BY DIVISION OF WAVEFRONT

Two or more portions of the parent wavefront are created and then superposed to obtain an interference pattern. Simple devices such as the Fresnel b Linearprism, the Fressnel bi-mirror, and the split lens sample the incident wavefront and superpose the sampled portions in space, where the interference pattern is observed. This is the well-known two-beam interference. A simple method that has recently been used employs an aperture plate, and samples two or more portions of the wavefront. If the sampling aperture is very fine, diffraction will result in the superposition of waves at some distance from the aperture plane. The Smartt interferometer and the Rayleigh interferometer are examples of interference by wavefront division. The use of multiple apertures such as a grating gives rise to multiple-beam interference based on wavefront division.

2.2.2 INTERFERENCE BY DIVISION OF AMPLITUDE

A wave incident on a plane parallel or wedge plate is split into a transmitted and a reflected wave, which can be superposed by judicious application of mirrors, resulting
in various kinds of interferometers. Michelson and Mach–Zehnder interferometers are two well-known examples. All polarization-based interferometers use division of amplitude. The Fabry–Perot interferometer, the Fabry–Perot etalon, and the Lummer–Gerchke plate are examples of multiple-beam interference by division of amplitude.

2.3 INTERFERENCE BETWEEN TWO PLANE MONOCHROMATIC WAVES

As seen from Equation 2.4, the intensity distribution in the interference pattern when two monochromatic plane waves are propagating in the directions of propagation vectors \( \mathbf{k}_1 \) and \( \mathbf{k}_2 \), respectively, is given by

\[
I(x, y, z) = E_{01}^2 + E_{02}^2 + 2E_{01} \cdot E_{02} \cos[(k_2 - k_1) \cdot \mathbf{r} + \phi]
\]

(2.5)

This equation can also be written as

\[
I(x, y, z) = I_1 + I_2 + 2E_{01} \cdot E_{02} \cos[(k_2 - k_1) \cdot \mathbf{r} + \phi]
\]

(2.6)

where \( I_1 \) and \( I_2 \) are the intensities of the individual beams. It is thus seen that the resultant intensity varies in space as the phase changes. This variation in intensity is a consequence of the interference between two beams. The intensity will be maximum wherever the argument of the cosine function takes values equal to \( 2m\pi \) \((m = 0, 1, 2, \ldots)\) and will be minimum wherever the phase difference is \((2m + 1)\pi\). The loci of constant phase \( 2m\pi \) or \((2m + 1)\pi\) are bright or dark fringes, respectively. The phase difference between two bright fringes or dark fringes is always \( 2\pi \).

Following Michelson, we define the contrast of the fringes as follows:

\[
C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = \frac{2E_{01} \cdot E_{02}}{I_1 + I_2}
\]

(2.7)

It can be seen that there are no fringes when the contrast is zero. This can occur when the two light beams are orthogonally polarized. The fringes are always formed, albeit with low contrast, if the two beams are not in the same state of polarization. Assuming the beams to be in the same state of polarization, the contrast is given by

\[
C = \frac{2\sqrt{I_1 I_2}}{I_1 + I_2} = \frac{2\sqrt{I_1}}{1 + \frac{I_2}{I_1}}
\]

(2.8)

Fringes of appreciable contrast are formed even if the beams differ considerably in intensity.

Assuming the plane waves to be confined to the \((x, z)\) plane as shown in Figure 2.1, the phase difference is given by

\[
\delta = [(k_2 - k_1) \cdot \mathbf{r} + \phi] = \frac{2\pi}{\lambda} 2x \sin \theta
\]
where we have taken $\phi = 0$. Here the beams are symmetric with respect to the $z$ axis, making an angle $\theta$ with the axis. It is thus seen that straight-line fringes are formed that run parallel to the $z$ axis, with spacing $\bar{x} = \lambda/(2 \sin \theta)$. The fringes have a larger width for smaller enclosed angles.

2.3.1 Young’s Double-Slit Experiment

This is a basic experiment to explain the phenomenon of interference. Radiation from an extremely narrow slit illuminates a pair of slits situated on a plane a distance $p$ from the plane of the first slit. The slits are parallel to each other. A cylindrical wave from the first slit is incident on the pair of slits, which thus sample the wave at two places. The incident wave is diffracted by each slit of the pair, and the interference pattern between the diffracted waves is observed at a plane a distance $z$ from the plane of the pair of slits, as shown in Figure 2.2. The amplitude distribution at an observation point $P$ on the screen is given by

$$I(x, z) = 2I_0 \text{sinc}^2 \left( \frac{1}{2} kb \sin \theta \right) \left[ 1 + \cos(ka \sin \theta) \right]$$

(2.9)
where \( I_0 \sin^2(\frac{kb \sin \theta}{2}) \) is the intensity distribution on the observation plane due to a single slit and \( ka \sin \theta \) is the phase difference between two beams diffracted by the pair of slits. It can be seen that the intensity distribution in the fringe pattern is governed by the diffraction pattern of a single slit, and the fringe spacing is governed by the slit separation. This is shown in Figure 2.3.

Let us now broaden the illuminating slit, thereby decreasing the region of coherence. The width of the region of coherence can be calculated by invoking the van Cittert–Zernike theorem.

Another interesting interferometer based on the division of wavefronts is the Michelson stellar interferometer, which was devised to measure the angular sizes of distant stars. A schematic of the Michelson stellar interferometer is shown in Figure 2.4.

The combination of mirrors \( M_3 \) and \( M_1 \) samples a portion of the wavefront from a distant source and directs it to one of the apertures, while the other mirror combination \( M_4 \) and \( M_2 \) samples another portion of the same wavefront and directs it

**FIGURE 2.3**  (a) Diffraction pattern of a single slit. (b) Interference pattern due to a double slit. (c) Interference pattern as observed in Young’s double-slit experiment (with diffraction envelope shown).

**FIGURE 2.4**  Michelson stellar interferometer for angular size measurement.
to the other aperture. Diffraction takes place at these apertures, and an interference pattern is observed at the observation plane. In the Michelson stellar interferometer, this arrangement is placed in front of the lens of a telescope, and the interference pattern is observed at the focal plane.

In this arrangement, the width of the interference fringes is governed by the separation between the pair of apertures, and the intensity distribution is governed by diffraction at the individual apertures. For a broad source, the visibility of the fringes depends on the separation between the mirrors M₃ and M₄. This is also the case when a binary object is considered.

### 2.3.2 Michelson Interferometer

The Michelson interferometer consists of a pair of mirrors M₁ and M₂, a beam-splitter BS, and a compensating plate CP identical to the BS, as shown in Figure 2.5. Light from a source S is divided into two parts by amplitude division at the beam-splitter. The beams usually travel in orthogonal directions and are reflected back to the beam-splitter, where they recombine to form an interference pattern. Reflection at BS produces a virtual image M₂' of the mirror M₂. The interference pattern observed is therefore the same as would be observed in an air layer bounded by M₁ and M₂'.

With a monochromatic source, there is no need to introduce the compensating plate CP. It is required, however, when a quasi-monochromatic source is used, to compensate for dispersion in glass. It is also interesting to note that nonlocalized

![Michelson interferometer](image)

**FIGURE 2.5** Michelson interferometer.
fringes are formed when a monochromatic point source is used. These fringes can be circular or straight-line, depending on the alignment.

With an extended monochromatic source, circular fringes localized at infinity are formed when \( M_1 \) and \( M_2' \) are parallel. If \( M_1 \) and \( M_2' \) enclose a small angle and are very close to each other (a thin air wedge), then fringes of equal thickness are formed that run parallel to the apex of the wedge and are localized in the wedge itself.

### 2.4 MULTIPLE-BEAM INTERFERENCE

Multiple-beam interference can be observed either with division of wavefront or with division of amplitude. There are, however, two important differences:

1. Beams of equal amplitudes participate in multiple-beam interference by division of wavefront, while the amplitude of successive beams continues to decrease when division of amplitude is used.
2. The number of beams participating in interference is finite owing to the finite size of the elements generating multiple beams by division of wavefront, and hence coherence effects due to the finite size of the source may also come into play. The number of beams participating in interference can be infinite when division of amplitude is employed.

Except for these differences, the theory of fringe formation is the same.

#### 2.4.1 MULTIPLE-BEAM INTERFERENCE: DIVISION OF WAVEFRONT

An obvious example of the generation of multiple beams is a grating. Let us consider a grating that has \( N \) equispaced slits. Let the slit width be \( b \) and let the period of the slits be \( p \). An incident beam is diffracted by each slit. We consider beams propagating in the direction \( \theta \) as shown in Figure 2.6.

The total amplitude at any point on the observation screen in the direction \( \theta \) is obtained by the summation of the amplitudes from each slit along with the appropriate phase differences:

\[
A = a + ae^{i\delta} + ae^{2i\delta} + \cdots + ae^{i(N-1)\delta}
\]  

(2.10)

**FIGURE 2.6** Diffraction at a grating: multiple-beam interference by division of wavefront.
where $\delta = kp \sin \theta$ is the phase difference between two waves diffracted in the direction $\theta$ by two consecutive slits and $a$ is the amplitude of the diffracted wave from any slit. The intensity distribution is obtained by summing this series of $N$ terms as follows:

$$I = AA^* = a^2 \frac{\sin^2 \frac{1}{2} N\delta}{\sin^2 \frac{1}{2} \delta}$$

(2.11)

Substituting for $a^2 = I_{0s} \sin^2(kb \sin \theta/2)$ as the intensity distribution due to a single slit, the intensity distribution in the interference pattern due to the grating is

$$I = I_{0s} \sin^2 \left(\frac{1}{2} kb \sin \theta\right) \frac{\sin^2 \frac{1}{2} N\delta}{\sin^2 \frac{1}{2} \delta}$$

(2.12)

The first term is due to diffraction at the single slit and the second is due to interference. For a Ronchi grating, $2b = p$ (the transparent and opaque parts are equal), the intensity distribution is given by

$$I = \frac{I_{0s} \sin^2 \frac{1}{2} N\delta}{4 \cos^2 \frac{1}{4} \delta}$$

The principal maxima are formed wherever $\delta = 2m\pi$. Figure 2.7 shows the intensity distribution due to $N = 10$ slits. It can be seen that the positions of the principal maxima remain the same as would be obtained with a two-beam interference, but their width narrows considerably. In addition to the principal maxima, there are secondary maxima in between two consecutive principal maxima. With an increasing number of slits, the intensity of the secondary maxima falls off.

![FIGURE 2.7](image_url)  
**Intensity distribution in the diffraction pattern of a grating with $N = 10$ and 20.**
2.4.2 **Multiple-Beam Interference: Division of Amplitude**

Consider a plane parallel plate of a dielectric material of refractive index $\mu$ and thickness $d$ in air, as shown in Figure 2.8. A plane monochromatic wave of amplitude $a$ is incident at an angle $\theta_1$. A ray belonging to this wave, as shown in Figure 2.8, gives rise to a series of reflected and transmitted rays owing to multiple reflections. Let the complex reflection and transmission coefficients for the rays incident from the side of the surrounding medium on the two surface of the plate be $r_1, t_1$ and $r_2, t_2$, respectively, and let those for the rays incident from the plate side be $r'_1, t'_1$ and $r'_2, t'_2$, respectively. The amplitudes of the waves reflected back into the first medium and transmitted are given in Figure 2.8. The phase difference between any two consecutives rays is given by

$$\delta = \frac{4\pi \mu d \cos \theta_2}{\lambda}$$

(2.13)

It is obvious that we can observe an interference pattern in both reflection and transmission. If the angle of incidence is very small and the plate is fairly large, an infinite number of beams take part in the interference.

### 2.4.2.1 Interference Pattern in Transmission

The resultant amplitude when all the beams in transmission are superposed is given by

$$A_t(\delta) = at_1 t'_2 e^{-i\delta/2} (1 + r'_1 r'_2 e^{-i\delta} + r_1^2 r_2^2 e^{-i2\delta} + r_1^3 r_2^3 e^{-i3\delta} + \ldots)$$

(2.14)

The infinite series can be summed to yield

$$A_t(\delta) = \frac{at_1 t'_2 e^{-i\delta/2}}{1 - r'_1 r'_2 e^{-i\delta}}$$

(2.15)

**Figure 2.8** Multiple-beam formation in a plane parallel plate.
The intensity distribution in transmission is then given by

\[ I(\delta) = I_{\text{in}} \frac{T_1 T_2}{1 + R_1 R_2 - 2 \sqrt{R_1 R_2} \cos(\delta + \psi_1 + \psi_2)} \]  

(2.16)

where \( T_1 = |t_1|^2 \), \( T_2 = |t_2'|^2 \), and \( R_1 = |r_1'|^2 \), \( R_2 = |r_2'|^2 \) are the transmittances and reflectances of the two surfaces of the plate; \( \psi_1 \) and \( \psi_2 \) are the phases acquired by the wave on reflection; and \( I_{\text{in}} = |a|^2 \) is the intensity of the incident wave. In the special case when the surrounding medium is the same on both sides of the plate (as here, where it is assumed that the plate is in air), \( R_1 = R_2 = R \), \( T_1 = T_2 = T \), and \( \psi_1 + \psi_2 = 0 \) or \( 2\pi \). Therefore, the intensity distribution in the interference pattern in transmission takes the form

\[
I_t(\delta) = I_{\text{in}} \frac{T^2}{1 + R^2 - 2R \cos \delta}
\]

\[
= I_{\text{in}} \frac{T^2}{(1 - R)^2 + 4R \sin^2 \frac{1}{2} \delta}
\]

(2.17)

This is the well-known Airy formula. The maximum intensity in the interference pattern occurs when \( \sin \frac{1}{2} \delta = 0 \). The maximum intensity is given by \( I_{\max} = I_{\text{in}} T^2 / (I - R)^2 \). Similarly, the minimum intensity occurs when \( \sin \frac{1}{2} \delta = 1 \). The minimum intensity is given by \( I_{\min} = I_{\text{in}} T^2 / (I + R)^2 \). The intensity distribution can now be expressed in terms of \( I_{\max} \) as follows:

\[
I_t(\delta) = \frac{I_{\max}}{1 + \frac{4R}{(1 - R)^2} \sin^2 \frac{1}{2} \delta}
\]

(2.18)

Figure 2.9 shows a plot of the intensity distribution for two values of \( R \). This distribution does not display any secondary maxima, completely in contrast with that obtained in a multiple-beam interference by division of wavefront.
2.4.2.2 Interference Pattern in Reflection

The resultant amplitude in reflection is obtained by the summation of the amplitudes of all the reflected waves as follows:

\[ A_r(\delta) = ar_1 + at_1' t_2' e^{-i\delta} (1 + r_1' r_2' e^{-i\delta} + r_1'^2 r_2'^2 e^{-i2\delta} + \cdots) \]

\[ = ar_1 + \frac{at_1' t_2' e^{-i\delta}}{1 - r_1' r_2' e^{-i\delta}} \]  \hspace{1cm} (2.19)

Using the Stokes relations \( r_1 = -r_1' \) and \( r_1^2 + t_1 t_1' = 1 \), the above relation can be expressed as follows:

\[ A_r(\delta) = a \frac{-r_1' + r_2' e^{-i\delta}}{1 - r_1' r_2' e^{-i\delta}} \]  \hspace{1cm} (2.20)

The intensity distribution in the interference pattern in reflection, when the plate is in air, is thus given by

\[ I_r(\delta) = I_{in} \frac{2R(1 - \cos \delta)}{1 + R^2 - 2R \cos \delta} \]

\[ = I_{in} \frac{4R}{(1 - R)^2} \frac{1}{\sin^2 \frac{1}{2} \delta} \]  \hspace{1cm} (2.21)

The intensity maxima occur when \( \sin \frac{1}{2} \delta = 1 \). The intensity distribution is complementary to the intensity distribution in transmission.

2.5 INTERFEROMETRY

Interferometry is a technique of measurement that employs the interference of light waves, and the devices using this technique are known as interferometers. These use an arrangement to generate two beams, one of which acts as a reference and the other is a test beam. The test beam gathers information about the process to be measured or monitored. These two beams are later combined to produce an interference pattern that arises from the acquired phase difference. Interferometers based on division of amplitude use beam-splitters for splitting the beam into two and later combining them for interference. Ingenuity lies in designing beam-splitters and beam-combiners. The interference pattern is either recorded on a photographic plate or sensed by a photodetector or array-detector device. Currently charge-coupled device (CCD) arrays are used along with phase-shifting to display the desired information such as surface profile, height variation, and refractive index variation. Observation of the fringe pattern is completely hidden in the process.

Two-beam interferometers using division of wavefront have been used for the determination of the refractive index (Rayleigh interferometer), determination of the angular size of distant objects (Michelson stellar interferometer), deformation studies
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(speckle interferometers), and so on. Interferometers based on division of amplitude are used for the determination of wavelength (Michelson interferometer), the testing of optical components (Twyman–Green interferometer, Zygo interferometer, Wyco interferometer, and shear interferometers), the study of microscopic objects (Mirau interferometer), the study of birefringent objects (polarization interferometers), distance measurement (modified Michelson interferometer), and so on. The Michelson interferometer is also used in spectroscopy, particularly in the infrared region, and offers Fellgett’s advantage. The Michelson–Morley experiment, which used a Michelson interferometer to show the absence of the ether, played a great part in the advancement of science. Gratings are also used as beam-splitters and beam-combiners. Because of their dispersive nature, they are used in the construction of achromatic interferometers.

Multiple-beam interferometers are essentially dispersive, and find applications in spectroscopy. They offer high sensitivity.

### 2.5.1 Dual-Wavelength Interferometry

The interferometer is illuminated simultaneously with two monochromatic waves of wavelengths $\lambda_1$ and $\lambda_2$. Each wave produces its own interference pattern. The two interference patterns produce a moiré, which is characterized by a synthetic wavelength $\lambda_s$. If the path difference variation is large, thereby producing an interference pattern with narrow fringes, then only the pattern due to the synthetic wavelength will be visible. Under the assumption that the two wavelengths are very close to each other and the waves are of equal amplitude, the intensity distribution can be expressed as follows:

$$ I_{tw} = I_0(a + b \cos \delta_1 + b \cos \delta_2) $$

$$ = I_0 \left\{ a + 2b \cos \left[ \frac{1}{2} (\delta_1 + \delta_2) \right] \cos \left[ \frac{1}{2} (\delta_1 - \delta_2) \right] \right\} $$

(2.22)

where $a$ and $b$ are constants and the phase differences $\delta_1$ and $\delta_2$ are given by

$$ \delta_1 = \frac{2\pi}{\lambda_1} \Delta, \quad \delta_2 = \frac{2\pi}{\lambda_2} \Delta $$

$\Delta$ is the optical path difference and is assumed to be constant for the two wavelengths under consideration. The second term in the intensity distribution has a modulation term; the argument of the cosine function can be expressed as

$$ \frac{\delta_1 - \delta_2}{2} = \pi \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \Delta = \frac{\pi}{\lambda_s} \Delta $$

(2.23)

The synthetic wavelength $\lambda_s$ is thus given by

$$ \lambda_s = \frac{\lambda_1 \lambda_2}{|\lambda_1 - \lambda_2|} $$

(2.24)
Dual-wavelength interferometry has been used to measure large distances with high accuracy. Phase-shifting can be incorporated in dual-wavelength interferometry. There are several other techniques, such as dual-wavelength sinusoidal phase-modulating interferometry, dual-wavelength phase-locked interferometry, and dual-wavelength heterodyne interferometry.

2.5.2 WHITE LIGHT INTERFEROMETRY

Each wavelength in white light produces an interference pattern, which adds up on an intensity basis at any point on the observation plane. The fringe width of these patterns is different. However, at a point on the observation plane where the two interfering beams corresponding to each wavelength have zero phase difference, the interference results in a bright fringe. At this point, all wavelengths in white light will interfere constructively, thereby producing a white fringe. As one moves away from this point, thereby increasing the path difference, an interference color fringe corresponding to the shortest wavelength is seen first, followed by color fringes of increasing wavelengths. With increasing path difference, these colors become less and less saturated, and finally the interference pattern is lost. Figure 2.10 shows the intensity distribution in an interference pattern of white light.

White light interferometry has been used to measure thicknesses and air-gaps between two dielectric interfaces. The problem of $2\pi$ phase ambiguity can also be overcome by using white light interferometry and scanning the object in depth when the object profile is to be obtained. Instead of scanning the object, spectrally resolved interferometry can be used for profiling.

2.5.3 HETERODYNE INTERFEROMETRY

Let us consider the interference between two waves of slightly different frequencies traveling along the same direction. (In dual-wavelength interferometry, the two wavelengths are such that their frequency difference is in the terahertz region, which the optical detector cannot follow, while in heterodyne interferometry, the frequency

FIGURE 2.10 White light interferogram.
difference is in megahertz, which the detector can follow.) The two real waves can be described by

\[ E_1(t) = a_1 \cos(2\pi i \nu_1 t + \delta_1) \]
\[ E_2(t) = a_2 \cos(2\pi i \nu_2 t + \delta_2) \]

where \( \nu_1, \nu_2 \) are the frequencies and \( \delta_1, \delta_2 \) are the phases of the two waves. These two waves are superposed on a square-law detector. The resultant amplitude on the detector is thus the sum of the two; that is,

\[ E(t) = E_1(t) + E_2(t) \]

The output current \( i(t) \) of the detector is proportional to \( |E(t)|^2 \). Hence,

\[
i(t) \propto a_1^2 \cos^2(2\pi i \nu_1 t + \delta_1) + a_2^2 \cos^2(2\pi i \nu_2 t + \delta_2)
+ 2a_1a_2 \cos(2\pi i \nu_1 t + \delta_1) \cos(2\pi i \nu_2 t + \delta_2)
= \frac{1}{2}(a_1^2 + a_2^2) + \frac{1}{2}[a_1^2 \cos 2(2\pi i \nu_1 t + \delta_1) + a_2^2 \cos 2(2\pi i \nu_2 t + \delta_2)]
+ a_1a_2 \cos[2\pi i(\nu_1 + \nu_2) t + \delta_1 + \delta_2] + a_1a_2 \cos[2\pi i(\nu_1 - \nu_2) t + \delta_1 - \delta_2]
\]

(2.25)

The expression for the output current contains oscillatory components at frequencies \( 2\nu_1, 2\nu_2 \), and \( \nu_1 + \nu_2 \) that are too high for the detector to follow, and thus the terms containing these frequencies are averaged to zero. The output current is then given by

\[
i(t) = \frac{1}{2}(a_1^2 + a_2^2) + a_1a_2 \cos[2\pi i(\nu_1 - \nu_2) t + \delta_1 - \delta_2]
\]

(2.26)

The output current thus consists of a DC component and an oscillating component at the beat frequency \( \nu_1 - \nu_2 \). The beat frequency usually lies in the radiofrequency range, and hence can be observed. Thus superposition of two waves of slightly different frequencies on a square-law detector results in a moving interference pattern; the number of fringes passing any point on the detector in unit time is equal to the beat frequency. Obviously, the size of the detector must be much smaller than the fringe width for the beat frequency to be observed. The phase of the moving interference pattern is determined by the phase difference between the two waves. The phase can be measured electronically with respect to a reference signal derived either from a second detector or from the source deriving the modulator. Heterodyne interferometry is usually performed with a frequency-stabilized single-mode laser and offers extremely high sensitivity at the cost of system complexity.

### 2.5.4 Shear Interferometry

In shear interferometry, interference between a wave and its sheared version is observed. A sheared wave can be obtained by lateral shear, rotational shear, radial
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FIGURE 2.11 Multiple-beam shear interferograms: (a) at collimation; (b) off collimation.

Shear, folding shear, or inversion shear. Shear interferometers have certain advantages. They do not require a reference wave for comparison. Both waves travel along the same path, and thus the interferometer is less susceptible to vibrations and thermal fluctuations. However, the interpretation of shear fringes is more tedious than that of fringes obtained with a Michelson or Twyman–Green interferometer. Fringes represent the gradient of path difference in the direction of shear. Fringe interferometry has found applications where one is interested in slope and curvature measurements rather than in displacement alone. Multiple-beam shear interferometry using a coated shear plate has been used for collimation testing. It can be shown that strong satellite fringes are seen in transmission when the beam is not collimated, as shown in Figure 2.11.

2.5.5 Polarization Interferometers

These are basically used to study birefringent specimens. A polarizer is used to polarize the incident collimated beam, which passes through a birefringent material. The polarized beam then splits into ordinary and extraordinary beams, which travel through the same object but cannot interfere, because they are in orthogonal polarization states. These beams are brought to interfere by another polarizer. Some of these interferometers are described in Chapter 8.

There is another class of polarization interferometers, which use beam-splitters and beam-combiners such as a Savart plate or a Wollaston prism made of birefringent material. Since the two beams generated in the beam-splitter have a very small separation, these constitute shear interferometers. Figure 2.12 shows a polarization shear interferometer using Savart plates as a beam-splitter (S₁) and a beam-combiner (S₂). These are two identical plates of birefringent material cut from a uniaxial crystal, either from calcite or quartz, with the optic axis at approximately 45° to the entrance and exit faces and put together with their principal sections crossed. A polarizer P₁ is placed before the Savart plate and oriented such as to produce a ray linearly polarized at 45°. A ray from the polarizer P₁ is split into an e-ray and an o-ray in the first plate. Since the principal sections of the two plates are orthogonal, the e-ray in the first plate becomes an o-ray in the second plate, while the o-ray in the first plate becomes an
FIGURE 2.12  Polarization interferometer using Savart plates.

A ray in the second plate. These rays emerge parallel to each other but have a linear shear (displacement) given by

$$\Delta_{sa} = \sqrt{2}d \left| (n_e^2 - n_o^2) \right| \left( n_e^2 + n_o^2 \right)$$

(2.27)

where $d$ is the thickness of the plate and $n_e$ and $n_o$ are the extraordinary and ordinary refractive indices of the uniaxial crystal. These two rays are combined using another Savart plate. Since the two rays are orthogonally polarized, another polarizer $P_2$ is used to make them interfere. The interference pattern consists of equally spaced straight fringes localized at infinity. The object is placed in the beam, and its refractive index and thickness variations introduce phase variations, which distort the fringes.

A Savart plate introduces linear shear in a collimated beam. Usually, the incident beam has a small divergence. Savart plates can be modified to accept wider fields. However, with a spherical beam, linear shear can be introduced by a Wollaston prism.

### 2.5.6 Interference Microscopy

In order to study small objects, it is necessary to magnify them. The response of micromechanical components to an external agency can be studied under magnification. Therefore, microinterferometers, particularly Michelson interferometers, have been built that can be placed in front of a microscope objective. Obviously, one requires microscope objectives with long working distances. The Mirau interferometer employs a very compact optical system that can be incorporated in a microscope objective. It is more compact than the micro-Michelson interferometer and fully compensated. Figure 2.13 shows a schematic view of the Mirau interferometer. Light from the illuminator through the microscope objective illuminates the object. The beam from the illuminator is split into two parts by the beam-splitter. One part illuminates the object, while the other is directed toward a reference surface. On reflection from the reference surface as well as from the object, the beams combine at the beam-splitter, which directs these beams to the microscope objective. An interference pattern is thus observed between the reference beam and the object beam. The pattern represents the path variations on the surface of the object. White light can be used with a Mirau interferometer. Phase-shifting is introduced by mounting the beam-splitter on PZT (lead zirconate titanate).
Shearing interferometry can also be carried out under high magnification. The Nomarski interferometer is commonly used within a microscope, as shown in Figure 2.14. It uses two modified Wollaston prisms as a beam-splitter and a beam-combiner. The modified Wollaston prism offers the wider field of view that is required in microscopy. The angular shear $\gamma$ between the two rays exiting from the Wollaston prism is given by

$$\gamma = 2 |(n_e - n_o)| \sin \theta$$  \hspace{1cm} (2.28)

where $\theta$ is the angle of either wedge forming the Wollaston prism. The Nomarski interferometer can be employed in two distinctly different modes. With an isolated microscopic object, it is convenient to use a lateral shear that is larger than the dimensions of the object. Two images of the object are then seen, covered with fringes that contour the phase changes due to the object. Often, the Nomarski interferometer is used with smaller shear than the dimensions of a microscopic object. The interference pattern then shows the phase gradients. This mode of operation is known as differential interference contrast (DIC) microscopy. The Nomarski interferometer can
also be used with white light; the phase changes are then decoded as color changes. Biological objects, usually phase objects, can also be studied using microscopes.

2.5.7 Doppler Interferometry

An intense beam from a laser is expanded by a beam-expander and is directed onto a moving object. The light reflected/scattered from the moving object is redirected and then collimated before being fed into a Michelson interferometer as shown in Figure 2.15. The arms of the interferometer contain two 4f arrangements, but the focal lengths of the lenses in the two arms are different. This introduces a net path difference.

The light from a moving object is Doppler-shifted. The Doppler-shifted light illuminates the interferometer. For a retro-reflected beam, the Doppler shift $\Delta \lambda$ is given by

$$\Delta \lambda = \frac{2v}{c} \lambda$$

where $v$ is the velocity of the object and $c$ is the velocity of light. For objects moving with a speed of about 1 km/s, the Doppler-shift can be in tens of gigahertz, which is difficult to follow, and, to overcome this problem and reveal the time history of an object’s motion, Doppler interferometers have been developed.

If the object is moving with constant velocity, the wavelength of the incident radiation remains constant, and hence the path difference between two beams in the interferometer is constant with time; the interference pattern remains stationary. However, if the object is accelerating, there is a change in phase difference, which is given by

$$d\delta = -\frac{2\pi}{\lambda^2} d\lambda \Delta = -\frac{2v}{c}$$

(2.29)

FIGURE 2.15 Michelson interferometer for observing the velocity history of a projectile.
FIGURE 2.16 Variation of intensity with time in a Doppler interferometer.

The change in phase is directly proportional to the path difference $\Delta$, which depends on the difference in the arm lengths of the interferometer. Further phase change is directly proportional to the speed of the object. If the interferometer is aligned for a single broad fringe in the field, the change of phase will result in a variation of intensity. Therefore, a detector will show a variation of intensity with time. The interference is governed by the equation $d\delta = 2m\pi$, where $m$ is the order of the fringe. This gives $m = (2v/\lambda c)\Delta$. A full cycle change ($m = 1$) occurs when the velocity changes by $\lambda c/2\Delta$. A larger path difference between two arms thus gives higher sensitivity. Figure 2.16 shows an example of the variation of intensity with time. Usually, an event may occur only over a fraction of second. Therefore, a Doppler-shift of tens of gigahertz is converted into tens of hertz.

2.5.8 FIBER-OPTIC INTERFEROMETERS

Two-beam interferometers can be easily constructed using optical fibers. Michelson and Fizeau interferometers have been realized. Electronic speckle pattern interferometry and its shear variant have been performed using optical fibers. A laser Doppler velocimetry setup can also be easily assembled.

The building blocks of fiber-optic interferometers are single-mode fibers, birefringent fibers, fiber couplers, fiber polarization elements, and micro-optics. Single-mode fibers allow only a single mode to propagate, and therefore a smooth wavefront is obtained at the output end. Very long path differences are achieved with fiber interferometers, and therefore they are inherently suited for certain measurements requiring high sensitivity. The fibers are compatible with optoelectronic devices such as semiconductor lasers and detectors. These interferometers have found applications as sensors with distributed sensing elements.

Figure 2.17 shows a fiber-optic Doppler velocimeter arrangement for measuring fluid velocities. Radiation from a semiconductor laser is coupled to a single-mode fiber. Part of the radiation is extracted into a second fiber by a directional coupler, thereby creating two beams. Graded-index rod lenses are attached to the fiber ends to obtain collimated beams. The fiber ends can be separated by a desired amount, and a large lens focuses the beams in the sample volume. An interference pattern is thus generated there. The beams can be aligned such that the interference fringes in the sample volume run perpendicular to the direction of flow. Alternatively, these beams
can be separated by any amount in space by simply displacing the fiber ends. The fiber ends can be imaged in the sample volume by individual lenses, and can be superposed by manipulating them. An interference pattern can thus be created in a small volume, with the fringe running normal to the direction of flow. The scattered light from the interference volume is collected and sent to a photodiode through a multimode fiber. The Doppler signal from the photodiode is analyzed by an RF spectrum analyzer. A frequency offset for direction determination can be introduced between the beams by using a piezoelectric phase-shifter, driven by a sawtooth waveform, in one arm.

### 2.5.9 Phase-Conjugation Interferometers

Interference between a signal wave or a test wave and its phase-conjugated version is observed in phase-conjugation interferometers. The phase-conjugated wave is realized by four-wave mixing in a nonlinear crystal such as BaTiO$_3$. The phase-conjugated wave carries phase variations of opposite signs and travels in the opposite direction to the signal or test wave. For example, a diverging wave emanating from a point source, when phase-conjugated, will become a converging wave and will converge to the same point source.

Since interference between the test wave and the phase-conjugated wave is observed in phase-conjugation interferometers, there is no need to have a reference
wave, and the interference pattern exhibits twice the sensitivity. Phase-conjugate interferometers are robust and are less influenced by thermal and vibration effects than other interferometers.

Michelson, Twyman–Green, and Mach–Zehnder interferometers have been realized using phase-conjugate mirrors. We describe here an interferometer that is used for testing collimation. Figure 2.18 shows a schematic view of the interferometer. $M_1$ is a double mirror enclosing an angle close to $180^\circ$. A BaTiO$_3$ crystal is used for generating a phase-conjugated beam by four-wave mixing. At collimation, straight-line fringes are observed in both fields, while with a converging or diverging wave from the collimator, curved fringes with curvatures reversed in each field are observed. These interferograms are shown in Figure 2.19. The technique is self-referencing and allows sensitivity to be increased fourfold.
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ADDITIONAL READING

3 Diffraction

In an isotropic medium, a monochromatic wave propagates with its characteristic speed. For plane and spherical waves, if the phase front is known at time $t = t_1$, its location at a later time is obtained easily by multiplying the elapsed time by the velocity in the medium. The wave remains either plane or spherical. Mathematically, we can find the amplitude at any point by solving the Helmholtz equation (Equation 1.3). However, when the wavefront is restricted in its lateral dimension, diffraction of light takes place. Diffraction problems are rather complex in nature, and analytical solutions exist for only a few of them. The Kirchhoff theory of diffraction, although afflicted with inconsistency in the boundary conditions, yields predictions that are in close agreement with experiments.

The term “diffraction” has been conveniently described by Sommerfeld as “any deviation of light rays from rectilinear paths that cannot be interpreted as reflection or refraction.” It is often stated in a different form as “bending of rays near the corners.” Grimaldi first observed the presence of bands in the geometrical shadow region of an object. A satisfactory explanation of this observation was given by Huygens by introducing the concept of secondary sources on the wavefront at any instant and obtaining the subsequent wavefront as an envelope of the secondary waves. Fresnel improved upon the ideas of Huygens, and the theory is known as the Huygens–Fresnel theory of diffraction.

This theory was placed on firmer mathematical ground by Kirchhoff, who developed his mathematical theory using two assumptions about the boundary values of the light incident on the surface of an obstacle placed in its path of propagation. This theory is known as Fresnel–Kirchhoff diffraction theory. It was found that the two assumptions of Fresnel–Kirchhoff theory are mutually inconsistent. The theory, however, yields results that are in surprisingly good agreement with experiments in most situations. Sommerfeld modified Kirchhoff’s theory by eliminating one of the assumptions, and the resulting theory is known as Rayleigh–Sommerfeld diffraction theory. Needless to say, there have been subsequent workers who have introduced several refinements to the diffraction theories.

3.1 FRENSHEL DIFFRACTION

Let $u(x_0, y_0)$ be the field distribution at an aperture lying on the $(x_0, y_0)$ plane located at $z = 0$. Under small-angle diffraction, the field at any point $P(x, y)$ (assumed to be
near the optical axis) on a plane a distance \( z \) from the obstacle or aperture plane can be expressed using Fresnel–Kirchhoff diffraction theory (Figure 3.1) as follows:

\[
u(x, y) = \frac{1}{i\lambda z} \int \int u(x_o, y_o) e^{ikr} \, dx_o \, dy_o \tag{3.1}\]

where the integral is over the area \( S \) of the aperture, and \( k = 2\pi/\lambda \) is the propagation vector of the light. We can expand \( r \) in the phase term in a Taylor series as follows:

\[
r = z + \left( \frac{(x - x_o)^2 + (y - y_o)^2}{2z} - \frac{[(x - x_o)^2 + (y - y_o)^2]^2}{8z^3} \right) + \ldots \tag{3.2}\]

If we impose the condition that

\[
[(x - x_o)^2 + (y - y_o)^2]/8z^3 \ll \lambda \tag{3.3}\]

then we are in the Fresnel diffraction region. The Fresnel region may extend from very near the aperture to infinity. The condition 3.3 implies that the path variation at the point \( P(x, y) \) as the point \( S(x_o, y_o) \) spans the whole area \( S \) is much less than one wavelength. The amplitude \( u(x, y) \) in the Fresnel region is given by

\[
u(x, y) = \frac{e^{ikz}}{i\lambda z} \int \int_s u(x_o, y_o) \exp \left\{ \frac{ik}{2z} [(x - x_o)^2 + (y - y_o)^2] \right\} \, dx_o \, dy_o \tag{3.4}\]

Since we are invariably in the Fresnel region in most of the situations in optics, Equation 3.4 will be used frequently.

### 3.2 FRANHOFER DIFFRACTION

A more stringent constraint may be placed on the distance \( z \) and/or on the size of the obstacle or aperture by setting

\[
\frac{x_o^2 + y_o^2}{2z} \ll \lambda. \tag{3.5}\]
This is the far-field condition, and when this condition is met, we are in the Fraunhofer region. The amplitude \( u(x, y) \) is then given by

\[
u(x, y) = \frac{e^{ikz}}{i\lambda z} \exp \left[ \frac{ik}{2z} (x^2 + y^2) \right] \int \int \left[ u(x_0, y_0) \exp \left[ -\frac{ik}{z} (xx_0 + yy_0) \right] \right] dx_0 dy_0 \quad (3.6)
\]

Let us consider the illumination of the aperture by a plane wave of amplitude \( A \). The transmittance function \( t(x_0, y_0) \) of the aperture may be defined as

\[
t(x_0, y_0) = \frac{u(x_0, y_0)}{A}
\]

Therefore, the field \( u(x, y) \) may be expressed as

\[
u(x, y) = \frac{Ae^{ikz}}{i\lambda z} \exp \left[ \frac{ik}{2z} (x^2 + y^2) \right] \int \int \left[ t(x_0, y_0) \exp \left[ -\frac{ik}{z} (xx_0 + yy_0) \right] \right] dx_0 dy_0

\]

\[
= \frac{Ae^{ikz}}{i\lambda z} \exp \left[ \frac{ik}{2z} (x^2 + y^2) \right] \int \int \left[ t(x_0, y_0) \exp \left[ -2\pi i (\mu x_0 + \nu y_0) \right] \right] dx_0 dy_0

\quad (3.7)
\]

The limits of integration have been changed to \( \pm \infty \), since \( t(x_0, y_0) \) is nonzero within the opening and zero outside. It can be seen seen that \( u(x, y) \) can be expressed as the Fourier transform of the transmittance function. The Fourier transform is evaluated at the spatial frequencies \( \mu = x/\lambda z \) and \( \nu = y/\lambda z \).

### 3.3 ACTION OF A LENS

A plane wave incident on a lens is transformed to a converging/diverging spherical wave; a converging spherical wave will come to a focus. Therefore, a lens may be described by a transmittance function \( \tau(x_L, y_L) \), which is represented as

\[
\tau(x_L, y_L) = \exp(i\phi_0) \exp \left[ \pm \frac{ik}{2f} (x_L^2 + y_L^2) \right] \quad \text{for} \quad x_L^2 + y_L^2 \leq R^2
\]

where \( \phi_0 \) is a constant phase, \( (k/2f)(x_L^2 + y_L^2) \) is a quadratic approximation to the phase of a spherical wave, and \( 2R \) is the diameter of the lens aperture. The minus sign corresponds to a positive lens. The lens is assumed to be perfectly transparent; that is, it does not introduce any attenuation. If a mask is placed in front of the lens, its transmittance function is obtained by multiplying the transmittance of the mask by that of the lens.

### 3.4 IMAGE FORMATION AND FOURIER TRANSFORMATION BY A LENS

We consider the geometry shown in Figure 3.2. A transparency of amplitude transmittance \( t(x_0, y_0) \) is illuminated by a converging spherical wave emanating from a point
source $S_o$. We wish to obtain the amplitude distribution at a plane a distance $d_2$ from the lens. This is done by invoking Fresnel–Kirchhoff diffraction theory twice in succession: first at the transparency plane and then at the lens plane. The amplitude at any point $P(x, y)$ on the observation plane is expressed as

$$u(x, y) = -\frac{A e^{ik(d_o + d_1 + d_2)}}{\lambda^2 d_o d_1 d_2} \exp \left[ \frac{ik(x^2 + y^2)}{2d_2} \right]$$

$$\times \iiint p(x_L, y_L) \exp \left[ \frac{ik(x_L^2 + y_L^2)}{2} \left( \frac{1}{d_1} + \frac{1}{d_2} - \frac{1}{f} \right) \right]$$

$$\times t(x_o, y_o) \exp \left[ \frac{ik(x_o^2 + y_o^2)}{2} \left( \frac{1}{d_o} + \frac{1}{d_1} \right) \right]$$

$$\times \exp \left[ -ik \left( x_L \left( \frac{x_o}{d_1} + \frac{x}{d_2} \right) + y_L \left( \frac{y_o}{d_1} + \frac{y}{d_2} \right) \right) \right] \, dx_o \, dy_o \, dx_L \, dy_L$$

(3.9)

where we have introduced the lens pupil function

$$p(x_L, y_L) = \begin{cases} 
1 & \text{for } (x_L^2 + y_L^2)^{1/2} \leq R \\
0 & \text{otherwise} 
\end{cases}$$

The limits of integration on the lens plane are therefore taken as $\pm \infty$. Writing $1/\varepsilon = 1/d_1 + 1/d_2 - 1/f$, we evaluate the integral over the lens plane in Equation 3.9 assuming $p(x_L, y_L) = 1$ over the infinite plane. This holds valid provided that the entire diffracted field from the transparency has been accepted by the lens. In other words, there is no diffraction at the lens aperture. On substitution of the result thus obtained, we can obtain the amplitude $u(x, y)$ as

$$u(x, y) = -\frac{A e^{ik(d_o + d_1 + d_2)}}{\lambda^2 d_o d_1 d_2} \varepsilon(1 + i)^2 \exp \left[ \frac{ik(x^2 + y^2)}{2d_2} \left( 1 - \frac{\varepsilon}{d_2} \right) \right]$$
\[
\times \iint t(x_o, y_o) \exp \left[ \frac{ik(x_o^2 + y_o^2)}{2} \left( \frac{1}{d_o} + \frac{1}{d_1} - \frac{\varepsilon}{d_1^2} \right) \right] \\
\times \exp \left[ -\frac{ik\varepsilon(xo + yy_o)}{d_1 d_2} \right] \, dx_o \, dy_o
\] (3.10)

We now examine both Equation 3.9 and Equation 3.10 to see under what conditions the \((x, y)\) plane is an image plane or a Fourier transform plane of the \((x_o, y_o)\) plane.

### 3.4.1 Image Formation

It is known in geometrical optics that an image is formed when the imaging condition \(1/d_1 + 1/d_2 - 1/f = 0\) is satisfied. We invoke this condition and see whether the amplitude distribution at the \((x, y)\) plane is functionally similar to that existing at the \((x_o, y_o)\) plane. We begin with Equation 3.9, and invoke the imaging condition to give

\[
u(x, y) = -Ae^{ikd_0 d_1 d_2} \exp \left[ \frac{ik(x^2 + y^2)}{2d_2} \right] \\
\times \iiint p(x_L, y_L) t(x_o, y_o) \exp \left[ \frac{ik(x_o^2 + y_o^2)}{2d_2} \left( \frac{1}{d_o} + \frac{1}{d_1} \right) \right] \\
\times \exp \left\{ -ik \left[ x_L \left( \frac{x_o}{d_1} + \frac{x}{d_2} \right) + y_L \left( \frac{y_o}{d_1} + \frac{y}{d_2} \right) \right] \right\} \, dx_o \, dy_o \, dx_L \, dy_L
\] (3.11)

We evaluate the integral over the lens plane assuming no diffraction. We thus obtain

\[
u(x, y) = -Ae^{ikd_o d_1 d_2} \frac{1}{d_0 M} \exp \left[ \frac{ik(x^2 + y^2)}{2d_2} \right] \\
\times \exp \left[ \frac{ik(x^2 + y^2)}{2M^2} \left( \frac{1}{d_o} + \frac{1}{d_1} \right) \right] t\left( -\frac{x}{M'}, -\frac{y}{M} \right) \\
= \frac{C}{M'} t\left( -\frac{x}{M'}, -\frac{y}{M} \right)
\] (3.12)

where \(M (= d_2/d_1)\) is the magnification of the system and \(C\) is a complex constant. The amplitude \(u(x, y)\) at the observation plane is identical to that of the input transparency, except for the magnification. Hence, an image of the transparency is formed on the plane that satisfies the condition \(1/d_1 + 1/d_2 = 1/f\).

### 3.4.2 Fourier Transformation

If the quadratic term within the integral in Equation 3.10 is zero, then the amplitude \(u(x, y)\) is a two-dimensional Fourier transform of the function \(t(x_o, y_o)\) multiplied by
a quadratic phase factor, provided that the limits of integration extend from $-\infty$ to $\infty$. For the quadratic term to vanish, the following condition should be satisfied:

$$\frac{1}{d_o} + \frac{1}{d_1} - \frac{\varepsilon}{d_1^2} = 0 \quad (3.13)$$

This condition is satisfied when $d_o = \infty$ and $d_2 = f$, because then $\varepsilon = d_1$. Thus, the Fourier transform of the transparency $t(x_o, y_o)$ illuminated by a collimated beam is observed at the back focal plane of the lens. It should be noted that the lens does not take the Fourier transform. The Fourier transform is extracted by propagation, and the lens merely brings it from the far field to the back focal plane.

The amplitude $u(x, y)$ when the transparency is illuminated by a collimated beam of amplitude $A_p$ is given by

$$u(x, y) = -\frac{A_p}{\lambda f} e^{ik(d_1+f)}(1+i)^2 \exp \left[ \frac{ik}{2f} (x^2 + y^2) \left( 1 - \frac{d_1}{f} \right) \right]$$

$$\times \int \int t(x_o, y_o) \exp \left[ -\frac{ik}{2f} (xx_o + yy_o) \right] dx_o \, dy_o \quad (3.14)$$

The position-dependant quadratic phase term in front of the integral sign will also vanish if the transparency is placed at the front focal plane of the lens. The amplitude is then given by

$$u(x, y) = u_0 \int \int t(x_o, y_o) \exp \left[ -\frac{ik}{2f} (xx_o + yy_o) \right] dx_o \, dy_o \quad (3.15)$$

where $u_0$ is a complex constant. Here $u(x, y)$ represents the pure Fourier transform of the function $t(x_o, y_o)$.

We thus arrive at the following conclusions:

1. The Fourier transform of a transparency illuminated by a collimated beam is obtained at the back focal plane of a lens. However, it includes a variable quadratic phase factor.
2. The pure Fourier transform (without the quadratic phase factor) is obtained when the transparency is placed at the front focal plane of the lens.

We have considered the very specific case of plane-wave illumination of the transparency. It can be shown that when the transparency is illuminated by a spherical wave, the Fourier transform is still obtained, but at a plane other than the focal plane. As mentioned earlier, the Fourier transform is obtained when Equation 3.13 is satisfied. This equation can also be written as follows:

$$\frac{1}{d_o} + \frac{1}{d_1} - \frac{\varepsilon}{d_1^2} = \frac{d_2 f + f (d_1 + d_o) - d_2 (d_1 + d_o)}{d_2 (d_2 + f + d_2 f - d_1 d_2)} = 0 \quad (3.16)$$
Equation 3.16 is satisfied when

\[
\frac{1}{d_0 + d_1} + \frac{1}{d_2} - \frac{1}{f} = 0 \quad (3.17)
\]

This equation implies that the Fourier transform of an input is obtained at a plane that is conjugate to the point source plane. Indeed, the pure Fourier transform with non-unit scale factor is obtained when a transparency placed at the front focal plane is illuminated by a diverging spherical wave. It is also possible to obtain the Fourier transform with many other configurations.

### 3.5 OPTICAL FILTERING

The availability of the Fourier transform at a physical plane allows us to modify it using a transparency or a mask called a filter. In general, the Fourier transform of an object is complex; that is, it has both amplitude and phase. A filter should therefore act upon both the amplitude and phase of the transform; such a filter has complex transmittance. In some cases, certain frequencies from the spectrum are filtered out, which is achieved by a blocking filter. Experiments of Abbé and also of Porter for the verification of Abbé’s theory of microscope imaging are beautiful examples of optical filtering. Figure 3.3 shows a schematic view of an optical filtering set-up. This is the well-known 4\(f\) processor. The filter, either as a mask or a transparency, is placed at the filter plane, where the Fourier transform of the input is displayed. A further Fourier transformation yields a filtered image. The technique is used to process images blurred by motion or corrupted by aberrations of the imaging system. One of the most common applications of optical filtering is to clean a laser beam using a tiny pinhole at the focus of a microscope objective. Such an arrangement of a microscope objective with a tiny pinhole at its focal plane is known as a spatial filter.

Phase-contrast microscopy exploits optical filtering in which the zeroth order is phase-advanced or phase-retarded by \(\pi/2\), thereby converting phase variation in a phase object into intensity variations. The schlieren technique used in aerodynamics and combustion science to visualize a refractive index gradient is another example of optical filtering. The Foucault knife-edge test for examining the figure of a mirror is yet another example of Fourier filtering. One of the most commonly used techniques to clean a laser beam is spatial filtering, which filters out all Fourier components that

![FIGURE 3.3 4f arrangement for optical filtering.](image-url)
make the beam dirty. A special mask can be used at the aperture stop in an imaging lens to alter its transfer function, and hence selectively filter the band of frequencies for image formation. Optical filtering is used in data processing, image processing, and pattern recognition. Theta modulation and frequency modulation are used to encode an object so that certain features can be extracted by optical filtering.

3.6 OPTICAL COMPONENTS IN OPTICAL METROLOGY

Optical components can be classified as reflective, refractive, or diffractive.

3.6.1 REFLECTIVE OPTICAL COMPONENTS

Plane mirrors, spherical mirrors, parabolic mirrors, and ellipsoidal mirrors all fall into the reflective category. Mirrors are used for imaging. A plane mirror, although often used simply for changing the direction of light beam, can also be considered an imaging element that always forms a virtual image free from aberrations. On the other hand, a spherical mirror forms both a real and a virtual image: a convex mirror always forms a reduced virtual image, while a concave mirror can form both real and virtual images of an object, depending on the object’s position and the focal length of the mirror. Mirror imaging is free from chromatic aberrations, but suffers from achromatic aberrations. A parabolic mirror is usually used as the primary in a telescope, while ellipsoidal mirrors are used in laser cavities.

Mirrors are usually metallic-coated. Silver, gold, chromium, and aluminum are among the metals used as reflective coatings. The reflectivity can be altered by depositing a dielectric layer on a metallic coating; an example is enhanced aluminum coating. Alternatively, a mirror can be coated with multiple layers of dielectric materials to provide the desired reflectivity.

3.6.2 REFRACTIVE OPTICAL COMPONENTS

Refractive optics includes both imaging and nonimaging optics. Lenses are used for imaging: a concave lens always forms a virtual image, while a convex lens can form both real and virtual images, depending on the object’s position and the focal length of the lens. Lens imaging suffers from both achromatic and chromatic aberrations. A shape factor is used to reduce the achromatic aberrations of a single lens. A lens designer performs the task of designing a lens with optimized aberrations, bearing in mind both cost and ease of production. These lenses have several elements, including diffractive elements in special lenses.

In theory, we assume that a lens is free from aberrations and of infinite size so that diffraction effects can also be neglected. In practice, assuming a lens to be well designed and theoretically free from aberrations, it still suffers from diffraction because of its finite size. A point object at infinity is not imaged as a point even by an aberration-free lens, but rather as a distribution known as the Airy distribution.

The intensity distribution in the image of point source at infinity is given by \[ [2J_1(x)/x]^2 \], where the argument \( x \) of the Bessel function \( J_1(x) \) depends on the
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FIGURE 3.4 Diffraction at a lens of circular aperture. (a) Photograph of the intensity distribution at the focus when a plane wave is incident on it. (b) Intensity distribution.

\( f \)-number of the lens, the magnification, and the wavelength of light. This distribution is plotted in Figure 3.4b. Figure 3.4a shows a photograph of an Airy pattern. It can be seen that the image of a point source is not a point but a distribution, which consists of a central disk, called the Airy disk, within which most of the intensity is contained, surrounded by circular rings of decreasing intensity. The radius of the Airy disk is \( 1.22 \lambda f / 2a \), where \( 2a \) is the lens aperture and \( f \) is the focal length of the lens. The Airy disk defines the size of the image of a point source. It should be kept in mind that if the beam incident on the lens has a diameter smaller than the lens aperture, then \( 2a \) in the expression for the disk radius must be replaced by the beam diameter. The intensity distribution in the diffraction pattern outside the Airy disk is governed by the shape and size of the aperture.

If we carry out an analysis in the spatial frequency domain, the lens is considered to be a low-pass filter. The frequency response can be modified by apodization: the use of an appropriate aperture mask on the lens alters its frequency response dramatically. As an obvious example, the use of an annular aperture in a telescope enhances its angular resolution. Similar arguments apply when imaging by mirrors is considered.

Prisms function as both reflective and refractive components. When used as dispersive elements in spectrographs and monochromators, prisms function purely as refractive components. However, when used for bending and splitting of beam, they use both refraction and reflection. As an example, we consider a right-angle prism, which can be used to bend rays by 90° or by 180°, as shown in Figure 3.5.

When employed as in Figure 3.5b as a reflector, a prism can be used to introduce lateral shear. It may be observed that the beam bending is by total internal reflection. For deviating beams at other angles, special prisms are designed in which there can be metallic reflection. A Dove prism is used for image rotation. In interferometry, a corner cube is used as a reflector in place of a mirror owing to its insensitivity to
FIGURE 3.5 Right-angle prisms used to bend a beam by (a) 90° and (b) 180°.

angular misalignment. Two cemented right-angle prisms with dielectric or metallic coatings on the hypotenuse faces form a beam-splitter. The entrance and exit faces have antireflective coatings. A dielectric coating on the diagonal surface can be so designed that a cube beam-splitter also functions as a polarization beam-splitter. In many interferometers, plane-parallel plates are used both as beam-splitters and as beam-combiners. One of the surfaces has an antireflective coating. Plane-parallel plates with uncoated surfaces have been used as shear elements in shear interferometry. Sometimes, wedge plates are used as beam-splitters and beam-combiners, and also as shear elements.

Some optical elements are constructed from anisotropic materials such as calcite and quartz. Savart and half-shade plates are examples of such elements, as are Nichol, Wollaston, Rochon, and Senarmont prisms. These elements are used in polarization interferometers, polarimeters, and ellipsometers.

3.6.3 Diffractive Optical Components

A grating is an example of a diffractive optical element. In general, optical elements that utilize diffraction for their functions are classed as diffractive optical elements (DOEs). Computer-generated holograms (CGHs) and holographic optical elements (HOEs) also fall into this category. Their main advantages are flexibility in size, shape, layout, and choice of materials. They can carry out multiple functions simultaneously, for example bending and focusing of a beam. They are easy to integrate with the rest of the system. DOEs offer the advantages of reduction in system size, weight, and cost. Because of their many advantages, considerable effort has gone into designing and fabricating efficient DOEs. DOEs can be produced using a conventional holographic method. However, most such components are formed by either a laser or an electron-beam writing system on an appropriate substrate. Mass production is by hot embossing or ultraviolet embossing, or by injection molding. These elements can also be fabricated using diamond turning.

DOEs can be used as lenses, beam-splitters, polarization elements, or phase-shifters in optical systems. A zone plate is an excellent example of a diffractive lens that produces multiple foci. However, using multiple phase steps or a continuous phase profile, diffractive lenses with efficiency approaching 100% can be realized. Gratings can be designed that split the incident beam into two beams of equal
intensity, functioning as a conventional beam-splitter. Alternatively, it can yield two beams of equal intensity in reflection as shown in Figure 3.6. These beams are then combined by another DOE, thereby making a very compact Mach–Zehnder interferometer.

A polarizer has been realized in a photoresist on a glass plate in which a deep binary grating is written. In fact, diffractive elements with submicrometer pitch exhibit strong polarization dependence. An interesting application of DOEs is in phase-shifting interferometry. For studying transient events, spatial phase-shifting is used such that three or four phase-shifted data are available from a single interferogram. This may be done by using multiple detectors or a spatial carrier with a single detector. A DOE has also been produced in such a way that when placed in a reference arm, it provides four $90^\circ$ phase-shifted reference wavefronts. Thereby, four phase-shifted interferograms are obtained simultaneously, from which the phase at each pixel is obtained using a four-step algorithm.

Gratings (linear, circular, spiral, or concave) are dispersive elements, and hence are used mainly in spectrometers, spectrophotometers, and similar instruments. When used with monochromatic radiation, gratings are useful elements in metrology. A low-frequency grating is used in moiré metrology. High-accuracy measurements are performed with gratings of fine pitch. A grating is usually defined as a periodic arrangement of slits (opaque and transparent regions). A collimated beam incident on a grating is diffracted into a number of orders. When a grating of pitch $d$ is illuminated normally by a monochromatic beam of wavelength $\lambda$, the $m$th diffraction order is in the direction $\theta_m$ such that

$$d \sin \theta_m = m \lambda \quad \text{for } m = 0, \pm 1, \pm 2, \pm 3, \ldots$$  \hspace{1cm} (3.18)
Such a grating will generate a large number of orders ($m \leq d/\lambda$, since $\theta_m \leq \pi/2$). Assuming small-angle diffraction (i.e., diffraction from a coarse grating) and diffraction in the first order, we obtain

$$\theta = \frac{\lambda}{d} \quad \text{or} \quad \frac{1}{d} = \frac{\theta}{\lambda} \quad (3.19)$$

Suppose a lens of focal length $f$ is placed behind the grating, then this order will be focused to a spot such that $x = \lambda f/d$, or $1/d = x/\lambda f$, where $x$ is the distance of the spot from the optical axis. The grating is assumed to be oriented such that its grating elements are perpendicular to the $x$ axis. We define the spatial frequency $\mu$ of the grating as the inverse of the period $d$:

$$\mu = \frac{1}{d} = \frac{x}{\lambda f} \quad (3.20)$$

It is expressed as lines per millimeter (lines/mm). Thus, the spatial frequency $\mu$ and off-axis distance $x$ are linearly related for a coarse grating. In fact, the spatial frequency is defined as $\mu = (\sin \theta)/\lambda$. It is thus obvious that a sinusoidal grating of frequency $\mu$ will generate only three orders: $m = 0, 1, -1$.

A real grating can be represented as a summation of sinusoidal gratings whose frequencies are integral multiples of the fundamental. When such a grating is illuminated normally by a collimated beam propagating in the $z$ direction, a large number of spots are formed on either side of the $z$ axis: symmetric pairs correspond to a particular frequency in the grating.

If a grating of pitch $p$ is inclined with respect to the $x$ axis as shown in Figure 3.7, then its spatial frequencies $\mu$ and $\nu$ along the $x$ and $y$ directions are $\mu = 1/d_x$ and $\nu = 1/d_y$. 

**FIGURE 3.7** An inclined linear grating.
\[ \nu = 1/d_y, \text{ such that} \]
\[ \rho^2 = \frac{1}{p^2} = \frac{1}{d_x^2} + \frac{1}{d_y^2} \] (3.21)

where \( \rho \) is the spatial frequency of the grating. That is, \( \rho^2 = \mu^2 + \nu^2 \). Diffraction at the inclined sinusoidal grating again results in the formation of three diffraction orders, which will lie on neither the \( x \) nor the \( y \) axis. It can be shown that the diffraction spots always lie on a line parallel to the grating vector.

### 3.6.3.1 Sinusoidal Grating

Interference between two inclined plane waves of equal amplitude generates an interference pattern in which the intensity distribution is of the form

\[ I(x) = 2I_0[1 + \cos(2\pi x/d_x)] \] (3.22)

where \( d_x \) is the grating pitch and \( I_0 \) is the intensity of each beam. We associate a spatial frequency \( \mu \), which is the reciprocal of \( d_x \); that is, \( \mu = 1/d_x \). Thus, we can express the intensity distribution as

\[ I(x) = 2I_0[1 + \cos(2\pi \mu x)] \] (3.23)

Assuming an ideal recording material that maps the incident intensity distribution before exposure to the amplitude transmittance after exposure, the amplitude transmittance of the grating record is given by

\[ t(x) = 0.5[1 + \cos(2\pi \mu x)] \] (3.24)

The factor 0.5 appears owing to the fact that the transmittance varies between 0 and 1. Let a unit-amplitude plane wave be incident normally on the grating. The amplitude just behind the grating is

\[ a(x) = 0.5(1 + \cos 2\pi \mu x) = 0.5(1 + 0.5e^{2\pi i\mu x} + 0.5e^{-2\pi i\mu x}) \] (3.25)

This represents a combination of three plane waves: one wave propagating along the axis and other two propagating inclined to the axis. A lens placed behind the grating will focus these plane waves to three diffraction spots, each spot corresponding to a plane wave. These spots lie on the \( x \) axis in this particular case. If the transmittance function of the grating is other than sinusoidal, a large number of diffraction spots are formed.

Let us now recall the grating equation when a plane wave is incident normally; that is,

\[ d_x \sin \theta_m = m\lambda. \]

In the first order \( m = 1 \), and assuming small-angle diffraction, so that \( \sin \theta \approx \theta \), we obtain

\[ \frac{1}{d_x} = \mu = \frac{\theta}{\lambda}. \]
FIGURE 3.8 Diffraction at a sinusoidal grating.

From Figure 3.8, $\theta = x_f / f$, and hence $\mu = x_f / \lambda f$. Thus, the position of the spot is directly proportional to the frequency of the grating. This implies that diffraction at a sinusoidal grating generates three diffraction orders: the zeroth order lies on the optical axis and the first orders lie off-axis, with their displacements being proportional to the spatial frequency of the grating. These orders lie on a line parallel to the grating vector $(2\pi / d_x)$; the grating vector is oriented perpendicular to the grating elements. If the grating is rotated in its plane, these orders also rotate by the same angle.

A real grating generates many spots. These can easily be observed by shining an unexpanded laser beam onto the grating and observing the diffracted orders on a screen placed some distance away. This is due to the fact that the grating transmittance differs significantly from a sinusoidal profile. Since a grating is defined as a periodic structure of transparent and opaque parts, it gives rise to an infinite number of orders, subject to the condition that the diffraction angle $\theta \leq \pi / 2$. It should be remembered that the linear relationship between spatial frequency and distance is valid only for low-angle diffraction or for coarse gratings.

3.6.4 Phase Grating

A phase grating has a periodic phase variation—it does not attenuate the beam. It can be realized either by thickness changes or refractive index changes or by a combination. One of the simplest methods is to record an interference pattern on a photographic emulsion and then bleach it. Assuming that the phase variation is linearly related to the intensity distribution, the transmittance of a sinusoidal phase grating can be expressed as

$$t(x) = \exp(i\phi_0) \exp[i\phi_m \cos(2\pi\mu_0 x)]$$

(3.26)

where $\phi_0$ and $\phi_m$ are the constant phase and phase modulation, and $\mu_0$ is the spatial frequency of the grating. This transmittance can be expressed as a Fourier–Bessel series. This implies that when such a grating is illuminated by a collimated beam, an infinite number of orders are produced, unlike the three orders from an amplitude sinusoidal grating. The phase grating, therefore, is intrinsically nonlinear. The
intensity distribution in the various orders can be controlled by groove shape and modulation, and also by the frequency.

### 3.6.5 Diffraction Efficiency

Gratings can be either amplitude or phase gratings. The diffraction efficiency of an amplitude grating having a sinusoidal profile of the form \( r(x) = 0.5 + 0.5 \sin(2\pi \mu x) \) has a maximum value of 6.25%. However, if the profile is binary, the diffraction efficiency in first order is 10.2%. It will also produce a large number of orders. If the widths of the opaque and transparent parts are equal, then the even orders are missing. For a sinusoidal phase grating, the maximum diffraction efficiency is 33.9%; for a binary phase grating, it is 40.6%. If the grating is blazed, it may have 100% diffraction efficiency in the desired order. Thick phase gratings have high diffraction efficiencies, approaching 100%.

### 3.7 Resolving Power of Optical Systems

Assume a point source emitting monochromatic spherical waves. An image of the point source can be obtained by following the procedure outlined in Section 3.4. The intensity distribution in the image of a point source is proportional to the square of the Fourier transform of the aperture function of an aberration-free imaging lens. As already mentioned, for a lens with circular aperture, the intensity distribution of the image of a point source is an Airy distribution, proportional to \( [2J_1(x)/x]^2 \). The image of a point source is not a point but a distribution, and hence two closely separated point sources can be seen distinctly in the image if they are adequately separated. The ability to see them distinctly depends on the resolving power of the imaging lens.

Resolving power is important for both imaging and dispersive instruments. In one case, one wants to know how close two objects could be seen as distinct; in the other, one wants to know how close two spectral lines could be seen as distinct. In both cases, the ability to see distinctly is governed by diffraction. In case of imaging, an imaging system intercepts only a part of the spherical waves emanating from a point source, thereby losing a certain amount of information. This results in an Airy distribution, with a central maximum surrounded by circular rings with decreasing intensity. For objects of the same intensity, it is easier to find a criterion of resolution. According to Rayleigh, two objects are just resolved when the intensity maximum of one coincides with the first intensity minimum of the other. The resulting intensity distribution shows two humps with a central minimum, as shown in Figure 3.9. The intensity of the central minimum in the case of a square aperture is 81% of the maximum. In practice, several resolution criteria have been proposed, but the most commonly used criterion is that due to Rayleigh.

However, in the case of two objects with one very much brighter than the other, it becomes extremely difficult to apply the Rayleigh criterion. Further, there are situations when the intensity distribution does not exhibit any secondary maxima. In such cases, the Rayleigh criterion states that two objects are just resolved when the intensity of the central minimum is 81% of the maximum.
FIGURE 3.9 Rayleigh resolution criterion: maximum of first point image falls over the minimum of the second point image.

The Airy intensity distribution may be called an “instrumental function” of the imaging devices. Similarly, in the case of a grating used for spectral analysis, the intensity distribution is governed by $\sin^2\left(\frac{1}{2}N\delta\right)/\sin^2\left(\frac{1}{2}\delta\right)$, where $\delta$ is the phase difference between two consecutive rays. This is the instrumental function, which governs the resolution. An interferometer may therefore be described in terms of an instrumental function; a common situation where this arises is in Fourier-transform spectroscopy.
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4 Phase-Evaluation Methods

Phase distribution is encoded in an intensity distribution as a result of interference phenomena, and is displayed in the form of an interference pattern. Phase distribution should therefore be retrievable from the interference pattern. Phase difference is related to parameters of interest such as the figure of a surface, height variations, and refractive index variations, which can be extracted from measurements of phase difference.

We employ interference phenomena in classical interferometry, in holographic interferometry, and in speckle interferometry to convert the phase of a wave of interest into an intensity distribution. Even in moiré methods, the desired information can be cast into the form of an intensity distribution. The fringes in an interference pattern are loci of constant phase difference. Earlier methods of extracting phase information, and consequently the related parameters of interest, were very laborious and time-consuming and suffered from the inherent inaccuracies of evaluation procedures. With the availability of desktop computers with enormous computational and processing power and CCD array detectors, many automatic fringe evaluation procedures have been developed.

There are many methods of phase evaluation. A comparison of these methods with respect to several parameters is presented in Table 4.1.

It should be noted that complexity and cost increase with increasing resolution. We will now discuss these methods in detail. During the course of this discussion, the significance of some of the parameters and characteristics of the various methods will become obvious.

4.1 INTERFERENCE EQUATION

Interference between two waves of the same frequency results in an intensity distribution of the form

\[ I(x, y) = I_0(x, y)\left[1 + V(x, y) \cos \delta(x, y)\right] \]  

(4.1)

where \( I_0(x, y) \) is the low-frequency background, often called the DC background, \( V(x, y) \) is the fringe visibility (or modulation), and \( \delta(x, y) \) is the phase difference between the two waves, which is to be determined. Here \((x, y)\) are the coordinates of a point, or of a pixel on an observation plane. The intensity distribution may be degraded
TABLE 4.1
Comparison of Some Important Methods of Phase Evaluation in Terms of Selected Parameters

<table>
<thead>
<tr>
<th>Method</th>
<th>Fringe Skeletonization</th>
<th>Phase-Stepping and Phase-Shifting</th>
<th>Fourier Transform</th>
<th>Temporal Heterodyning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of interferograms to be reconstructed</td>
<td>1</td>
<td>Minimum 3</td>
<td>I (2)</td>
<td>1 per detection point</td>
</tr>
<tr>
<td>Resolution λ</td>
<td>1–1/10</td>
<td>1/10–1/100</td>
<td>1/10–1/30</td>
<td>1/100–1/1000</td>
</tr>
<tr>
<td>Evaluation between intensity extrema</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Inherent noise suppression</td>
<td>Partially</td>
<td>Yes</td>
<td>No (Yes)</td>
<td>Partially</td>
</tr>
<tr>
<td>Automatic sign detection</td>
<td>No</td>
<td>Yes</td>
<td>No (Yes)</td>
<td>Yes</td>
</tr>
<tr>
<td>Necessary experimental manipulation</td>
<td>No</td>
<td>Phase-shift</td>
<td>No (Phase-shift)</td>
<td>Frequency</td>
</tr>
<tr>
<td>Experimental effort</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Extremely high</td>
</tr>
<tr>
<td>Sensitivity to external influences</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
<td>Extremely high</td>
</tr>
<tr>
<td>Interaction by the operator</td>
<td>Possible</td>
<td>Not possible</td>
<td>Possible</td>
<td>Not possible</td>
</tr>
<tr>
<td>Speed of evaluation</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Extremely low</td>
</tr>
<tr>
<td>Cost</td>
<td>Moderate</td>
<td>High</td>
<td>Moderate</td>
<td>Very high</td>
</tr>
</tbody>
</table>

by several factors, such as speckle noise, spurious fringe noise, and electronic noise. However, when all of these factors are included, the intensity distribution may still be expressed in the form

\[ I(x, y) = a(x, y) + b(x, y) \cos \delta(x, y) \]  \hspace{1cm} (4.2)

This equation has three unknowns: \( a(x, y), b(x, y), \) and \( \delta(x, y) \). We are mostly interested in obtaining \( \delta(x, y) \), and hence will discuss the methods of phase evaluation only.

### 4.2 FRINGE SKELETONIZATION

The fringe skeletonization methods are computerized forms of the former manual fringe counting methods. The fringe pattern is received on a CCD detector. It is assumed that a local extremum of the intensity distribution corresponds to a maximum or minimum of the cosine function. (However, this requirement is not met by fringe patterns obtained in speckle photography.) The interference phase at pixels where an intensity maximum or minimum is detected is an even or odd integer multiple of \( \pi \). The fringe skeletonization method seeks maxima or minima of an intensity distribution. The positions of maxima or minima in the fringe pattern are determined within several pixels. The method is thus similar to the manual method of locating the
fringe maxima or minima, but is performed much more rapidly and with relatively high accuracy. Sign ambiguity is still not resolved.

Methods of fringe skeletonization can be divided into those based on fringe tracking and those related to segmentation. Both techniques require careful preprocessing to minimize speckle noise through low-pass filtering and to correct for uneven brightness distribution in the background illumination.

4.3 TEMPORAL HETERODYNING

In temporal heterodyning, a small frequency difference \( \Delta \omega / 2\pi = (\omega_1 - \omega_2) / 2\pi \), which is less than 100 kHz, is introduced between the two interfering waves. The local intensity of the interference pattern then varies sinusoidally at the beat frequency \( \Delta \omega / 2\pi \). The intensity distribution can be expressed as

\[
I(x, y; t) = a(x, y) + b(x, y) \cos[\Delta \omega t + \delta(x, y)]
\]

There is no stationary stable interference pattern of the type familiar in interferometry; instead, the intensity at each point \((x, y)\) varies sinusoidally at the beat frequency, and the interference phase at that point is transformed into the phase of the beat frequency signal. There is no way to measure the phase of this beat signal. However, as is obvious, the intensity at all points varies with the beat frequency, but the phases are different, being equal to the values of the interference phases at these points. As the beat frequency is sufficiently low, the phase difference between two points can be measured with very high accuracy independently of \(a(x, y)\) and \(b(x, y)\) by using two photodetectors and an electronic phase-meter. In this way, both the interpolation problem and the sign ambiguity of classical interferometry are solved. The method requires special equipment such as acousto-optic modulators for frequency shift and a phase-meter. The image (interference pattern) is scanned mechanically by photodetectors to measure the phase difference: one detector is fixed and the other is scanned, thereby measuring the interference phase with respect to the fixed photodetector. The measurement speed is low (typically 1 s per point), but the accuracy (typically \(\lambda/1000\)) and spatial resolution (>10^6 resolvable points) are extremely high.

In double-exposure holographic interferometry, the two interfering waves are released simultaneously from the hologram, and hence temporal heterodyning cannot be applied for phase evaluation. On the other hand, if a two-reference-wave set-up is used such that each state of the object is recorded with one of the waves as a reference wave, this technique can be implemented (see Chapter 6). In practice, two acousto-optic modulators in cascade are placed in the path of one of the reference waves. These modulators introduce frequency shifts of opposite signs. During recording, both modulators are driven at the same frequency, say, at 40 MHz, and hence the net frequency shift is zero. The initial and final states of the object are recorded sequentially with one reference wave at a time. The reconstruction, however, is performed with both reference waves simultaneously, with one modulator driven at 40 MHz and the other
at 40.1 MHz. Therefore, the reference waves are of different frequencies, with a frequency difference of 100 kHz, resulting in an interference pattern that oscillates at that frequency.

One way to evaluate the interference pattern is to keep one detector fixed at the reference point while the other is scanned over the image. In this way, the phase difference is measured with respect to the phase of the reference point. The phase differences are stored, arranged, and displayed. Instead of two detectors, one could use an array of three, four, or five detectors to scan the whole image. In this way, the phase differences $\delta_x$ and $\delta_y$ between adjacent points along the $x$ and $y$ directions with known separations are measured. Numerical integration of recorded and stored phase differences gives the interference phase distribution.

### 4.4 PHASE-SAMPLING EVALUATION: QUASI-HETERODYNING

According to Equation 4.2, the intensity distribution in an interference pattern has three unknowns: $a(x, y), b(x, y)$, and $\delta(x, y)$. Therefore, if three intensity values at each point are available, we could set up three equations and solve them for the unknowns. These three intensity values are obtained by changing the phase of the reference wave. For the sake of generality, we set up $n$ equations.

Two different approaches are available for quasi-heterodyning phase measurement: the phase-step method and the phase shift method. In the phase-step method, the local intensity $I_n(x, y)$ in the interference pattern is sampled at fixed phases $\alpha_n$ of the reference wave; that is,

$$I_n(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) + \alpha_n] \quad \text{for } n = 1, 2, 3, \ldots, N (n > 3)$$

(4.4)

As mentioned earlier, at least three intensity measurements, $I_1, I_2, I_3$, must be carried out to determine all the three unknowns.

In the phase-shifting or integrating bucket method, which is intended primarily for use with CCD detectors on which optical power is integrated by the detector, the phase of the reference wave is varied linearly and the sampled intensity is integrated over the phase interval $\Delta \alpha$ from $\alpha_n - \Delta \alpha/2$ to $\alpha_n + \Delta \alpha/2$. The intensity $I_n(x, y)$ sampled at a pixel at $(x, y)$ is given by

$$I_n(x, y) = \frac{1}{\Delta \alpha} \int_{\alpha_n - \Delta \alpha/2}^{\alpha_n + \Delta \alpha/2} \{a(x, y) + b(x, y) \cos[\delta(x, y) + \alpha(t)]\} \, d\alpha(t)$$

$$= a(x, y) + \text{sinc}(\Delta \alpha/2) \ b(x, y) \cos[\delta(x, y) + \alpha_n]$$

(4.5)

This expression is equivalent to that of the phase-shifting method, the only difference being that the modulation $b(x, y)$ is multiplied by $\text{sinc}(\Delta \alpha/2)$; there is a reduction in the contrast of fringes by $\text{sinc}(\Delta \alpha/2)$. In this sense, the phase-shifting method is equivalent to the phase-stepping method, and the names are used synonymously. Furthermore, for data processing, both methods are handled in an identical manner.
4.5 PHASE-SHIFTING METHOD

For the solution of the nonlinear system of equations, we use the Gauss least-square approach and rewrite the intensity distribution as

\[ I_n(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) + \alpha_n] = a + u \cos \alpha_n + v \sin \alpha_n \]  \hspace{1cm} (4.6)

where \( u(x, y) = b(x, y) \cos \delta(x, y) \) and \( v(x, y) = -b(x, y) \sin \delta(x, y) \). We obtain \( a, u, \) and \( v \) by minimizing the errors; that is, the sum of the quadratic errors,

\[ \sum_{n=1}^{N} \left[ I_n(x, y) - (a + u \cos \alpha_n + v \sin \alpha_n) \right]^2 \]

is minimized. Taking partial derivatives of this function with respect to \( a, u, \) and \( v \) and then equating these derivatives to zero gives a linear system of three equations:

\[
\begin{bmatrix}
N \\
\sum \cos \alpha_n \\
\sum \sin \alpha_n
\end{bmatrix} \begin{bmatrix}
\sum \cos \alpha_n \\
\sum \sin \alpha_n \\
\sum \sin^2 \alpha_n
\end{bmatrix} \begin{bmatrix}
a \\
u \\
v
\end{bmatrix} = \begin{bmatrix}
\sum I_n \\
\sum I_n \cos \alpha_n \\
\sum I_n \sin \alpha_n
\end{bmatrix} \hspace{1cm} (4.7)
\]

This system is to be solved pointwise. We thus obtain

\[ a(x, y) = \frac{1}{N} \sum_{n=1}^{N} I_n \]  \hspace{1cm} (4.8a)

\[ b(x, y) = \sqrt{\left( \sum I_n \cos \alpha_n \right)^2 + \left( \sum I_n \sin \alpha_n \right)^2} \]  \hspace{1cm} (4.8b)

\[ \tan \delta(x, y) = -\frac{v}{u} = -\frac{\sum I_n \sin \alpha_n}{\sum I_n \cos \alpha_n} \]  \hspace{1cm} (4.8c)

The interference phase is computed modulo 2\( \pi \). Many algorithms have been mentioned in the literature. Some of these algorithms, derived from the interference equation, using three, four, up to eight steps, are presented in Table 4.2.

4.6 PHASE-SHIFTING WITH UNKNOWN BUT CONSTANT PHASE-STEP

There is a method known as the Carré method, which utilizes four phase-shifted intensity distributions; the phase-step need not be known, but must remain constant during phase-shifting. The four intensity distributions are expressed as

\[ I_1(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) - 3\alpha] \]  \hspace{1cm} (4.9a)

\[ I_2(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) - \alpha] \]  \hspace{1cm} (4.9b)

\[ I_3(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) + \alpha] \]  \hspace{1cm} (4.9c)

\[ I_4(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) + 3\alpha] \]  \hspace{1cm} (4.9d)
TABLE 4.2
Some Algorithms Derived from the Interference Equation

<table>
<thead>
<tr>
<th>( N )</th>
<th>Phase-Step ( \alpha_n )</th>
<th>Expression for ( \tan \delta(x, y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( 60^\circ ) (0(^\circ), 60(^\circ), 120(^\circ))</td>
<td>( \frac{2I_1 - 3I_2 + I_3}{\sqrt{3} (I_2 - I_3)} )</td>
</tr>
<tr>
<td>3</td>
<td>( 90^\circ ) (0(^\circ), 90(^\circ), 180(^\circ))</td>
<td>( \frac{I_1 - 2I_2 + I_3}{I_1 - I_3} )</td>
</tr>
<tr>
<td>3</td>
<td>( 120^\circ ) (0(^\circ), 120(^\circ), 240(^\circ))</td>
<td>( \frac{\sqrt{3} (I_3 - I_2)}{2I_1 - I_2 - I_3} )</td>
</tr>
<tr>
<td>4</td>
<td>( 90^\circ ) (0(^\circ), 90(^\circ), 180(^\circ), 270(^\circ))</td>
<td>( \frac{I_4 - I_2}{I_1 - I_3} )</td>
</tr>
<tr>
<td>4</td>
<td>( 60^\circ ) (0(^\circ), 60(^\circ), 120(^\circ), 180(^\circ))</td>
<td>( \frac{5 (I_1 - I_2 - I_3 + I_4)}{\sqrt{3} (2I_1 + I_2 - I_3 - 2I_4)} )</td>
</tr>
<tr>
<td>5</td>
<td>( 90^\circ ) (0(^\circ), 90(^\circ), 180(^\circ), 270(^\circ), 360(^\circ))</td>
<td>( \frac{7 (I_4 - I_2)}{4I_1 - I_2 - 6I_3 - I_4 + 4I_5} )</td>
</tr>
<tr>
<td>6</td>
<td>( 90^\circ ) (0(^\circ), 90(^\circ), 180(^\circ), 270(^\circ), 360(^\circ), 450(^\circ))</td>
<td>( \frac{I_1 - I_2 - 6I_3 + 6I_4 + I_5 - I_6}{4(I_2 - I_3 - I_4 + I_5)} )</td>
</tr>
<tr>
<td>7</td>
<td>( 90^\circ ) (0(^\circ), 90(^\circ), 180(^\circ), 270(^\circ), 360(^\circ), 450(^\circ), 540(^\circ))</td>
<td>( \frac{-I_1 + 7I_3 - 7I_5 + I_7}{-4I_2 + 8I_4 - 4I_6} )</td>
</tr>
<tr>
<td>8</td>
<td>( 90^\circ ) (0(^\circ), 90(^\circ), 180(^\circ), 270(^\circ), 360(^\circ), 450(^\circ), 540(^\circ), 630(^\circ))</td>
<td>( \frac{-I_1 - 5I_2 + 11I_3 + 15I_4 - 15I_5 - 11I_6 + 5I_7 + I_8}{I_1 - 5I_2 - 11I_3 + 15I_4 + 15I_5 - 11I_6 - 5I_7 + I_8} )</td>
</tr>
</tbody>
</table>

For the sake of simplicity, the phase step is taken to be \( 2\alpha \). There are four unknowns, namely \( a(x, y) \), \( b(x, y) \), \( \delta(x, y) \), and \( 2\alpha \), and hence it should be possible to obtain the values of all four from the four equations. However, we present the expressions only for the phase-step and interference phase:

\[
\tan^2 \alpha = \frac{3(I_2 - I_3) - (I_1 - I_4)}{(I_2 - I_3) + (I_1 - I_4)} \tag{4.10a}
\]

\[
\tan \delta(x, y) = \frac{(I_2 - I_3) + (I_1 - I_4)}{(I_2 + I_3) - (I_1 + I_4)} \tan \alpha \tag{4.10b}
\]

These two equations are combined to yield the interference phase from the measured intensity values as follows:

\[
\tan \delta(x, y) = \sqrt{\frac{3(I_2 - I_3) - (I_1 - I_4)}{(I_2 + I_3) - (I_1 + I_4)}} \tag{4.11}
\]

An improvement over the Carré method is realized by calculating the value of the phase-step over the whole pixel format, and then taking the average value for calculation. Constancy of the phase-step is also easily checked. The phase-step \( 2\alpha \) is
obtained from the expression

\[ \cos 2\alpha = \frac{(I_1 - I_2) + (I_3 - I_4)}{2(I_2 - I_3)} \]  \hfill (4.12)

By assumption, the phase-step \(2\alpha\) must be constant over all the pixels. However, we take an average value, which smoothes out any fluctuations. The interference phase is then obtained as

\[ \tan \delta(x, y) = \frac{(I_3 - I_2) + (I_1 - I_3) \cos \bar{\alpha}_1 + (I_2 - I_1) \cos 2\bar{\alpha}_1}{(I_1 - I_3) \sin \bar{\alpha}_1 + (I_2 - I_1) \sin 2\bar{\alpha}_1} \]  \hfill (4.13a)

\[ \tan \delta(x, y) = \frac{(I_4 - I_3) + (I_2 - I_4) \cos \bar{\alpha}_1 + (I_3 - I_2) \cos 2\bar{\alpha}_1}{(I_2 - I_4) \sin \bar{\alpha}_1 + (I_3 - I_2) \sin 2\bar{\alpha}_1} \]  \hfill (4.13b)

where \(2\bar{\alpha}_1\) is the average value of the phase-step \(2\alpha\), averaged over all the pixels. The \(2\pi\) steps of the interference phase distribution modulo \(2\pi\) occur at different points in the image. This information can be used in the subsequent demodulation by considering the continuous phase variation of the two terms at each pixel.

There is another interesting algorithm, which also utilizes four intensity distributions but can be used for the evaluation of a very noisy interferogram. We consider an intensity distribution in the image of an object being studied using speckle techniques. The intensity distribution is expressed as

\[ I(x, y) = a(x, y) + b(x, y) \cos(\phi_0 - \phi_R), \]  \hfill (4.14)

where \(\phi_0\) and \(\phi_R\) are the phases of the speckled object wave and the reference wave; the phase difference \(\phi = \phi_0 - \phi_R\) is random. We capture four frames, the intensity distributions being expressed as

\[ I_1(x, y) = a(x, y) + b(x, y) \cos(\phi - \pi/2) \]  \hfill (4.15a)

\[ I_2(x, y) = a(x, y) + b(x, y) \cos \phi \]  \hfill (4.15b)

\[ I_3(x, y) = a(x, y) + b(x, y) \cos[\phi + \delta(x, y)] \]  \hfill (4.15c)

\[ I_4(x, y) = a(x, y) + b(x, y) \cos[\phi + \delta(x, y) + \pi/2] \]  \hfill (4.15d)

Here \(\delta(x, y)\) is the phase introduced by deformation and is to be determined. From these equations, we obtain

\[ I_3 - I_2 = -2b \sin(\phi + \delta/2) \sin(\delta/2) \]  \hfill (4.16a)

\[ I_4 - I_1 = -2b \sin(\phi + \delta/2) \cos(\delta/2) \]  \hfill (4.16b)

From Equations 4.16a and 4.16b, the deformation phase is obtained easily as

\[ \tan \frac{\delta(x, y)}{2} = \frac{I_3 - I_2}{I_4 - I_1} \]  \hfill (4.17)
The phase is obtained modulo $2\pi$, as in other algorithms. However, the phase shift has to be exactly $\pi/2$.

All of the algorithms listed in Table 4.2 and utilizing a $90^\circ$ phase shift require the phase-step to be exactly $90^\circ$; otherwise, errors are introduced. Simulation studies have indicated that the magnitude of errors continues to decrease with increasing number of phase-steps. An eight-step phase shift algorithm is practically immune to phase shift errors.

Phase-shifting methods are commonly used in all kinds of interferometers. The phase shift is usually introduced by calibrated PZT shifters attached to a mirror. This mechanical means of shifting the phase is quite common and convenient to use. There are various other methods, which rely on polarization and refractive index changes of the medium by an electrical field, and so on.

Advantages of the phase-shifting technique are (i) almost real-time processing of interferograms, (ii) removal of sign ambiguity, (iii) insensitivity to source intensity fluctuations, (iv) good accuracy even in areas of very low fringe visibility, (v) high measurement accuracy and repeatability, and (vi) applicability to holographic interferometry, speckle interferometry, moiré methods, and so on. Further, we can calculate the visibility and background intensity from the measured intensity values.

### 4.7 SPATIAL PHASE-SHIFTING

Temporal phase-shifting as described above requires stability of the interference pattern over the period of phase-shifting. However, in situations where a transient event is being studied or where the environment is highly turbulent, the results from temporal phase-shifting could be erroneous. To overcome this problem, the phase-shifted interferograms can be captured simultaneously using multiple CCD array detectors and appropriate splitting schemes. Recently, a pixelated array interferometer has also been developed that captures four phase-shifted interferograms simultaneously. All of these schemes, however, add to the cost and complexity of the system. Another solution is to use spatial phase-shifting. This requires an appropriate carrier. The intensity distribution in the interferogram can be expressed as

$$I(x, y) = a(x, y) + b(x, y) \cos[2\pi f_0 x + \phi(x, y)]$$  

where $f_0$ is the spatial carrier along the $x$ direction. The spatial carrier is chosen such that it has either three or four pixels on the adjacent fringes to apply three-step or four-step algorithms. There are several ways to generate the carrier frequency. The simplest is to tilt the reference beam appropriately. Polarization coding and gratings are also frequently used. We describe a procedure that is used in speckle metrology (Chapter 7).

We consider the experimental set-up shown in Figure 4.1. This arrangement is employed for the measurement of the in-plane displacement component.

The aperture separation is chosen such that the fringe width is equal to the width of three pixels of the CCD camera for the $120^\circ$ phase shift algorithm, and to the width of four pixels for the $90^\circ$ phase shift algorithm, as shown in Figure 4.2. The average speckle size is nearly equal to the fringe width. The intensity distribution $I(x_n, y)$ at
the $n$th pixel along the $x$ direction is given by
\begin{equation}
I(x_n, y) = a(x_n, y) + b(x_n, y) \text{sinc} \left( \frac{\Phi}{2} \right) \cos \left[ \phi(x_n, y) + n\beta + C \right], \quad n = 1, 2, 3, \ldots, N
\end{equation}
(4.19)

where $\phi(x_n, y)$ is the phase to be measured,
\[ \beta = \frac{2\pi}{\lambda} \frac{d}{d_p} \]
is the phase change from one pixel to the next (which is separated by $d_p$ along the $x$ direction),
\[ \Phi = \frac{2\pi}{\lambda} \frac{d}{d_t} \]

FIGURE 4.1 Measurement of in-plane component using spatial phase-shifting.

FIGURE 4.2 (a) 120° spatial phase-shifting. (b) 90° spatial phase-shifting.
is the phase shift angle over which the pixel of width $d_t$ integrates the intensity, $C$ is a constant phase offset, and $N$ is the number of pixels in a row. Owing to object deformation, the initial phase $\phi_1(x_n, y)$ changes to $\phi_2(x_n, y) = \phi_1(x_n, y) + \delta(x_n, y)$. If $\phi_1(x_n, y)$ and $\phi_2(x_n, y)$ are measured, the phase difference $\delta(x_n, y)$ can be obtained. In order to calculate $\phi_n = \phi(x_n, y)$, we need at least three adjacent values of $I(x_n, y)$. If these values are picked up at 120° phase intervals, then the phase $\phi_n$ is given by

$$\phi_n = \tan^{-1}\left(\frac{\sqrt{3}}{2} \frac{I_{n-1} - I_{n+1}}{I_n - I_{n-1} - I_{n+1}}\right) \mod \pi \quad (4.20)$$

$$I_{n+m} = a + b \text{sinc}\left(\frac{\Phi_2}{2}\right) \cos\left[\phi_n + \frac{2\pi d}{\lambda} v d_p (n + m)\right], \quad n = 2, 3, \ldots, N - 1; \quad m = -1, 0, +1 \quad (4.21)$$

The constant $C$ has been dropped from Equation 4.21. It may be seen that in spatial phase-shifting, the modified phase $\psi_n = \phi_n + \frac{2\pi d}{\lambda} v d_p n \mod \pi$ rather than the speckle phase $\phi_n \mod \pi$, is reconstructed. Therefore, the phase offset $\frac{2\pi d}{\lambda} v d_p n$ must be subtracted in a later step.

### 4.8 METHODS OF PHASE-SHIFTING

A number of methods for phase shifting have been proposed in the literature. They usually introduce phase shifts sequentially. Some methods have also been adopted for simultaneous phase-shifts, and thus are useful for studying dynamical events. These methods include

- PZT-mounted mirror
- Tilt of a glass plate between exposures
- Rotation of the phase-plate in a polarization phase-shifter
- Motion of a diffraction grating
- Use of a computer-generated hologram (CGH) written on a spatial light modulator
- Special methods

#### 4.8.1 PZT-MOUNTED MIRROR

In an interferometric configuration, one of the mirrors is mounted on lead zirconate titanate (PZT), which can be actuated by applying a voltage. In a Michelson interferometer, a shift of the mirror by $\lambda/8$ will introduce a phase shift of $\pi/2$ ($\lambda/4$ in path
change). Of course, any amount of phase shift can be introduced by a PZT-mounted mirror. In a Mach–Zehnder interferometer, the mirrors are inclined at 45°, and hence the mirror has to be shifted by $\sqrt{2}\lambda/16$ to introduce a phase shift of $\pi/2$. Figure 4.3 shows schematic representations of phase-shifting in Michelson and Mach–Zehnder interferometers. PZT-mounted mirrors can be used in any interferometric set-up, but the magnitude of the shift of mirror has to be calculated for each configuration. Care should be taken to avoid overshoot and hysteresis.

### 4.8.2 Tilt of Glass Plate

A glass plate of constant thickness and refractive index is introduced in the reference arm of the interferometer. The plate is tilted by an appropriate angle to introduce a required phase shift, as shown in Figure 4.4. It may be noted that the tilt also results in a lateral shift of the beam, although this is negligibly small. When a plate of refractive index $\mu$, and uniform thickness $t$ is placed normally to the beam, it introduces a path change $(\mu - 1)t$. When it is inclined such that the incident beam strikes it at an angle $i$, the plate introduces a path difference $\mu t \cos r - t \cos i$, where $r$ is the angle of refraction in the plate. Tilt of the plate by an angle $i$ thus introduces a net path difference $\mu t (1 - \cos r) - t (1 - \cos i)$. The plate is therefore tilted by an
appropriate angle between exposures to introduce the desired phase step. This method is applicable only with collimated illumination.

4.8.3 Rotation of Polarization Component

Polarization components such as half-wave plates (HWP), quarter-wave plates (QWP), and polarizers have been used as phase-shifters in phase-shifting interferometry by rotating them in the path of the interfering beams. Different configurations of polarization-component phase-shifters have been used for phase-shifting, depending on their location in the interferometer. Possible locations are the input end, the output end, or one of the arms of the interferometer. Figure 4.5 shows configurations of phase-shifters at different locations in an interferometer.

Figure 4.5a shows a phase-shifter for the input end. It consists of a rotating half-wave plate followed by a quarter-wave plate fixed at an angle of 45°. The way in which polarization phase-shifters work can be understood with the help of the Jones calculus. The input to the interferometer is linearly polarized at 0°. The polarized light after the quarter-wave plate (QWP) Q is split by a polarization beam-splitter (PBS) into two orthogonal linearly polarized beams. The QWPs Q1 and Q2 serve to rotate the plane of polarization of the incoming beam by 90°, so that both the beams proceed towards the polarizer P oriented at 45°, which takes a component from each beam to produce an interference pattern. A rotation of the half-wave plate (HWP) H shifts the phase of the interference pattern. The shift of the phase is four times the angle of rotation of the HWP.

A phase-shifter for the output end is shown in Figure 4.5b. It consists of a quarter-wave plate at 45° followed by a rotating polarizer. Figure 4.5c shows a phase-shifter for use in one of the arms of an interferometer. The phase-shifter consists of a fixed quarter-wave plate and a rotating quarter-wave plate. A rotating polarizer P (Figure 4.5b) and a rotating QWP Q3 (Figure 4.5c) will produce phase modulation at twice the rotation angle.

The intensity distribution is measured at different orientations of the rotating polarization component. A high degree of accuracy can be achieved by mounting the rotating component on a precision-divided circle with incremental or coded position information suitable for electronic processing.

Polarization interferometers for phase-shifting as discussed above can also be used with liquid crystals, which can provide variable retardation. Likewise, an electro-optic effect can also be used to produce a variable phase shift in a polarization interferometer. Polarization components have also been employed successfully in white-light phase-shifting interferometry.

In a variant of the method in which the polarizer is rotated, with the right circularly polarized and left circularly polarized beams passing through a polarizer inclined at an angle α, a phase change of 2α is introduced. Therefore, using a CGH together with polarizers oriented at 0°, 45°, 90°, and 135°, phase shifts of π/2, π, 3π/2 and 2π are introduced simultaneously. Using micro-optics that function as polarizers, WYCO has introduced a system known as a pixellated phase-shifter. This introduces π/2, π, 3π/2, and 2π phase shifts in the four quadrants, thereby achieving simultaneous phase-shifting.
FIGURE 4.5 Schematic diagrams of polarization phase-shifters for use (a) at the input, (b) at the output, and (c) in the reference arm of an interferometer. PBS, polarizing beam-splitter; $M_1, M_2$, mirrors; $P$, fixed polarizer, $Q, Q_1, Q_2$, fixed quarter-wave plates; $H$, rotating half-wave plate; $Q_3$, rotating quarter-wave plate; $P_{rot}$, rotating polarizer.
4.8.4 Motion of a Diffraction Grating

A diffraction grating produces several orders; the first-order beam is used for phase-shifting. Translation of the grating in its plane by its pitch $p$ introduces a phase change of $2\pi$ in the diffracted first-order beam. Therefore, the grating is translated by $p/4$ and the frame is captured (Figure 4.6). Successive frames are captured by translating the grating by $p/4$ steps. Alternatively the grating is moved at a constant velocity $v$, and the frame is captured at instants $Np/4v$, where $N = 1, 2, 3, 4$ for a four-step algorithm with $\pi/2$ step.

4.8.5 Use of a CGH Written on a Spatial Light Modulator

A phase shift of $\pi/2$ can be introduced using a CGH written on a spatial light modulator. A CGH of a known wavefront, usually a plane wavefront, is written using a phase-detour method. If each cell of the CGH is divided into four elements, and these elements are filled in according to the phase at that cell, then their shift by one element will introduce a global shift of $\pi/2$. Thus, the filled elements over the whole CGH are shifted by one element each after successive frames, to introduce sequential phase shifts of $0, \pi/2, \pi, 3\pi/2$.

4.8.6 Special Methods

Common-path interferometers are used for optical testing, because to their insensitivity to vibrations and refractive index changes over the optical path. Since both test and reference beams traverse the same path, it is difficult to separate reference and test beams for phase-shifting. A clever arrangement has been suggested using a birefringent scatter-plate. There have also been some modifications of the Smartt point-diffraction interferometer.

4.9 Fourier Transform Method

The Fourier transform method is used in two ways: (i) without a spatial frequency carrier and (ii) with a spatial frequency carrier added to it (spatial heterodyning). We will first describe the Fourier transform method without a spatial carrier. We again
express the intensity distribution in the interference pattern as

\[ I(x, y) = a(x, y) + b(x, y) \cos \delta(x, y) \]

With the cosine function written in complex exponentials, that is,

\[ 2 \cos \delta(x, y) = e^{i\delta(x, y)} + e^{-i\delta(x, y)} \]

the intensity distribution can be expressed as

\[ I(x, y) = a(x, y) + 2b(x, y)e^{i\delta(x, y)} + 2b(x, y)e^{-i\delta(x, y)} \]

\[ = a(x, y) + c(x, y) + c^*(x, y) \quad (4.22) \]

where \( c(x, y) \) and \( c^*(x, y) \) are now complex functions. We take the Fourier transform of this distribution, yielding

\[ I(\mu, \nu) = A(\mu, \nu) + C(\mu, \nu) + C^*(-\mu, -\nu) \quad (4.23) \]

with \( \mu \) and \( \nu \) being the spatial frequencies. Since the intensity distribution \( I(x, y) \) is a real-valued function in the spatial domain, its Fourier transform is Hermitian in the frequency domain; that is,

\[ I(\mu, \nu) = I^*(-\mu, -\nu) \quad (4.24) \]

The real part of \( I(\mu, \nu) \) is even and the imaginary part is odd. The amplitude distribution \(|I(\mu, \nu)|^{1/2}\) is point-symmetric with respect to the DC term \( I(0, 0) \). Now it can be seen that \( A(\mu, \nu) \) contains the zero peak \( I(0, 0) \) and the low-frequency content due to slow variation of the background. \( C(\mu, \nu) \) and \( C^*(-\mu, -\nu) \) carry the same information, but with sign ambiguity. By bandpass filtering in the spatial frequency domain, \( A(\mu, \nu) \) and one of the terms \( C(\mu, \nu) \) or \( C^*(-\mu, -\nu) \) is filtered out. The remaining spectrum \( C^*(-\mu, -\nu) \) or \( C(\mu, \nu) \) is not Hermitian, so the inverse Fourier transform gives complex \( c(x, y) \) with nonvanishing real and imaginary parts. The interference phase \( \delta(x, y) \) is obtained as follows:

\[ \delta(x, y) = \tan^{-1} \frac{\text{Im}\{c(x, y)\}}{\text{Re}\{c(x, y)\}} \quad (4.25) \]

where \( \text{Re}\{ \} \) and \( \text{Im}\{ \} \) represent real and imaginary parts, respectively.

### 4.10 SPATIAL HETERODYNING

In spatial heterodyning, a carrier frequency is added to the interference pattern. The spatial frequency is chosen higher than the maximum frequency content in \( a(x, y), b(x, y), \) and \( \delta(x, y) \). The intensity distribution in the interference pattern can then be expressed as

\[ I(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) + 2\pi f_0 x] \]
where $f_0$ is the spatial carrier frequency along the $x$ direction. In interferometry, the carrier is usually added by tilting the reference mirror. There are other ways of introducing the carrier in holographic interferometry, speckle interferometry, and electronic speckle pattern interferometry. The Fourier transform of this expression can be expressed as

$$I(\mu, \nu) = A(\mu, \nu) + C(\mu - f_0, \nu) + C^*(-\mu - f_0, -\nu) \quad (4.26)$$

Since the spatial carrier frequency is chosen higher than the maximum frequency content in $a(x, y), b(x, y), \text{and} \delta(x, y)$, the spectra $A(\mu, \nu), C(\mu - f_0, \nu),$ and $C^*(-\mu - f_0, -\nu)$ are separated. The spectrum $A(\mu, \nu)$ is centered on $\mu = 0, \nu = 0$ and carries the information about the background. The spectra $C(\mu - f_0, \nu)$ and $C^*(-\mu - f_0, -\nu)$ are placed at $\mu = f_0, \nu = 0,$ and $\mu = -f_0, \nu = 0,$ that is, symmetrically about the DC term. If, by means of an appropriate bandpass filter, $A(\mu, \nu)$ and $C^*(-\mu - f_0, -\nu)$ are eliminated and subsequently $C(\mu - f_0, \nu)$ is shifted by $f_0$ towards the origin, thereby removing the carrier, we can obtain $c(x, y)$ by inverse Fourier transformation. The interference phase is then obtained from the real and imaginary parts of $c(x, y)$.

If, instead of $C(\mu, \nu)$, the inverse transform of $C^*(-\mu, -\nu)$ is taken, this results in $-\delta(x, y)$. The sign ambiguity is always present when a single interferogram is evaluated. Information about the sign of the phase is obtained when an additional phase-shifted interferogram is available. Let us now write down the expressions for the intensity distributions in the two interferograms, with one of them phase-stepped by $\alpha$:

$$I_1(x, y) = a(x, y) + b(x, y) \cos \delta(x, y)$$

$$I_2(x, y) = a(x, y) + b(x, y) \cos[\delta(x, y) + \alpha]$$

Theoretically, the value of $\alpha$ must be in the range $0 < \alpha < \pi$; in practice, a value in the range $\pi/3 < \alpha < 2\pi/3$ is recommended. If this condition is fulfilled, the exact value of $\alpha$ need not be known. Again, we can express these intensity distributions in terms of complex exponentials and then take the Fourier transforms as described earlier. After bandpass filtering and taking the inverse Fourier transforms of the spectra belonging to each intensity distribution, we obtain

$$c_1(x, y) = 2b(x, y)e^{i\delta(x, y)}$$

$$c_2(x, y) = 2b(x, y)e^{-i[\delta(x, y) + \alpha]}$$

The phase step $\alpha$ is calculated pointwise from the expression

$$\alpha(x, y) = \tan^{-1} \frac{\text{Re}[c_1(x, y)]\text{Im}[c_2(x, y)] - \text{Im}[c_1(x, y)]\text{Re}[c_2(x, y)]}{\text{Re}[c_1(x, y)]\text{Re}[c_2(x, y)] + \text{Im}[c_1(x, y)]\text{Im}[c_2(x, y)]} \quad (4.27)$$

The knowledge of $\alpha(x, y)$ is used for determination of the sign-corrected interference phase distribution $\delta(x, y)$ from the expression

$$\delta(x, y) = \text{sign}[\alpha(x, y)] \tan^{-1} \frac{\text{Im}[c_1(x, y)]}{\text{Re}[c_1(x, y)]} \quad (4.28)$$

The phase is unwrapped as usual.
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5 Detectors and Recording Materials

Detection in optical measurement is a very important step in the measurement process. A detector converts incident optical energy into electrical energy, which is then measured. Many physical effects have been used to detect optical radiation, for example, photo-excitation and photo-emission, the photoresistive effect, and the photothermal effect. Detectors based on the photo-excitation or photo-emission of electrons are by far the most sensitive and provide the highest performance. These detectors are, however, small-area detectors, measuring/sampling optical energy over a very small area. In the techniques and methods described in this book, large-area or image detectors are employed except in heterodyne holographic interferometry. These include photographic plates, photochromics, thermoplastics, photorefractive crystals, and charge-coupled device/complementary metal-oxide semiconductor (CCD)/(CMOS) arrays, among others. CCD arrays, which are now used frequently, consist of an array of small-area (pixel) detectors based on photo-excitation. We therefore first discuss the use of semiconductor devices as detectors, then photomultiplier tubes (PMTs), and finally image detectors.

A variety of detectors are used to detect or measure optical signals. Photodetectors fall into two general categories: thermal detectors and quantum detectors. In thermal detectors, the incident thermal energy is converted to heat, which in turn may cause a rise in temperature and a corresponding measurable change in resistance, electromotive force (emf), and so on. These detectors are not used in the techniques described in this book, and hence will not be discussed here. Examples of quantum detectors are PMTs, semiconductor photodiodes, photoconductors, and phototransistors. In such detectors, the incident optical energy, that is, the photons, cause the emission of electrons in PMTs or the generation of electron-hole pairs in diodes. A resistance change is directly produced in photoconductors by absorption of photons.

5.1 DETECTOR CHARACTERISTICS

Detectors are compared by the use of several defined parameters. These are (i) responsivity \( R \), (ii) detectivity \( D \) or \( D^* \), (iii) noise equivalent power (NEP), (iv) noise, (v) spectral response, and (vi) frequency response. The responsivity is the ratio of the output signal (in amperes or volts) to the incident intensity, and is
measured in $\mu \text{A/(mW/cm}^2)$. For photodiodes, the quantum efficiency, which is the number of electron-hole pairs per incident photon, is sometimes given. Responsivity is proportional to quantum efficiency. The detectivity is the ratio of the responsivity to the noise current (voltage) produced by the detector. This, therefore, is the signal-to-noise ratio (SNR) divided by intensity. A parameter that is often used is $D^*$, which includes the dependence on noise frequency bandwidth $\Delta f$ and detector area $A$, and is connected to the detectivity through the relation

$$D^* = D(A\Delta f)^{1/2}$$  \hspace{1cm} (5.1)$$

NEP is the reciprocal of $D$. It is thus the light intensity required to produce an SNR of 1. There are several sources of noise, including Johnson (thermal) noise, shot noise, and generation–recombination noise. In all of these cases, the noise current is proportional to $(\Delta f)^{1/2}$. Spectral response refers to the variation of responsivity as a function of wavelength. Finally, the frequency response of a detector refers to its ability to respond to a chopped or modulated beam. Most solid state detectors behave like low-pass filters, with the responsivity being given by

$$R = R_0 \frac{1}{(1 + \omega^2 \tau^2)^{1/2}}$$  \hspace{1cm} (5.2)$$

where $R_0$ is the responsivity at zero frequency, $f = \omega / 2\pi$ is the frequency of modulation, and $\tau$ is the time constant. The cut-off frequency $f_c = (2\pi\tau)^{-1}$, where $R = R_0/\sqrt{2}$.

### 5.2 DETECTORS

The incident photon creates an electron-hole pair in semiconductor devices and causes the release of an electron in a PMT. There is thus a frequency below which the detector does not respond to optical energy. The frequency $\nu$ of the radiation must be greater than the threshold frequency $\nu_{th}$, where $h\nu_{th} = E_g$, $E_g$ being the band gap in a semiconductor or the work function of the cathode material in a PMT, and $h$ is Planck’s constant.

#### 5.2.1 PHOTOCONDUCTORS

Photoconductor detectors are of two types: intrinsic and extrinsic. In an intrinsic semiconductor, an incident photon, on absorption, excites an electron from the valence band to the conduction band. This requires that the photon energy $h\nu \gg E_g$, where $E_g$ is the band gap. The cut-off wavelength $\lambda_c$ is given by

$$\lambda_c (\text{\mu m}) = \frac{1.24}{E_g (\text{eV})}$$  \hspace{1cm} (5.3)$$

By choosing an appropriate $E_g$, the spectral response of the detector can be tailored. In fact, absorption of photons results in the generation of both excess electrons and holes, which are free to conduct under an applied electric field. The excess conductivity is called the intrinsic photoconductivity.
When the incident photons excite the electrons from donor levels to the conduction band or holes from acceptor levels to the valence band, the excess conductivity is called the extrinsic photoconductivity. In this case, excitation creates only one type of excess carriers—electrons or holes—by ionizing a donor or an acceptor, respectively. The spectral response is determined by the donor or the acceptor energies. For donor excitation, the cut-off wavelength is given by

$$\lambda_c = \frac{1.24}{E_c - E_d}$$  \hspace{1cm} (5.4)

where $E_c$ and $E_d$ are the energies of the conduction band and the donor level, respectively. Since $E_c - E_d$ or $E_a - E_v$ (where $E_a$ and $E_v$ are the energies of the acceptor level and the valence band, respectively) is much smaller than $E_g$, these detectors are sensitive in the long-wavelength infrared region.

When a beam of light of intensity $I$ and frequency $\nu$ is incident on a photoconductor detector, the rate of generation of carriers can be expressed as follows:

$$G = \eta \frac{I}{h \nu}$$  \hspace{1cm} (5.5)

where $\eta$ is the quantum efficiency. The photocurrent $i$ generated in the external circuit is

$$i = \eta \frac{e}{h \nu} \left( \frac{\tau_0}{\tau_d} \right) I$$  \hspace{1cm} (5.6)

where $\tau_0$ is the lifetime of the carriers, $\tau_d$ is the transit time (the time required by the carriers to traverse the device), and the factor $\tau_0/\tau_d$ is interpreted as photoconductive gain. It can be seen that the photocurrent is proportional to the light intensity.

Photoconductors exhibit a memory effect; that is, at a given illumination, the photoconductor may have several resistance values, depending on the previous history of illumination. These devices are not stable, and hence are not suited for precise and accurate measurements. These are, however, inexpensive, simple, bulky, and durable devices.

### 5.2.2 Photodiodes

The commonly known photodiodes include the simple p–n junction diode, the p–i–n diode, and the avalanche diode. The fabrication and operation of photodiodes are based on p–n technology. A p–n junction is formed by bringing p-type and n-type materials together. The dominant charge carriers in n-type and p-type semiconductors are electrons and holes, respectively. At the instant when the materials are joined together, there is an almost infinite concentration gradient across the junction for both the electrons and the holes (Figure 5.1a). Consequently, the electrons and holes diffuse in opposite directions. The diffusion process, however, does not continue indefinitely, since a potential barrier is developed that opposes the diffusion. For every free electron leaving an n-type region, an immobile positive charge is left behind. The amount of positive charge increases as the number of departing electrons increases. Similarly,
as the holes depart from the p-type region, immobile negative charges build up in the p-type region. The mobile electrons and holes combine and neutralize each other, forming a region on both sides of the junction where there are no free charge carriers. This region is called the depletion region and acts as an insulator owing to the absence of free carriers. The immobile charges of opposite polarity generate a barrier voltage, which opposes further diffusion (Figure 5.1b). The barrier voltage depends on the semiconductor material. Its value for silicon is 0.7 V. The junction appears like a capacitor, that is, with a nonconductive material separating the two conductors.

When forward bias is applied to the junction, it opposes the barrier voltage, thereby reducing the thickness of the depletion region and increasing the junction capacitance. When the bias reaches the barrier voltage, the depletion region is eliminated and the junction becomes conductive. When the reverse bias is applied, the depletion region is widened, the junction capacitance is reduced, and the junction stays nonconductive. The reverse-bias junction, however, can conduct current when free carriers are introduced into it. These free carriers can be introduced by incident radiation. When the radiation falls in the depletion region or within the diffusion length around it, electron-hole pairs are created. The electrons (as minority carriers in the p-type region) will drift toward the depletion region, cross it, and hence contribute to the external current. Similarly, holes created by photo-absorption in the n-type region will drift in the opposite direction, and will contribute to the current. However, within the depletion region, the electron-hole pairs will be separated, and electrons and holes will drift from each other in opposite directions; thus, both will contribute to the current flow.

If we consider only the photons absorbed within the diffusion length to the depletion region and neglect the recombination of the generated electron-hole pairs, the photocurrent \( I \) is given by

\[
i = e \eta \frac{I}{h \nu}
\]

In a p–n junction diode, most of the applied bias voltage appears across the depletion region. Thus, only those pairs formed within the region or capable of diffusion into this region can be influenced by the externally applied field and contribute to the external current.

Figure 5.2 shows a schematic of a simple p–n junction diode. A heavily doped p-type material and lightly doped n-type material form the p–n junction. Because of different doping levels, the depletion region extends deeper into the n-type material.
At the bottom of the diode there is usually a region of n⁺-type material, which is the substrate. The substrate terminates at the bottom electrical contact. The top electrical contact is fused to the p-type semiconductor. An insulating layer of silicon dioxide is provided, as shown in Figure 5.2.

The energy gap of most semiconductors is of the order of 1 eV, which corresponds to an optical wavelength of about 1 μm. Thus, photodiodes can respond to light in the spectral range from ultraviolet to near-infrared. However, the penetration of the photons through the various regions depends on the frequency of the incident radiation. Ultraviolet radiation is strongly absorbed at the surface, while infrared radiation can penetrate deep into the structure. In a Schottky photodiode, the p–n junction is replaced by a metal semiconductor junction. A thin layer (<10 nm) of gold is deposited on the n-type semiconductor. This layer is almost transparent and forms the metal–semiconductor junction. A schematic of a Schottky diode is shown in Figure 5.3. Since the depletion region commences right at the semiconductor surface, Schottky photodiodes have superior ultraviolet response.

**FIGURE 5.2** Schematic of a p–n junction diode.

**FIGURE 5.3** Schematic of a Schottky diode.
Since the minority carriers may have to travel some distance—up to the diffusion length before being transported across the p–n junction—the response of a p–n junction diode is relatively slow. This is a particularly serious drawback in some semiconducting materials such as silicon in which the depletion region is small compared to the diffusion length. This drawback is overcome by utilizing a p–i–n structure. The thickness of the depletion region can be controlled by doping. In a p–i–n diode, an intrinsic region, which has a very high resistivity, is sandwiched between the p- and n-regions. Figure 5.4a shows the microstructure of a p–i–n diode. The diode is usually operated with a reverse-bias voltage. This expands the depletion region. Furthermore, the voltage drop occurs mostly across the intrinsic layer (Figure 5.4b). When a photon whose energy exceeds the threshold value enters the intrinsic region, electron-hole pairs are created. Under the action of the applied electric field, the photogenerated electrons and holes are swept swiftly toward n- and p-type regions, respectively, and create a signal current. Figure 5.4c shows a cross-section of a typical p–i–n diode. The avalanche photodiode is a junction diode with an internal gain mechanism.

5.2.3 PHOTOMULTIPLIER TUBE

The photomultiplier tube (PMT) is one of the most sensitive optical detectors: a photon flux as low as one photon per second can be detected. Many PMT designs exist. Figure 5.5 shows a cross-section of a commonly used PMT. It consists of a cathode, a series of dynodes, and an anode in a squirrel cage. A photon of frequency $\nu$ incident on the cathode ejects an electron, provided that $h\nu > \phi$, where $\phi$ is the work function of the cathode material. A variety of photocathodes cover the spectral range from 0.1 to 11 μm. Figure 5.6 shows the responsivities and quantum efficiencies of some photocathode materials.

The series of dynodes constitutes a low-noise amplifier. These dynodes are at progressively higher positive potential. A photoelectron emitted from the cathode is accelerated toward the first dynode. Secondary electrons are ejected as a result of the collision of the photoelectron with the dynode surface. This is the first stage of amplification. These secondary electrons are accelerated toward the more positive dynode, and the process is repeated. The amplified electron beam is collected by the anode. The multiplication of electrons at each dynode or the electron gain $A$ depends on the dynode material and the potential difference between the dynodes. The total gain $G$ of the PMT is given by

$$G = A^n$$

(5.8)

where $n$ is the number of dynodes. The typical gain is around $10^6$. PMTs are extremely fast and sensitive, but are expensive and require sophisticated associated electronics. These tubes are influenced by stray magnetic fields. However, there are PMT designs that are not affected by magnetic fields.

5.3 IMAGE DETECTORS

The detectors discussed so far are single-element detectors. In many applications, such as electronic speckle pattern interferometry (ESPI) and robotic vision, spatially varying information—say an image—is to be recorded. This is achieved by area
FIGURE 5.4  (a) Microstructure of a p–i–n diode. (b) Variation of electric field with distance. (c) Schematic of a p–i–n photodiode.
array detectors. It is also possible to record an image with a linear array detector by scanning. There are three mechanisms at play in imaging with detector arrays. First, the image is intercepted by the elements of the array and converted to an electrical charge distribution, which is proportional to the intensity in the image. Second, the charges are read out as elements of an image while retaining correlation with the position on the array where each charge was generated. Finally, the image information is displayed or stored.

Area or focal plane arrays could be based on a single detector, but this would require many wires and processing electronics. The concept of a CCD makes the retrieval of detector signals easy and eliminates the need for a maze of wires. A CCD in its simplest form is a closely spaced array of metal-insulator–semiconductor (MIS) capacitors. The most important is the metal-oxide–semiconductor (MOS) capacitor, made from silicon and silicon dioxide as the insulator. This can be made monolithic. The basic structure of a CCD is a shift register formed by an array of closely spaced potential-well capacitors. A potential-well capacitor is shown schematically in Figure 5.7a. A thin layer of silicon dioxide is grown on a silicon substrate. A transparent electrode is then deposited over the silicon dioxide as a gate, to form a tiny capacitor. When a positive potential is applied to the electrode, a depletion region or an electrical potential is created in the silicon substrate directly beneath the gate. Electron-hole pairs are generated on absorption of incident light. The free electrons generated in the vicinity of the capacitor are stored and integrated in the potential well. The number of electrons (charge) in the well is a measure of the incident light intensity. In a CCD, the charge is generated by the incident photons, and is passed between spatial locations and detected at the edge of the CCD. The charge position in the MOS array of capacitors is controlled electrostatically by voltage levels. With appropriate application of these voltage levels and their relative phases, the capacitor can be used to store and transfer the charge packet across the semiconductor substrate in a controlled manner.
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Figure 5.7b illustrates the principle of charge transfer through the propagation of potential wells in a three-phase clocking layout. In phase $\phi_1$, gates $G_1$ and $G_4$ are turned on, while all other gates are turned off. Hence, electrons are collected in wells $W_1$ and $W_4$. In phase $\phi_2$, gates $G_1$, $G_2$, $G_4$, and $G_5$ are turned on. Therefore, wells $W_1$ and $W_2$, and $W_4$ and $W_5$ merge into wider wells. In phase $\phi_3$, gates $G_1$ and $G_4$ are turned off, while $G_2$ and $G_5$ are left on. The electrons stored earlier in $W_1$ are now shifted to $W_2$. Similarly, the electrons stored in $W_4$ are now shifted to $W_5$. By repeating this process, all charge packets will be transferred to the edge of the CCD, where they are read by external electronics. Area detector arrays with pixels in numbers of $256 \times 256$ to $4096 \times 4096$ are available. The center-to-center distances of the pixels range from 10 to 40 $\mu$m, but most commonly used devices have a pixel separation of 12.7 $\mu$m. A dynamic range of 1000 to 1 is quite common. The sensitivity of video-rate CCD cameras is of the order of $10^{-8}$ W/cm², which
corresponds to about 0.05 lux. CCD cameras are available with exposure times as small as 1/10,000 second, achieved by electronic shuttering, and an SNR of 50 dB.

CMOS sensors are interesting alternatives to CCD sensors in optical metrology. CMOS sensors are relatively cheap and have lower power consumption. Other physical characteristics include random access, which allows fast readout of a small area of interest, and physical layout, which enables active electronic components to be located on each pixel and prevents blooming. CMOS sensors also have disadvantages, including lower sensitivity due to a smaller fill factor, higher temporal noise, higher pattern noise, higher dark current, and a nonlinear characteristic curve.

As a rule, the pixels in CCD sensors are built from MOS capacitors in which the electrons generated by photon absorption during the exposure are stored. The maximum number of electrons that can be stored in a pixel is the full-well capacity. In interline transfer (IT) and frame transfer (FT) sensors, the electrons are shifted into separate storage cells at the end of each exposure time. After this shifting, the next image can be exposed. During this exposure, the charge in the storage cells is shifted pixel by pixel into the sense node (readout node), where it is converted into the output voltage.

In CMOS sensors, the single pixels are built from photodiodes. Electronic components such as storage cells, transistors for addressing, and amplifiers can be assigned
to every pixel. This is why such sensors are called active pixel sensors (APS). There are two types: integrating and nonintegrating sensors. Nonintegrating sensors provide a pixel signal that depends on the instantaneous current in the photodiode (direct readout sensor). Owing to their nonlinear current-to-voltage conversion, these sensors usually have a logarithmic characteristic curve. In integrating sensors, the depletion-layer capacity of the photodiode is usually used for charge storage. The characteristic curve of such sensors is slightly nonlinear.

For integrating sensors with a rolling shutter, the exposure and the readout of the single lines occur sequentially. In integrating sensors with a global shutter, each pixel has its own storage cell. All pixels are exposed at the same time, and at the end of the exposure time the charges in all pixels are shifted simultaneously into storage cells. Afterwards, the storage cells are read out sequentially. Owing to the random access to individual pixels, it is possible to read out a region of interest (ROI) of the whole sensor. High frame rates can thereby be achieved for small ROIs.

The recording of a dynamic process, such as the measurement of time-dependent deformations with ESPI, requires a camera with a suitable frame rate and the possibility of simultaneous exposure of all pixels. Therefore, only IT and FT sensors are suitable for CCD cameras, and only integrating sensors with a global shutter are suitable in the case of CMOS cameras.

**5.3.1 Time-Delay and Integration Mode of Operation**

Conventional CCD cameras are restricted to working with stationary objects. Object motion during exposure blurs the image. Time-delay and integration (TDI) is a special mode of CCD cameras, which provides a solution to the blurring problem. In the TDI mode, the charges collected from each row of detectors are shifted to the neighboring sites at a fixed time interval. As an example, consider four detectors operating in TDI mode as shown in Figure 5.8. The object is in motion, and at time $t_1$, its image is formed on the first detector, which creates a charge packet. At time $t_2$, the image moves to the second detector. Simultaneously, the pixel clock moves the charge packet to the well under the second detector. Here, the image creates an additional charge, which is added to the charge shifted from the first detector. Similarly, at time $t_3$, the image moves to the third detector and creates a charge. Simultaneously, the charge from the second detector is moved to the well of the third detector. The charge thus increases linearly with the number $N$ of detectors in TDI. Therefore, the signal increases with $N$. The noise also increases, but as $\sqrt{N}$, and hence the SNR increases as $\sqrt{N}$. The well capacity limits the maximum number of TDI elements that can be used. As is obvious, the charge packet must always be in synchronism with the image for the camera to work in TDI mode. The mismatch between the image scan rate and clock rate can adversely smear the output.

**5.4 Recording Materials**

We will now discuss the materials that record the image, that is, the intensity distribution. The recording is required either to keep a permanent record or to provide an input for measurement and processing. Photographic emulsions are by far the most
sensitive and widely used recording medium both for photography and for holography. Several other recording media have been developed; these are listed in Table 5.1. We will discuss some characteristics of these media.

5.4.1 PHOTOGRAPHIC FILMS AND PLATES

A photographic film/plate consists of silver halide grains distributed uniformly in a gelatin matrix deposited in a thin layer on a transparent substrate: either a glass plate or an acetate film. When the photographic emulsion is exposed to light, the silver halide grains absorb optical energy and undergo a complex physical change; that is, a latent image is formed. The exposed film is then developed. The development converts the halide grains that have absorbed sufficient optical energy into metallic silver. The film is then fixed, which removes the unexposed silver halide grains while leaving the metallic silver. The silver grains are largely opaque at the optical frequency. Therefore, the processed film will exhibit spatial variation of opacity depending on the density of the silver grains in each region of the transparency.
<table>
<thead>
<tr>
<th>S. No.</th>
<th>Class of Material</th>
<th>Spectral Range (nm)</th>
<th>Recording Process</th>
<th>Spatial Frequencies (lines/mm)</th>
<th>Types of Grating</th>
<th>Processing</th>
<th>Readout Process</th>
<th>Maximum Diffraction Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Photographic materials</td>
<td>400–700 (&lt;1300)</td>
<td>Reduction to Ag metal grains Bleached to silver salts</td>
<td>&gt;3000</td>
<td>Plane/volume amplitude</td>
<td>Wet chemical</td>
<td>Density change</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>Dichromated gelatin</td>
<td>250–520 and 633</td>
<td>Photo-crosslinking</td>
<td>&gt;3000</td>
<td>Plane phase, volume phase</td>
<td>Wet chemical</td>
<td>Refractive index change</td>
<td>20–50</td>
</tr>
<tr>
<td>3</td>
<td>Photoresists</td>
<td>UV-500</td>
<td>Photo-crosslinking or photopolymerization</td>
<td>&lt;3000</td>
<td>Surface relief/phase-blazed reflection</td>
<td>Wet chemical</td>
<td>Surface relief</td>
<td>30–90</td>
</tr>
<tr>
<td>4</td>
<td>Photopolymers</td>
<td>UV-500</td>
<td>Photopolymerization</td>
<td>~200–1500 bandpass</td>
<td>Volume phase</td>
<td>None or post-exposure and post-heating</td>
<td>Refractive index change or surface relief</td>
<td>10–85</td>
</tr>
<tr>
<td>5</td>
<td>Photoplastics/photoconductor thermoplastics</td>
<td>Nearly panchromatic for PVK TNK photoconductor</td>
<td>Formation of an electrostatic latent image with electric-field-produced deformation of heated plastic</td>
<td>400–1000 bandpass</td>
<td>Plane phase</td>
<td>None or post-exposure and post-heating</td>
<td>Corona charge and heat</td>
<td>6–15</td>
</tr>
<tr>
<td>6</td>
<td>Photochromics</td>
<td>300–450</td>
<td>Generally photo-induced new absorption bands</td>
<td>&gt;3000</td>
<td>Volume absorption</td>
<td>None</td>
<td>Density change</td>
<td>1–2</td>
</tr>
<tr>
<td>7</td>
<td>Ferroelectric crystals</td>
<td>400–650</td>
<td>Electro-optic effect/photorefractive effect</td>
<td>&gt;3000</td>
<td>Volume phase</td>
<td>None</td>
<td>Refractive index change</td>
<td>90</td>
</tr>
</tbody>
</table>
Photographic emulsions (silver halides) are widely used for photography (incoherent recording) and holography (coherent recording). They are sensitive over a wide spectral range and also offer a very wide resolution range and good dynamic response. An apparent drawback of photographic materials is that they require wet development and fixing processing, followed by drying. However, the development process provides a gain of the order of a million, which amplifies the latent image formed during the exposure.

It was mentioned earlier that the spatial variation of light intensity incident on a photo-emulsion is converted into the variation of density of metallic silver grains; consequently, its transmission becomes spatially variable. The transmission function $\tau$ is related to the photographic density $D$, the density of the metallic silver grains per unit area, by

$$D = -\log \tau \quad (5.9)$$

The transmission function $\tau$ is defined by

$$\tau(x, y) = \frac{I_t(x, y)}{I_i(x, y)} \quad (5.10)$$

where $I_t(x, y)$ and $I_i(x, y)$ are the transmitted and incident intensities, respectively. The reflection losses at the interfaces are ignored. The transmission is averaged over a very tiny area around the point $(x, y)$.

One of the most commonly used descriptions of the photosensitivity of a photographic film is the Hurter–Driffield (H&D) curve. This is a plot of the density $D$ versus the logarithm of the exposure $E$. The exposure $E$ is defined as the energy per unit area incident on the film and is given by $E = IT$, where $I$ is the incident intensity and $T$ is the exposure time. Figure 5.9 illustrates a typical H&D curve for a photographic negative. If the exposure is below a certain level, the density is independent of exposure. This minimum density is usually referred to as gross fog. In the “toe” of the curve, the density begins to increase with $\log E$. There follows a region where the density increases linearly with the logarithm of the exposure; this is the linear region of the curve, and the slope of this linear region is referred to as the film gamma $\gamma$. Finally, the curve saturates in a region called the “shoulder.” There is no change in density with the logarithm of the exposure after the “shoulder.” However, with very large exposures, solarization takes place.

The linear region of the H&D curve is generally used in conventional photography. A film with a large value of $\gamma$ is called a high-contrast film, while a film with low $\gamma$ is a low-contrast film. The $\gamma$ of the film also depends on the development time and the developer. It is thus possible to obtain a prescribed value of $\gamma$ by a judicious choice of film, developer, and development time.

Since the emulsion is usually used in the linear portion of the H&D curve, the density $D$ when the film is given an exposure $E$ can be expressed as

$$D = \gamma_n \log E - D_0 = \gamma_n \log(IT) - D_0 \quad (5.11)$$

where the subscript $n$ means that a negative film is being used and $D_0$ is the intercept. Equation 5.11 can be written in terms of the transmission function $\tau_n$ of the negative
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FIGURE 5.9 The Hurter–Driffield curve.

film as

$$\tau_n = K_n I^{-\gamma_n}$$  \hspace{1cm} (5.12)

where \( K_n = 10^{D_0 T^{-\gamma_n}} \) is a positive constant. Equation 5.12 relates the incident intensity to the transmission function of the film after development. It can be seen that the transmission is a highly nonlinear function of the incident intensity for any positive value of \( \gamma_n \). In many applications, it is required to have either a linear or a power-law relationship. This, however, requires a two-step process. In the first step, a negative transparency is made in the usual fashion, which will have a gamma \( \gamma_{n1} \). The transmission of this negative transparency is given by

$$\tau_{n1} = K_{n1} I^{-\gamma_{n1}}$$  \hspace{1cm} (5.13)

In the second step, the negative transparency is illuminated by a uniform intensity \( I_0 \) and the light transmitted is used to expose a second film, which will have a gamma \( \gamma_{n2} \). This results in a positive transparency with transmission \( \tau_p \), given by

$$\tau_p = K_{n2}(I_0 \tau_{n1})^{-\gamma_{n2}} = K_{n2} I_0^{-\gamma_{n2}} K_{n1}^{-\gamma_{n1}} I_{\gamma_{n1} \gamma_{n2}} = K_p I^{\gamma_p}$$  \hspace{1cm} (5.14)

where \( K_p \) is another positive constant and \( \gamma_p = \gamma_{n1} \gamma_{n2} \) is the overall gamma of the two-step process. Evidently, a positive transparency does provide a linear mapping of intensity when the overall gamma is unity.

When photographic emulsions are used for holography or, in general, for coherent optical systems, the H&D curve is never used. Instead, the plot of amplitude transmittance \( t(x, y) \) versus exposure \( E \) is used. The amplitude transmittance is usually complex, since film introduces both amplitude and phase variations to the incident

\[ t(x, y) = A(x, y) e^{i\phi(x, y)} \]  \hspace{1cm} (5.15)

where \( A(x, y) \) is the amplitude and \( \phi(x, y) \) is the phase function.
plane wave. However, if the film is used in a liquid gate, the phase variations can be eliminated. The amplitude transmittance then is given by the square root of the transmission function; that is, $|t(x, y)| = \sqrt{\tau(x, y)}$. Typical plots of $|t(x, y)|$ versus $E$ for several holographic emulsions are shown in Figure 5.10. Holographic recording is generally carried out in the linear region of the $|t(x, y)|$ versus $E$ curve.

Since formation of the latent image does not cause any changes in the optical properties during exposure, it is possible to record several holograms in the same photographic emulsion without any interaction between them. The information can be recorded in the form of either transmittance variations or phase variations. For recording in the form of phase variations, the amplitude holograms are bleached. Bleaching converts the metallic silver grains back to transparent silver halide crystals. Also, holographic information can be recorded in the volume, provided that the emulsion is sufficiently thick and has enough resolution.

### 5.4.2 Dichromated Gelatin

Dichromated gelatin is, in some respects, an ideal recording material for volume phase holograms, since it has large refractive index modulation capability, high resolution, and low absorption and scattering. The gelatin layer can be deposited on a glass plate and sensitized. Alternatively, the photographic plates can be fixed, rinsed, and sensitized. Ammonium, sodium, and potassium dichromates have been used as sensitizers. Most often, ammonium dichromate is used for sensitization. Sensitized gelatin thus obtained is called dichromated gelatin. Dichromated gelatin exhibits sensitivity in the wavelength range 250–520 nm. The sensitivity at 514 nm is about a fifth of that at 448 nm. Gelatin can also be sensitized at the red wavelength of a He–Ne laser by the addition of methyl blue dye.

The exposure causes crosslinking between gelatin chains and alters swelling properties and solubility. Treatment with warm water dissolves the unexposed gelatin and thereby forms a surface relief pattern. However, much better holograms can be obtained if the gelatin film is processed to obtain a modulation of the refractive index. During processing, rapid dehydration of the gelatin film is carried out in an isopropanol
bath at an elevated temperature. This creates a very large number of small vacuoles in the gelatin layer, and hence modulates the refractive index. It is also suggested that the formation of complexes of a chromium(III) compound, gelatin, and isopropanol in the hardened areas is also partly responsible for the refractive index modulation. Phase holograms in gelatin are very efficient, directing more than 90% of the incident light into the useful image.

5.4.3 PHOTORESISTS

Photoresists are organic materials that are sensitive in the ultraviolet and blue regions. They are all relatively slow, and thus require very long exposure. Usually, a thin layer (about 1 μm) is obtained either by spin coating or spray coating on the substrate. This layer is then baked at around 75°C. On exposure, one of three processes takes place: formation of an organic acid, photo-crosslinking, or photopolymerization.

There are two types of photoresists: negative and positive. In negative photoresists, the unexposed regions are removed during development, while in positive photoresists, the exposed regions are removed during development. A surface relief recording is thus obtained. A grating recorded on a photoresist can be blazed by ion bombardment. Blazed grating can also be recorded by optical means. Relief recording offers the advantage of replication using thermoplastics.

When exposure is made in a negative photoresist from the air–film side, the layer close to the substrate is the last to photolyze. This layer will be simply dissolved away during development, since it has not photolyzed fully. This nonadhesion of negative photoresists in holographic recording is a serious problem. To overcome this problem, the photoresist is exposed from the substrate–film side so as to photolyze the resist better at the substrate–film interface. On the other hand, positive photoresists do not have this problem, and hence are preferred. One of the most widely used positive photoresists is the Shipley AZ-1350. The recording can be done at the 458 nm wavelength of an Ar⁺ laser or at the 442 nm of a He–Cd laser.

5.4.4 PHOTOPOLYMERS

Photopolymers are also organic materials. Photopolymers for use in holography can be in the form of either a liquid layer enclosed between glass plates or a dry layer. Exposure causes photopolymerization or crosslinking of the monomer, resulting in refractive index modulation, which may or may not be accompanied by surface relief. Photopolymers are more sensitive than photoresists, and hence require moderate exposure. They also possess the advantage of dry and rapid processing. Thick polymer materials such as poly-methyl methacrylate (PMMA) and cellulose acetate butyrate (CAB) are excellent candidates for volume holography, since the refractive index change on exposure can be as large as 10⁻³. Two photopolymers are commercially available: the Polaroid DMP 128 and the Du Pont OmniDex. The Polaroid DMP 128 uses dye-sensitized photopolymerization of a vinyl monomer incorporated in a polymer matrix, which is coated on a glass or plastic substrate. Coated plates or films can be exposed with blue, green, and red light. Du Pont OmniDex film consists of a
polyester base coated with a photopolymer, and is used for contact copying of master holograms with UV radiation.

The response of photopolymers is band-limited because of the limitation imposed by the diffusion length of the monomer at the lower end of the response curve and the length of the polymer at the higher end.

5.4.5 THERMOPLASTICS

A thermoplastic is a multilayer structure having a substrate coated with a conducting layer, a photoconductor layer, and a thermoplastic layer. A photoconductor that works well is the polymer poly-N-vinylcarbazole (PVK) to which is added a small amount of the electron donor 2,4,7-trinitro-9-fluorenone (TNF). The thermoplastic is a natural tree resin, Staybelite. The thermoplastics for holographic recording combine the advantages of high sensitivity and resolution, dry and nearly instantaneous in situ development, erasability, and high readout efficiency.

The recording process involves a number of steps. First, a uniform electrostatic charge is established on the surface of the thermoplastic in the dark by means of a corona discharge assembly. The charge is capacitively divided between the photoconductor and the thermoplastic layers. In the second step, the thermoplastic is exposed; the exposure causes the photoconductor to discharge its voltage at the illuminated regions. This does not cause any variation in the charge distribution on the thermoplastic layer; the electric field in the thermoplastic layer remains unchanged. In the third step, the surface is charged again by the corona discharge assembly. In this process, the charge is added at the exposed regions. Therefore, an electric field distribution, which forms a latent image, is now established. In the fourth step, the thermoplastic is heated to its softening point, thereby developing the latent image. The thermoplastic layer undergoes local deformation as a result of the varying electric field across it, becoming thinner wherever the field is higher (the illuminated regions) and thicker in the unexposed areas. Rapid cooling to room temperature freezes the deformation; the recording is now in the form of a surface relief. The recording is stable at room temperature, but can be erased by heating the thermoplastic to a temperature higher than that used for development. At the elevated temperature, the surface tension evens out the thickness variations and hence erases the recording. This is the fifth step—the erasure step. Figure 5.11 shows the whole recording process. The thermoplastic can be reused several hundred times. The response of these devices is band-limited, depending on the thickness of the thermoplastic and other factors.

5.4.6 PHOTOCHROMICS

Materials that undergo a reversible color change on exposure are called photochromic materials. Photochromism occurs in a variety of materials, both organic and inorganic. Organic photochromics have a limited life and are prone to fatigue. However, organic films of spiropyran derivatives have been used for hologram recording in darkening mode at 633 nm. Inorganic photochromics are either crystals or glasses doped with selected impurities: photochromism is due to a reversible charge transfer between two species of electron traps. Recording in silver halide photochromic glasses has been
done in darkening mode at 488 nm and in bleaching mode at 633 nm. Doped crystals of CaF$_2$ and SrO$_2$ have been used in bleaching mode at 633 nm. The sensitivity of photochromics is very low, because the reaction occurs at a molecular level. For the same reason, they are essentially grain-free and have resolution in excess of 3000 lines/mm. Inorganic photochromics have large thicknesses, and hence a number of holograms can be recorded in them. They do not require any processing, and can be reused almost indefinitely. In spite of all these advantages, these materials have limited applications, owing to their low diffraction efficiency (<0.02) and low sensitivity.

5.4.7 **FERROELECTRIC CRYSTALS**

Certain ferroelectric crystals, such as lithium niobate (LiNbO$_3$), lithium tantalate (LiTaO$_3$), barium titanate (BaTiO$_3$), and strontium barium niobate (SBN), exhibit small changes in refractive index when exposed to intense light. The photo-induced refractive index change can be reversed by an application of heat and light. The mechanism of recording in these crystals is as follows: exposure to light frees trapped electrons, which then migrate through the crystal lattice and are again trapped in adjacent unexposed or low-intensity regions. The migration usually occurs through diffusion or an internal photovoltaic effect. This produces a spatially varying net space-charge distribution and a corresponding electric field distribution. The electric field modulates the refractive index through the electro-optic effect and creates a volume phase grating. These are real-time recording materials; the records are stable, since the charges are bound to the localized traps. The recording can, however, be erased by illuminating it with a light beam of wavelength that can release the trapped electrons.
Lithium niobate crystals—particularly Fe-doped—have been used for holographic interferometry and data storage. The recording is fixed by temperature. The disadvantage of lithium niobate is that it is rather slow. Higher sensitivity is obtained with photoconductive electro-optic crystals such as bismuth silicon oxide (BSO) and bismuth germanium oxide (BGO) by the application of an external electric field. These crystals are available in the form of thin slices several centimeters in diameter. Barium titanate crystal is used in holographic interferometry and speckle photography because of its very slow response. Recordings can be made over a very wide spectral range.
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6 Holographic Interferometry

6.1 INTRODUCTION

Holography was born out of the very challenging technological problem of improving the resolution of the electron microscope, which was limited by the spherical aberration of the electron lenses. Gabor therefore invented a two-step process, the first step involving recording without the lenses and the second step being reconstruction. The technique was demonstrated with microscopic objects and with spatially and temporally filtered radiation from a mercury lamp. This was necessary, since high-resolution recording materials and coherent sources were not available at that time.

After its invention in 1948, holography remained practically dormant until the arrival of the laser, since a long-coherence-length source was needed to record a hologram of an object. Earlier recordings of three-dimensional (3D) objects were made on Kodak 649F plates, with very impressive results. Holography, therefore, came to be known as 3D photography. It, however, is more than ordinary 3D photography, since it provides 3D views with changing perspectives.

Holography records the complex amplitude of a wave coming from an object (the object wave), rather than the intensity distribution in the image, as is the case in photography. Holography literally means “total recording,” that is, recording of both the phase and the amplitude of a wave. The detectors in the optical regime respond to the intensity (energy) of the wave, and hence phase information is to be converted into intensity variations. This is accomplished by interferometry. A reference wave is added to the object wave at the recording plane. The recording is done on a variety of media, including photographic emulsions, photopolymers, and thermoplastics. The record is called a hologram. The hologram is like a window with a memory. Different perspectives of the scene are seen through different portions of the hologram. In addition to recording holograms of 3D objects, several new applications of holography have emerged, holographic interferometry being one of these.

Holographic interferometry (HI) has emerged as a technique of unparalleled applications, since it provides interferometric comparison of real objects or events separated in time and space. Various kinds of HI have been developed: real-time, double-exposure, time-average, etc. Further, it can be performed with one reference wave, two reference waves, and so on. These reference waves can be of the same
or different wavelengths. The reference wave can come from the same side of the hologram as the object wave or from the other side. HI can be performed with a continuous-wave laser or a pulsed laser. The record can be made on a photographic emulsion, a thermoplastic, a photopolymer, a charge-coupled device (CCD), or other media. Digital holography provides for comparison of objects situated at different locations. Small objects can be studied for their responses to external agency. The possibilities are endless, and so are the applications. This chapter presents some of these applications, along with the relevant theoretical background.

6.2 HOLOGRAM RECORDING

An object is illuminated by a wave from a laser, and the diffracted field is received on a recording plate lying in the \((x, y)\) plane. A reference wave is added to this field at the recording plane, as shown in Figure 6.1a. The diffracted field from the object constitutes the object wave, which is represented by \(O(x, y) = O_0(x, y) \exp[i \phi_o(x, y)]\), where \(O_0(x, y)\) is the amplitude of the object wave and \(\phi_o(x, y)\) is its phase. The complex amplitude \(R(x, y)\) of the reference wave at the recording plane is expressed
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**FIGURE 6.1** (a) Recording of a hologram. (b) Its reconstruction.
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as \( \mathbf{R}(x, y) = R \exp(2\pi i v_{R} y) \), where \( v_{R} \) is the spatial frequency of the wave. We have taken a plane wave incident at an angle \( \theta \) with the \( z \) axis as a reference wave; hence, \( v_{R} = (\sin \theta)/\lambda \). These waves are derived from the same wave (source), and hence are coherent with each other. The total amplitude at the recording plane is

\[
A(x, y) = O(x, y) + R(x, y)
\]  

(6.1)

Therefore, the intensity distribution \( I(x, y) \) on the recording plane is given by

\[
I(x, y) = O^{2}(x, y) + R^{2} + 2O(x, y)R \cos[2\pi v_{R} y - \phi_{0}(x, y)]
\]  

(6.2)

It can thus be seen that both the amplitude \( O(x, y) \) variations and the phase \( \phi_{0}(x, y) \) variations have been converted into intensity variations, to which the recording material responds. We assume that the recording material is a photographic emulsion, say, a holographic plate or a film. The intensity is recorded over an appropriate time period \( T \), resulting in an exposure variation \( E(x, y) = I(x, y)T \). After development, the plate/film is called a hologram. On the hologram, the exposure variation is converted into density variation or amplitude transmittance variation. The amplitude transmittance is complex, since the hologram introduces both amplitude and the phase variations—the latter as a result of thickness variations. The phase variations can be eliminated if the hologram is placed in a liquid gate. Further, if the phase variations are shared between two wavefronts, they are not seen when these wavefronts interfere. We assume here, however, that the amplitude transmittance of the hologram is proportional to the exposure incident during recording. Under this assumption, the amplitude transmittance \( t(x, y) \) of the hologram is expressed as

\[
t(x, y) = t_{0} - \beta E(x, y)
\]  

(6.3)

where \( \beta \) is a constant dependent on processing parameters, exposure, and so on.

### 6.3 RECONSTRUCTION

This hologram is placed back in the same position held during recording, and is illuminated by the reference wave. The field just behind the hologram is given by

\[
t(x, y)\mathbf{R}(x, y) = t'_{0}\mathbf{R}(x, y) - \beta T \mathbf{R}(x, y)\{O^{2}(x, y)
\]

\[
+ 2O(x, y)R \cos[2\pi v_{R} y - \phi_{0}(x, y)]\}
\]  

(6.4)

where \( t'_{0} = t_{0} - \beta T R^{2} \) is the modified DC transmittance. Equation 6.4 can also be written as

\[
t(x, y)\mathbf{R}(x, y) = t'_{0}\mathbf{R}(x, y) - \beta T \mathbf{R}(x, y)\{O^{2}(x, y)
\]

\[
+ O(x, y)\mathbf{R}^{*}(x, y) + O^{*}(x, y)\mathbf{R}(x, y)\}
\]  

(6.5)

where * signifies the complex conjugate. It can be seen that there are four waves just behind the hologram, of which the wave \( t'_{0}\mathbf{R}(x, y) \) is the uniformly attenuated
reference wave. The second wave, \(-\beta TR(x,y)O^2_0(x,y)\), also propagates in the direction of the reference wave. Owing to the slow spatial variation of \(O^2_0(x,y)\), there is a diffracted field around the direction of the reference wave. The third wave, \(-\beta TR^2O(x,y)\), is the original object wave multiplied by a constant, \(-\beta TR^2\). This wave propagates in the direction of the object wave and has all the attributes of the object wave, except that its spatial dimensions are restricted by the size of the hologram. The negative sign signifies that a phase change of \(\pi\) has taken place owing to the wet development process. The fourth wave, \(-\beta TR^2(x,y)O^* (x,y)\), represents a conjugate wave, which propagates in a different direction. This wave can also be written as \(-\beta TR^2O(x,y) \exp[2\pi i/2\nu Ry - \phi_o(x,y)]\); the phase of the reference wave is modulated by that of the object wave, but it essentially travels in the direction \(\phi\), where \(\sin \phi = 2 \sin \theta\). Figure 6.1b shows that several waves are generated during the reconstruction step.

The recording and reconstruction geometries just described are the off-axis holography geometries due to Leith and Uptanikels. However, the reference beam can be added axially to the object beam. This is in-line holography or Gabor holography. In-line holography has applications in particle size measurements, etc.

### 6.4 CHOICE OF ANGLE OF REFERENCE WAVE

One of the shortcomings of Gabor holography is that all the diffracted waves propagate in the same direction. These waves are angularly separated if the reference wave is added at an angle during the recording of the hologram. The question is, how large should the angle be? In fact, the off-axis reference wave acts as a carrier of object information. It also results in very fine interference fringes, into which object information is coded. The fringe frequency is given by \((\sin \theta) / \lambda\), where \(\theta\) is the mean angle between the reference and object waves. The recording medium should be capable of resolving this fringe frequency. Further, as has been described earlier, the various waves are angularly separated by nearly \(\theta\) for small angles. However, a restriction is placed on \(\theta\) by the simple condition that the spectra of the various waves should not overlap. If the bandwidth of the object wave is \(\nu_o\), then it is easily seen from Figure 6.2 that the spectra will be just separated when \(3\nu_o = \nu_R\). This immediately gives the smallest angle \(\theta_{\text{min}}\) as \(\theta_{\text{min}} = \sin^{-1}(3\lambda \nu_o)\). For angles smaller than \(\theta_{\text{min}}\), the various diffracted beams will overlap.
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6.5 CHOICE OF REFERENCE WAVE INTENSITY

It has been tacitly assumed above that the amplitude transmittance of the hologram is proportional to the exposure. This is valid only when one operates over a very small portion of the $t$–$E$ curve, which is shown in Figure 6.3. In order to meet this condition, the reference wave should be 3–10 times stronger than the object wave. If this condition is not met, then nonlinearities will begin to play a role, and higher-order images will be produced.

6.6 TYPES OF HOLOGRAMS

Holograms are classified in a variety of ways. Table 6.1 summarizes these.

6.7 DIFFRACTION EFFICIENCY

Diffraction efficiency is a measure of the amount of light that goes into forming the useful image when the hologram is illuminated by the reference wave. It is calculated for the ideal situation of interference between plane waves. For a thin amplitude transmission hologram, the maximum diffraction efficiency is 6.25%. This value can be improved by bleaching; that is, the amplitude hologram is converted into a phase hologram. It can then reach up to 33.6% for a thin phase transmission hologram. The diffraction efficiency for a thick phase hologram can approach 100%: essentially, then, the entire incident light is utilized for image formation and there is only one diffraction order.

6.8 EXPERIMENTAL ARRANGEMENT

The experimental arrangement (Figure 6.1a) consists of a laser, a beam-splitter, beam-expanding optics, and the recording medium. We describe these in detail.
TABLE 6.1
Classification of Hologram Types

<table>
<thead>
<tr>
<th>Properties</th>
<th>Hologram Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission function</td>
<td>Amplitude</td>
</tr>
<tr>
<td></td>
<td>Phase</td>
</tr>
<tr>
<td>Region of diffraction</td>
<td>Fresnel</td>
</tr>
<tr>
<td></td>
<td>Fraunhofer</td>
</tr>
<tr>
<td></td>
<td>Fourier</td>
</tr>
<tr>
<td></td>
<td>Image plane</td>
</tr>
<tr>
<td>Recording geometry</td>
<td>On-axis/Gabor/in-line</td>
</tr>
<tr>
<td></td>
<td>Off-axis/Leith–Upatnieks/carrier-frequency</td>
</tr>
<tr>
<td></td>
<td>Reflection/Denisyuk</td>
</tr>
<tr>
<td>Exposure</td>
<td>Single-exposure/real-time/live-fringe</td>
</tr>
<tr>
<td></td>
<td>Double-exposure/lapsed-time/frozen-fringe</td>
</tr>
<tr>
<td></td>
<td>Multiple-exposure</td>
</tr>
<tr>
<td></td>
<td>Time-averaged</td>
</tr>
<tr>
<td>Emulsion thickness/Q-parameter</td>
<td>Thin</td>
</tr>
<tr>
<td></td>
<td>Thick</td>
</tr>
<tr>
<td>Reconstruction</td>
<td>Monochromatic-light</td>
</tr>
<tr>
<td></td>
<td>White-light</td>
</tr>
<tr>
<td>Recording configuration</td>
<td>Transmission</td>
</tr>
<tr>
<td></td>
<td>Reflection</td>
</tr>
<tr>
<td></td>
<td>Rainbow</td>
</tr>
<tr>
<td></td>
<td>Digital</td>
</tr>
<tr>
<td>Object type</td>
<td>Transmission-object/phase-object</td>
</tr>
<tr>
<td></td>
<td>Transmission-objects—diffuse illumination</td>
</tr>
<tr>
<td></td>
<td>Opaque-object</td>
</tr>
</tbody>
</table>

6.8.1 LASERS

There are a large number of lasers from which to choose. Some of these are described below:

- **Ruby laser.** This is a pulsed laser with a pulse width of the order of 10 ns. Its coherence length can be greater than 2 m when it is used with an etalon, and it can deliver more than 1 J in a single pulse. Lasers for HI have dual-pulse facilities, with variable pulse separation for dynamical studies.
- **Argon–ion laser.** This is a continuous-wave laser with output exceeding 5 W. It gives a multiline output, and hence a dispersion prism is mounted to select a line. Further, an intercavity etalon increases the coherence length to a usable length for studying moderate-sized objects. It can be used with photoresisst and thermoplastics as recording media.
- **He–Ne laser.** This is the most commonly used laser for holography and HI, with a power output in the range 25–35 mW. The coherence length is greater than 20 cm.
• **Nd:YAG semiconductor pumped, first-harmonic green.** This laser is finding acceptance for holography. It offers a very long coherence length, with continuous-wave operation. The output ranges from 40 to 150 mW.

• **He–Cd laser.** This is a continuous-wave laser with output in the range 40–150 mW. It is suitable for recording on photoresists. Both blue and ultraviolet lines are usable for holography.

• **Semiconductor or diode lasers (LDs).** These can be run in both continuous-wave and pulsed modes. Continuous-wave lasers are preferred for holography, but are not very common. They require temperature and current stability. They can output up to 500 mW in continuous-wave mode.

### 6.8.2 Beam-Splitters

Usually, an unexpanded laser beam is split into two or more beams. For this, a glass plate (preferably a wedge plate) serves as a good beam-splitter. However, when an expanded collimated beam is to be split, a cube beam-splitter or a plane parallel plate splitter with one side antireflection-coated is recommended. Pellicle beam-splitters are also used. In some cases, polarization optics (Wollaston prisms) are employed as beam-splitters.

### 6.8.3 Beam-Expanders

With high-power lasers, a suitable concave or negative lens is used for beam expansion; otherwise, a microscope objective 5×, 10×, 20×, 40× (45×), or 60× (63×) can be used. As a result of dust particles on the optical surfaces, the beam is usually dirty; that is, it has circular rings, specks, etc. It can be cleaned by placing a pinhole at the focus of the microscope objective. The arrangement is known as spatial filtering. The pinhole size must be matched with the microscope objective. An achromatic lens is placed in the beam such that the pinhole is at its focus. This results in an expanded collimated beam—hence the name “beam-expander.”

### 6.8.4 Object-Illumination Beam

For small objects, collimated-beam illumination is preferred as the propagation vector of the illumination beam is the same over the whole surface. For large objects, a spherical diverging wave is used. If the object is cylindrical in shape, a cylindrical diverging wave is preferred. Objects must be located in the coherence volume. Special recording geometries that relax the coherence requirement may be used.

### 6.8.5 Reference Beam

Either a diverging spherical wave or a plane wave can be used as a reference wave. However, if the hologram is to be reconstructed at a later time, or at a different location, the use of a plane wave is recommended. The beam is overexpanded to make it uniform over the hologram plane. The reference-beam intensity must be 3–10 times stronger than the object-beam intensity at the hologram plane for linear recording.
6.8.6 Angle Between Object and Reference Beams

The object wave is a diffuse wave. Therefore, the angle between the object wave and the reference wave (even when the latter is a plane wave) will vary over the recording plane. However, we take the mean angle. The fringe frequency on the recording plane will be approximately \((\sin \theta)/\lambda\), where \(\theta\) is the mean angle between the reference wave and the object wave incident nearly normally on the recording plane. The recording medium should be able to resolve this fringe structure. Too large an angle puts a higher demand on the resolution. A small angle, on reconstruction, may not result in separation of the beams. Therefore, the mean angle between the object wave and the reference wave has to be chosen judiciously.

6.9 Holographic Recording Materials

A variety of recording materials are available. They have been described in Chapter 5. The choice is made based on wavelength sensitivity, resolution, sensitivity, and other properties.

6.10 Holographic Interferometry

HI is used to compare two waves from real objects by the process of interference. These two waves are usually from an initial unstressed state and a final stressed state of an object. It is, however, assumed that the microstructure of the surface does not change as a result of loading: the two comparison waves differ owing to path-difference changes rather than microstructural changes. HI can be performed in a variety of ways. The most common methods are real-time, double-exposure, and time-averaged. Several novel configurations have been developed, depending on the application and also to exploit the strengths of HI. They are discussed at appropriate places below.

6.10.1 Real-Time HI

A hologram of the object is recorded, processed, and placed back in the experimental set-up at exactly the same location that it occupied during recording. Reconstruction of the hologram by the reference wave generates a replica of the original object wave, which propagates in the direction of the original wave. This wave is, however, phase-shifted by \(\pi\) owing to wet photographic development. Since the object wave is also present, it will undergo diffraction on passage through the hologram: a wave transmitted by the DC transmittance of the hologram will propagate in the original direction. Therefore, there are two waves: one released from the hologram by interaction of the reference wave and the other transmitted by the DC transmittance of the hologram. These waves are identical in all respects except for a phase change of \(\pi\), and hence produce a dark field on interference. If the object is now loaded, the object wave carries the deformation phase, and hence an interference pattern is observed. This pattern changes in real time with the change in load. One can therefore monitor the response of the object to an external loading agency continuously until the fringes
become too fine to be resolved. The technique is also known as single-exposure or live-fringe HI.

Mathematically, we can explain the procedure by writing—the transmittance of the single-exposure hologram as

$$t(x, y) = t'_0 - \beta T \left[ O_0^2(x, y) + 2O_0(x, y)R \cos[2\pi v_R y - \phi_o(x, y)] \right]$$  \hspace{1cm} (6.6)

where $t'_0 = t_0 - \beta TR^2$, with $t'_0$ being a constant. Interrogation by the reference wave $R(x, y)$ releases the object wave, which is now given by $-\beta TR^2 O(x, y)$, while the directly transmitted object wave is written as $[t'_0 - \beta TO_0^2(x, y)]O(x, y)e^{i\delta}$, where $\delta$ is the phase change introduced by the deformation. Interference between these two waves results in an intensity distribution that can be expressed as

$$I = \left(\beta TR^2\right)^2 O_0^2 \left[1 + \frac{(t_0 - \beta TR^2 - \beta TO_0^2)^2}{(\beta TR^2)^2} - \frac{2(t_0 - \beta TR^2 - \beta TO_0^2)}{\beta TR^2} \cos \delta\right]$$  \hspace{1cm} (6.7)

Assuming $\beta TR^2 \gg \beta TO_0^2$, which is usually true, Equation 6.7 can be rewritten as

$$I = I_0 \left[1 + \frac{(t_0 - \beta TR^2)^2}{(\beta TR^2)^2} - \frac{2(t_0 - \beta TR^2)}{\beta TR^2} \cos \delta\right]$$  \hspace{1cm} (6.8)

Dark fringes are formed wherever $\delta = 2m\pi$, $m$ being an integer. The contrast $\eta$ of the fringes is given by

$$\eta = \frac{2\beta TR^2(t_0 - \beta TR^2)}{(\beta TR^2)^2 + (t_0 - \beta TR^2)^2}$$

It can be seen that the contrast of the fringes can be controlled by the reference-wave intensity during reconstruction. In general, the contrast is less than unity, but, by appropriate increase of the reference-wave intensity, it is possible to achieve unit-contrast fringes. For example, if the bias transmittance $t_0$ is equal to $2\beta TR^2$, then a unit-contrast fringe pattern results.

### 6.10.2 Double-Exposure HI

Here, both exposures, belonging to the initial and final states of the object, are recorded sequentially on the same photographic plate. The total exposure recorded can be expressed as

$$\beta T[I_1(x, y) + I_2(x, y)]$$  \hspace{1cm} (6.9)

The transmittance of the hologram is given by

$$t(x, y) = t''_0 - \beta T [2O_0^2(x, y) + [O(x, y) + O(x, y)e^{i\delta}]R^* (x, y) + [O^*(x, y)$$

$$+ O^*(x, y)e^{-i\delta}]R(x, y)]$$  \hspace{1cm} (6.10)
where \( t'' = t_0 - 2\beta TR^2 \). When the double-exposure hologram is reconstructed, both object waves are released simultaneously, and interfere to produce a unit-contrast fringe pattern characteristic of the deformation. The intensity distribution in the fringe pattern is

\[
I = 2(\beta TR^2)^2O_0^2(1 + \cos \delta) = I_0(1 + \cos \delta) \tag{6.11}
\]

Bright fringes are formed wherever \( \delta = 2m\pi, m \) being an integer. The technique is also known as frozen-fringe or lapsed-time HI. It may be noted that only two states of the object are being compared by this technique. Figure 6.4 shows a double-exposure interferogram of a pipe with a defect. The pipe was loaded by an application of hydraulic pressure between exposures. It can be seen that the defect is a region of thinner wall thickness. Table 6.2 gives a comparison between real-time and double-exposure HI.

### 6.10.3 Time-Average HI

Time-average HI is utilized for the study of vibrating bodies such as musical instruments. As the name suggests, the recording is carried out over a time period that is several times the period of vibration. Since an object vibrating sinusoidally spends most of the time at the locations of maximum displacement, a recording of such a vibrating object is equivalent to a double-exposure record. However, the intensity distribution in the reconstruction is modified considerably owing to the time of excursion between these extreme positions. To study this phenomenon, we can write for the instantaneous intensity on the recording plane,

\[
I(x, y; t) = O_0^2(x, y) + R^2 + O^*(x, y; t)R(x, y) + O(x, y; t)R^*(x, y) \tag{6.12}
\]

where the object wave \( O(x, y; t) \) is expressed as

\[
O(x, y; t) = O_0e^{i\phi_0(x, y)}e^{i\delta(x, y; t)} \tag{6.13}
\]

The phase \( \delta(x, y; t) \) represents the phase change introduced by the vibration. If the body is vibrating with amplitude \( A(x, y) \) at a frequency \( \omega \) and is illuminated and
TABLE 6.2
Comparison of Single- and Double-Exposure HI

<table>
<thead>
<tr>
<th>Single-Exposure HI</th>
<th>Double-Exposure HI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitors/comparres different states of the object (due to loading) with the initial state over a range determined by usable fringe density and speckle noise.</td>
<td>Compares only the final state with the initial state.</td>
</tr>
<tr>
<td>In situ processing is recommended; otherwise the hologram has to be repositioned very accurately. Once the experimental set-up is disturbed, the hologram cannot be used for comparison.</td>
<td>Hologram can be reconstructed at leisure, even at a different location.</td>
</tr>
<tr>
<td>Fringe contrast is poor, but can be improved.</td>
<td>Unit-contrast fringe pattern is obtained, since the diffraction efficiency is equally shared by the two beams.</td>
</tr>
<tr>
<td>Bright fringes are formed when ( \delta = (2m + 1)\pi ). A phase change of ( \pi ) takes place owing to wet photographic development.</td>
<td>Bright fringes are formed when ( \delta = 2m\pi ).</td>
</tr>
<tr>
<td>Usually performed to obtain the correct parameters for double-exposure HI.</td>
<td>Usually used for quantitative evaluation.</td>
</tr>
</tbody>
</table>

observed along directions making angles \( \theta_1 \) and \( \theta_2 \) with the local normal, then the phase difference \( \delta \) can be written as

\[
\delta(x, y; t) = \frac{2\pi}{\lambda} A(x, y) (\cos \theta_1 + \cos \theta_2) \sin \omega t
\]

(6.14)

The intensity distribution given by Equation 6.12 is recorded over a period \( T \) much longer than the period of vibration; that is, it is recorded over a large number of vibration cycles. The average intensity recorded over the period \( T \) is

\[
I(x, y) = \frac{1}{T} \int_0^T I(x, y; t) \, dt
\]

(6.15)

This record, on development, is called a time-average hologram, and the procedure is known as time-average HI. The hologram is reconstructed with the reference wave. Since, on reconstruction, the various waves generated are separable, we consider only the amplitude of the desired wave, that is,

\[
a(x, y) = -\beta TR^2 \frac{1}{T} \int_0^T O(x, y; t) \, dt
\]

\[
= -\beta TR^2 O(x, y) \frac{1}{T} \int_0^T e^{(2\pi i/\lambda)A(x, y)(\cos \theta_1 + \cos \theta_2)} \sin \omega t \, dt
\]

(6.16)
The time integral $T^{-1} \int_{0}^{T} e^{i(2\pi/\lambda)A(x,y)(\cos \theta_1 + \cos \theta_2) \sin \omega t} dt$ is called the characteristic function of the sinusoidal vibration, and is denoted by $M_T$. Thus, the intensity distribution in the reconstructed image is given by

$$I_{\text{rec}}(x, y) = a(x, y) a^*(x, y) = \beta^2 T^2 R^4 O_0^2 |M_T|^2$$  \hspace{1cm} (6.17)

The characteristic function has been generalized for various types of motion (Table 6.3). The characteristic function for sinusoidal motion with phase difference $\delta(x, y; t)$ as described by Equation 6.14 can be obtained analytically. It is given by

$$M_T = \frac{1}{T} \int_{0}^{T} e^{i(2\pi/\lambda)A(x,y)(\cos \theta_1 + \cos \theta_2) \sin \omega t} dt = J_0 \left( \frac{2\pi}{\lambda} A(x, y)(\cos \theta_1 + \cos \theta_2) \right)$$  \hspace{1cm} (6.18)

where $J_0(x)$ is the Bessel function of zeroth order and first kind. The intensity distribution in the reconstructed image will be

$$I_{\text{rec}}(x, y) = I_0(x, y) \left[ J_0 \left( \frac{2\pi}{\lambda} A(x, y)(\cos \theta_1 + \cos \theta_2) \right) \right]^2$$  \hspace{1cm} (6.19)

The variation of $[J_0(x)]^2$ with the argument $x$ is shown in Figure 6.5. It can be seen that the reconstructed image is modulated by the function $[J_0(x)]^2$. Thus, the image is

| TABLE 6.3 |
|------------------|------------------|------------------------|
| **HI Type**      | **Displacement** | **$|M(t)|^2$**           |
| Real-time        | Static (L)       | $1 + c^2 - 2c \cos(k \cdot L)$ |
|                  | Harmonic of amplitude $A(x,y)$ | $1 + c^2 - 2c I_0(k \cdot A)$ |
| Real-time with reference fringes | Harmonic | $1 + c^2 - 2c \cos(k \cdot L)J_0(k \cdot A)$ |
| Real-time stroboscopic | Harmonic: pulses at $\omega t = \pi/2$ and $3\pi/2$ | $1 + c^2 - 2c \cos(2k \cdot A)$ |
| Double-exposure  | Static (L)       | $\cos^2(k \cdot L/2)$ |
| Double-exposure stroboscopic | Harmonic: pulses at $\omega t = \pi/2$ and $3\pi/2$ | $\cos^2(k \cdot A)$ |
| Time-average     | Harmonic, of amplitude $A(x,y)$ | $[I_0(k \cdot A)]^2$ |
|                  | Constant velocity $L_t = vT$ | $\sin^2(k \cdot L/2)$ |
|                  | Constant acceleration from rest | $C^2(\sqrt{k \cdot A}) + S^2(\sqrt{k \cdot A})$ |
| Time-average     | Irrationally related modes | $J_0(k \cdot A_1)J_0(k \cdot A_2)$ |
| Temporally frequency-translated | Harmonic motion | $[J_m(k \cdot A)]^2$ |
|                  | Amplitude-modulated reference wave | $[J_m(k \cdot A)]^2 \cos^2 \Delta$ |
|                  | Phase-modulated reference wave | $[J_m(k \cdot A - M_R)]^2$ |

*Note: c is the contrast, and C and S are Fresnel cosine and sine integrals.*
covered by the fringes. Figure 6.6 shows the time-average interferogram of an edge-clamped diaphragm vibrating in the second-harmonic mode. The zero intensity in the image occurs at the zeros of the function $[J_0(x)]^2$. It can also be seen that the intensity is maximum at the stationary region $(A(x, y) = 0)$, and decreases to zero when

$$\frac{2\pi}{\lambda} A(x, y)(\cos \theta_1 + \cos \theta_2) = 2.4048$$

(6.20)

This gives the amplitude of vibration at the first zero of the Bessel function. Assuming illumination and observation directions along the normal to the surface of the object,
the amplitudes at the first and successive zeros of the Bessel function are given by

\[ A(x, y) = \frac{\lambda}{4\pi} \times 2.4048, \quad (6.21a) \]
\[ = \frac{\lambda}{4\pi} \times 5.5200, \quad (6.21b) \]
\[ = \frac{\lambda}{4\pi} \times 8.6537, \quad (6.21c) \]
\[ = \frac{\lambda}{4\pi} \times 11.7915 \quad (6.21d) \]

Since the intensity falls off rapidly, high amplitudes of vibration are difficult to monitor by this technique. In brief, time-average HI gives the vibration map (phase of the vibration is lost) over a range of frequencies; that is, the amplitude of the vibration can be measured.

Let us consider a simple example of a cantilever as shown in Figure 6.7. It is illuminated normally and observed in the same direction. We assume illumination by the red radiation of a He–Ne laser. The amplitude of vibration can be expressed as

\[ z(x, t) = z(x) \sin \omega t \quad (6.22) \]

The intensity distribution in the image is given by

\[ I_{\text{rec}}(x, y) = I_0(x, y) \left[ J_0\left(\frac{4\pi}{\lambda} A(x, y)\right)\right]^2 \quad (6.23) \]

The fringes run parallel to each other, and, for higher amplitudes, are almost equidistant. Dark fringes are located where the amplitudes of vibration are 0.12, 0.28, 0.44, 0.59 μm, . . .

**FIGURE 6.7** Vibrating cantilever and simulated fringe pattern as obtained by time-averaged HI.
6.10.4 Real-Time, Time-Average HI

In this technique, a single-exposure record of a stationary object is first made. After development, the hologram is precisely relocated. The object is now set in vibration and viewed through the hologram. Interference between the wave reconstructed from the hologram and the directed transmitted wave from the vibrating object will yield an intensity distribution that is proportional to \( (1 - J_0(x))^2 \), where \( x = (4\pi/\lambda)A(x,y) \). Thus, the nodal points on the object appear dark. The contrast of this fringe pattern is very low. While observing the real-time pattern, the laser beam can be chopped at the frequency of vibration. The method is then equivalent to the real-time HI for static objects. The fringes correspond to the displacement between the initial position and the position when the laser beam illuminates the object. By varying the time at which the light pulse illuminates the object during its vibration cycle, the displacement at different phases of vibration can be mapped.

6.11 Fringe Formation and Measurement of Displacement Vector

We have mentioned that object deformation causes a phase change between the two waves, at least one of which is derived from the hologram. This phase change is responsible for the formation of the fringe pattern. In this section, we address two issues:

- How is the phase change related to the deformation vector?
- Where are the fringes really localized?

Let us consider a point \( P \) on the object surface. Owing to loading, this point moves to a different location \( P' \). The vector distance \( PP' \) is the deformation vector \( d \). We consider the geometry as shown in Figure 6.8 to calculate the phase difference introduced by the deformation. The phase difference \( \delta \) at the observation point \( O \) is given by

\[
\delta = k_1 \cdot r_1 + k_2 \cdot r_2 - (k_1 + \Delta k_1) \cdot r_1' - (k_2 + \Delta k_2) \cdot r_2' \quad (6.24)
\]

We can express \( r_1' \) and \( r_2' \) as

\[
\begin{align*}
\mathbf{r}_1 + \mathbf{d} &= \mathbf{r}_1' \\
\mathbf{r}_2' + \mathbf{d} &= \mathbf{r}_2 
\end{align*}
\]

We substitute for \( r_1' \) and \( r_2' \), we obtain

\[
\begin{align*}
\delta &= k_1 \cdot r_1 + k_2 \cdot r_2 - (k_1 + \Delta k_1) \cdot (r_1 + d) - (k_2 + \Delta k_2) \cdot (r_2 - d) \\
&= k_1 \cdot r_1 + k_2 \cdot r_2 - k_1 \cdot r_1 - \Delta k_1 \cdot r_1 - k_1 \cdot d \\
&\quad - \Delta k_1 \cdot d - k_2 \cdot r_2 + k_2 \cdot d + \Delta k_2 \cdot d - \Delta k_2 \cdot r_2 \\
&= (k_2 - k_1) \cdot d 
\end{align*}
\]

(6.26)
This expression has been obtained under the experimental conditions where the displacement vector is of the order of a few micrometers and the distances $r_1$ and $r_2$ involved could be from a few tens of centimetres to metres. When this is taken into account, the vectors $r_1$ and $r_2$ are perpendicular to $\Delta k_1$ and $\Delta k_2$, respectively, and hence their product terms are automatically zero, while the remaining two terms, $\Delta k_1 \cdot d$ and $\Delta k_2 \cdot d$, which represent second-order contributions, are also neglected.

This expression tells us when and how the fringe pattern is formed; it does not tell us where it actually is formed. The situation is quite different from that encountered in classical interferometry. In HI, the fringes are normally localized not on the object surface but on a surface in space. This surface is known as the surface of localization. Knowledge of the location of the surface of localization helps in determining the deformation vector. In fact, the surface of localization depends on several factors, including the deformation vector. Several theories have been presented in the literature. Needless to say, it is necessary to know about fringe localization in detail before any quantitative evaluation is carried out.

6.12 LOADING OF THE OBJECT

Since HI sees only the change in the state of the object, the object must be subjected to external agency to change its state. This can be performed by any one of the following methods:

- Mechanical loading
- Thermal loading
- Pressure/vacuum loading
Holographic Interferometry

- Vibratory or acoustic loading
- Impact loading

The most commonly used method is mechanical loading, in which the object is subjected to either compressive or tensile forces. If the dynamic response needs to be studied, it is subjected to either vibratory or impact loading. In holographic non-destructive testing (HNDT), it is essential to use the appropriate kind of loading. For example, debonds are easily seen when pressure or vacuum stressing is applied. Table 6.4 gives some areas of application of the five types of loading.

6.13 MEASUREMENT OF VERY SMALL VIBRATION AMPLITUDES

It has been shown that the first minimum of intensity in time-average HI occurs when \( A(x, y) = (\lambda/4\pi)2.4048 \). This is valid only when the directions of illumination and observation are along the surface normal. For illumination from a He–Ne laser (\( \lambda = 632.8 \text{ nm} \)), the amplitude of vibration \( A(x, y) \) corresponds to 0.12 \( \mu \text{m} \). Even smaller amplitudes of vibration can be monitored by observing the variation of intensity between the maximum and first zero of the Bessel function.

6.14 MEASUREMENT OF LARGE VIBRATION AMPLITUDES

6.14.1 FREQUENCY MODULATION OF REFERENCE WAVE

The frequency of the reference wave is shifted by \( n\omega \), where \( n \) is an integer and \( \omega \) is the frequency of vibration, and a time-average hologram is recorded in the normal way. The recorded intensity distribution is given by

\[
I(x, y) = \frac{1}{T} \int_{0}^{T} [O_0^2 + R_0^2 + OR^* + O^* R] \, dt \tag{6.27}
\]

where the object wave and the reference wave are written explicitly as

\[
O(x, y; t) = O_0 e^{i[\varpi t + \phi_0(x, y) + \delta(x, y; t)]} \tag{6.28a}
\]

\[
R(x, y; t) = R_0 e^{i[(m-n\omega)t + \phi_R]} \tag{6.28b}
\]

Further, assuming that the object is vibrating sinusoidally with an amplitude \( A(x, y) \), we can write for the phase difference \( \delta(x, y; t) \)

\[
\delta(x, y; t) = \frac{2\pi}{\lambda} (\cos \theta_1 + \cos \theta_2) A(x, y) \sin \omega t
\]

\[
= \frac{2\pi}{\lambda} 2A(x, y) \sin \omega t
\]

when the directions of illumination and observation are along the surface normal.
TABLE 6.4
Some Applications of Holographic Testing

<table>
<thead>
<tr>
<th>Loading/Problem Detected</th>
<th>Items Tested</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mechanical Loading</strong></td>
<td></td>
</tr>
<tr>
<td>Cracks</td>
<td>Bolt holes in steel channels, concrete, rocket nozzle liners, welded metal</td>
</tr>
<tr>
<td></td>
<td>plates, turbine blades, glass</td>
</tr>
<tr>
<td>Debonds</td>
<td>Honeycomb panels, propellant liners</td>
</tr>
<tr>
<td>Fatigue damage</td>
<td>Composite materials</td>
</tr>
<tr>
<td>Deformation</td>
<td>Radial deformation in carbon cylinders and tubes</td>
</tr>
<tr>
<td><strong>Pneumatic Loading</strong></td>
<td></td>
</tr>
<tr>
<td>Cracks</td>
<td>Welded joints, aluminum shells, bonded cylinders, ceramic heat exchanger</td>
</tr>
<tr>
<td></td>
<td>tubes</td>
</tr>
<tr>
<td>Debonds/delaminations</td>
<td>Composite panels and tubes, honeycomb structures, bonded cylinders,</td>
</tr>
<tr>
<td></td>
<td>tires, rocket launch tubes, rocket nozzle liners</td>
</tr>
<tr>
<td>Weld defects</td>
<td>Welded plastic pipes, honeycomb panels</td>
</tr>
<tr>
<td>Weakness (thinness)</td>
<td>Aluminum cylinders, pressure vessels, tubes, composite tubes</td>
</tr>
<tr>
<td>Structural flaws</td>
<td>Composite domes</td>
</tr>
<tr>
<td>Soldered joints</td>
<td>Medical implant devices</td>
</tr>
<tr>
<td>Weakness (thinness)</td>
<td>Silicon pressure sensors</td>
</tr>
<tr>
<td><strong>Thermal Loading</strong></td>
<td></td>
</tr>
<tr>
<td>Cracks</td>
<td>Glass/ceramic tubes, train wheels, turbofan blades</td>
</tr>
<tr>
<td>Debonds</td>
<td>Aircraft wing assemblies, honeycomb structures, laminate structures,</td>
</tr>
<tr>
<td></td>
<td>rocket motor casings, rocket nozzle liners, rocket propellant liners, tires,</td>
</tr>
<tr>
<td></td>
<td>bonded structures</td>
</tr>
<tr>
<td>Delaminations</td>
<td>Antique paintings</td>
</tr>
<tr>
<td>Various defects</td>
<td>Circuit boards and electronic modules</td>
</tr>
<tr>
<td><strong>Vibrational Loading</strong></td>
<td></td>
</tr>
<tr>
<td>Cracks</td>
<td>Train wheels, ceramic bars</td>
</tr>
<tr>
<td>Debonds</td>
<td>Turbine blades, rocket propellant liners, sheet metal sandwich structures,</td>
</tr>
<tr>
<td></td>
<td>laminate structures, honeycomb structures, fiberglass-reinforced plastics,</td>
</tr>
<tr>
<td></td>
<td>helicopter rotors, ceramics bonded to composite plates, brake disks,</td>
</tr>
<tr>
<td></td>
<td>adhesive joints, metallic interfaces, elastomer</td>
</tr>
<tr>
<td><strong>Strength</strong></td>
<td>CRTs</td>
</tr>
<tr>
<td><strong>Impulse Loading</strong></td>
<td></td>
</tr>
<tr>
<td>Cracks</td>
<td>Steel plates, wing plank splices, turbine blades</td>
</tr>
<tr>
<td>Debonds</td>
<td>Foam insulation</td>
</tr>
<tr>
<td>Voids and thin areas</td>
<td>Aluminum plates</td>
</tr>
</tbody>
</table>

Since the various terms in the expression for the recorded intensity are separable, we pick up the term of interest as

\[
\frac{1}{T} \int_{0}^{T} OR^* \, dt = O_0 e^{i\phi_0} R_0 e^{-i\phi_R} \frac{1}{T} \int_{0}^{T} e^{(4\pi i/\lambda)A \sin \omega t} e^{-in\omega t} \, dt
\]

\[
= O_0 R_0 e^{i(\phi_0 - \phi_R)} \frac{1}{T} \sum_{n'=\infty}^{\infty} J_{n'} \left( \frac{4\pi}{\lambda} A \right) \int_{0}^{T} e^{in\omega t} e^{-in\omega t} \, dt \quad (6.29)
\]
Holographic Interferometry

The integral will vanish for all values of \( n' \) except \( n' = n \). Thus, the amplitude distribution, on reconstruction, becomes proportional to \( J_n(4\pi A/\lambda) \). The intensity distribution is then given by

\[
I(x, y) = I_0 J_n^2 \left( \frac{4\pi}{\lambda} A \right)
\]

(6.30)

Unlike the case of time-average HI, fringes of nearly equal intensity are formed, and hence large vibration amplitudes can be measured.

6.14.2 Phase Modulation of Reference Beam

The mirror in the reference arm is mounted on PZT, which is excited by a voltage signal at the frequency of vibration. The amplitude of the reference wave at the recording plane is

\[
R(x, y) = R_0 e^{i\phi_R} e^{i\delta_R}
\]

(6.31)

where

\[
\delta_R = \frac{2\pi}{\lambda} 2A_R \sin(\omega t - \Delta)
\]

with \( A_R \) and \( \Delta \) representing the amplitude and phase of the reference mirror vibration. The object wave is expressed as

\[
O(x, y) = O_0 e^{i\phi_o(x, y)} e^{i\delta}
\]

(6.32)

where

\[
\delta = \frac{2\pi}{\lambda} 2A(x, y) \sin \omega t
\]

is the phase difference introduced by object vibration. It should be noted that the modulation in the reference wave is phase-shifted by \( \Delta \), which may be varied experimentally. A time-average hologram is now recorded. Again, we consider only the term of interest in the expression for the amplitude transmittance, and express the amplitude of the reconstructed wave as proportional to

\[
\frac{1}{T} \int_0^T OR^* \, dt = O_0 R_0 e^{i(\phi_o - \phi_R)} \frac{1}{T} \int_0^T e^{(4\pi i/\lambda) [A \sin \omega t - A_R \sin(\omega t - \Delta)]} \, dt
\]

\[
= O_0 R_0 e^{i(\phi_o - \phi_R)} J_0 \left( \frac{4\pi}{\lambda} (A^2 + A_R^2 - 2AA_R \cos \Delta)^{1/2} \right)
\]

(6.33)

The intensity distribution in the reconstructed image is given by

\[
I(x, y) = I_0 \left[ J_0 \left( \frac{4\pi}{\lambda} (A^2 + A_R^2 - 2AA_R \cos \Delta)^{1/2} \right) \right]^2
\]

(6.34)
As a special case, when the phase of modulation $\Delta$ of the reference wave is zero, the intensity distribution is given by

$$I(x, y) = I_0 \left[ J_0 \left( \frac{4\pi}{\lambda} (A - A_R) \right) \right]^2$$  \hspace{1cm} (6.35)

Thus, control of the amplitude of the reference mirror vibration can be used to measure large vibration amplitudes. The zero-order fringe (the brightest maximum) will be formed at those regions where the vibration amplitude of the reference mirror matches that of the object. In this way, it is possible to extend the measurable range considerably, in practice up to about 10 $\mu$m. By varying the phase of the reference mirror, it is also possible to trace out areas of the object vibrating in the same phase as that of the mirror, thereby mapping the phase distribution of the object vibration.

### 6.15 STROBOSCOPIC ILLUMINATION/STROBOSCOPIC HI

The object is illuminated by laser pulses whose duration is much shorter than the period of vibration. The recorded hologram is thus like a double-exposure hologram. Let the first record be made when the object is in a state of vibration 1 and the second when the object is in state 2, as shown in Figure 6.9. The double-exposure hologram will display fringes corresponding to the displacement $A$ between these two vibration states. By varying the pulse separation, holograms for different displacements can be recorded.

Alternatively, pulse separation may be adjusted to correspond to one-quarter of the time period, and double-exposure holograms may be recorded at various phases of the vibration cycle. The advantage of stroboscopic HI is that fringes of unit contrast, similar to those in double-exposure HI, are formed. In addition, the use of pulse illumination does not require vibration isolation of the holographic set-up.

![Figure 6.9](image_url)  
**FIGURE 6.9**  
Stroboscopic HI of a vibrating object: (a) displacement of sinusoidally vibrating object; (b) pulse illumination.
6.16 SPECIAL TECHNIQUES IN HOLOGRAPHIC INTERFEROMETRY

6.16.1 TWO-REFERENCE-BEAM HI

In the discussion of the phase-shift method of evaluation of the phase in an interferogram, it was mentioned that an additional phase is introduced that is independent of the phase to be measured. In real-time HI, this is provided by shifting the phase of the reference wave during reconstruction. However, it is not possible to achieve this in double-exposure HI, since the reconstruction of both the recorded waves is done with a single reference beam.

In order to have independent access to the two reconstructed waves, and introduce the desired phase difference between them, a holographic set-up with two reference waves is required (Figure 6.10a). The first exposure of a double-exposure hologram is performed with the object in its initial state and with the reference wave R₁ (the reference wave R₂ is blocked). The object is loaded, and the second exposure is made with the reference wave R₂ (the reference wave R₁ is blocked). The reconstruction of

![Diagram of two-reference-wave HI](image)

**FIGURE 6.10** (a) Schematic of two-reference-wave HI. (b) Two-reference-wave HI with close waves.
the hologram is accomplished with both reference waves $R_1$ and $R_2$ simultaneously to generate the interference pattern between the initial and final states of the object: the interference pattern may be varied by changing one of the reference waves while leaving the other unaffected. Mathematically, the procedure is described as follows.

In the first exposure, an intensity distribution $I_1(x, y)$ is recorded, where

$$I_1(x, y) = O_0^2 + R_{10}^2 + OR_1^* + O^*R_1$$

(6.36)

The intensity distribution recorded in the second exposure is given by

$$I_2(x, y) = O_{20}^2 + R_{20}^2 + O'R_2^* + O'^*R_2$$

(6.37)

where $O'(x, y) = O(x, y)e^{i\delta(x, y)}$ is the object wave from the deformed state of the object. The total exposure is $T(I_1 + I_2)$, and the amplitude transmittance $t(x, y)$ of the doubly-exposed hologram is

$$t(x, y) = t_0 - \beta T(I_1 + I_2)$$

(6.38)

This hologram is illuminated by both reference waves. Therefore, the amplitude of the waves just behind the hologram is $(R_1 + R_2)t(x, y)$. This hologram generates a multiplicity of images, which may or may not overlap. However, $R_1R_1^*O$ and $R_2R_2^*O'$ overlap completely and give rise to interference fringes. Other undesired images can be separated from this interference pattern if the angle between the two reference waves is made very large. Generally, the two reference waves are taken on the same side of the object normal and have mutual angular separation much larger than the angular size of the object.

Although the desired images are separated by the large angular separation between the reference waves, the arrangement is highly sensitive to misalignment of the hologram during repositioning and also to any wavelength change between hologram recording and reconstruction. Assuming that the reference waves are plane waves propagating in directions given by propagation vectors $k$ and $k'$, the additional phase difference $\Delta \phi$ at any point $r_H$ on the hologram due to misalignment and wavelength change is

$$\Delta \phi(r_H) = [(k - k') \times \omega] \cdot r_H + \frac{\Delta \lambda}{\lambda} (k - k') \cdot r_H$$

(6.39)

where $\omega = (\Delta \xi, \Delta \eta, \Delta \chi)$ is the rotation vector for small rotations $\Delta \xi, \Delta \eta, \Delta \chi$ of the hologram about the $x, y$, and $z$ axes, and $\Delta \lambda$ is the wavelength change between recording and reconstruction. It can be seen that the additional phase change $\Delta \phi$ will be small if $k - k'$ is small, that is, if the two reference waves propagate in nearly the same direction. The price to be paid for this is a reduction in fringe contrast, since all of the reconstructed waves will now overlap. A schematic of an arrangement to produce two close reference waves is shown in Figure 6.10b. This set-up reduces the influence of misalignment errors and wavelength-change error. In fact, if the recording and reconstruction are done at the same wavelength, there is no error due to wavelength change. However, if the recording is done with a pulsed laser and the reconstruction with a continuous-wave laser, the error due to wavelength change cannot be removed, but can be reduced using the above experimental arrangement.
6.16.2 Sandwich HI

HI records phase difference no matter what the source of this difference. However, when using HI for studying strains in an object, the main interest is in measuring local deformations on the object surface. Depending on the loading conditions, the object very often undergoes rigid-body movements (translations and tilts), and these are commonly much greater in magnitude than the local deformations. These rigid-body deformations may be too large to be measured by HI, or they may completely mask the local deformations of interest. Therefore, there is considerable interest in exploring techniques that can compensate for the influence of rigid-body movements. Fringe-control techniques have been developed, but they are applicable only with real-time HI. Sandwich HI offers an attractive alternative for compensating for rigid-body movements.

As the name suggests, the recording is done on two holographic plates \( H_1 \) and \( H_2 \), which form a sandwich as shown in Figure 6.11a. We assume a plane reference wave. The initial state of the object is recorded on \( H_1 \) (\( H_2 \) is replaced by a dummy) and the final state on \( H_2 \). A ray from an object point \( P \) hits plate \( H_1 \) at \( B \) and plate \( H_2 \) at \( A \). Because of this geometry, an additional path difference \( AB - BD \) is recorded.

From Figure 6.11a, \( AB = s/\cos \alpha \) and \( BD = AB \cos(\alpha + \beta) \), where \( s \) is the separation between the plates of the sandwich and \( \alpha \) and \( \beta \) are the angles shown in Figure 6.11a. Therefore, the path difference \( AB - BD \) is equal to

\[
\frac{s}{\cos \alpha} [1 - \cos(\alpha + \beta)]
\]

In other words, if only the initial state of the object is recorded on both the plates, the reconstruction will give a fringe-free image of the object. However, the path difference \( AB - BD \) can be varied by tilting the sandwich, resulting in the appearance of a fringe pattern.

We will now see how much change is introduced in the path difference by the tilt of the sandwich. Let us assume that the sandwich is tilted by a small angle \( \phi \) so that the reference beam now makes an angle of \( \beta' \) with the normal to the sandwich as shown in Figure 6.11b. The corresponding points on the tilted sandwich are denoted by \( A_1 \) and \( B_1 \). The reconstructed rays from \( A_1 \) and \( B_1 \) are shown by the dotted lines. The path difference between these rays is \( r \cos \phi - r \cos(\alpha + \beta') \), with \( \beta' = \beta - \phi \) and \( r = s/\cos \alpha \). Therefore, the net path difference is

\[
r[\cos \phi - \cos(\alpha + \beta') - 1 + \cos(\alpha + \beta)]
\approx r\phi \sin(\alpha + \beta) = s\phi \tan(\alpha + \beta)
\]

(6.40)

It can be seen that the path difference change due to the tilt of the sandwich is proportional to \( \phi \).

Let us now assume that the object is tilted by a small angle \( \Delta \xi \) as shown in Figure 11c as a result of loading. This introduces an additional path equal to \( 2x\Delta \xi \). For this tilt to be compensated, we must have

\[
2x\Delta \xi = s\phi \tan(\alpha + \beta)
\]

(6.41)
FIGURE 6.11 Sandwich HI. (a) Recording of a sandwich hologram. (b) Influence of the tilt of the sandwich. (c) Sandwich HI with an object tilted between exposures.
When the angles $\alpha$ and $\beta$ are small and are also taken equal to each other (i.e., $\alpha = \beta$), Equation 6.41 becomes

$$2x\Delta\xi = 2\alpha s\phi$$

(6.42)

But the angle $\alpha$ can be expressed as $\alpha = x/z$, where $z$ is the distance between the sandwich hologram and the object plane. Therefore,

$$\phi = \frac{z}{s} \Delta\xi$$

(6.43)

A tilt of the sandwich hologram of magnitude $\phi$ will fully compensate for a tilt of the object of magnitude $\Delta\xi$.

In order to fully utilize the strength of sandwich HI, a reference surface is placed by the side of the actual object—the reference surface should be free from fringes on reconstruction. However, when the fringe pattern on the object is compensated, a linear fringe pattern appears on the reference surface, which is used to determine the tilt given to the sandwich hologram. Alternatively, the reference surface is so placed that it is unaffected by loading but is influenced by bodily tilts and translations. Then, on reconstruction, the reference surface will also carry a fringe pattern, which should be fully compensated in order to obtain the correct deformation map of the object.

### 6.16.3 Reflection HI

Another method to eliminate the contributions of rigid-body movements and tilts to the measured phase difference is to clamp the holographic plate to the object under study as shown in Figure 6.12a. The photographic plate, with its emulsion side facing the

![FIGURE 6.12](attachment:6.12.png)  (a) Recording of a hologram in reflection HI. (b) Its reconstruction.
object, is illuminated by a plane wave at normal incidence. In the first pass through the plate, this wave acts as a reference wave, and the light scattered from the object forms the object wave. Therefore, a reflection hologram is recorded within the emulsion as interference planes between the incident wave and the one scattered by the object. The recording is made on a thick emulsion, say of about 10 μm thickness: Agfa-Gevaert 8E75 plates are suitable for recording with He–Ne lasers.

For interferometric comparison, two exposures with the object loaded in-between are made. The hologram is reconstructed with the laser light as shown in Figure 6.12b. As a result of emulsion shrinkage, reconstruction is possible only at a suitable shorter wavelength. Otherwise, the emulsion is swelled to its original thickness by soaking it in an aqueous solution of triethanolamine, \((\text{CH}_2\text{OHCH}_2)_3\text{N}\), followed by slow and careful drying in air to observe the fringe pattern at the recording wavelength.

The resulting hologram is insensitive to rigid-body translations parallel and perpendicular to the direction of illumination if plane-wave illumination is used during recording. Also, in-plane rotation has no influence in this case. This is because either no path difference or a constant path difference is introduced. However, additional fringes may be introduced if the rigid-body rotation is around an axis perpendicular to the direction of illumination and if the object and the holographic plate are separated as shown in Figure 6.13. We take a point \(P\) on the object, and consider recording, say, at point \(H\) of the hologram. Owing to the rotation, the hologram–object combination takes a new position, that is, \(P\) moves to \(P'\) as the object rotates, and \(H\) moves to \(H'\) as the plate rotates along with the object. In the first exposure, the optical path recorded

![Diagram of hologram and object](image)

**FIGURE 6.13** Calculation of path change when the hologram–object combination is rotated.
is $IP + PH$, and in the second recording, the path is $MP' + P'H'$. The optical path difference $\Delta$ is $IP + PH - MP' - P'H'$. But $PH = P'H'$. Therefore, the path difference $\Delta$ is $IP - MP' = PH \cos \beta - P'H' \cos(\beta + \phi)$, where $\beta$ is the direction of observation and $\phi$ is the angle of rotation. This may be rewritten as

$$
\Delta = PH[\cos \beta - \cos(\beta + \phi)] = PH \cos \beta \left[1 - \frac{\cos(\beta + \phi)}{\cos \beta}\right]
$$

$$
= z_p \left[1 - \frac{\cos \beta - \phi \sin \beta}{\cos \beta}\right], \quad \text{since } \phi \ll 1
$$

$$
= z_p \phi \tan \beta
$$

where $z_p$ is the distance between the object and the holographic plate. It can be seen that this path difference yields additional fringes. However, no additional fringes are introduced (i.e., $\Delta = 0$ for $\phi \neq 0$) when (i) $z_p = 0$ and/or (ii) $\beta = 0$. Thus, placing the holographic plate in contact with the object eliminates the influence of rotation about an axis perpendicular to the illumination beam.

### 6.17 EXTENDING THE SENSITIVITY OF HI

#### 6.17.1 Heterodyne HI

It has been shown that the fringe separation usually corresponds to $\lambda/2$ in path difference. With phase-shifting techniques, deformations as small as $\lambda/30$ can be measured. If even smaller deformations are to be monitored, other means must be explored. Heterodyne HI is one such technique, being capable of giving a resolution of $\lambda/1000$. This is, however, achieved at the expense of a more complicated experimental set-up and slower data acquisition.

Figure 6.14 shows an experimental arrangement: it is a two-reference-wave geometry. One of the reference waves passes through two acousto-optical (AO) modulators. The first exposure is made with the reference beam $R_1$ ($R_2$ being blocked), and the second exposure, after the object has been loaded, is made with the reference wave $R_2$ ($R_1$ being blocked). Both exposures are made at the same wavelength, with the AO modulators turned off. The reconstruction is done with both reference waves; the AO modulators are turned on so that the wavelengths of the two reference waves are different. As an example, one AO modulator modulates the beam at 40 MHz; the frequency of the light wave diffracted in the first order is thus shifted by 40 MHz. This then passes through the second AO modulator, which modulates it at 40.08 MHz. We now consider diffraction in $-1$ diffraction order, to cancel the deviation of the beam and obtain a light wave that is frequency-shifted by 80 kHz ($= 40.08 - 40.0$ MHz). Thus, the two reference waves are now frequency-shifted by 80 kHz.

As has been pointed out earlier, a multiplicity of images are produced in two-reference-wave HI. However, we consider only terms of interest in the amplitude transmittance of the hologram, that is, $OR_1^* + O'R_2^*$, where reference waves $R_1$ and
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FIGURE 6.14  Schematic of heterodyne HI.

\[ \mathbf{R}_2 \] have the same frequency. We write the reference and object waves explicitly as

\[ \mathbf{R}_1 = R_{01} e^{i(\omega_1 t + \phi_{R1})} \]  \hspace{1cm} (6.45a)
\[ \mathbf{R}_2 = R_{02} e^{i(\omega_1 t + \phi_{R2})} \]  \hspace{1cm} (6.45b)
\[ \mathbf{O} = O_0(x,y) e^{i(\omega_1 t + \phi_{O})} \]  \hspace{1cm} (6.45c)
\[ \mathbf{O}' = O e^{i\delta(x,y,z)} \]  \hspace{1cm} (6.45d)

During reconstruction, \( \mathbf{R}_1 = R_{01} e^{i(\omega_1 t + \phi_{R1})} \) and \( \mathbf{R}_2 = \mathbf{R}'_2 \), where \( \mathbf{R}_2' = R_{02} e^{i(\omega_2 t + \phi_{R2})} \), with \( \omega_2 = \omega_1 \pm \Delta \omega \), \( \Delta \omega \) being the frequency shift introduced by the AO modulators. Again considering just the terms of interest, the amplitude in the reconstructed image is proportional to

\[ (\mathbf{R}_1 + \mathbf{R}'_2)(\mathbf{O}_1^* + \mathbf{O}'_2^*) \]

and we obtain the intensity distribution in the image as

\[ |\mathbf{O}_1 \mathbf{R}_1^* + \mathbf{O}'_2 \mathbf{R}_2^*|^2 = a(x,y) + b(x,y) \cos[\delta(x,y) + \Delta \omega t] \]  \hspace{1cm} (6.46)

where the various appropriate terms have been absorbed into \( a(x,y) \) and \( b(x,y) \). If the intensity at a point \((x,y)\) is observed, then it is found to vary sinusoidally with time. The interference phase that is to be measured introduces a phase shift in this signal. Unfortunately, the phase \( \delta(x,y) + \Delta \omega t \) carries no information. However, from the phase difference of the oscillating intensities at two different points, one obtains

\[ \Delta \delta(x_1,y_1 : x_2,y_2) = [\delta(x_1,y_1) + \Delta \omega t] - [\delta(x_2,y_2) + \Delta \omega t] = \delta(x_1,y_1) - \delta(x_2,y_2) \]

The phase difference \( \Delta \delta \), which is the difference between the interference phases at two points, can be measured with a very high degree of accuracy using an electronic phasemeter.
There are two ways to perform temporal heterodyne evaluation. In one approach, the phase difference is measured by keeping one detector fixed to a reference point and scanning the image with another detector. In this way, the phase difference modulo $2\pi$ with respect to the phase at the reference point is measured. The interference phase difference can be summed from point to point to yield the phase distribution along a line or a plane. In the second method, the real image is scanned using a pair, triplet, quadruplet, or quintuplet of photodetectors with known separation, and the phase differences are then measured. In practice, the detector consists of a photodiode to which a fiber is pigtailed. The other end of the fiber scans the real image.

Heterodyne HI cannot be implemented as real-time HI, because of the extremely high stability requirement of the experimental set-up and also of the surrounding environment.

### 6.18 HOLOGRAPHIC CONTOURING/SHAPE MEASUREMENT

For complete stress analysis, it is necessary to know the shape of the object under study. Three techniques that can be used to obtain the shape of an object are as follows:

- Change of wavelength between exposures—the dual-wavelength method
- Change of refractive index of the medium surrounding the object between exposures—the dual-refractive-index method
- Change of direction of the illumination beam between exposures—the dual-illumination method

#### 6.18.1 DUAL-WAVELENGTH METHOD

We will describe the dual-wavelength method in detail. The technique requires that a holographic recording of the object be made on the same plate with two slightly different wavelengths $\lambda_1$ and $\lambda_2$. The processed plate, the hologram, is then illuminated with the reference wave at wavelength $\lambda_1$, so that the original object wave is reconstructed at $\lambda_1$ together with the distorted reconstruction of the object recorded at wavelength $\lambda_2$.

The waves from the original reconstruction and the distorted reconstruction interfere to yield a fringe pattern that is related to the shape of the object. In order to understand how this method works, we again go through the mathematics of recording and reconstruction. In the first exposure, we record an intensity distribution proportional to

$$O_0^2 + R_{01}^2 + O_1 R_1^* + O_1^* R_1$$

The intensity recorded in the second exposure is proportional to

$$O_0^2 + R_{02}^2 + O_2 R_2^* + O_2^* R_2$$
where the object and reference waves are defined as

\[ O_1 = O_0 e^{ik_1 \cdot r} = O_0 \exp\left(\frac{2\pi i}{\lambda_1} z_0 \right) \exp\left( \frac{2\pi i}{2\lambda_1 z_0} (x - x_0)^2 \right) \]  

(6.47a)

\[ O_2 = O_0 e^{ik_2 \cdot r} = O_0 \exp(i k_2 z_0) \exp\left( \frac{k_2 i}{2 z_0} (x - x_0)^2 \right) \]  

(6.47b)

\[ R_1 = R_0 e^{ik_1 x \sin \theta} \]  

(6.47c)

\[ R_2 = R_0 e^{ik_2 x \sin \theta} \]  

(6.47d)

For reconstruction, the hologram is illuminated with a reference wave at wavelength \( \lambda_1 \). Therefore, considering the terms of interest, the amplitude distribution in the virtual image is proportional to

\[ R_1 (O_1 R_1^* + O_2 R_2^*) = O_1 R_0^2 + O_2 R_0^2 e^{ix \sin \theta (k_1 - k_2)} \]  

(6.48)

The term \( e^{ix \sin \theta (k_1 - k_2)} \) represents a different direction of propagation of the object wave \( O_2 \). This phase term will be zero provided that the angle of the reference beam \( R_2 \), before the second exposure, is adjusted such that \( k_1 \sin \theta = k_2 \sin \phi \), where \( \phi \) is the angle that the reference beam \( R_2 \) makes with the optical axis. Then, the amplitude distribution can be rewritten proportional to

\[ R_0^2 O_0 \left\{ 1 + e^{i(k_2 - k_1) z_0} \exp\left( \frac{i(k_2 - k_1)}{2 z_0} (x - x_0)^2 \right) \right\} \]

The phase term

\[ \frac{k_2 - k_1}{2 z_0} (x - x_0)^2 \]

is very small, since \( x \ll z_0 \) and \( x_0 \ll z_0 \), and hence the amplitude distribution in the reconstructed virtual image is

\[ R_0^2 O_0 (1 + e^{i(k_2 - k_1) z_0}) \]

The intensity distribution in the image can therefore be written as

\[ I = I_0 \{ 1 + \cos[(k_2 - k_1)z_0]\} = I_0 \left\{ 1 + \cos \frac{2\pi |\lambda_1 - \lambda_2|}{\lambda_1 \lambda_2 z_0} \right\} \]  

(6.49)

Bright fringes are formed wherever

\[ \frac{2\pi |\lambda_1 - \lambda_2|}{\lambda_1 \lambda_2 z_0} = 2m\pi \]

or

\[ z_0(x,y) = \frac{m\lambda_1 \lambda_2}{|\lambda_1 - \lambda_2|} \]  

(6.50)
The contour interval is $\Delta z_0 = \frac{\lambda_1 \lambda_2}{|\lambda_1 - \lambda_2|}$. Essentially, the method produces interference planes perpendicular to the $z$ axis and with a separation of $\frac{\lambda_1 \lambda_2}{|\lambda_1 - \lambda_2|}$. The sensitivity of the contour fringes can be varied from $1 \mu$m to several millimeters using two suitable wavelengths. Figure 6.15 is an interferogram of an object taken with two wavelengths. The object is a spherical surface, and hence the intersection by parallel planes yields circular contour lines.

### 6.18.2 Dual-Refractive-Index Method

Similar results are obtained when double-exposure HI is performed with a change in the refractive index of the medium surrounding the object. The object is placed in an enclosure with a transparent window, and the first exposure is made. The refractive index of the medium surrounding the object is changed, and then the second exposure is made on the same plate. The refractive index can be easily changed when, say, the water medium around the object is replaced by a mixture of water and alcohol. The hologram, when viewed, displays the object covered with interference planes.

If the vacuum wavelength of the recording light is $\lambda_0$, then the wavelength in a medium of refractive index $n_1$ is $\lambda_1 = \frac{\lambda_0}{n_1}$, and in the other medium of refractive index $n_2$ it is $\lambda_2 = \frac{\lambda_0}{n_2}$. Essentially, this is two-wavelength HI, and the contour interval is given by

$$
\Delta z_0(x, y) = \frac{\lambda_1 \lambda_2}{|\lambda_1 - \lambda_2|} = \frac{\lambda_0^2 / n_1 n_2}{\frac{\lambda_0}{n_1} - \frac{\lambda_0}{n_2}} = \frac{\lambda_0}{|n_2 - n_1|} \quad (6.51)
$$
There is no need to correct for the angle of the reference wave prior to the second exposure as was done in two-wavelength HI. The contour interval can be varied by a suitable choice of the media surrounding the object.

### 6.18.3 Dual-Illumination Method

The dual-illumination method is frequently used for contouring, because of its simplicity. A collimated beam illuminates the object at an angle $\theta$ with the optical axis, and a real-time hologram is recorded in the usual way. On reconstruction, a dark field is observed. Now, if the illumination beam is tilted by a small angle $\Delta\theta$ a system of equispaced interference planes intersects the object. These planes run parallel to the bisector of the angle $\Delta\theta$. The contour interval $\Delta z_o(x, y)$ is given by

$$
\Delta z_o(x, y) = \frac{\lambda}{\sin \theta \sin \Delta\theta} \approx \frac{\lambda}{\sin \theta} \frac{1}{\Delta\theta}
$$

(6.52)

Usually, the interference planes do not intersect the object perpendicular to the line of sight. Large objects are illuminated by a spherical wave from a point source that is translated laterally to produce the interference surfaces. Double-exposure HI can also be performed for contouring by shifting the point source between exposures.

### 6.19 Holographic Photoelasticity

This section deals with the application of holographic interferometry to the study of photo-elastic models. The technique is described in detail in Chapter 8.

### 6.20 Digital Holography

#### 6.20.1 Recording

Instead of using photographic emulsions or other recording media, a CCD is used as recording medium and the information is stored electronically. The reconstruction is performed numerically on the electronically stored data. The advantages of recording on CCD are that the hologram is recorded at video frequency and no chemical or physical process for development is necessary. CCD cameras, however, have resolutions of order 100 lines/mm, which is at least one order of magnitude smaller than that of the photographic emulsions commonly used in holography. For this reason, the maximum admissible angle between the object and the reference waves is about 1°.

Let us assume that the CCD contains $N \times N$ pixels of sizes $\Delta x$ and $\Delta y$ along the $x$ and $y$ directions. Assuming that the adjacent pixels have no space between them and no overlap, $\Delta x$ and $\Delta y$ are also pixel center distances. In digital holography, a Fresnel hologram is generated on the CCD target by the superposition of an object wave and a reference wave. The hologram is digitized, quantized, and stored in the memory of the image-processing system. Figure 6.16 shows schematics of the arrangements for recording a digital hologram. A plane reference wave is assumed for simplicity. The reconstruction is performed numerically. However, according to the sampling theorem, only spatial frequencies less than $\mu_{\text{max}}$ along the $x$ direction and $\nu_{\text{max}}$ along
the $y$ direction can be reliably reconstructed, where $\mu_{\text{max}} = (2\Delta x)^{-1}$ and $\nu_{\text{max}} = (2\Delta y)^{-1}$. This sets the maximum allowable angle between the object wave and the reference wave. The angle $\theta$ in the $(x, z)$ plane can be written as $\theta = \sin^{-1}(\lambda \mu_{\text{max}})$. As a numerical example, consider a CCD of $1024 \times 1024$ pixels, each $6.8 \, \mu\text{m} \times 6.8 \, \mu\text{m}$ in size, and illumination of the object by a He–Ne laser beam at $0.633 \, \mu\text{m}$. The maximum allowable angle is $2.67^\circ$. Therefore, an object placed at a distance of 1 m from the CCD must be smaller than $4.3 \, \text{cm}$ along the $x$ direction. Larger objects either have to be placed further away from the CCD plane or have their apparent size reduced by a lens.

6.20.2 Reconstruction

The reconstruction of the hologram is done by illuminating it with a plane reference wave. The amplitude in the real image can be expressed as

$$A(\xi, \eta) = \frac{iR}{\lambda z} \exp \left[ -\frac{i\pi}{\lambda z} (\xi^2 + \eta^2) \right] \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t(x, y) \exp \left[ -\frac{i\pi}{\lambda z} (x^2 + y^2) \right] \exp \left[ \frac{2\pi i}{\lambda z} (x\xi + y\eta) \right] dx \, dy$$

(6.53)

where $R$ is the amplitude of the reference wave. This equation is valid under the Fresnel approximation, namely,

$$z^3 \gg \frac{\pi}{4\lambda} \left[ (x - \xi)^2 + (y - \eta)^2 \right]^2$$

where $z$ is the distance between the object and the hologram, and hence between the hologram and the real image.
Since the data is available in digital form, Equation 6.53 can be written as

\[
A(m, n) = \frac{iR}{\lambda z} \exp \left[ -\frac{i\pi}{\lambda z} \left( m^2 \Delta \xi^2 + n^2 \Delta \eta^2 \right) \right] \\
\times \sum_{k=0}^{N-1} \sum_{l=0}^{N-1} t(k, l) \exp \left[ -\frac{i\pi}{\lambda z} (k^2 \Delta x^2 + l^2 \Delta y^2) \right] \exp \left[ 2\pi i \left( \frac{km}{N} + \frac{ln}{N} \right) \right]
\]

(6.54)

with \( m = 0, 1, 2, \ldots, N - 1 \); \( n = 0, 1, 2, \ldots, N - 1 \). Here \( t(k, l) \) is a matrix of \( N \times N \) (pixels in CCD) data that describes the digitally sampled amplitude transmittance of the hologram; \( \Delta x, \Delta y, \Delta \xi, \Delta \eta \) are the pixel sizes in the hologram plane and the plane of the real image, respectively. The amplitude distribution in the real image is obtained as the inverse Fourier transform of the product consisting of the hologram transmittance \( t(k, l) \) multiplied by an exponential factor that contains a quadratic phase factor. The Fourier transform is performed by a fast Fourier transform (FFT) algorithm. The amplitude \( A(\xi, \eta) \) in the reconstructed image is a complex function, and hence the intensity and the phase are computed at each pixel. The intensity \( I(m, n) \)
and the phase $\phi(m, n)$ are determined as follows:

\[
I(m, n) = |A(m, n)|^2 = \text{Re}[A(m, n)]^2 + \text{Im}[A(m, n)]^2 \quad (6.55a)
\]

\[
\phi(m, n) = \tan^{-1} \frac{\text{Im}[A(m, n)]}{\text{Re}[A(m, n)]}, \quad \text{with value } -\pi \text{ to } \pi \quad (6.55b)
\]

As a consequence of surface roughness, the phase $\phi(m, n)$ varies randomly. In digital holography, only the intensity variation on the object is of interest, and hence several calculations, such as that of $iR/\lambda z$, the phase $\phi(m, n)$, and the exponential term $e^{-i(\pi/\lambda z)(m^2 \Delta x^2 + n^2 \Delta y^2)}$ are not carried out.

### 6.21 DIGITAL HOLOGRAPHIC INTERFEROMETRY

Comparison of states of the object due to loading can be performed by digital holographic interferometry in a manner similar to that of double-exposure HI. Two holograms with amplitude transmittances $t_1(x, y)$ and $t_2(x, y)$ belonging to the two states of the object are digitally recorded and stored. During reconstruction, there are two procedures that can be used to obtain the interferogram representing the change in the state of the object. In the first procedure, the transmittances of both holograms are added pixel by pixel and the Fresnel transform is taken. This reconstructs the
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**FIGURE 6.18** Numerically reconstructed phase of (a) an undeformed object and (b) a deformed object, and (c) phase difference between (a) and (b) producing an interferogram. (From U. Schnars, T. M. Kreis, and W. P. O. Jüptner, *Opt. Eng.*, 35, 977–982, 1996. With permission.)
sum of the two amplitudes. When the intensity distribution is calculated, it exhibits a cosine variation characteristic of the interference between the two waves. This interference pattern can be evaluated by any of the well-known procedures. In the second method, the holograms are reconstructed individually, and their phases \( \phi_1(m, n) \) and \( \phi_2(m, n) \) are calculated pixel-wise. Although \( \phi_1(m, n) \) and \( \phi_2(m, n) \) are random functions, their difference \( \delta(m, n) = \phi_2(m, n) - \phi_1(m, n) \) is deterministic, and gives the phase change due to loading. The phase change \( \delta(m, n) \) is calculated as

\[
\delta(m, n) = \begin{cases} 
\phi_2(m, n) - \phi_1(m, n) & \text{for } \phi_2(m, n) \geq \phi_1(m, n) \\
\phi_2(m, n) - \phi_1(m, n) + 2\pi & \text{for } \phi_2(m, n) < \phi_1(m, n)
\end{cases}
\] (6.56)

These two approaches are summarized in Figure 6.17. Figures 6.18a and 6.18b show the numerically reconstructed phase of an undeformed and a deformed object, respectively, and Figure 6.18c shows the difference between these two as an interferogram.

Since digital HI can handle only small objects, it has potential applications in the testing and characterization of microsystems. Comparison of remote objects and also their responses to external agencies can be done conveniently with digital holography.
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**ADDITIONAL READING**


7 Speckle Metrology

7.1 THE SPECKLE PHENOMENON

Illumination of a diffuse object by coherent light produces a grainy structure in space. This grainy light distribution is known as a speckle pattern. It arises as a result of self-interference of numerous waves from scattering centers on the surface of the diffuse object, as shown in Figure 7.1: the amplitudes and phases of these scattered waves are random variables. We assume that (i) the amplitude and phase of each scattered wave are statistically independent variables, and also independent of the amplitudes and the phases of all other waves, and (ii) the phases of these waves are uniformly distributed between $-\pi$ and $\pi$. Such a speckle pattern is fully developed. The resultant complex amplitude $u(x, y) = u(x, y)e^{i\phi}$ is given by

$$u(x, y)e^{i\phi} = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} u_k = \frac{1}{\sqrt{N}} \sum_{k=1}^{N} a_k e^{i\phi_k}$$

(7.1)

where $a_k$ and $\phi_k$ are the amplitude and phase of the wave from the $k$th scatterer. For such a speckle pattern, the complex amplitude of the resultant $u(x, y)$ obeys Gaussian statistics.

The probability density function $p(I)$ of speckle intensity is given by

$$p(I) = \frac{e^{-I/\bar{I}}}{\bar{I}}$$

(7.2)

where $\bar{I}$ is the average intensity. This gives the probability that the intensity at a point in the speckle pattern will have the value $I$. The probability density function in the speckle pattern follows a negative exponential law. The most probable intensity value is zero. A measure of the contrast in the speckle pattern is the ratio $c = \sigma/\bar{I}$, where $\sigma$ is the standard deviation of the speckle intensity. The contrast in the fully developed linearly polarized speckle pattern is unity.

7.2 AVERAGE SPECKLE SIZE

The grains or the speckles in the pattern are not well defined but have a structure. However, we can associate with the speckle an average size. We consider two cases.
Optical Methods of Measurement

7.2.1 Objective Speckle Pattern

It was pointed out earlier that a speckle pattern is formed in space when a diffuse object is illuminated by a coherent wave. This pattern, resulting from free-space propagation, is termed an objective speckle pattern. The speckle size in an objective speckle pattern is given by

\[ \sigma_{ob} = \frac{\lambda z}{D} \]  

(7.3)

where \( D \) is the size of the illuminated area of the object and \( z \) is the distance between the object and the observation plane (Figure 7.2a). The size is governed by the interference between the waves from the extreme scattering points on the object. The relationship is the same as that expected from Young’s double-slit experiment, the slits being at the extreme positions in the illuminated area. The speckle size increases linearly with the separation between the object and the observation plane.

7.2.2 Subjective Speckle Pattern

A speckle pattern formed at the image plane of a lens is called a subjective speckle pattern. This arises owing to interference of waves from several scattering centers in the resolution element (area) of the lens: in the image of this resolution area, the randomly dephased impulse response functions are added, resulting in a speckle. Therefore, the speckle size is governed by the well-known Airy formula. The diameter of the Airy disk is given approximately by

\[ \sigma_s \approx \frac{\lambda b}{D'} \]  

(7.4)

where \( D' \) is the diameter of the lens and \( b \) is the image distance (Figure 7.2b). Here again, the speckle size is determined by the maximum aperture of the lens. The objective speckle pattern immediately in front of the lens is transmitted through it and appears on the other side of the lens. The speckles at the periphery of this pattern determine the speckle size at the image plane. By introducing the \( f \)-number of the
FIGURE 7.2  (a) Objective speckle pattern. (b) Subjective speckle pattern.

lens, $F\# = f / D'$, where $f$ is the focal length of the lens, the average speckle size can be expressed as

$$\sigma_s = (1 + m) \lambda F\# \tag{7.5}$$

Here we have introduced the magnification of the lens, $m = b/a = (b - f)/f$. It can thus be seen that the speckle size can be controlled by (i) the magnification $m$, and (ii) the $F\#$ of the lens. Control of speckle size by $F\#$ is often used in speckle metrology to match the speckle size with the pixel size of charge-coupled device (CCD) array detectors.

### 7.3 SUPERPOSITION OF SPECKLE PATTERNS

Speckle patterns can be added on either an amplitude basis or an intensity basis. An example of the addition of speckle patterns on an amplitude basis arises in shear speckle interferometry, where the two speckle patterns are shifted and then superposed. In such a speckle pattern, the statistics of the resultant speckle pattern remains unchanged. However, when the speckle patterns are added on an intensity basis—for example, when two speckle records are made on the same plate—the speckle statistics is completely modified and is governed by the correlation coefficient.
7.4 SPECKLE PATTERN AND OBJECT SURFACE CHARACTERISTICS

In the explanation of a fully developed linearly polarized speckle pattern, it must be stressed that the phases are uniformly distributed between $-\pi$ and $\pi$ and that there are large number of scatterers participating in speckle formation. This results in a unit-contrast speckle pattern. However, if the surface is smoother than is necessary to satisfy this condition, the speckle contrast decreases. The speckle contrast depends on surface roughness and coherence of light. In fact, speckle contrast has been employed to measure surface roughness over a large range using both monochromatic and polychromatic illumination.

7.5 SPECKLE PATTERN AND SURFACE MOTION

7.5.1 LINEAR MOTION IN THE PLANE OF THE SURFACE

Let us assume a translucent object that is translated by a distance $d$ in its own plane: the objective speckle pattern also translates by the same magnitude in the same direction (Figure 7.3a). However, the structure of the speckle pattern begins to change (i.e., decorrelation sets in) when some of the scattering centers go out of the illumination beam. For the subjective speckle pattern, the speckle motion is in the direction opposite to that of the object and its magnitude is $md$, where $m$ is the magnification (Figure 7.3b).

7.5.2 OUT-OF-PLANE DISPLACEMENT

Let us consider that a speckle is formed at a position $P(r,0)$, as shown in Figure 7.4a. This speckle is due to the superposition of all the waves from the object. When the object translates axially by a small distance $\varepsilon$, all of these waves are phase-shifted by nearly the same amount. If this phase shift is a multiple of $2\pi$, then a similar state of speckle will exist at the point $P'(r - \Delta r, 0)$; that is, the speckle will have shifted
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**FIGURE 7.3** In-plane displacement: (a) objective speckle pattern; (b) subjective speckle pattern.
radially by $\Delta r$. We therefore have

$$\frac{r}{z} = \frac{r - \Delta r}{z - \varepsilon}$$

or

$$|\Delta r| = \varepsilon \frac{r}{z}$$  \hspace{1cm} (7.6)

A similar situation holds for a subjective speckle pattern, as shown in Figure 7.4b. We therefore obtain

$$\frac{a}{a - \varepsilon} = \frac{r}{r + \Delta r}$$

or

$$|\Delta r| = \varepsilon \frac{r}{a}$$  \hspace{1cm} (7.7)

where $a$ is the object distance. Thus, for axial translation of the object, the speckle pattern shifts radially—it either expands or contracts, depending on the direction of the shift of the object. It may be noticed that the radial movement of the speckle pattern requires a rather large out-of-plane displacement of the object owing to the presence of the $r/z$ or $r/a$ factor, which is very small.

### 7.5.3 Tilt of the Object

Let the object be illuminated in a direction that makes an angle $\alpha$ with the $z$ axis (taken in the direction of the surface local normal) and let the speckle pattern be observed at a point $P$ in the direction making an angle $\beta$, as shown in Figure 7.5a. When the object is tilted by a small angle $\Delta \phi$, the speckle pattern shifts to a new position, which is shifted angularly by $\Delta \psi$, where $\Delta \psi = (1 + \cos \alpha/\cos \beta) \Delta \phi$. Only for the
case of normal illumination and observation directions (very small angles $\alpha$ and $\beta$) is the angular shift of the speckle pattern twice the tilt of the object. The situation is quite different when we consider the subjective speckle pattern. In fact, there is no shift at the image plane due to the tilt of the object. Between the image plane and the focal plane [or Fourier-transform (FT) plane], speckle shift is due to both in-plane and tilt contributions. At the FT plane, the speckle pattern does not shift owing to in-plane translation, but shifts by $\Delta x_f = f \Delta \phi$ when the object is tilted by $\Delta \phi$ (Figure 7.5b). When the object is illuminated by a divergent wave, one can find a plane that is sensitive only to the in-plane motion and another plane sensitive to tilt alone.

It can thus be seen that a speckle pattern undergoes changes when the object is either translated or tilted. However, for deformation measurement, we are interested in measuring changes/shifts at various points of an object, and hence we employ only the subjective speckle pattern. In this way, a correspondence between the object and the image points is maintained. In other words, the local changes in the object cause changes locally in the speckle pattern rather than over the whole speckle pattern plane. The changes in a speckle pattern due to object deformation are (i) positional changes accompanied by irradiance changes and decorrelation and (ii) phase changes, which are made visible by adding a specular reference wave or speckled reference wave at

**FIGURE 7.5** Motion of the speckle due to the tilt of the object: (a) at a far plane (objective speckle pattern); (b) at the FT plane.
The image plane. Often, both changes occur simultaneously, but one may dominate over the other.

The speckle methods used for deformation measurement and vibration analysis can be placed in the following four categories:

- Speckle photography
- Speckle interferometry
- Speckle shear interferometry
- Electronic speckle pattern interferometry (ESPI) and shear ESPI.

The first three of these methods employ a photographic medium, photorefractive crystals, and so on for recording; the ESPI methods employ electronic detection. Correlation, as in speckle photography, can also be accomplished digitally.

7.6 SPECKLE PHOTOGRAPHY

The object may be illuminated obliquely or normally. We make an image of the object, as shown in Figure 7.6a, on a photographic plate capable of resolving the speckle pattern, and the first exposure is recorded. The object is then loaded, and another record of the displaced speckle pattern is made on the same plate. In this way, we have recorded two speckle patterns, one of them translated locally by \( d \). We need to find out \( d \) at various locations on the plate, and then generate the deformation map. It was pointed out earlier that the speckle displacement has poor sensitivity for axial (out-of-plane) displacements. Hence, speckle photography is used mostly to measure in-plane displacements and in-plane vibration amplitudes.

Let us first examine the specklegram (negative film or plate) realized by making a single exposure. The intensity recorded is given by \( I(x, y) = |u(x, y)|^2 \). The amplitude transmittance of this negative (specklegram) is expressed as

\[
t(x, y) = t_0 - \beta IT(x, y)
\]

(7.8)

where \( t_0 \) is the bias transmittance, \( \beta \) is a constant, and \( T \) is the exposure time. As the speckle pattern consists of a grainy structure, each grain being identified by a \( \delta \)-function, the intensity \( I(x, y) \) can also be expressed as

\[
I(x, y) = \int \int I(x', y')\delta(x - x', y - y') \, dx' \, dy'
\]

(7.9)

When this specklegram is placed in a set-up as shown in Figure 7.6b, and illuminated by a parallel beam of light, the amplitude transmitted is given by \( u_0(x, y)t(x, y) \), where \( u_0(x, y) \) is the amplitude of the illuminating plane wave. The specklegram will diffract the light over a reasonably large cone, depending on the speckle size.

We collect this diffracted light with a lens and make an observation at the back focal plane of the lens. Essentially, we are taking the Fourier transform of the amplitude transmittance \( t(x, y) \) of the speckle record. The amplitude at the FT plane, assuming
a unit-amplitude illumination wave, is given by

$$U(\mu, v) = \iint t(x, y) e^{-2\pi i(\mu x + \nu y)} dx \, dy$$

$$= \iint t_0 e^{-2\pi i(\mu x + \nu y)} dx \, dy - \beta T \iint I(x, y) e^{-2\pi i(\mu x + \nu y)} dx \, dy$$

$$= t_0 \delta(\mu, v) - \beta T \mathfrak{F}\{I(x, y)\}$$

(7.10)

where $\mathfrak{F}\{\}$ signifies the Fourier transform. The intensity distribution at the FT plane, $|U(\mu, v)|^2$, consists of a strong central peak and a light distribution around called the halo. This is shown in Figure 7.6c; the central portion is blocked while recording the halo. The halo contains a range of spatial frequencies between $0$ and $1/\sigma_s$, where $\sigma_s$ is the average size in the subjective speckle pattern. The diameter of the halo is $2f^* \lambda / \sigma_s$. The halo distribution is given by the autocorrelation of the aperture function of the imaging lens. A physical insight into the formation of the halo can be obtained if we...
consider a specklegram as having a large number of sinusoidal gratings of continuously varying pitch and random orientations. When the specklegram is illuminated, these gratings diffract the beam in various directions, forming the halo at the back focal plane of the lens.

Let us now consider a double-exposure specklegram. In the first exposure, an intensity distribution \( I_1(x, y) \) is recorded. The object is then deformed, and the second exposure \( I_2(x, y) \) is recorded on the same plate. Owing to the deformation, the speckle pattern shifts locally. Therefore, the intensity distribution \( I_2(x, y) \) can be expressed as

\[
I_2(x, y) = \int \int I(x', y') \delta(x + d_x - x', y + d_y - y') \, dx' \, dy'
\]  
(7.11)

where \( d_x \) and \( d_y \) are the components of \( d \) along the \( x \) and \( y \) directions respectively.

The total intensity recorded is

\[
I_t(x, y) = I_1(x, y) + I_2(x, y)
\]

\[
= \int \int I(x', y') \left[ \delta(x - x', y - y') + \delta(x + d_x - x', y + d_y - y') \right] \, dx' \, dy'
\]  
(7.12)

Again, if this double-exposure specklegram is illuminated by a collimated beam, then one obtains, at the focal plane of the lens, a central order and the superposition of halos belonging to the initial and the final states of the object. The amplitude transmittance of the double-exposure specklegram is given by

\[
t(x, y) = t_0 - \beta T[I_1(x, y) + I_2(x, y)]
\]  
(7.13)

The amplitude at the FT plane is given by

\[
\Im[t(x, y)] = \Im[I_1(x, y) + I_2(x, y)]
\]  
(7.14)

For simplicity, we now confine ourselves to one dimension, and hence write the total intensity as

\[
I_t(x) = \int \int I(x') \left[ \delta(x - x') + \delta(x + d_x - x') \right] \, dx' \, dy'
\]  
(7.15)

which is the convolution of \( I(x) \) with \( \delta(x) + \delta(x + d_x) \). Therefore,

\[
\Im[I_t(x)] = \Im[I_1(x, y) + I_2(x, y)] = \Im[I(x)] \Im[\delta(x) + \delta(x + d_x)]
\]  
(7.16)

The Fourier transform of \( \delta(x) \) is a plane wave propagating on-axis, and that of \( \delta(x + d_x) \) is also a plane wave propagating inclined with the axis; that is,

\[
\Im[\delta(x) + \delta(x + d_x)] = \int \delta(x) e^{-2\pi i \mu x} \, dx + \int \delta(x + d_x) e^{-2\pi i \mu x} \, dx
\]

\[
= c + ce^{2\pi i \mu d_x}
\]  
(7.17)
where \( c \) is a constant, being the Fourier transform of a \( \delta \)-function. The spatial frequency \( \mu \) is defined as \( \mu = x_f / f \lambda \), with \( x_f \) being the \( x \) coordinate on the FT plane and \( f \) the focal length of the lens. Suppressing the central order, we can write the intensity distribution in the FT plane (in the halo) as

\[
I(\mu) \propto 2\beta^2 T^2 c^2 (1 + \cos 2\pi \mu dx) = I_0(\mu) \cos^2 \pi \mu dx \tag{7.18}
\]

It is therefore seen that the halo, given by \( I_0(\mu) \), is modulated by the \( \cos^2 (\pi \mu dx) \) term. In other words, a fringe pattern appears in the halo. Figure 7.6d shows the fringe pattern in the halo. This fringe pattern is similar to the Young’s double-aperture fringe pattern. Therefore the fringes are termed Young’s fringes. In the \( \cos^2 (\pi \mu dx) \) term, there are two variables, namely \( \mu \), (the coordinate along the \( x \) axis) and \( dx \), which is a function of local coordinates if the deformation is not constant over the whole specklegram. For constant \( dx \), the interpretation is simple and straightforward: the halo distribution is modulated by the sinusoidal fringes, whose spacing is \( \Delta x_f = f \lambda / dx \). Therefore, the magnitude of \( dx \) may be obtained from the fringe width measurement. The direction of the displacement \( dx \) is always along the normal to the fringes. However, if \( dx \) is not constant, then each value of \( dx \) will produce its own fringe pattern, which on superposition may completely wash out this intensity variation. In such a situation, the specklegram is interrogated with a narrow or unexpanded laser beam to extract displacement information from each region of interrogation. The displacement in the region of interrogation should be constant.

### 7.7 METHODS OF EVALUATION

A double-exposure specklegram contains two shifted speckle patterns, and this shift is to be determined at a number of locations on the specklegram in order to generate the deformation map. It was remarked earlier that Young’s-type fringes are formed when the specklegram is illuminated by a narrow beam. These fringes give the direction and magnitude of the displacement at a point. The process of extracting the information from a specklegram is called filtering. The filtering is done both at the plane of the specklegram and at its FT plane. These methods are called pointwise filtering and wholefield filtering.

Another method of filtering, usually applicable to out-of-plane displacement measurement, is known as Fourier filtering. It can also be used in other cases; the fringes are generally localized on the specklegram.

#### 7.7.1 POINTWISE FILTERING

It was mentioned earlier that if the displacement of the speckles is nonuniform, no fringe pattern may be formed at the FT plane when the whole specklegram is illuminated. However, it is safe to assume that the speckle movement over a very small region of the image (specklegram) is uniform. Therefore, if the double-exposure specklegram is illuminated by a narrow (unexpanded) beam and the observation is made at a plane sufficiently far away (far field), as shown in Figure 7.7a, then a system of Young’s fringes will be formed. The fringes always run perpendicular to the direction...
FIGURE 7.7 (a) Pointwise filtering arrangement. (b) Wholefield filtering arrangement.
(c) Fourier filtering arrangement. (d) Path difference from a speckle pair.

of displacement, and the fringe width \( \bar{\rho} \) is inversely proportional to the displacement; that is, \( \bar{\rho} = \lambda z / |\mathbf{d}| \). Thus, both the direction and magnitude of the displacement at each interrogation region on the specklegram are obtained. The sign ambiguity is still not resolved. It can be resolved by giving a linear known displacement to the photographic plate before the second exposure. By obtaining the magnitude and direction of the displacement at a large number of points on the specklegram, a displacement map on the specklegram is generated, which is then translated to the object surface through the magnification of the imaging system.
The contrast of the Young’s fringes is influenced by several factors, the most important of which are nonuniform displacement and missing speckle pairs in the region of illumination. Further, it must be kept in mind that the halo distribution is nonuniform and the background intensity may not be constant. Therefore, the Young’s fringes do not have unit contrast and the positions of their maxima and minima are shifted. This shift introduces errors in the calculation of the displacement. Methods have been developed to correct for this.

### 7.7.2 Wholefield Filtering

We consider an arrangement shown in Figure 7.7b. This is a $4f$ configuration. The filtering is carried out at the FT plane by an aperture. The image of the specklegram is formed at unit magnification on the output plane by the light allowed through the filtering aperture. The image contains the fringes that represent constant in-plane displacements in the direction of the filtering aperture. In order to understand the working of the wholefield filtering technique, let us place an aperture of appropriate size at a position $x_f$ along the $x$ direction. All of the identical pair scatterers (speckles) on the specklegram will diffract light in phase in the direction of the filtering aperture if their separation is such that the waves diffracted by these point scatterers have a path difference of integral multiples of $\lambda$; that is,

$$dx \sin \theta = m \lambda, \quad m = 0, \pm 1, \pm 2, \pm 3, \ldots$$ (7.19)

where $dx$ is the $x$ component of the displacement vector and $\sin \theta = x_f / f$. Thus, we obtain

$$dx = m \lambda f / x_f \quad (7.20a)$$

These areas therefore appear bright in the image, forming bright fringes that are loci of constant $dx$. Similarly, when the filtering aperture is placed at $y_f$ along the $y$ axis, we obtain $dy$:

$$dy = m' \lambda f / y_f \quad (7.20b)$$

These fringes are loci of constant $dy$. In other words, the fringes represent the contours of constant in-plane displacement components, which are separated by incremental displacements $\Delta dx$ and $\Delta dy$, where

$$\Delta dx = \lambda f / x_f \quad (7.21a)$$
$$\Delta dy = \lambda f / y_f \quad (7.21b)$$

This is a wholefield method: the fringes are formed over the whole object surface. In order to obtain $dx$ and $dy$, we need to know $m$ and $m'$, and hence regions on the object where no displacement has taken place. It can also be seen that the sensitivity of the method is variable, being maximum when the filtering aperture is placed at the periphery of the diffraction halo; the increase in sensitivity follows the decrease in the available light for image formation.
7.7.3 **FOURIER FILTERING: MEASUREMENT OF OUT-OF-PLANE DISPLACEMENT**

It has been shown that a longitudinal or axial displacement $\varepsilon$ of the object results in a radial displacement of the speckle pattern, $\Delta r = \varepsilon r/z$. The displacement magnitude $\varepsilon$ is obtained by Fourier filtering. The specklegram is illuminated by a parallel beam, as shown in Figure 7.7c, and an aperture is placed on the optical axis for filtering. A lens placed just behind the aperture images the specklegram at the observation plane. All of these point pairs (identical scatterers) will diffract the incident light in phase at the filtering plane if $\Delta r \sin \theta = m\lambda$, where $\sin \theta = r/z_1$ and $\lambda$ is the wavelength of light used for filtering (Figure 7.7c). Thus,

$$\Delta r \sin \theta = (\varepsilon r/z)(r/z_1) = m\lambda.$$ 

or

$$\varepsilon r^2/zz_1 = m\lambda. \quad (7.22)$$

This indicates that a circular fringe pattern is observed at the observation plane. The displacement $\varepsilon$ is obtained by measuring the radii of fringes of different orders as follows:

$$\varepsilon = \frac{n\lambda zz_1}{r_{m+n}^2 - r_m^2} \quad (7.23)$$

where $r_{m+n}$ and $r_m$ are the radii of the $(m+n)$th- and $m$th-order circular fringes, respectively.

7.8 **SPECKLE PHOTOGRAPHY WITH VIBRATING OBJECTS: IN-PLANE VIBRATION**

Let us consider an object that is executing an in-plane vibration with amplitude $A(x, y)$. The object is imaged on a photographic plate. Owing to the in-plane vibration, a speckle stretches to a line of length $2A(x, y)m$, where $m$ is the magnification. As mentioned earlier, a sinusoidally vibrating object spends more time at the positions of maximum displacements. Therefore, the speckle line has a nonuniform brightness distribution. However, if the recording is made on a high-contrast photographic plate, the speckle line will have a uniform density after development. We therefore assume that the speckles are uniformly elongated to $2A(x, y)m$. When such a specklegram (time-average recording) is pointwise-filtered, the halo distribution is modulated by $\text{sinc}^2(2\mu mA)$. The zeros of this function occur where

$$2\mu mA = n \quad \text{for } n = 0, \pm 1, \pm 2, \pm 3, \ldots$$

or

$$A(x, y) = n\lambda z/2mx_{fn} \quad (7.24)$$

where $x_{fn}$ is the position of the $n$th fringe. From this expression, the amplitude of vibration at any location on the specklegram can be found.
In fact, when an object vibrates, the speckles on the regions that are moving smear out and the contrast of the speckles is reduced. The nodal regions where there is no movement have unit contrast. Therefore, one observes a low-contrast vibration mode pattern, with the nodal lines appearing dark. A visual speckle interferometer was proposed by Burch and later modified by Stetson. This interferometer uses a reference beam to visualize out-of-plane vibration amplitudes.

7.9 SENSITIVITY OF SPECKLE PHOTOGRAPHY

The halo size is governed by the speckle size, which, in turn, is governed by the F# of the imaging lens. For the speckle displacement to be measurable, at least one fringe should be formed within a halo. In other words, the fringe width must be equal to or less than the halo diameter. Indeed, one fringe will be formed within the halo when the speckle shifts by an amount equal to its average size. This probably is the lower limit of the displacement that speckle photography can sense. The upper limit is also set by the speckle size. When the fringe width becomes equal to the speckle size, the fringes will not be discernible. In fact, one must choose a fringe width of approximately 10 times the speckle size for it to be discernible. This therefore sets an upper limit for speckle displacement measurement. For wholefield filtering, similar limits apply. The quality of fringes in wholefield filtering is considerably poorer than in pointwise filtering.

One of the serious drawbacks of speckle photography is that the positions of the maxima of the fringes in the fringe pattern are shifted owing to nonuniform halo distribution. The same is true for the minima positions when some background is present. This effect introduces errors in the measured values of the displacements. Methods are available to correct for these errors.

7.10 PARTICLE IMAGE VELOCIMETRY

Speckle photography of seeded flows carried out with pulsed lasers or scanned laser beams provides information about the flow (spatial variation of the velocity of flow—in fact the velocity of seeds). The technique is known as particle image velocimetry (PIV). First, a record is made with a short-duration laser pulse so that the motion is frozen, and then the second exposure is made a short time later. The seeds (particles) will have moved during this time to new locations depending on their velocities. The double-exposure record is pointwise-filtered to generate the velocity map.

7.11 WHITE-LIGHT SPECKLE PHOTOGRAPHY

Most objects are good candidates for white-light speckle photography, since the surface structure is quite adequate for this. However, this property is enhanced by coating the surface with a retro-reflective paint. The images of the embedded glass balls in retro-reflective paint act as speckles. Deformation studies can therefore be carried out using white-light speckles based on principles similar to those applied to laser speckles.
7.12 SHEAR SPECKLE PHOTOGRAPHY

It is obvious that speckle photography is essentially a tool to measure in-plane displacement or the in-plane component of deformation, since it has very low sensitivity to the out-of-plane component. It is also used to measure bodily tilts. A stress analyst is often interested in strain rather than displacement. Strain is obtained from displacement data by numerical differentiation, which is error-prone. However, strain can be obtained by optical differentiation, that is, by obtaining displacement values at two closely separated points. With a double-exposure specklegram, this can be achieved by interrogating it with two parallel-displaced narrow beams. Each beam produces Young’s-type fringes in the diffraction halo, and the superposition of the two patterns, from each illumination beam, will generate a moiré pattern, from which strain can be calculated (Chapter 9). Alternatively, two states of the object can be recorded on two separate films/plates. During filtering, one plate is displaced with respect to the other, to introduce shear. Again, a moiré pattern is formed, from which strain is calculated. Both of these techniques provide a variable shear by varying the beam separation or specklegram displacement.

When two narrow beams are used for illumination, the diffraction halos are spatially displaced. For low-angle diffraction, the overlap region may be very small, to provide a meaningful moiré pattern. On the other hand, when two double-exposure films/plates are used, the underlying assumption that the object has been identically loaded for each double-exposure record may be difficult to realize. It is therefore desirable to record a single-shear double-exposure specklegram. For this purpose, a pair of wedge plates is used in front of the imaging lens: each wedge plate carries a sheet polarizer. The transmission axes of the polarizers are crossed. The object is illuminated either with circularly polarized light or with linearly polarized light with its azimuth at 45° to the polarizer axis. A double-exposure record, with object loaded in between, can be recorded. Interrogation of such a record with a narrow beam will generate a moiré pattern. The drawback of this method is that it has a fixed shear determined by the wedge angles. In addition, the Young’s fringes have a nonuniform intensity, are noisy, 

FIGURE 7.8 Moiré pattern due to superposition of two Young’s fringe patterns.
and are few in number, and hence the moiré fringes are of poor contrast. Figure 7.8 shows a moiré pattern obtained using such an arrangement.

### 7.13 SPECKLE INTERFEROMETRY

The speckle phenomenon itself is essentially an interference phenomenon. However, when a reference beam is added to the speckle pattern to code its phase, the technique is then termed speckle interferometry. Speckle interferometry was first applied to measure in-plane displacement by Leendertz. The sensitivity of the measurement could be increased over that of speckle photography, which was limited by the speckle size. The basic theory was borrowed from holographic interferometry, since the phase difference introduced by deformation is governed by the same equation, namely, \( \delta = (\mathbf{k}_2 - \mathbf{k}_1) \cdot \mathbf{d} \). When the object is illuminated with two beams with directions symmetric with respect to the object normal (also the optical axis) and observation is made along the optical axis, the arrangement generates fringes that are contours of constant in-plane displacement. The fringes are called correlation fringes—the reason for this name will become obvious in later sections.

The schematic of the set-up to measure in-plane displacement is shown in Figure 7.9. The object is illuminated by two plane waves incident symmetrically at angles \( \theta \) and \(-\theta\) with respect to the optical axis. An image of the object is made on the recording material, say a photographic plate. The object is deformed, and a second exposure is made on the same plate. This double-exposure record, on filtering, generates fringes representing the in-plane component along the \( x \) direction. The whole process can be explained mathematically as follows.

Let us consider that the object is illuminated by unit-amplitude plane waves, which are represented by \( e^{ik \sin \theta} \) and \( e^{-ik \sin \theta} \) at the plane of the object. The net amplitude of the waves at the plane of the object is \( e^{ik \sin \theta} + e^{-ik \sin \theta} \). Let the scattering process from the object be represented by \( \Re(x, y) \), which is a complex function and includes the surface characteristics. Thus, the field on the object surface just after scattering is

\[
\Re(x, y)(e^{ik \sin \theta} + e^{-ik \sin \theta})
\]

---

**FIGURE 7.9** Configuration for in-plane displacement measurement.
The amplitude at the image plane is obtained through the superposition integral; that is,

\[ u(x_i, y_i) = \iint \Re(x, y)(e^{ikx \sin \theta} + e^{-ikx \sin \theta})h(x_1 - mx, y_1 - my) \, dx \, dy \]

\[ = a_1(x_1, y_1)e^{i\phi_1(x_1, y_1)} + a_2(x_1, y_1)e^{i\phi_2(x_1, y_1)} \quad (7.25) \]

where \( h(x, y) \) is the impulse function and \( m \) is the magnification of the imaging lens. \( a_1(x_1, y_1), \phi_1(x_1, y_1), a_2(x_1, y_1), \phi_2(x_1, y_1) \) are the amplitudes and phases of the speckled waves at the image plane due to each of the illuminating waves. When the object is displaced by \( d_x \) in the \( x \) direction, the amplitude in the image may be written as

\[ u'(x_i, y_i) = \iint \Re(x + d_x, y)(e^{ik(x + d_x) \sin \theta} + e^{-ik(x + d_x) \sin \theta})h(x_1 - mx, y_1 - my) \, dx \, dy \]

\[ = a_1(x_1, y_1)e^{i\phi_1(x_1, y_1)} e^{ikd_x \sin \theta} + a_2(x_1, y_1)e^{i\phi_2(x_1, y_1)} e^{-ikd_x \sin \theta} \quad (7.26) \]

This equation has been derived under the tacit assumption that \( \Re(x + d_x, y) = \Re(x, y) \). This assumption implies that there is no speckle displacement at the object surface due to the motion and that the surface characteristics do not change over a distance \( d_x \). In fact, there is a speckle displacement, but we assume that it is much smaller than the speckle size.

Now, we can write the intensities recorded in the two exposures as

\[ I_1(x_i, y_i) = a_1^2 + a_2^2 + 2a_1a_2 \cos(\phi_1 - \phi_2) = a_1^2 + a_2^2 + 2a_1a_2 \cos \phi \quad (7.27a) \]

\[ I_2(x_i, y_i) = a_1^2 + a_2^2 + 2a_1a_2 \cos(\phi + 2kd_x \sin \theta) \quad (7.27b) \]

For subsequent analyses of the various techniques, we will be writing the intensity distribution in the second exposure as

\[ I_2(x_i, y_i) = a_1^2 + a_2^2 + 2a_1a_2 \cos(\phi + \delta) \quad (7.28) \]

where \( \delta \) is the phase introduced by the deformation. In this case,

\[ \delta = 2kd_x \sin \theta = \frac{4\pi}{\lambda} d_x \sin \theta \]

Later, we will use different arguments to prove that \( \delta \) is indeed equal to \( 2kd_x \sin \theta \) for the experimental configuration shown in Figure 7.9. For the present, we mention that \( \phi_1, \phi_2, a_1, a_2 \) are random variables, since \( \Re(x, y) \) is a random variable. Therefore, \( \phi = \phi_1 - \phi_2 \) is also a random variable.

The total intensity recorded will be

\[ I_1 + I_2 = 2a_1^2 + 2a_2^2 + 4a_1a_2 \cos(\phi + \delta/2) \cos(\delta/2) \quad (7.29) \]
In fact, examination of Equations 7.27a and 7.28 for $I_1$ and $I_2$ reveals that when
\[ \delta = 2m\pi, \]
the equations are identical—the speckles in the two exposures are fully correlated. When \( \delta = (2m + 1)\pi, \) the speckles are uncorrelated. This correlation provides the basis for fringe formation.

It should be noted that the contrast of the fringes is very poor in this arrangement, mainly because of the very strong granular bias term \( 2(a_1^2 + a_2^2). \) We will discuss other arrangements in which this bias term has been isolated, thereby improving the contrast of the fringes. First, let us prove that the phase change $\delta$ due to a displacement $d_x$ is indeed given by \( 2k_1d_x \sin \theta. \) The phase change $\delta$ due to a displacement $d_x$ can be expressed as

\[ \delta = \delta_2 - \delta_1 = (k_2 - k_1) \cdot d - (k_2 - k'_1) \cdot d = (k'_1 - k_1) \cdot d \] (7.30)

where $d = d_xi + d_yj + d_zk$, and $k'_1$ and $k_1$ are the propagation vectors of the illumination beams. The equation for the phase difference $\delta_2 = (k_2 - k_1) \cdot d$ was derived in Chapter 5, and is also applicable to speckle interferometry. From the geometry of the experimental configuration of Figure 7.9, $k'_1$ and $k_1$ are expressed as

\[ k'_1 = \frac{2\pi}{\lambda} (\sin \theta i - \cos \theta k) \] (7.31a)

\[ k_1 = \frac{2\pi}{\lambda} (-\sin \theta i - \cos \theta k) \] (7.31b)

Thus, the vector $k'_1 - k_1 = (2\pi/\lambda)2\sin \theta i$ lies in the plane of the object. Hence,

\[ \delta = (k'_1 - k_1) \cdot d = \left( \frac{2\pi}{\lambda} 2\sin \theta i \right) \cdot (d_xi + d_yj + d_zk) = \frac{2\pi}{\lambda} 2d_x \sin \theta \]

The phase $\delta$ is thus governed by the in-plane component $d_x$ of the displacement $d$. Bright fringes are formed when

\[ \frac{2\pi}{\lambda} 2d_x \sin \theta = 2m\pi \]

Therefore,

\[ d_x = \frac{m\lambda}{2\sin \theta} \] (7.32)

The arrangement is sensitive only to the in-plane component of displacement lying in the plane of the illumination beams. Consecutive in-plane fringes differ by $\lambda/(2\sin \theta)$. Obviously, the sensitivity can be varied over a very wide range from 0 to $\lambda/2$ per fringe by varying the interbeam angle. Furthermore, this particular arrangement has the following features:

- As can be seen from the theoretical analysis, the contribution of the out-of-plane displacement component $d_z$ has been fully compensated for collimated illumination. This is due to the fact that both waves suffer equal phase
changes arising from out-of-plane displacement, and hence the net phase change is zero.

- The arrangement is not sensitive to the $y$ component $d_y$. However, $d_y$ can be measured by rotating the experimental arrangement through $90^\circ$.
- It offers variable sensitivity.

The disadvantage is that the fringes obtained are of low contrast.

### 7.14 Correlation Coefficient in Speckle Interferometry

The correlation coefficient of two random variables $X$ and $Y$ is defined by

$$
\rho_{XY} = \frac{\langle XY \rangle - \langle X \rangle \langle Y \rangle}{\sigma_X \sigma_Y}
$$

(7.33)

where $\sigma_X^2 = \langle X^2 \rangle - \langle X \rangle^2$, $\sigma_Y^2 = \langle Y^2 \rangle - \langle Y \rangle^2$, and the angular brackets indicate the ensemble average. If $X$ and $Y$ are uncorrelated, then $\langle XY \rangle = \langle X \rangle \langle Y \rangle$ and the correlation coefficient is zero, as expected. The correlation coefficient of the random variables $I_1(x_i, y_i)$ and $I_2(x_i, y_i)$, the intensities recorded in the first and second exposures, is given by

$$
\rho(\delta) = \frac{\langle I_1 I_2 \rangle - \langle I_1 \rangle \langle I_2 \rangle}{\langle I_1^2 \rangle - \langle I_1 \rangle^2 \langle I_2^2 \rangle - \langle I_2 \rangle^2}^{1/2}
$$

(7.34)

where the intensities $I_1$ and $I_2$ are expressed as follows:

$$
I_1(x, y) = a_1^2 + a_2^2 + 2a_1a_2 \cos \phi = i_1 + i_2 + 2\sqrt{i_1 i_2} \cos \phi
$$

(7.35a)

$$
I_2(x, y) = i_1 + i_2 + 2\sqrt{i_1 i_2} \cos(\phi + \delta)
$$

(7.35b)

In these expressions, the intensities $i_1$ and $i_2$ refer to the intensities at the image plane due to individual illuminating beams. Equation 7.34 for the correlation coefficient is evaluated by noting the following:

- The intensities $i_1$, $i_2$, and the phase $\phi$ are independent random variables, and hence can be averaged separately.
- $\langle \cos \phi \rangle = \langle \cos(\phi + \delta) \rangle = 0$
- $\langle i_1^2 \rangle = 2\langle i_1 \rangle^2$, and.

When the intensity values $I_1$ and $I_2$ are substituted into Equation 7.34 for the correlation coefficient and the averages are taken, we obtain

$$
\rho(\delta) = \frac{\langle i_1^2 \rangle + \langle i_2^2 \rangle + 2\langle i_1 \rangle \langle i_2 \rangle \cos \delta}{\langle (i_1) + (i_2) \rangle^2}
$$

(7.36)

The correlation coefficient depends on the intensities of the beams and the phase introduced by deformation. If we assume that $\langle i_1 \rangle = r \langle i_2 \rangle$, that is, one beam is $r$
times stronger than the other, the correlation coefficient takes the simpler form

\[ \rho(\delta) = \frac{1 + r^2 + 2r \cos \delta}{(1 + r)^2} \]  

(7.37)

This has a maximum value of unity when \( \delta = 2m\pi \) and a minimum value of \((1 - r)^2/(1 + r)^2\), when \( \delta = (2m + 1)\pi \). The minimum value will be zero when \( r = 1 \), that is, when the average intensities of the beams are equal. The correlation coefficient then varies between 0 and 1 as the value of \( \delta \) varies over the record. This situation is completely at variance with holographic interferometry, where the reference beam is taken as being stronger than the object beam.

### 7.15 OUT-OF-PLANE SPECKLE INTERFEROMETER

An interferometer for measuring out-of-plane displacement is shown in Figure 7.10. This is a Michelson interferometer in which one of the mirrors has been replaced by the object under study. It therefore has a reference wave that is smooth or specular. The lens \( L_2 \) makes an image of the object at the recording plane. The record consists of an interference pattern between the smooth reference wave and the speckle field in the image of the object. The second exposure is recorded on the same plate after the object has been loaded. This double-exposure specklegram (interferogram), when filtered, yields fringes that are contours of constant out-of-plane displacement. As before, the intensity distribution in the first exposure is

\[ I_1(x_i, y_i) = a_1^2 + r_0^2 + 2a_1r_0 \cos(\phi_1 - \phi_r) = a_1^2 + r_0^2 + 2a_1r_0 \cos \phi \]  

(7.38)

![Figure 7.10](image-url) Configuration for out-of-plane displacement measurement.
where \( a_1, \phi_1, \phi \) are random variables. The second exposure records the intensity distribution given by

\[
I_2(x_i, y_i) = a_1^2 + r_0^2 + 2a_1 r_0 \cos(\phi + \delta)
\]  

(7.39)

where the phase difference \( \delta \), introduced by the deformation, is given by

\[
\delta = (k_2 - k_1) \cdot d = \frac{2\pi}{\lambda} 2d_z
\]

The phase difference depends only on the out-of-plane displacement component \( d_z \).

Bright fringes are formed wherever

\[
\frac{2\pi}{\lambda} 2d_z = 2m\pi
\]

or

\[
d_z = m\lambda/2
\]  

(7.40)

Thus, consecutive fringes are separated by out-of-plane displacements of \( \lambda/2 \). Again, the fringes are of low contrast. However, it may be noted that, as a consequence of the imaging geometry and customized configurations, only one of the components of deformation is sensed, unlike in holographic interferometry, where the phase difference \( \delta \) introduced by deformation is invariably dependent on all three components. Further, the correlation fringes are localized at the plane of the specklegram, unlike in holographic interferometry, where the fringe pattern is localized in space in general.

### 7.16 IN-PLANE MEASUREMENT: DUFFY’S METHOD

In the method due to Leendertz described earlier, the object is illuminated symmetrically with respect to the surface normal, and observation is made along the bisector of the angle enclosed by the illuminating beams. This method, which is also called the dual-illumination, single-observation-direction method, has very high sensitivity but yields poor-contrast fringes.

It is also possible to illuminate the object along one direction and make an observation along two different directions symmetric with respect to the optical axis, which is also along the local normal to the object. This method is due to Duffy, and was developed in the context of moiré gauging. It is also known as the single-illumination, dual-observation-direction method. Figure 7.11a shows a schematic of the experimental arrangement. The object is illuminated at an angle \( \theta \), and a two-aperture mask is placed in front of the lens. The apertures enclose an angle of \( 2\alpha \) at the object distance. The lens makes an image of the object via each aperture—these images are perfectly superposed.

Each wave passing through the aperture generates a speckled image with a speckle size \( \lambda b/D \), where \( D \) is the aperture size. These waves are superposed obliquely, and hence each speckle is modulated by a fringe pattern when recorded. The fringe spacing
in the speckle is $\frac{\lambda b}{p}$, where $p$ is the separation between the two apertures. This is shown in Figure 7.11b. When the object is deformed, these fringes shift in the speckle. When the deformation is such that a fringe moves by one period or a multiple thereof, it is then exactly superposed on the earlier recorded position: the fringe contrast is then high. The region will diffract strongly on filtering, and hence these areas will appear bright. On the other hand, if the deformation is such that the fringe pattern moves by half a fringe width or an odd multiple of a half-period, the new pattern will fall midway in the earlier recorded pattern, resulting in almost complete washout of the fringe pattern. These regions will not diffract, or will diffract poorly, and hence will appear dark on filtering. Therefore, bright and dark fringes correspond to regions where the displacement is an integral multiple of $\frac{\lambda b}{p} = \frac{\lambda}{(2 \sin \alpha)}$ and an odd integral multiple of $\frac{\lambda b}{2p}$, respectively.

We write the amplitudes of the waves via each aperture as

$$a_{11} = a_0 e^{i\phi_{11}}$$  \hspace{1cm} (7.41a)

$$a_{12} = a_0 e^{i(\phi_{12} + 2\pi \beta x)}$$  \hspace{1cm} (7.41b)
where $\beta = p/\lambda b$ is the spatial frequency of the fringe pattern in the speckle pattern. The intensity recorded in the first exposure is

$$I_1(x, y) = |a_{11} + a_{12}|^2 = a_0^2 + a_0^2 + 2a_0^2 \cos(\phi_1 + 2\pi \beta x), \phi_1 = \phi_{12} - \phi_{11} \quad (7.42)$$

Similarly, when the object is loaded, the waves, acquire additional phase changes $\delta_1$ and $\delta_2$, respectively; that is, they can be expressed as

$$a_{21} = a_0 e^{i(\phi_{11} + \delta_1)} \quad (7.43a)$$
$$a_{22} = a_0 e^{i(\phi_{12} + 2\pi \beta x + \delta_2)} \quad (7.43b)$$

The intensity distribution recorded in the second exposure is then

$$I_2(x, y) = |a_{21} + a_{22}|^2 = a_0^2 + a_0^2 + 2a_0^2 \cos(\phi_1 + 2\pi \beta x + \delta) \quad (7.44)$$

where $\delta = \delta_2 - \delta_1$ is the phase difference introduced by the deformation. The specklegram is now ascribed a transmittance $t(x, y)$, given by

$$t(x, y) = t_0 - \beta T(I_1 + I_2) \quad (7.45)$$

where $\beta$ is a constant and $T$ the exposure time. Information about the deformation is extracted by filtering.

### 7.17 Filtering

The specklegram is placed in a set-up as shown in Figure 7.12 and is illuminated by a collimated beam, say, a unit-amplitude wave. The field at the FT plane is $\Im[t(x, y)]$. This consists of a halo distribution with a very strong central peak, as shown in the figure. Owing to the grating-like structure in each speckle, the halo distribution is modified: it has a central halo (zero order) and $\pm 1$-order halos. The zero order arises as a consequence of the terms $a_0^2 + a_0^2$, which do not carry any information. Since the speckle size is now larger, owing to the smaller apertures used for imaging, the halo size (zero-order halo) shrinks. The filtering is done by choosing any one of the first-order halos. A fringe pattern of almost unit contrast is obtained, since the halo (zero order), which carries no information, has been isolated.

#### 7.17.1 Fringe Formation

The phase differences $\delta_2$ and $\delta_1$, due to the deformation, experienced by the waves passing through the apertures can be expressed as

$$\delta_2 = (k'_2 - k_1) \cdot d$$
$$\delta_1 = (k_2 - k_1) \cdot d$$

Hence, the phase difference $\delta = \delta_2 - \delta_1$ is given by

$$\delta = (k'_2 - k_2) \cdot d \quad (7.46)$$
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This phase difference generates an interference pattern. Since the illumination and observation beams lie in the \((x, z)\) plane, the wave vectors \(k'_2\) and \(k_2\) can be expressed as

\[
k'_2 = \frac{2\pi}{\lambda} (\sin \alpha i + \cos \alpha k) \quad \text{and} \quad k_2 = \frac{2\pi}{\lambda} (-\sin \alpha i + \cos \alpha k)
\]

Thus,

\[
\delta = (k'_2 - k_2) \cdot d = \frac{2\pi}{\lambda} 2d_x \sin \alpha
\]

Bright fringes are formed wherever

\[
\frac{2\pi}{\lambda} 2d_x \sin \alpha = 2m\pi
\]

or

\[
d_x = \frac{m\lambda}{2 \sin \alpha} \quad \text{(7.47)}
\]

This result is similar to that obtained earlier for the Leendertz method, except that the angle \(\theta\) is replaced by the angle \(\alpha\). Obviously, \(\alpha\) cannot take very large values—the magnitude of \(\alpha\) is determined by the lens aperture or by \(F\#\). Therefore, the method has intrinsically poor sensitivity. At the same time, the speckle size is very large compared with that in the Leendertz method, and hence the range of in-plane displacement measurement is large. The method yields high-contrast fringes owing to the removal of the unwanted speckled field by the grating-like structure formed during recording.

It is indeed very simple and easy to extend Duffy’s method to measure both components of the in-plane displacement simultaneously. We describe here two configurations. In one, an aperture configuration as shown in Figure 7.13a is used. The apertures are located at the four corners of a square. In another configuration,
shown in Figure 7.13b, only three apertures are used: these apertures lie on the vertices of a right-angled triangle. The corresponding halo distributions at the FT plane are shown in Figure 7.13c and 7.13d, respectively.

Filtering through the halos indicated as $dx$ or $dy$ yields the component $dx$ or $dy$. It is thus seen that both components, either with the same sensitivity (when the apertures are placed at equal distances along the x and y directions) or with different sensitivities (when the aperture separations are different) can be obtained from a single double-exposure specklegram.

Leendertz’s and Duffy’s methods can be combined: the object is illuminated by symmetric collimated beams and the specklegram is recorded using an apertured lens. This combination extends the range and sensitivity of in-plane displacement measurement from a small value dictated by Leendertz’s method to a large value governed by Duffy’s method. On filtering the double-exposure specklegram, both systems of fringes are observed simultaneously.

### 7.18 OUT-OF-PLANE DISPLACEMENT MEASUREMENT

A schematic of a configuration to measure the out-of-plane component of deformation is shown in Figure 7.14. The object is illuminated by collimated beam at an angle $\theta$. A two-aperture mask is placed in front of the imaging lens. One of the apertures carries a ground-glass plate, which is illuminated by the unexpanded laser beam to generate a diffuse reference wave. The object is imaged via the other aperture. At the image plane, an interference pattern between the diffuse reference wave and the speckled object image is recorded. This constitutes the first exposure. The object is loaded, and
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the second exposure is made on the same plate. This constitutes a double-exposure specklegram.

On filtering via one of the first-order halos, a fringe pattern depicting contours of constant out-of-plane displacement is obtained. This can be seen as follows. The phase difference \( \delta \) due to deformation is again given by

\[
\delta = (k_2 - k_1) \cdot d
\]

where

\[
k_2 = \frac{2\pi}{\lambda} k, \quad k_1 = \frac{2\pi}{\lambda} (-\sin \theta i + \cos \theta k)
\]

Therefore,

\[
\delta = \frac{2\pi}{\lambda} [\sin \theta dx + (1 + \cos \theta) dz]
\]

(7.48)

The arrangement senses both components, \( dx \) and \( dz \). However, when the object is illuminated normally (i.e., \( \theta = 0 \)), the phase difference \( \delta = (2\pi/\lambda) 2dz \). The phase difference depends only on the out-of-plane component. Bright fringes are formed wherever

\[
\frac{2\pi}{\lambda} 2dz = 2m\pi
\]

or

\[
dz = m\lambda/2
\]

(7.49)

Consecutive bright fringes are separated by \( \lambda/2 \) in out-of-plane displacement changes.

7.19 SIMULTANEOUS MEASUREMENT OF OUT-OF-PLANE AND IN-PLANE DISPLACEMENT COMPONENTS

By a judicious choice of aperture configuration, it is possible to obtain in-plane and out-of-plane displacement components from a single double-exposure specklegram. One such aperture configuration, along with the halo distribution, is shown.
FIGURE 7.15 Simultaneous measurement of in-plane and out-of-plane displacement components: (a) aperture configuration; (b) halo distribution.

In Figure 7.15. It can be seen that the halo AB or AB\textsubscript{1} yields the \( y \) component of the in-plane displacement, and the halo BC\textsubscript{1} or BC\textsubscript{−1} yields the \( x \) component. The halos BG or BG\textsubscript{−1}, or AG\textsubscript{1} or AG\textsubscript{−1}, or CG\textsubscript{1} or CG\textsubscript{−1} yield the \( z \) component. Obviously, all three components of the displacement vector can be retrieved from a single double-exposure specklegram. In fact, redundancy is built into the arrangement.

7.20 OTHER POSSIBILITIES FOR APERTURING THE LENS

In addition to obtaining all components of the deformation vector from a single double-exposure specklegram, aperturing can be used to multiplex the information record; that is, several states of the object can be stored and the information retrieved from the specklegram. The multiplexing can be done in two ways: (i) frequency modulation, where the apertures are shifted laterally on the lens after each exposure;
(ii) $\theta$-multiplexing (modulation), where the apertures are shifted angularly. These methods can also be combined. The amount of information that can be recorded and retrieved depends on lens size, aperture size, the spatial frequency content of the object, and the dynamic range of the recording material. In some experiments, in addition to measurement of displacement components, slope information is also recorded and retrieved later.

7.21 Duffy’s Arrangement: Enhanced Sensitivity

The sensitivity of Duffy’s arrangement is limited by lens aperture. This limitation, however, can be overcome by modification of the recording set-up, as shown in Figure 7.16. The object is illuminated normally, and is observed along two symmetric directions: the beams are folded and directed to a pair of mirrors and then onto a two-aperture mask in front of the lens. The image of the object is thus made via these folded paths.

In this arrangement, the speckle size is governed by the aperture diameter (as in the case with the other methods); the fringe frequency is determined by the aperture separation; and the sensitivity is governed by the angle $\theta$, which can be varied over a large range, and is not restricted by the lens aperture.

The phase difference $\delta$ is given by

$$\delta = \delta_2 - \delta_1 = \delta = (k_2 - k_1) \cdot d - (k_2' - k_1) \cdot d$$

$$= (k_2 - k_2') \cdot d = \frac{2\pi}{\lambda} 2d_x \sin \theta$$

(7.50)

The in-plane fringes are extracted by filtering using one of the first-order halos. The technique introduces perspective errors, and also shear when large objects are studied at larger angles. The perspective error, however, can be reduced using a pair of prisms to decrease the convergence.

**FIGURE 7.16** Configuration for in-plane measurement with enhanced sensitivity.
7.22 **SPECKLE INTERFEROMETRY—SHAPE MEASUREMENT/CONTOURING**

The following methods are available for contouring using speckle interferometry:

- Change of direction of the illumination beam between exposures
- Change of wavelength between exposures: dual-wavelength technique
- Change of refractive index of the surrounding medium between exposures: dual-refractive-index technique
- Rotation of the object between exposures in an in-plane sensitive configuration

These methods will be discussed in Section 7.28, where we present a technique that allows the contour fringes to be obtained in real time.

7.23 **SPECKLE SHEAR INTERFEROMETRY**

So far, we have discussed techniques that measure the displacement components only. As mentioned earlier, a stress analyst is usually interested in strains rather than displacements. The strain is obtained by fitting the displacement data numerically and then differentiating it. This procedure could lead to large errors. Therefore, methods have been investigated that can yield fringe patterns representing the derivatives of the displacement. This is achieved with speckle shear interferometry. Since all speckle techniques for displacement measurement use subjective speckles (i.e., image plane recordings), we restrict ourselves to shear at the image plane. The shear methods are grouped under the five categories listed in Table 7.1.

7.23.1 **The Meaning Of Shear**

Shear essentially means shift. When an object is imaged via two identical paths, as in a two-aperture arrangement, the images are perfectly superposed; there is no shear, even though there are two images. Since the imaging is via two independent paths, the two images can be manipulated independently. In linear shear, one image is

<table>
<thead>
<tr>
<th>Shear Types</th>
<th>Phase Difference Leading to Fringe Formation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral shear or linear shear</td>
<td>$\delta(x + \Delta x, y + \Delta y) - \delta(x, y)$</td>
</tr>
<tr>
<td>Rotational shear</td>
<td>$\delta(r, \theta + \Delta \theta) - \delta(r, \theta)$</td>
</tr>
<tr>
<td>Radial shear</td>
<td>$\delta(r \pm \Delta r, \theta) - \delta(r, \theta)$</td>
</tr>
<tr>
<td>Inversion shear</td>
<td>$\delta(x, y) - \delta(-x, -y)$</td>
</tr>
<tr>
<td>Folding shear</td>
<td>$\delta(x, y) - \delta(-x, y)$: folding about y axis</td>
</tr>
<tr>
<td></td>
<td>$\delta(x, y) - \delta(x, -y)$: folding about x axis</td>
</tr>
</tbody>
</table>
laterally shifted in any desired direction by an appropriate amount. In interferometry, one image acts as a reference for the other, and hence there is no need to supply an additional reference wave. With shear, we compare the response of an object to the external agencies at any point with that of a shifted point.

In rotational shear, one image is rotated, usually about the optical axis, by a small angle with respect to the other image. In radial shear, one image is either radially contracted or radially expanded with respect to the other image. The inversion shear allows a point at \((x, y)\) to be compared with another point at \((-x, -y)\). This is equivalent to a rotational shear of \(\pi\). In folding shear, a point is compared with its mirror image: the image may be taken about the \(y\) axis or the \(x\) axis.

### 7.24 METHODS OF SHEARING

One of the most commonly used methods of shearing employs the Michelson interferometer, where the object is seen via two independent paths, \(OABAD\) and \(OACAD\), as shown in Figure 7.17a. When the mirrors \(M_1\) and \(M_2\) are normal to each other, and at equal distances from \(A\), the two images are perfectly superposed. Tilting one of the mirrors, as shown, displaces one image in the direction of the arrow: the images

![Figure 7.17](image)

**FIGURE 7.17** Shearing with (a) a Michelson interferometer and (b) Duffy’s arrangement with a wedge.
are linearly separated. A detailed analysis of this arrangement reveals that a large spherical aberration is introduced owing to the use of a beam-splitting cube as the beams travel in glass a distance of three times the size of the cube.

FIGURE 7.18 Shearing methods for (a) lateral shear, (b) radial shear, (c) rotational shear, and (d) inversion shear.
All of the shear methods described in Table 7.1 can be conveniently implemented when an aperture mask is placed in front of an imaging lens. For linear shear, a pair of plane parallel plates, wedges (Figure 7.17b), or a biprism have been used. Shearing has also been done with gratings. If the imaging lens is cut into two halves that can be translated in the lens own plane or along the axis, it makes an excellent shearing device: both functions of shearing and imaging are performed by the same device. In fact, a diffractive optical element can be designed that performs both functions of imaging and shearing. Figure 7.18 shows the schematics of introducing various shear types using an aperture mask and additional optical components.

We now present two configurations based on the Michelson interferometer that can be used to introduce both lateral shear and folding shear. Figure 7.19a shows a conventional arrangement except that the mirrors are replaced by right-angled prisms. Lateral shear is introduced by translation of one of the prisms. The configuration shown in Figure 7.19b is used for folding shear. It uses only one right-angled prism. Depending on the orientation of the prism, folding about the $x$ or the $y$ axis can be achieved.

### 7.25 THEORY OF SPECKLE SHEAR INTERFEROMETRY

As pointed out earlier, in shear interferometry, a point on the object is imaged as two points or two points on the object are imaged as a single point. One therefore obtains either object plane shear or image plane shear: these are related through the magnification of the imaging lens.

Let $a_1$ and $a_2$ be the amplitudes at any point on the image plane due to two points $(x_0, y_0)$ and $(x_0 + \Delta x_0, y_0 + \Delta y_0)$ at the object plane. The intensity distribution recorded at the image plane is given by

$$I_1(x, y) = a_1^2 + a_2^2 + 2a_1a_2 \cos \phi, \quad \phi = \phi_2 - \phi_1$$  \hspace{1cm} (7.51a)

After the object has been loaded, the deformation vectors at the two points are represented by $d(x_0, y_0)$ and $d(x_0 + \Delta x_0, y_0 + \Delta y_0)$, respectively. Therefore, the waves from these two points arrive at the image point with a phase difference $\delta = \delta_2 - \delta_1$. The intensity distribution in the second exposure can therefore be expressed as

$$I_2(x, y) = a_1^2 + a_2^2 + 2a_1a_2 \cos(\phi + \delta), \quad \delta = \delta_2 - \delta_1$$  \hspace{1cm} (7.51b)

![FIGURE 7.19](image) Michelson interferometer for (a) lateral shear and (b) folding shear.
The total intensity recorded is \( I_1(x, y) + I_2(x, y) \), and hence the amplitude transmittance of the double-exposure specklegram is

\[
t(x, y) = t_0 - \beta T [I_1(x, y) + I_2(x, y)]
\]  
(7.52)

On filtering, a fringe pattern is obtained representing the derivatives of the displacement components, as will be shown later.

### 7.26 FRINGE FORMATION

#### 7.26.1 THE MICHELSON INTERFEROMETER

The phase difference \( \delta \) can be expressed, assuming shear only along the \( x \) direction (Figure 7.17a), as

\[
\delta = (k_2 - k_1) \cdot d(x_0 + \Delta x_0, y_0)(k_2 - k_1) \cdot d(x_0, y_0)
\]

\[
\approx (k_2 - k_1) \cdot \frac{\partial d}{\partial x} \Delta x_0
\]  
(7.53)

Now, substituting

\[
k_2 = \frac{2\pi}{\lambda} k, \quad k_1 = \frac{2\pi}{\lambda} (-\sin \theta i - \cos \theta k)
\]

into Equation 7.53, we obtain

\[
\delta \approx \frac{2\pi}{\lambda} \left[ \sin \theta \frac{\partial d_x}{\partial x} + (1 + \cos \theta) \frac{\partial d_z}{\partial x} \right] \Delta x_0
\]  
(7.54)

Bright fringes are formed wherever

\[
\sin \theta \frac{\partial d_x}{\partial x} + (1 + \cos \theta) \frac{\partial d_z}{\partial x} = \frac{m\lambda}{\Delta x_0}, \quad m = 0, \pm 1, \pm 2, \pm 3, \ldots
\]  
(7.55)

The fringe pattern has contributions from both the strain \( \partial d_x/\partial x \) and the slope \( \partial d_z/\partial x \). However, when the object is illuminated normally (i.e., \( \theta = 0 \)), the fringe pattern represents a partial \( x \)-slope pattern only; that is,

\[
\frac{\partial d_z}{\partial x} = \frac{m\lambda}{2\Delta x_0}
\]  
(7.56)

The fringe pattern corresponding to partial \( y \)-slope \( \partial d_z/\partial y \) is obtained when a shear is applied along the \( y \) direction.
7.26.2 THE APERTURED LENS ARRANGEMENT

The phase difference \( \delta \) can again be expressed, assuming shear only along the \( x \) direction (Figure 7.17b), as

\[
\delta = (k_2 - k_1) \cdot d(x_o + \Delta x_o, y_o) - (k_2' - k_1) \cdot d(x_o, y_o)
\]

\[
\approx (k_2 - k_1) \cdot d(x_o, y_o) + (k_2 - k_1) \cdot \frac{\partial d}{\partial x}(x_0, y_0) - (k_2' - k_1) \cdot d(x_o, y_o)
\]

\[
\approx (k_2 - k_2') \cdot d(x_o, y_o) + (k_2 - k_1) \cdot \frac{\partial d}{\partial x} \Delta x_o
\]

\[
\delta \approx \frac{2\pi}{\lambda} 2d x \sin \alpha + \frac{2\pi}{\lambda} \left[ \sin \theta \frac{\partial d_x}{\partial x} + (1 + \cos \theta) \frac{\partial d_z}{\partial x} \right] \Delta x_o
\]

(7.57)

Comparison with the expression for the Michelson interferometer reveals that there is an in-plane component-dependent term in addition to the usual expression. This term arises owing to the two apertures separated by a distance—an arrangement that has been shown to be inherently sensitive to the in-plane component. An interesting aspect of aperturing of a lens, as has been pointed out earlier, is its ability to measure simultaneously in-plane and out-of-plane displacement components and their derivatives. Figure 7.20 shows photographs of out-of-plane displacement, partial

![Interferograms from a double-exposure specklegram: (a) out-of-plane displacement fringe pattern; (b) partial \( x \)-slope fringe pattern; (c) partial \( y \)-slope fringe pattern.](image)

**FIGURE 7.20** Interferograms from a double-exposure specklegram: (a) out-of-plane displacement fringe pattern; (b) partial \( x \)-slope fringe pattern; (c) partial \( y \)-slope fringe pattern.
FIGURE 7.21 An experimental arrangement in shear interferometry that is insensitive to in-plane displacement.

$x$-slope, and partial $y$-slope fringe patterns of a defective pipe obtained from the same double-exposure specklegram.

## 7.27 SHEAR INTERFEROMETRY WITHOUT INFLUENCE OF THE IN-PLANE COMPONENT

It has been shown earlier that shear interferometry performed with an aperture mask in front of the imaging lens always yields a fringe pattern that is due to the combined effect of the in-plane displacement component and the derivatives of the displacement. At the same time, it is desirable to have an aperture mask for obtaining high-contrast fringe patterns. In order to retain this advantage and eliminate the in-plane displacement-component sensitivity, the configuration is modified as shown in Figure 7.21.

The object is illuminated normally and viewed axially. The object beam is divided and arranged to pass through the apertures to form the two images. Shear is introduced by placing a wedge plate in front of an aperture. It could just as well be introduced by tilting any one of the mirrors $M_1$, $M_2$, or $M_3$. The mirror combination $M_2$, $M_3$ compensates for any extra path difference. Fringe formation is now governed by

$$\frac{\partial d_z}{\partial x} = \frac{m\lambda}{2\Delta x_0}$$

(7.58)

This arrangement gives a pure partial $x$-slope fringe pattern.

## 7.28 ELECTRONIC SPECKLE PATTERN INTERFEROMETRY

The speckle size in speckle interferometry can be controlled by the $F\#$ of the imaging lens. Further, the size can be doubled by adding a reference beam axially. It is thus possible to use electronic detectors, which have limited resolution, for recording instead of photographic emulsions. The use of electronic detectors avoids the messy wet development process. Further, the processing is done at video rates, making the technique almost real-time. Photographic emulsions, as mentioned earlier, integrate the light intensity falling on them. In speckle techniques with photographic recording,
the two exposures were added in succession, and then techniques were developed to remove the undesired DC component. In electronic detection, the two exposures are handled independently, and subtraction removes the DC component. Phase-shifting techniques are easily incorporated, and hence deformation maps can be presented almost in real-time. The availability of fast PCs and high-density CCD detectors makes the technique of electronic detection very attractive. In fact, electronic speckle pattern interferometry (ESPI) is an alternative to holographic interferometry, and perhaps will replace it in industrial environments.

It might be argued that all of the techniques discussed under speckle interferometry and speckle shear interferometry can be adopted simply by replacing the recording medium by an electronic detector. However, this is not the case, since the resolution of electronic detectors is limited to the range of 50–100 lines/mm, and hence to speckle sizes in the range of 10–20 μm are desired.

### 7.28.1 Out-of-Plane Displacement Measurement

Figure 7.22 shows one of several configurations used for measuring the out-of-plane component. The reference beam is added axially such that it appears to emerge from the center of the exit pupil of the imaging lens. The speckle size is matched with the pixel size by controlling the lens aperture. The intensities of both the object and the reference beams at the CCD plane are adjusted to be equal. The first frame is stored in the frame-grabber, and the second frame, captured after loading of the object, is subtracted pixel by pixel. The difference signal is rectified and then sent to the monitor to display the fringe pattern.

This procedure can be described mathematically as follows. The intensity recorded in the first frame is given by

\[ I_1(x, y) = a_1^2(x, y) + a_2^2(x, y) + 2a_1(x, y)a_2(x, y) \cos \phi, \quad \phi = \phi_2 - \phi_1 \quad (7.59a) \]

where we have taken a speckled reference wave. The output of the detector is assumed to be proportional to the intensity incident on it. The intensity recorded in the second

![FIGURE 7.22](image-url) A configuration for electronic speckle pattern interferometry (ESPI). BS, beam-splitter.
frame is
\[
I_2(x,y) = a_1^2(x,y) + a_2^2(x,y) + 2a_1(x,y)a_2(x,y)\cos(\phi + \delta) \tag{7.59b}
\]
where the phase difference \( \delta \) introduced by deformation is given by \( \delta = (k_2 - k_1) \cdot \mathbf{d} \).

The subtracted signal \( I_2 - I_1 \) will generate a voltage signal \( \Delta V \) as follows:
\[
\Delta V \propto I_2 - I_1 = 2a_1(x,y)a_2(x,y)[\cos(\phi + \delta) - \cos \phi]
\]
\[
= 4a_1(x,y)a_2(x,y)\sin \left( \phi + \frac{\delta}{2} \right) \sin \frac{\delta}{2} \tag{7.60}
\]

The brightness on the monitor will be proportional to the voltage signal \( \Delta V \) (difference signal) from the detector, and hence
\[
B = 4\varphi a_1(x,y)a_2(x,y)\left| \sin \left( \phi + \frac{\delta}{2} \right) \sin \frac{\delta}{2} \right| \tag{7.61}
\]
where \( \varphi \) is the constant of proportionality. As \( \delta \) varies, \( \sin(\delta/2) \) will vary between \(-1\) and \(1\). The negative values of \( \sin(\delta/2) \) will appear dark on the monitor, resulting in loss of signal. This loss is avoided by rectifying the signal before it is sent to the monitor. The brightness \( B \) is thus given by
\[
B = 4\varphi a_1(x,y)a_2(x,y)\left| \sin \left( \phi + \frac{\delta}{2} \right) \sin \frac{\delta}{2} \right| \tag{7.62}
\]
The brightness will be zero when \( \delta/2 = m\pi \), that is, \( \delta = 2m\pi \), with \( m = 0, \pm 1, \pm 2, \ldots \). This means that the speckle regions in the speckle pattern that are correlated will appear dark. This is due to the difference operation. Also as a result of this operation, undesirable terms are eliminated. Phase-shifting is easily incorporated by reflecting the reference wave from a PZT-mounted mirror.

### 7.28.2 In-Plane Displacement Measurement

In-plane displacement can be measured using the arrangement due to Leendertz. The sensitivity can be varied by changing the interbeam angle. Unfortunately, the configurations based on aperturing the lens do not work in ESPI, because the fringe pattern generated by the pair of apertures is not resolved by the CCD camera.

### 7.28.3 Vibration Analysis

ESPI is an excellent tool for studying vibration modes of an object. It can be used to measure extremely small, moderate, and large vibration amplitudes. The arrangement used is the one suited for out-of-plane displacement measurement. The object is excited acoustically or by directly attaching PZT that is run through a function generator, thereby scanning a large frequency range over which the response of the object can be studied. Since the video rates are very slow compared with the resonance
frequencies, the pattern observed on the monitor represents time-average fringes. The intensity distribution is given by

\[ J_0 \left( \frac{4\pi}{\lambda} A(x,y) \right)^2 \]

where \( A(x,y) \) is the amplitude of vibration. However, when the reference wave is also modulated at the frequency of object excitation, the intensity distribution in the fringe pattern can be expressed as

\[ I(x,y) \propto \left[ J_0 \left( \frac{4\pi}{\lambda} \left[ (A(x,y))^2 + a_r^2 - 2A(x,y)a_r \cos(\phi - \phi_r) \right]^{1/2} \right) \right]^2 \] (7.63)

where \( a_r \) and \( \phi_r \) are the amplitude and phase of the reference mirror. Obviously, when the object and reference mirror vibrate in phase, the intensity distribution is proportional to

\[ \left[ J_0 \left( \frac{4\pi}{\lambda} [A(x,y) - a_r] \right) \right]^2 \]

The zero-order fringe now occurs where \( A(x,y) = a_r \). Therefore, large amplitudes of vibration can be measured. However, if very small vibration amplitudes are to be measured, the frequency of reference-wave modulation is taken slightly different to that of the object vibration, but still within the video frequency. Because of this, the phase of the reference wave varies with time. The intensity distribution is now proportional to

\[ \left[ J_0 \left( \frac{4\pi}{\lambda} \left[ (A(x,y))^2 + a_r^2 - 2A(x,y)a_r \cos[\phi - \phi_r(t)] \right]^{1/2} \right) \right]^2 \]

Since the phase \( \phi_r(t) \) varies with time, the argument of the Bessel function varies between \( A(x,y) + a_r \) and \( A(x,y) - a_r \), and hence the intensity on the monitor will fluctuate. However, if \( A(x,y) = 0 \), then the argument of the Bessel function remains constant and there is no fluctuation or flicker. Only at those locations where the flicker occurs will the amplitude of vibration be nonzero, thereby allowing very small vibration amplitudes to be detected.

### 7.28.4 Measurement on Small Objects

EPSI has been used for studying the performance of a variety of objects, ranging in size from large to small. However, there is considerable interest in evaluating the performance of small size objects particularly microelectromechanical systems (MEMS) in real time. MEMS are the result of the integration of mechanical elements, sensors, actuators, and electronics on a common silicon substrate through microfabrication technology. They are used in a number of fields, including telecommunications, computers, aerospace, automobiles, biomedical, and micro-optics. ESPI
for the inspection and characterization of MEMS should not alter the integrity or the mechanical behavior of the devices. Since MEMS have an overall size up to few millimeters, a high-spatial-resolution measuring system is required; that is, a long-working-distance microscope with a combination of different magnification objective lenses is incorporated in ESPI. A schematic of a configuration for microscopic ESPI is shown in Figure 7.23a. Instead of a normal camera lens for imaging, a long-working-distance microscope is used for imaging on the CCD array. Phase-shifting is accomplished by a PZT-driven mirror. The MEMS device chosen for study in this example is a pressure transducer. The diaphragm is normally etched out in silicon; the deflection of the diaphragm due to application of pressure is measured using Wheatstone circuitry. However, the deflection profile can be measured using ESPI. ESPI is, in fact, used to calibrate the pressure transducer. Figure 7.23b–d show the results of measurement when pressure is applied to the sensor in between two frames captured by a CCD array camera. Figure 7.23e shows the deflection profile of the pressure sensor.

7.28.5 Shear ESPI Measurement

Again, only the Michelson-interferometer-based shear configurations can be used in ESPI. Other methods of shearing, such as aperture masks with wedges, produce fringes in speckles that are too fine to be resolved by a CCD detector. As mentioned earlier, the fringe pattern carries information about the derivatives of the in-plane and out-of-plane components. This can be seen from the expression

$$\delta \approx \frac{2\pi}{\lambda} \left[ \sin \theta \frac{\partial d_x}{\partial x} + (1 + \cos \theta) \frac{\partial d_z}{\partial x} \right] \Delta x_o$$

where $\theta$ is the angle that the illumination beam makes with the $z$ axis. Obviously, pure partial slope fringes are obtained when $\theta = 0$.

When an in-plane-sensitive configuration is used and shear ESPI is performed, it is possible to obtain both strain and partial slope fringe patterns. Assuming illumination by one beam at a time, we can express the phase difference introduced by deformation in a shear ESPI set-up as

$$\delta_1 \approx \frac{2\pi}{\lambda} \left[ \sin \theta \frac{\partial d_x}{\partial x} + (1 + \cos \theta) \frac{\partial d_z}{\partial x} \right] \Delta x_o$$

$$\delta_2 \approx \frac{2\pi}{\lambda} \left[ -\sin \theta \frac{\partial d_x}{\partial x} + (1 + \cos \theta) \frac{\partial d_z}{\partial x} \right] \Delta x_o$$

Obviously, when we subtract these two expressions, we obtain strain fringes, and if we add them, we obtain partial slope fringes.

7.29 Contouring in ESPI

All of the contouring methods discussed in Chapter 6 (Section 6.1.8) can be easily incorporated in ESPI. We give a brief account of these methods and show how they can be adopted in ESPI.
7.29.1 Change of Direction of Illumination

The object is illuminated by a diverging wave from a point source and the usual ESPI set-up is used. The first frame is grabbed and stored. The illumination point source is shifted laterally slightly so as to change the direction of illumination. The second frame captured is now subtracted from the stored frame, and the contour fringes are displayed on the monitor. The contour interval is given by

\[
\frac{\lambda L}{2 \sin \theta \Delta s} = \frac{\lambda}{2 \sin \theta \Delta \phi}
\]  

(7.64)
where $\Delta s$ is the lateral shift of the point source that causes an angular shift of $\Delta \phi$ and $L$ is the distance between the point source and object plane.

### 7.29.2 Change of Wavelength

The dual-wavelength method requires two sources of slightly different wavelength or a single source that can be tuned. Two frames are grabbed and subtracted, each frame with one of the wavelengths of light. The true depth contours separated by $\Delta z$ are generated by this method, where the separation $\Delta z$ is given by

$$
\Delta z = \frac{\lambda_{\text{eff}}}{2} = \frac{\lambda_1 \lambda_2}{2|\lambda_1 - \lambda_2|}
$$

(7.65)

where $\lambda_{\text{eff}}$ is the effective (synthetic) wavelength.

### 7.29.3 Change of Medium Surrounding the Object

Here, the medium surrounding the object is changed between exposures. Subtraction yields true depth contours. In fact, the method is equivalent to the dual-wavelength method, since the wavelength in the medium changes when its refractive index is changed. We can thus arrive at the same result by writing the wavelength in terms of the refractive index and the vacuum wavelength. The contour interval $\Delta z$ is given by

$$
\Delta z = \frac{\lambda}{2|n_1 - n_2|} = \frac{\lambda}{2\Delta n}
$$

(7.66)

Here, $\Delta n$ is the change in refractive index when one medium is replaced by the other.

### 7.29.4 Tilt of the Object

This is a new contouring method, and is applicable to speckle interferometry only. In this method, an in-plane sensitive configuration is used, that is, Leendertz’s configuration. The object is rotated by a small amount between exposures. This converts the depth information, due to rotation, into an in-plane displacement to which the set-up is sensitive. The depth contour interval $\Delta z$ is given by

$$
\Delta z = \frac{\lambda}{2 \sin \theta \sin \Delta \phi} \approx \frac{\lambda}{2 \sin \theta \Delta \phi}
$$

(7.67)

where $2\theta$ is the interbeam angle of the illumination waves and $\Delta \phi$ is the angle of rotation. Several modifications of this technique have been published.

### 7.30 Special Techniques

#### 7.30.1 Use of Retro-Reflective Paint

One of the features of speckle techniques is that they can be performed with surfaces without any treatment. However, treatment of the surfaces does help in several
cases: for example, coating a dark surface with white paint improves the contrast of fringes. However, when a retro-reflective paint is used, it is possible to essentially enhance the sensitivity of in-plane measurement by a factor of two. The sensitivity remains practically unchanged for out-of-plane displacement measurements. Figure 7.24 shows a schematic of the experimental arrangement to measure the in-plane displacement component.

It can easily be shown that the phase change introduced due to deformation can be written as

$$\delta = \frac{2\pi}{\lambda} 4d_x \sin \theta$$

This shows that the sensitivity is enhanced by a factor of two. It can be seen that this arrangement can also be used for shear ESPI. The shear is introduced by tilting one of the mirrors. The phase difference introduced is given by

$$\delta_2 \approx \frac{2\pi}{\lambda} \left[ 4d_x \sin \theta + 2 \left( \sin \theta \frac{\partial d_x}{\partial x} + \cos \theta \frac{\partial d_y}{\partial x} \right) \Delta x_0 \right]$$  \hspace{1cm} (7.68)$$

It can be seen that there is increased sensitivity for the in-plane derivative but almost no change of sensitivity for the out-of-plane displacement derivative.

### 7.31 SPATIAL PHASE-SHIFTING

It has been pointed out that if the object wave changes during the time interval required for temporal phase shifting, the results of such a measurement are likely to be grossly erroneous. In such a situation, one uses spatial phase-shifting where the information is extracted from a single interferogram. This requires the presence of carrier fringes. Fortunately, these can easily be introduced in Duffy’s set-up. The fringe period can also be varied. Moreover, it has been shown that the sensitivity of Duffy’s configuration can also be increased. Therefore, this arrangement is best suited for spatial
phase-shifting. It has been used to carry out spatial phase-shifting for measuring in-plane displacement, out-of-plane displacement, and shear measurement, as well as for contouring.
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So far, we have described techniques that are based on interference or diffraction of light, and even on the geometrical theory of light. The phenomena of interference and diffraction are manifestations of wave nature, and hence are not peculiar to light alone. On the other hand, light falls in a very small portion of a very wide electromagnetic spectrum. Electromagnetic waves are transverse waves: the electric and magnetic field vectors are orthogonal and vibrate perpendicular to the direction of propagation in free space or in an isotropic medium. In fact, the electric field vector $\mathbf{E}$, magnetic field vector $\mathbf{B}$, and propagation vector form an orthogonal triplet. Photo effects, such as vision and recording of images on a photographic emulsion, are attributable to $\mathbf{E}$, and hence when dealing with light, we shall be concerned only with this field vector and not with $\mathbf{B}$.

Let us consider a plane wave propagating along the $z$ direction, with the electric vector confined to the $(y, z)$ plane. The tip of the electric vector describes a line in the $(y, z)$ plane as the wave propagates. The $(y, z)$ plane is called the plane of vibration and the $(x, z)$ plane the plane of polarization. Such a wave is called a plane polarized wave. The light emitted by an incandescent lamp or a fluorescent tube is not plane polarized, since the waves emitted by the source, although plane polarized, are randomly oriented. Such a wave is called unpolarized or natural light. We can obtain polarized light from unpolarized light. This will be discussed in Section 8.4.

### 8.1 SUPERPOSITION OF TWO-PLANE POLARIZED WAVES

Let us consider two orthogonally polarized plane waves propagating in the $z$ direction: in one wave, the $\mathbf{E}$ vector is vibrating along the $y$ direction and the other along the $x$ direction. These waves are described as follows:

$$E_y(z; t) = E_{0y} \cos(\omega t - kz + \delta_y)$$

$$E_x(z; t) = E_{0x} \cos(\omega t - kz + \delta_x)$$

where $\delta_y$ and $\delta_x$ are the phases of the waves. These waves satisfy the wave equation. Owing to the superposition principle, the sum of the waves will also satisfy the wave equation. In general, a wave will have both $x$ and $y$ components and can be written as

$$\mathbf{E}(z; t) = iE_x(z; t) + jE_y(z; t)$$
We wish to find out what track the tip of the electric vector traces when the waves are superposed. To do this, we introduce a variable $\tau = \omega t - kz$ and express the plane waves as

$$E_y(z; t) = E_{0y} \left( \cos \tau \cos \delta_y - \sin \tau \sin \delta_y \right)$$
$$E_x(z; t) = E_{0x} \left( \cos \tau \cos \delta_x - \sin \tau \sin \delta_x \right)$$

From these equations, we obtain

$$\frac{E_y}{E_{0y}} \sin \delta_x - \frac{E_x}{E_{0x}} \sin \delta_y = \cos \tau \sin (\delta_x - \delta_y) \quad (8.4a)$$
$$\frac{E_y}{E_{0y}} \cos \delta_x - \frac{E_x}{E_{0x}} \cos \delta_y = \sin \tau \sin (\delta_x - \delta_y) \quad (8.4b)$$

Squaring both the left-hand and right-hand sides of Equations 8.4a,b and summing them, we obtain

$$\left( \frac{E_y}{E_{0y}} \right)^2 + \left( \frac{E_x}{E_{0x}} \right)^2 - 2 \frac{E_y}{E_{0y}} \frac{E_x}{E_{0x}} \cos \delta = \sin^2 \delta \quad (8.5)$$

where $\delta = \delta_x - \delta_y$. This equation represents an ellipse. The ellipse is inscribed in a rectangle of sides $2E_{0y}$ and $2E_{0x}$ that are parallel to the $y$ and $x$ axes, respectively. Hence, in the general case of the propagation of a monochromatic wave, the tip of its electric vector traces out an ellipse in any $z$ plane. Such a wave is called elliptically polarized. Since it is a propagating wave, the tip of the $E$ vector traces out a spiral. The tip of the $E$ vector can rotate either clockwise or anticlockwise in the plane. These cases are termed right-hand polarization (the $E$ vector rotates clockwise when facing the source of light) and left-hand polarization (the $E$ vector rotates anticlockwise when facing the source), respectively.

It can be shown that the direction of rotation is governed by the sign of the phase difference $\delta$. Let us consider a moment of time $t_0$ when $\omega t_0 - kz + \delta_y = 0$. At this moment, $E_y = E_{0y}$ and $E_x = E_{x0} \cos (\delta_x - \delta_y) = E_{x0} \cos \delta$ and $dE_x/dt = -\omega E_{x0} \sin \delta$. The rate of change of $E_x$, $dE_x/dt$, is negative when $0 < \delta < \pi$ and positive when $\pi < \delta < 2\pi$. Obviously, the former case corresponds to the right-hand polarized wave and the latter to the left-hand polarized wave.

There are two special cases of elliptical polarization, which are known as plane or linear polarization and circular polarization. Various polarization states of light are shown in Figure 8.1.

### 8.2 LINEAR POLARIZATION

When the phase difference between the two waves is a multiple of $\pi$, we obtain a linearly polarized wave. When both waves are in phase (i.e., $\delta = 2m\pi$, with $m = 0, 1, 2$), the $E$ vector traces a line in the first and third quadrants. When they are in antiphase (i.e., $\delta = (2m + 1)\pi$), the $E$ vector traces a line in the second and fourth quadrants.
8.3 CIRCULAR POLARIZATION

When the phase difference between the two waves is an odd multiple of $\pi/2$ [i.e., $\delta = (2m + 1)\pi/2$], the wave is elliptically polarized, but its major and minor axes are now aligned parallel to the $x$ and $y$ axes. However, if the amplitudes of the two waves are equal, then it becomes a circularly polarized wave. It is right-hand circularly polarized if the phase difference is $\pi/2, 5\pi/2, 9\pi/2, \ldots$ and left-hand circularly polarized when $\delta = 3\pi/2, 7\pi/2, 11\pi/2, \ldots$. Therefore, two conditions must be met to obtain circularly polarized light: the phase difference must be an odd multiple of $\pi/2$ and the amplitudes of the waves must be equal.

8.4 PRODUCTION OF POLARIZED LIGHT

Natural light is unpolarized, with the $E$ vector taking all possible orientations randomly. We can, however, resolve the $E$-vector orientations into two components: one oscillating in the plane of incidence (p-polarized) and the other orthogonal to this (s-polarized). The amplitudes of these components at any instant are equal. It can also be seen that, in general, it is possible to obtain elliptically polarized wave by introducing a phase difference between the orthogonally polarized components. However, most often a linearly polarized wave is required. Fortunately, there are a number of ways to obtain a linearly polarized wave from natural light. These methods are based on

1. Reflection at a dielectric interface
2. Refraction at a dielectric interface
3. Double refraction
4. Dichroism
5. Scattering

Of these, the first four methods are used for making practical polarizers—the devices that produce linearly polarized light wave from natural light.

### 8.4.1 Reflection

When a beam of light is incident on the air–dielectric interface at an angle of incidence $\theta_B$, called the Brewster angle, the reflected beam is linearly polarized: the $E$ vector oscillates in the plane perpendicular to the plane of incidence. This is also called a p-polarized beam. The transmitted beam is partially polarized. The Brewster angle $\theta_B$ is governed by the refractive index $n$ of the dielectric medium. For reflection at an air-dielectric interface, it is given by the relation

$$\tan \theta_B = n$$

It may be noted that reflection at $\theta_B$ at an air–dielectric interface fixes the direction of vibration of the electric vector in the reflected beam, and hence is used for calibration of polarizers, among other things.

### 8.4.2 Refraction

As mentioned earlier, when the light is incident at the angle $\theta_B$, the reflected beam is p-polarized and the transmitted beam is partially polarized. The transmitted beam has less of a p-component, since some of this has been removed by reflection at the angle $\theta_B$. However, if several successive reflections are allowed at a number of plane parallel plates aligned at $\theta_B$, most of the p-polarized light will be removed by reflection, and the transmitted beam is then s-polarized. Such a polarizer is known as a pile-of-plates polarizer. This polarizer is often used with high-power lasers.

### 8.4.3 Double Refraction

There is a class of crystals in which an incident beam is decomposed into two linearly orthogonally polarized beams inside the crystal. The structure of the crystal supports two orthogonally polarized beams. These are anisotropic crystals. In such crystals, there is a direction along which there is no decomposition. This is known as the optic axis. Some crystals have only one optic axis, and are called uniaxial crystals; others have two optic axes, and are called biaxial crystals. From the point of view of polarizers or other polarization components, uniaxial crystals are of importance, and hence we will discuss them in more detail. Two well-known examples of uniaxial crystals are calcite and quartz.

Let us consider a plate of a uniaxial crystal on which a beam of light is obliquely incident. This beam is decomposed into two orthogonally polarized beams inside the plate. One beam obeys Snell’s law of refraction, and is called the ordinary beam
(o-beam); the other beam does not obey this law, and is called the extra-ordinary beam (e-beam). The refractive index \(n_o\) of the o-beam is independent of the direction of propagation, whereas that of the e-beam, \(n_e\), varies with this direction, taking extreme values in a direction orthogonal to the optic axis. If \(n_o > n_e\), the crystal is a negative uniaxial crystal; calcite is one such crystal (\(n_o = 1.658\) and \(n_e = 1.486\) for the yellow sodium wavelength). The quartz crystal is a positive uniaxial crystal, since \(n_e > n_o\) (\(n_o = 1.544\) and \(n_e = 1.553\)). The optic axis is a slow axis in calcite, and the axis orthogonal to this is a fast axis. The \(E\) vector in the o-beam oscillates in a plane that is perpendicular to the principal section of the crystal. The principal section contains the optic axis and the direction of propagation. The \(E\) vector of the e-beam lies in the principal plane.

Since there are two linearly polarized beams inside the crystal, it is easy to obtain a linearly polarized beam by eliminating one of these beams. Fortunately, owing to the angle-dependent refractive index of the e-beam and the availability of media of refractive index intermediate to \(n_o\) and \(n_e\), it is possible to remove the o-beam by total internal reflection in a calcite crystal. One of the early devices based on this principle is the Nicol prism. Its more versatile companion is a Glan–Thompson prism, which is shown in Figure 8.2. It has two halves, cemented by Canada balsam. When an unpolarized beam is incident on the polarizer, the outgoing light beam is linearly polarized. However, a linearly polarized beam will be completely blocked if the transmission axis of the polarizer is orthogonal to the beam. Polarizers obtained from anisotropic crystals are generally small, but have very high extinction ratios. Such polarizers are not generally used for photo-elastic work, which requires large polarizers, since photo-elastic models are usually moderately large.

### 8.4.3.1 Phase Plates

Besides obtaining polarizers from these crystals, we can also obtain phase plates. These produce a fixed but wavelength-dependent phase difference between the two components. Let us consider a plane parallel plate of a uniaxial crystal with the optic axis lying in the surface of the plate. A linearly polarized beam is incident normally on this plate. This beam is decomposed into two beams, which propagate with different velocities along the slow and fast axes of the plate. Let the refractive indices along these axes be \(n_o\) and \(n_e\), respectively. A plate of thickness \(d\) will introduce a path difference \(|(n_o - n_e)d|\) between the two waves. Therefore, any required path difference
can be introduced between two waves by an appropriate choice of plate thickness of a given anisotropic crystal.

8.4.3.2 Quarter-Wave Plate

In a quarter-wave plate, the plate thickness \( d \) is chosen so as to introduce a path difference of \( \lambda/4 \) or an odd multiple thereof, that is, \((2m + 1)\lambda/4\), where \( m \) is an integer. In other words, such a plate introduces a phase difference of a quarter-wave. Therefore,

\[
d = \frac{2m + 1}{|n_o - n_e|} \frac{\lambda}{4}
\]

For a half-wave plate, the path difference introduced is \( \lambda/2 \) or \((2m + 1)\lambda/2\).

A quarter-wave plate is used to convert a linearly polarized beam into a circularly polarized beam. It is oriented such that the \( E \) vector of the incident beam makes an angle of 45\( ^\circ \) with either the fast or the slow axis of the quarter-wave plate. The components in the plate are then of equal amplitude, and the plate introduces a path difference of \( \lambda/4 \) between these components. The outgoing beam is thus circularly polarized. The handedness of circular polarization can be changed by rotating the plate by 90\( ^\circ \) about the axis of the optical beam.

8.4.3.3 Half-Wave Plate

A half-wave plate, on the other hand, rotates the plane of a linearly polarized beam. For example, if a beam of linearly polarized light with its azimuth 45\( ^\circ \) is incident on a half-wave plate, its azimuth is rotated by 90\( ^\circ \). In other words, the beam emerges still linearly polarized, but the orientation of the \( E \) vector is rotated by 90\( ^\circ \).

8.4.3.4 Compensators

Phase plates are devices that introduce fixed phase differences. In some applications, it is necessary either to introduce a path difference that could be varied or to compensate for a path difference. This is achieved by compensators. There are two well-known compensators: the Babinet and the Soleil–Babinet compensators. The Babinet compensator consists of two wedge plates with their optic axes orthogonal to each other, as shown in Figure 8.3a. The role of the o- and e-beams changes when the beams pass from one wedge to the other. The path difference introduced by the compensator is given by \( |n_o - n_e|[(d_2(y) - d_1(y)] \), where \( d_2(y) \) and \( d_1(y) \) are the thicknesses of the two wedge plates at any position \((0, y)\). Obviously, the path difference varies along the \( y \) direction on the wedge plate.

If a constant path difference between the two beams is required, the Soleil–Babinet compensator (Figure 8.3b) is used. This again consists of two elements: one is a plate and the other is a combination of two identical wedge plates forming a plane parallel plate. The optic axes in the plate and the wedge combination are orthogonal. The thickness of the plate formed as a result of the wedge combination is varied by sliding one wedge over the other. Thus, the thickness difference \( d_2 - d_1 \) remains constant over the whole surface, where \( d_2 \) and \( d_1 \) are the thicknesses of the plate and the wedge combination, respectively.
8.4.4 Dichroism

There are anisotropic crystals that are characterized by different absorption coefficients with respect to o- and e-beams. For example, a tourmaline crystal strongly absorbs an o-beam. Therefore, we can obtain an e-polarized beam when a beam of natural light passes through a sufficiently thick plate of this crystal. Very large polarizers based on selective absorption are available as sheets, and are known as sheet polarizers or Polaroids. These are the ones often used in photo-elastic work.

8.4.5 Scattering

Light scattered by particles is partially polarized. However, polarizers based on scattering are not used in practice.

8.5 Malus’s Law

Consider a linearly polarized light beam incident on a polarizer. The \( \mathbf{E} \) vector of the beam makes an angle \( \theta \) with the transmission axis of the polarizer. The beam is resolved into two components, one parallel to the transmission axis and the other perpendicular to it. The component perpendicular to the transmission axis is blocked. Therefore, the amplitude of the light transmitted by the polarizer is \( E(\theta) = E_0 \cos \theta \).

Hence, the intensity of the transmitted light is given by \( I(\theta) = I_0 \cos^2 \theta \), where \( I_0 \) is the intensity of the incident beam. This is a statement of Malus’s law. It can be seen that a polarizer could also be used as an attenuator in the beam.

8.6 The Stress-Optic Law

The phenomenon of double refraction or optical anisotropy may also occur in certain isotropic materials, such as glass and plastics, when subjected to stress or strain. This condition is temporary, and disappears when the stress is removed. This phenomenon was first observed by Brewster, and forms the basis of photoelasticity. In photoelasticity, models of objects are cast or fabricated from isotropic materials, and are
then subjected to stress. The stress produces physical deformations that completely alter the initial isotropic character of the material. We can then characterize the material with three principal refractive indices, which are along the principal axes of the stress.

The relationship between the principal indices of refraction $n_i$ of a temporary birefringent material and the principal stresses $\sigma_i$ were formulated by Maxwell, and are given by

\begin{align}
  n_1 - n_0 &= C_1 \sigma_1 + C_2 (\sigma_2 + \sigma_3) \\
  n_2 - n_0 &= C_1 \sigma_2 + C_2 (\sigma_3 + \sigma_1) \\
  n_3 - n_0 &= C_1 \sigma_3 + C_2 (\sigma_1 + \sigma_2)
\end{align}

where $n_0$ is the refractive index of the unstressed (isotropic) material and $C_1$, $C_2$ are constants depending on the material.

For materials under general triaxial stress, the stress-optic law is expressed as

\begin{align}
  n_1 - n_2 &= C (\sigma_1 - \sigma_2) \\
  n_2 - n_3 &= C (\sigma_2 - \sigma_3) \\
  n_1 - n_3 &= C (\sigma_1 - \sigma_3)
\end{align}

where $C = C_1 - C_2$ is the stress-optic coefficient of the photo-elastic material.

Let us now consider a plate of isotropic material. This could be subjected to either (a) a uniaxial state of stress or (b) a biaxial state of stress. In the first case, $\sigma_2 = \sigma_3 = 0$, and hence $n_2 = n_3$. The stress-optic law takes the very simple form

\begin{equation}
  n_1 - n_2 = C \sigma_1
\end{equation}

The plate behaves like a uniaxial crystal. When the plate is subjected to a biaxial state of stress (i.e., $\sigma_3 = 0$), the stress-optic law takes the form

\begin{align}
  n_1 - n_2 &= C (\sigma_1 - \sigma_2) \\
  n_2 - n_3 &= C \sigma_2 \\
  n_1 - n_3 &= C \sigma_1
\end{align}

The plate behaves like a biaxial crystal.

Now let us assume that a beam of linearly polarized light of wavelength $\lambda$ is incident normally on a plate of photo-elastic material of thickness $d$. Within the plate, there are two linearly polarized beams, one vibrating in the $(x, z)$ plane and the other in the $(y, z)$ plane. While traversing the plate, these two waves acquire a phase difference, the value of which at the exit surface is given by

\begin{equation}
  \delta = \frac{2\pi}{\lambda} |n_1 - n_2| d = \frac{2\pi C}{\lambda} (\sigma_1 - \sigma_2) d
\end{equation}
The phase change $\delta$ depends linearly on the difference of the principal stresses, on the thickness of the plate, and inversely on the wavelength of light used. If the beam strikes the plate at an angle $\theta$, the phase difference is given by

$$\delta = \frac{2\pi C}{\lambda} \left( \sigma_1 - \sigma_2 \cos^2 \theta \right) d \sec \theta \quad (8.11)$$

In photo-elastic practice, it is more convenient to write Equation 8.10 in the form

$$\sigma_1 - \sigma_2 = \frac{mf}{d} \quad (8.12)$$

where $m = \delta/2\pi$ is the fringe order and $f = \lambda/C$ is the material fringe value for a given wavelength of light. This relationship is known as the stress-optic law.

The principal stress difference $\sigma_1 - \sigma_2$, in a two-dimensional model, can be determined by measuring the fringe order $m$, if the material fringe value $f$ of the material is known or obtained by calibration. The fringe order at each point in the photo-elastic model can be measured by observing the model in a polariscope.

At this juncture, it should be mentioned that a plate of thickness $d$ and refractive index $n_0$ introduces a phase delay of $k(n_0 - 1)d$; $k = 2\pi/\lambda$. When the plate is stressed, the linearly polarized components travel with different speeds and acquire phase delays $k(n_1 - 1)d_1$ and $k(n_2 - 1)d_1$, where $d_1$ is the thickness of the stressed plate and is related to the thickness $d$ of the unstressed plate by

$$d_1 = d\left[1 - \frac{v}{E}(\sigma_1 + \sigma_2)\right] \quad (8.13)$$

where $E$ and $v$ are the Young’s modulus and Poisson’s ratio of the material. This change in thickness, $d_1 - d$, is very important in interferometry and also in holophotoelasticity.

### 8.7 THE STRAIN-OPTIC LAW

The stress-strain relationships for a material exhibiting perfectly linear elastic behavior under a two-dimensional state of stress are:

$$\varepsilon_1 = \frac{1}{E} (\sigma_1 - v\sigma_2) \quad (8.14a)$$

$$\varepsilon_2 = \frac{1}{E} (\sigma_2 - v\sigma_1) \quad (8.14b)$$

From Equations 8.14a,b, the difference between the principal stresses is

$$\sigma_1 - \sigma_2 = \frac{E}{1 + v}(\varepsilon_1 - \varepsilon_2) \quad (8.15)$$

Substituting this into the stress-optic law, we obtain

$$\varepsilon_1 - \varepsilon_2 = \frac{mf}{d} \quad (8.16)$$
where \( f_\varepsilon = f_o(1 + \nu)/E \) is the material fringe value in terms of strain. The relationship given in Equation 8.16 is known as the strain-optic law in photoelasticity.

### 8.8 METHODS OF ANALYSIS

The optical system most often used for stress analysis is a polariscope. It takes a variety of forms, depending on the end use. However, in general, a polariscope consists of a light source, a device to produce polarized light called a polarizer, a model, and a second polarizer called an analyzer. In addition, it may contain a set of lenses, quarter-wave plates, and photographic or recording equipment. We will discuss the optical systems of plane polariscopes and circular polariscopes.

#### 8.8.1 PLANE POLARISCOPE

The plane polariscope consists of a light source, a light filter, collimating optics to provide a collimated beam, a polarizer, an analyzer, a lens and photographic equipment as shown in Figure 8.4. The model is placed between the polarizer and the analyzer. The polarizer and the analyzer are crossed, thus producing a dark field.

Let the transmission axis of the polarizer be along the \( y \) direction. The amplitude of the wave just behind the polarizer is given by

\[
E_y(z; t) = E_0y \cos(\omega t - kz)
\]

where \( k = 2\pi/\lambda \). The field incident on the model is also given by this expression, except that \( z \) refers to the plane of the model. Let us also assume that one of the principal stress directions makes an angle \( \alpha \) with the transmission direction of the polarizer (i.e., the \( y \) axis). The incident field just at the entrance face of the model splits into two components that are orthogonally polarized and vibrate in the planes of \( \sigma_1 \) and \( \sigma_2 \). The amplitudes of these components are \( E_{0y} \cos \alpha \) and \( E_{0y} \sin \alpha \), respectively.

![FIGURE 8.4 Schematic of a plane polariscope.](image-url)
The amplitudes of these components at the exit face of the model are

\[ E_1(z; t) = E_{0y} \cos \alpha \cos(\omega t - kz - k(n_1 - 1)d) = E_{0y} \cos \alpha \cos(\omega t - kz + \delta_y) \]  
(8.17a)

\[ E_2(z; t) = E_{0y} \sin \alpha \cos(\omega t - kz - k(n_2 - 1)d) = E_{0y} \sin \alpha \cos(\omega t - kz + \delta_y - \delta) \]  
(8.17b)

The model introduces a phase difference

\[ \delta = \frac{2\pi}{\lambda} (n_1 - n_2)d = \frac{2\pi}{f_\sigma} (\sigma_1 - \sigma_2)d \]

between these components. The analyzer resolves these components further into components along and perpendicular to its direction of transmission, which is along the \( x \) direction. The components along the direction of transmission are allowed through, and produce a photo-elastic pattern, while those in the orthogonal direction are blocked. The net transmitted amplitude is

\[ E_1 \sin \alpha - E_2 \cos \alpha = \frac{E_{0y}}{2} \sin 2\alpha \left[ \cos(\omega t - kz + \delta_y) - \cos(\omega t - kz + \delta_y - \delta) \right] \]

\[ = E_{0y} \sin 2\alpha \sin \left( \frac{\delta}{2} \right) \sin \left( \omega t - kz + \delta_y - \frac{\delta}{2} \right) \]  
(8.18)

This also represents a wave of amplitude \( E_{0y} \sin 2\alpha \sin(\delta/2) \) propagating along the \( z \) direction. The intensity of this wave is therefore

\[ I = E_{0y}^2 \sin^2 2\alpha \sin^2 \left( \frac{\delta}{2} \right) = I_0 \sin^2 2\alpha \sin^2 \left[ \frac{\pi(\sigma_1 - \sigma_2)d}{f_\sigma} \right] \]  
(8.19)

The intensity of the transmitted beam is governed by \( \alpha \), the orientation of the principal stress direction with respect to the polarizer’s transmission axis, and the phase retardation \( \delta \). The transmitted intensity will be zero when \( \sin 2\alpha \sin(\delta/2) = 0 \). In other words, the transmitted intensity is zero when either \( \sin 2\alpha = 0 \) or \( \sin(\delta/2) = 0 \). When \( \sin 2\alpha = 0 \), the angle \( \alpha = 0 \) or \( \pi/2 \). In either case, one of the principal stress directions is aligned with the polarizer’s transmission axis. Therefore, these dark fringes give the directions of the principal stresses at any point on the model, and are known as isoclinics or isoclinic fringes.

When \( \sin(\delta/2) = 0 \), \( \delta = 2m\pi \), or

\[ \sigma_1 - \sigma_2 = \frac{mf_\sigma}{d} \]  
(8.20)

The transmitted intensity is zero when \( \sigma_1 - \sigma_2 \) is an integral multiple of \( f_\sigma/d \). Therefore, the fringes are loci of constant \( \sigma_1 - \sigma_2 \), and are referred to as isochromatics. The adjacent isochromatics differ by \( f_\sigma/d \). When white light is used for illumination of the model, these fringes are colored; each color corresponds to a constant value of \( \sigma_1 - \sigma_2 \), hence the name isochromatics.
It can be seen that both the isoclinics and the isochromatics appear simultaneously in a plane polariscope. It is desirable to separate these fringe patterns. A circular polariscope performs this function and provides only isochromatics.

The isoclinics are the loci of points at which the directions of the principal stresses are parallel to the transmission axes of the polarizer and the analyzer. The isoclinic pattern is independent of the magnitude of the load applied to the model and the material fringe value. When white light is used for illumination, the isoclinics appear dark in contrast to the isochromatics, which, with the exception of the zero-order fringe, are colored. In regions where the directions of the principal stresses do not vary greatly from point to point, the isoclinics appear as wide diffuse bands. The isoclinics do not intersect each other except at an isotropic point, which is a point where the principal stresses are equal in magnitude and sign, that is, $\sigma_1 - \sigma_2 = 0$. Further, at a point on a shear-free boundary where the stress parallel to the boundary has a maximum or a minimum value, the isoclinic intersects the boundary orthogonally.

### 8.8.2 CIRCULAR POLARISCOPE

It can be seen that the isoclinics appear because a linearly polarized light wave is incident on the model. They will disappear if the light incident on the model is circularly polarized. Therefore, a circular polarizer, which is a combination of a linear polarizer and a quarter-wave plate at 45° azimuth, is required. Further, to analyze this light, we also need a circular analyzer. Therefore, a circular polariscope consists of a light source, collimating optics, a polarizer, two quarter-wave plates, an analyzer, and recording optics, as shown in Figure 8.5.

The model is placed between the two quarter-wave plates. Since these plates are designed with slow and fast axes, they can be arranged in two ways, namely with axes parallel or with axes crossed. Similarly, the transmission axes of the polarizer and the analyzer can be parallel or crossed. Therefore, there are four ways of assembling a

---

**FIGURE 8.5** Schematic of a circular polariscope: P, polarizer; Q₁, Q₂, quarter-wave plates; M, model; A, analyzer; for other symbols, see text.
TABLE 8.1
Four Configurations of a Circular Polariscope

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Polarizer and Analyzer Axes</th>
<th>Quarter-Wave Plate Axes</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Parallel</td>
<td>Parallel</td>
<td>Dark</td>
</tr>
<tr>
<td>2</td>
<td>Parallel</td>
<td>Crossed</td>
<td>Dark</td>
</tr>
<tr>
<td>3</td>
<td>Crossed</td>
<td>Parallel</td>
<td>Bright</td>
</tr>
<tr>
<td>4</td>
<td>Crossed</td>
<td>Crossed</td>
<td>Bright</td>
</tr>
</tbody>
</table>

circular polariscope: two of these configurations give a dark field and the remaining two a bright field at the output, as shown in Table 8.1.

We now consider a configuration that has the analyzer and the polarizer crossed and the quarter-wave plates in parallel, resulting in a bright-field output.

Let the transmission axis of the polarizer be along the $y$ direction. The field transmitted by the polarizer is given by

$$E_y(z; t) = E_{0y} \cos(\omega t - kz)$$

This field is split into two components, which propagate along the fast and slow axes of the quarter-wave plate. The field at the exit face of the first quarter-wave plate is

$$E_1(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos\left[\omega t - kz - k(n' - 1)d'\right] = \frac{E_{0y}}{\sqrt{2}} \cos(\omega t - kz + \psi_1)$$

$$E_2(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos\left[\omega t - kz - k(n'' - 1)d'\right]$$

$$= \frac{E_{0y}}{\sqrt{2}} \cos\left(\omega t - kz + \psi_1 - \frac{\pi}{2}\right) = \frac{E_{0y}}{\sqrt{2}} \sin(\omega t - kz + \psi_1)$$

where the phase difference $\pi/2$, introduced by the quarter-wave plate of thickness $d'$, is expressed as

$$\frac{2\pi}{\lambda} (n'' - n')d' = \frac{\pi}{2}$$

and

$$\psi_1 = -\frac{2\pi}{\lambda} (n' - 1)d'$$

This indicates that $n'$ corresponds to the fast axis of the quarter-wave plate. This field is now incident on the model, and hence becomes further decomposed along the directions of the principal stresses. We assume that one of the principal stress directions makes an angle $\alpha$ with the polarizer’s transmission axis (i.e., with the
y axis). The field at the entrance face of the model as decomposed along the $\sigma_1$ and $\sigma_2$ directions is now given by

\[
E_{\sigma_1}(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \cos(\omega t - k z + \psi_1) \\
+ \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \sin(\omega t - k z + \psi_1) \\
= \frac{E_{0y}}{\sqrt{2}} \cos(\omega t - k z + \psi_1 - \frac{\pi}{4} + \alpha) = \frac{E_{0y}}{\sqrt{2}} \cos \tau \tag{8.22a}
\]

\[
E_{\sigma_2}(z; t) = -\frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \cos(\omega t - k z + \psi_1) \\
+ \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \sin(\omega t - k z + \psi_1) \\
= \frac{E_{0y}}{\sqrt{2}} \sin(\omega t - k z + \psi_1 - \frac{\pi}{4} + \alpha) = \frac{E_{0y}}{\sqrt{2}} \sin \tau \tag{8.22b}
\]

The field amplitudes at the exit face of the model are given by

\[
E_{\sigma_1}(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos(\tau + \psi_2) \tag{8.23a}
\]

\[
E_{\sigma_2}(z; t) = \frac{E_{0y}}{\sqrt{2}} \sin(\tau + \psi_2 + \delta) \tag{8.23b}
\]

where

\[
\psi_2 = -\frac{2\pi}{\lambda} (n_1 - 1) d \\
\delta = \frac{2\pi}{\lambda} (n_1 - n_2) d
\]

We now decompose these fields along the axes of the second quarter-wave plate, which are inclined at $45^\circ$ and $-45^\circ$ to the $y$ axis. These are given by

\[
E'_1(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2) - \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \delta) \tag{8.24a}
\]

\[
E'_2(z; t) = \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2) + \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \delta) \tag{8.24b}
\]
We now assume that both quarter-wave plates are aligned in parallel; that is, their fast and slow axes are parallel. The field at the exit face of the second plate is

\[
E'_1(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2 + \psi_1) \\
- \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \delta + \psi_1) \quad (8.25a)
\]

\[
E'_2(z; t) = \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \cos\left(\tau + \psi_2 + \psi_1 - \frac{\pi}{2}\right) \\
+ \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \sin\left(\tau + \psi_2 + \delta + \psi_1 - \frac{\pi}{2}\right) \\
= \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \psi_1) \\
- \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2 + \delta + \psi_1) \quad (8.25b)
\]

Since the analyzer is crossed, it takes the components along the x direction. Therefore, the amplitude of the transmitted wave is given by

\[
E'_1(z; t) = \frac{E_{0y}}{2} \left[ \cos\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2 + \psi_1) \\
- \sin\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \delta + \psi_1) - \sin\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \psi_1) \\
+ \cos\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2 + \delta + \psi_1) \right] \quad (8.26)
\]

Equation 8.26 can be rewritten as

\[
E'(z; t) = \frac{E_{0y}}{2} \left[ \cos\left(\tau + \psi_2 + \psi_1 + \frac{\pi}{4} - \alpha\right) + \cos\left(\tau + \psi_2 + \delta + \psi_1 + \frac{\pi}{4} - \alpha\right) \right] \\
= E_{0y} \cos\left(\frac{\delta}{2}\right) \cos\left(\tau + \psi_2 + \frac{\delta}{2} + \psi_1 + \frac{\pi}{4} - \alpha\right) \quad (8.27)
\]

Again, this represents a wave with an amplitude \(E_{0y} \cos(\delta/2)\). Therefore, the transmitted intensity is given by

\[
I = I_0 \cos^2(\delta/2) \quad (8.28)
\]

When there is no stress distribution, \(\delta = 0\), and the transmitted intensity is maximum and uniform. This therefore represents a bright-field configuration. It can be seen that when the quarter-wave plates are crossed, the field exiting from the second plate is
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Figure 8.6  Isochromatics in (a) a dark field and (b) a bright field.

given by

\[ E'_1(z; t) = \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \cos\left(\tau + \psi_2 + \psi_1 - \frac{\pi}{2}\right) \]
\[ - \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \sin\left(\tau + \psi_2 + \delta + \psi_1 - \frac{\pi}{2}\right) \]  

(8.29a)

\[ E'_2(z; t) = \frac{E_{0y}}{\sqrt{2}} \sin\left(\frac{\pi}{4} - \alpha\right) \cos(\tau + \psi_2 + \psi_1) \]
\[ + \frac{E_{0y}}{\sqrt{2}} \cos\left(\frac{\pi}{4} - \alpha\right) \sin(\tau + \psi_2 + \delta + \psi_1) \]  

(8.29b)

The intensity transmitted by the polarizer is now given by

\[ I = I_0 \sin^2(\delta/2) \]  

(8.30)

This represents a dark field, since the intensity is zero when there is no stress distribution on the model. Equations 8.28 and 8.30 show that the intensity of light emerging from the analyzer in a circular polariscope is a function of the difference of principal stresses \( \sigma_1 - \sigma_2 \) only. The isoclinics have been eliminated.

In a dark-field configuration, the dark fringes occur wherever \( \delta = 2m\pi \) (\( m = 0, 1, 2, \ldots \)), and they correspond to the integer isochromatic fringe order \( m = 0, 1, 2, 3, \ldots \), respectively. An example of this fringe pattern is shown in Figure 8.6a. However, for a bright-field configuration, the dark fringes are obtained when \( \delta = (2m + 1)\pi \). These corresponds to isochromatic fringes of half order, that is, \( m = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \). An example of a light-field fringe pattern is shown in Figure 8.6b.

### 8.9 EVALUATION PROCEDURE

Directions of principal stresses at any point in the model are determined using a plane polariscope. The polarizer and analyzer are rotated about the optical axis until the isoclinic passes through the point of interest. The inclination of the transmission axis gives the principal stress direction. The principal stress difference \( \sigma_1 - \sigma_2 \) in the dark
field is given by

$$\sigma_1 - \sigma_2 = mf_\sigma d$$  \hspace{1cm} (8.31a)

and that in the bright field by

$$\sigma_1 - \sigma_2 = \left( m + \frac{1}{2} \right) f_\sigma d$$  \hspace{1cm} (8.31b)

Therefore, the material fringe value $f_\sigma$ must be known before $\sigma_1 - \sigma_2$ can be calculated. $f_\sigma$ is obtained by calibration. A circular disk of the same photo-elastic material and thickness is used as a model, and is diametrically loaded. The fringe order in the center of the disk is measured, and $f_\sigma$ is calculated using the formula

$$f_\sigma = \frac{8Fd}{n \pi D}$$  \hspace{1cm} (8.32)

where $F$ is the applied force, $D$ is the diameter of the disk, and $n$ is the measured fringe order at the center of the disk. There are other calibration methods that use tensile loading or bending.

The principal stress difference $\sigma_1 - \sigma_2$ in an arbitrary model is then found by using this value of the material fringe value and the order $m$ of the isochromatics. However, the order $m$ is to be counted from $m = 0$, which is normally not known. It can easily be found, if it exists in the model, by using white-light illumination, since $m = 0$ is an achromatic fringe whereas the higher-order fringes are colored. Therefore, a polariscope is usually equipped with both white-light and monochromatic sources: the white-light source for locating the zero-order isochromatic and the monochromatic source for counting the higher-order isochromatics. If the principal stress difference is desired at a point where neither a bright isochromatic nor a dark isochromatic passes, some method of measuring fractional fringe order must be implemented. There are methods to measure fractional fringe orders, which are discussed in the next section.

8.10 MEASUREMENT OF FRACTIONAL FRINGE ORDER

The methods described here assume that the directions of the principal stresses are known. In one method, a Babinet or a Soleil–Babinet compensator is used. The principal axes of the compensator are aligned along the directions of the principal stresses. An additional phase difference can then be introduced to shift the dark isochromatics to the point of interest, and this additional phase shift is read from the compensator. Another method makes use of a quarter-wave plate for compensation, and is known as Tardy’s method.

8.10.1 TARDY’S METHOD

This makes use of a plane polariscope in dark-field configuration, where the intensity distribution is given by $I = I_0 \sin^2 2\alpha \sin^2(\delta/2)$. The observation field contains both
the isochromatics and the isoclinics. Let us now assume that we wish to measure the fractional isochromatic order at a point P, as shown in Figure 8.7. Since this is a dark-field configuration, the integral isochromatic orders correspond to dark fringes, and in order to work with the dark fringes, we need to make the region at and around the point P bright. For this purpose, the polarizer–analyzer combination is rotated by \(45^\circ\) so that their transmission axes make angles of \(45^\circ\) with the directions of the principal stresses. The intensity distribution is now given by \(I = I_0 \sin^2(\delta/2)\). A quarter-wave plate is now inserted between the model and the analyzer in such a way that its principal axes are parallel to the transmission axes of the polarizer and the analyzer. We can now shift the isochromatics by rotation of the analyzer by an angle that is related to the phase shift. In order to understand the working of this principle, we proceed as follows.

We express the amplitude of the wave transmitted by the polarizer as

\[
E_p = E_{0p} \cos(\omega t - kz)
\]  

(8.33)

Since the polarizer–analyzer combination has its transmission axes at \(45^\circ\) to the principal stress directions in the model, this field is resolved along these directions. The components of the field at the exit face of the model are then expressed as

\[
E_{\sigma_1} = \frac{E_{0p}}{\sqrt{2}} \cos[\omega t - kz - k(n_1 - 1)d] = \frac{E_{0p}}{\sqrt{2}} \cos(\omega t - kz + \psi_1)
\]  

(8.34a)

\[
E_{\sigma_2} = \frac{E_{0p}}{\sqrt{2}} \cos[\omega t - kz - k(n_2 - 1)d] = \frac{E_{0p}}{\sqrt{2}} \cos(\omega t - kz + \psi_1 + \delta)
\]  

(8.34b)
where \( \delta = k(n_1 - n_2)d \). The field transmitted by the analyzer, which is crossed to the polarizer, is

\[
E_A = \frac{E_{\sigma_2}}{\sqrt{2}} - \frac{E_{\sigma_1}}{\sqrt{2}} = \frac{E_{0p}}{2} \left[ \cos(\omega t - kz + \psi_1 + \delta) - \cos(\omega t - kz + \psi_1) \right]
\]

\[
= \frac{E_{0p}}{2} 2 \sin \left( \frac{\delta}{2} \right) \sin \left( \omega t - kz + \psi_1 + \frac{\delta}{2} \right) \tag{8.35}
\]

As mentioned earlier, this describes a wave of amplitude \( E_{0p} \sin(\delta/2) \), and hence the intensity of the transmitted light is given by \( I = I_0 \sin^2(\delta/2) \), as expected.

We now introduce a quarter-wave plate after the model and align its axes parallel to the transmission axes of the polarizer and the analyzer. The field components along the fast and slow axes of the quarter-wave plate are

\[
E_f = \frac{E_{\sigma_2}}{\sqrt{2}} + \frac{E_{\sigma_1}}{\sqrt{2}} \tag{8.36a}
\]

\[
E_s = \frac{E_{\sigma_2}}{\sqrt{2}} - \frac{E_{\sigma_1}}{\sqrt{2}} \tag{8.36b}
\]

The field components after passage through the quarter-wave plate can be expressed as

\[
E_f = \frac{E_{0p}}{2} \left\{ \cos \left[ \omega t - kz + \psi_1 - k(n_1' - 1)d' \right] \\
+ \cos \left[ \omega t - kz + \psi_1 + \delta - k(n_1' - 1)d' \right] \right\}
\]

\[
= \frac{E_{0p}}{2} \left[ \cos \tau + \cos(\tau + \delta) \right] \tag{8.37a}
\]

where \( \tau = \omega t - kz + \psi_1 - k(n_1' - 1)d' \) and

\[
E_s = \frac{E_{0p}}{2} \left\{ \cos \left[ \omega t - kz + \psi_1 + \delta - k(n_2' - 1)d' \right] \\
- \cos \left[ \omega t - kz + \psi_1 - k(n_2' - 1)d' \right] \right\}
\]

\[
= \frac{E_{0p}}{2} \left[ \cos \left( \tau + \delta - \frac{\pi}{2} \right) - \cos \left( \tau - \frac{\pi}{2} \right) \right] = \frac{E_{0p}}{2} \left[ \sin(\tau + \delta) - \sin \tau \right] \tag{8.37b}
\]

where

\[
k(n_2' - n_1')d' = \frac{\pi}{2}
\]

The analyzer will transmit only the \( E_s \) component. However, if the analyzer is rotated by an angle \( \chi \) from this position, then the components of the field along the transmission axis of the analyzer are \( E_s \cos \chi + E_f \sin \chi \). After substitution of \( E_s \) and \( E_f \),
and a little trigonometry, we obtain the amplitude of the wave transmitted through the analyzer as

\[ E_A = E_0 \sin\left(\chi + \frac{\delta}{2}\right)\cos\left(\tau + \frac{\delta}{2}\right) \]  

(8.38)

This represents a wave with an amplitude \( E_0 \sin(\chi + \delta/2) \). Therefore, the intensity of the wave is given by \( I = I_0 \sin^2(\chi + \delta/2) \). For the \( m \)th isochromatic, \( \delta = 2m\pi \), and hence the intensity at this location must be \( I = I_0 \sin^2 \chi \), which is evidently zero when \( \chi = 0 \). Further, the intensity at the same location will also be zero when \( \chi = \pi \), but then the \( m \)th isochromatic will have moved to the \((m + 1)\)th isochromatic. In other words, a rotation of the analyzer by \( \pi \) shifts the isochromatics by one order. Therefore, if the analyzer is rotated by an angle \( \chi_p \) to shift the isochromatics to the point P, then the fractional order at that point must be \( \chi_p/\pi \).

### 8.11 PHASE-SHIFTING

Phase-shifting is a technique for the automatic evaluation of phase maps from the intensity data, and has been described in detail in Chapter 4. However, it assumes a special significance in photoelasticity, since both beams participating in interference travel along the same path and the phase of one cannot be changed independently of other, as has been done for the other interferometric methods. We therefore present methods of phase-shifting in photoelasticity.

#### 8.11.1 ISOCLINICS COMPUTATION

For this purpose, a bright-field plane polariscope is used. The transmitted intensity in this configuration is given by

\[ I = I_0 - I_0 \sin^2 2\alpha \sin^2 \left(\frac{\delta}{2}\right) = I_0 \left[ 1 - \sin^2 \left(\frac{\delta}{2}\right) \left(1 - \cos^2 2\alpha\right)\right] \]

\[ = I_0 \left[ 1 - \frac{1}{2} \sin^2 \left(\frac{\delta}{2}\right) \left(1 - \cos 4\alpha\right)\right] = I_B + V \cos 4\alpha \]  

(8.39)

When the whole polariscope is rotated by an angle \( \beta \), the intensity transmitted can be expressed as

\[ I = I_B + V \cos 4(\alpha - \beta) \]  

(8.40)

Both \( I_B \) and \( V \) depend on the value of the isochromatic parameter, and consequently on the wavelength of light used. However, the isoclinic parameter does not depend on the wavelength. The phase of the isoclinics is obtained using a four-step algorithm with the intensity data obtained at \( \beta_i = (i - 1)\pi/8 \), with \( i = 1, \ldots, 4 \), and the relation

\[ \tan 4\alpha = \frac{I_4 - I_2}{I_3 - I_1} \]  

(8.41)

The phase of the isoclinics is obtained from this relation, except at regions where the modulation \( V \) is very small. Since \( V \) depend on \( \delta \), the low-modulation areas depend on
the wavelength. If monochromatic light is used, there may be several areas where the value of \( \delta \) makes the modulation unusable. This problem, however, can be overcome by using a white-light source, since the low-modulation areas corresponding to a given wavelength will be high-modulation areas for another wavelength. Hence, the modulation is kept high enough for use, except at the zero-order fringe, where the modulation is obviously zero.

### 8.11.2 Computation of Isochromatics

As can be seen from Tardy’s method of compensation, the isochromatic fringe at a point can be shifted by rotation of the analyzer from the crossed position: a rotation of \( \pi \) shifts the isochromatic by one order. This provides an nice method of phase-shifting, but it suffers from drawbacks: the principal axes must be known beforehand and the isochromatics are calculated for a fixed value of the isoclinic parameter. The phase of the isochromatics can be obtained pixel by pixel by taking intensity data at four positions of the analyzer, say, at 0°, 45°, 90°, and 135°.

We now present a method that is free from these shortcomings. It takes intensity data at several orientations of a circular polariscope. We present in Table 8.2 the configurations, along with the corresponding expressions for the transmitted intensity.

From the eight transmitted intensity data, the phase of the isochromatic pattern is computed at each pixel using the relation

\[
\tan \delta = \frac{(I_1 - I_2) \cos 2\alpha + (I_5 - I_6) \sin 2\alpha}{\frac{1}{2} [(I_4 - I_3) + (I_8 - I_7)]}
\]

**TABLE 8.2**

<table>
<thead>
<tr>
<th>No.</th>
<th>Polariscope Configuration</th>
<th>Transmitted Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( P_{\pi/2}Q_{\pi/4}Q_{\pi/4}A_{\pi/4} )</td>
<td>( I_1 = \frac{l_0}{2} (1 + \cos 2\alpha \sin \delta) )</td>
</tr>
<tr>
<td>2</td>
<td>( P_{\pi/2}Q_{\pi/4}Q_{-\pi/4}A_{\pi/4} )</td>
<td>( I_2 = \frac{l_0}{2} (1 - \cos 2\alpha \sin \delta) )</td>
</tr>
<tr>
<td>3</td>
<td>( P_{\pi/2}Q_{\pi/4}Q_{-\pi/4}A_0 )</td>
<td>( I_3 = \frac{l_0}{2} (1 - \cos \delta) )</td>
</tr>
<tr>
<td>4</td>
<td>( P_{\pi/2}Q_{\pi/4}Q_{\pi/4}A_0 )</td>
<td>( I_4 = \frac{l_0}{2} (1 + \cos \delta) )</td>
</tr>
<tr>
<td>5</td>
<td>( P_{-\pi/4}Q_{\pi/2}Q_{\pi/2}A_0 )</td>
<td>( I_5 = \frac{l_0}{2} (1 + \sin 2\alpha \sin \delta) )</td>
</tr>
<tr>
<td>6</td>
<td>( P_{-\pi/4}Q_{\pi/2}Q_{0}A_{\pi/2} )</td>
<td>( I_6 = \frac{l_0}{2} (1 - \sin 2\alpha \sin \delta) )</td>
</tr>
<tr>
<td>7</td>
<td>( P_{-\pi/4}Q_{\pi/2}Q_{0}A_{\pi/4} )</td>
<td>( I_7 = \frac{l_0}{2} (1 - \cos \delta) )</td>
</tr>
<tr>
<td>8</td>
<td>( P_{-\pi/4}Q_{\pi/2}Q_{2\pi/2}A_{\pi/4} )</td>
<td>( I_8 = \frac{l_0}{2} (1 + \cos \delta) )</td>
</tr>
</tbody>
</table>
It can be seen that $I_3$ and $I_4$ are theoretically equal to $I_7$ and $I_8$, respectively. However, in practice, owing to polariscope imperfections, they may differ, and hence all four values are used in the algorithm.

The Fourier transform method can also be used for phase evaluation. The carrier fringe pattern is introduced by a birefringent wedge plate of an appropriate wedge angle. Usually, a carrier frequency of 3–5 lines/mm is adequate. The plate is placed close to the model.

8.12 BIREFRINGENT COATING METHOD: REFLECTION POLARISCOPE

The use of a birefringent coating on the surface of an object extends photoelasticity to the measurement of surface strains on opaque objects and eliminates the need to make models. In this method, a thin layer of a birefringent material is bonded onto the surface of the object. Assuming the adhesion to be good, the displacements on the surface of the object on loading are transferred to the coating, which induces birefringence in the latter. The strain-induced birefringence is observed in reflection. In order to obtain good reflected intensity, either the surface of the object is polished to make it naturally reflecting or some reflective particles are added to the cement that bonds the birefringent coating to the surface of the object. Figure 8.8 shows a schematic of a reflection polariscope used with birefringent coatings.

Such an instrument can be used either as a plane polariscope or a circular polariscope. The isochromatics obtained with a circular polariscope give the difference between the principal stresses in the coating, that is,

$$(\sigma_1 - \sigma_2)_c = m \frac{f_{ac}}{2d}$$

(8.43)

where $d$ is the thickness and $f_{ac}$ the fringe value of the coating. Since the light travels through nearly the same region twice, the effective thickness is $2d$. The principal strains are related to the principal stresses through Hooke’s law. We thus obtain the

![FIGURE 8.8 Schematic of a reflection polariscope.](image-url)
difference of the principal strains as

\[ \varepsilon_1 - \varepsilon_2 = \frac{1 + \nu_c}{E_c} (\sigma_1 - \sigma_2)_c \]  

(8.44)

where \( E_c \) and \( \nu_c \) are the elastic constants of the birefringent coating material. Similarly, we can express the difference of principal strains at the surface of the object as

\[ \varepsilon_1 - \varepsilon_2 = \frac{1 + \nu_o}{E_o} (\sigma_1 - \sigma_2)_o \]  

(8.45)

Assuming that the strains in the coating and at the surface of the object are same, we have

\[ (\sigma_1 - \sigma_2)_o = \frac{E_o}{E_c} \frac{1 + \nu_c}{1 + \nu_o} (\sigma_1 - \sigma_2)_c \]  

(8.46)

Separation of stresses in the coating is accomplished by the oblique incidence method. Hence, the principal strains in the coating are calculated. Having obtained these, the principal stresses at the surface of the object are obtained from the following equations:

\[ \sigma_{1o} = \frac{E_o}{1 - \nu_o^2} (\varepsilon_1 + \nu_o \varepsilon_2) \]  

(8.47a)

\[ \sigma_{2o} = \frac{E_o}{1 - \nu_o^2} (\varepsilon_2 + \nu_o \varepsilon_1) \]  

(8.47b)

The analysis is based on the assumption that the strains in the coating and at the surface of the object are the same.

### 8.13 HOLOPHOTOELASTICITY

Separation of stresses requires that \( \sigma_1, \sigma_2, \) or \( \sigma_1 + \sigma_2 \) be known in addition to \( \sigma_1 - \sigma_2 \) obtained from photoelasticity. The sum of the principal stresses is obtained interferometrically, for example by using a Mach–Zehnder interferometer. On the other hand, holophotoelasticity provides fringe patterns belonging to \( \sigma_1 - \sigma_2 \) and \( \sigma_1 + \sigma_2 \) simultaneously, thereby effecting easy separation of stresses. However, the method requires coherent light for illumination. Here, we use holography to record the waves transmitted through the model and later reconstruct this record to extract the information. We can indeed use the technique in two ways. In one method, we obtain only isochromatic, and hence the method is equivalent to a circular polariscope; it also provides the flexibility of leisurely evaluation of the fringe pattern. In the other method, both the isochromatic and isopachic fringe patterns are obtained. This method, which requires two exposures, is termed double-exposure holophotoelasticity, while the first method is a single-exposure method.
8.13.1 **Single-Exposure Holophotoelasticity**

The experimental arrangement is shown in Figure 8.9. The model is already stressed, and hence is birefringent. The light from a laser is generally polarized with its \( \mathbf{E} \) vector vibrating in the vertical plane when the beam propagates in the horizontal plane. The beam is expanded and collimated. In the case where the laser output is randomly polarized, a polarizer is used, followed by a quarter-wave plate oriented at 45°. In brief, the model is illuminated by a circularly polarized wave. The reference wave is also circularly polarized and of the same handedness, so that both components are interferometrically recorded.

The components of the wave just after the model can be expressed as

\[
E_{\sigma_1}(z; t) = \frac{E_0\sqrt{2}}{\sqrt{2}} \cos(\tau + \psi_2)
\]

\[
E_{\sigma_2}(z; t) = \frac{E_0\sqrt{2}}{\sqrt{2}} \sin(\tau + \psi_2 + \delta)
\]

(8.48a, 8.48b)

Consistent with the treatment presented in Chapter 6, we write these components as

\[
E_{\sigma_1}(z; t) = \text{Re}\left\{ \frac{E_0\sqrt{2}}{\sqrt{2}} e^{i(\tau_1 + \psi_2)} \right\}
\]

\[
E_{\sigma_2}(z; t) = \text{Re}\left\{ \frac{E_0\sqrt{2}}{\sqrt{2}} e^{i(\tau_1 + \psi_2 + \pi/2 + \delta)} \right\}
\]

(8.49a, 8.49b)

with

\[
\psi_2 = -\frac{2\pi}{\lambda} (n_1 - 1)d_1, \quad \delta = \frac{2\pi}{\lambda} (n_1 - n_2)d_1
\]

FIGURE 8.9 An experimental arrangement for single-exposure holophotoelasticity.
and \( \tau_1 \) does not have any time dependence—which has been ignored since a monochromatic wave is used for illumination—and \( d_1 \) is the thickness of the stressed model. As usual, \( \text{Re}\{\} \) denotes the real part. Similarly, the reference wave components are written as

\[
E_{r_1} = \text{Re}\{a_r e^{i\phi_r}\} \\
E_{r_2} = \text{Re}\{a_r e^{i(\phi_r + \pi/2)}\}
\] (8.50a) (8.50b)

Since these components are orthogonally polarized, they will interfere with the respective components—essentially, we record two holograms. The recorded intensity is given by

\[
I = \left| E_{\sigma_1} + E_{r_1} \right|^2 + \left| E_{\sigma_2} + E_{r_2} \right|^2
\] (8.51)

This record, on processing, is a hologram. Assuming linear recording and illumination with a reference beam that releases two beams, these beams interfere and generate an intensity distribution of the type

\[
I = I_0' \left| e^{i(\tau_1 + \psi_2)} + e^{i(\tau_1 + \psi_2 + \delta)} \right|^2 = I_0 (1 + \cos \delta)
\] (8.52)

This is the intensity distribution as obtained in a bright-field circular polariscope. It may be noted that a quarter-wave plate–analyzer combination is not placed behind the model during recording. The state of polarization in the reference wave serves the function of this assembly. If the state of polarization in the reference wave is orthogonal to that in the object wave from the model, that is, the reference wave is of opposite handedness, then the isochromatics pattern corresponding to a dark-field circular polariscope will be obtained.

### 8.13.2 Double-Exposure Holophotomeasticity

The experimental arrangement is similar to that shown in Figure 8.9. The model is illuminated by a circularly polarized wave, and another circularly polarized wave of the same handedness is used as a reference wave. The first exposure is made with the model unstressed and the second exposure with the model stressed. During the first exposure, the model is isotropic. However, to be consistent with our earlier treatment, we write the amplitudes of the object and reference waves recorded during the first exposure as

\[
E_1(z; t) = \text{Re}\left\{ \frac{E_{0y}}{\sqrt{2}} e^{i(\tau_1 + \psi_0)} \right\} \\
E_2(z; t) = \text{Re}\left\{ \frac{E_{0y}}{\sqrt{2}} e^{i(\tau_1 + \psi_0 + \pi/2)} \right\}
\] (8.53a) (8.53b)

with

\[
\psi_0 = -\frac{2\pi}{\lambda} (n_0 - 1)d
\]
and

\[ E_{r_1} = \text{Re}\left\{ a_r e^{i\phi_r} \right\} \quad (8.50a) \]

\[ E_{r_2} = \text{Re}\left\{ a_r e^{i(\phi_r + \pi/2)} \right\} \quad (8.50b) \]

In the second exposure, we record two waves from the stressed model. These waves are represented as

\[ E_{\sigma_1}(z; t) = \text{Re}\left\{ E_0 y \sqrt{2} e^{i(\tau_1 + \psi_2)} \right\} \quad (8.54a) \]

\[ E_{\sigma_2}(z; t) = \text{Re}\left\{ E_0 y \sqrt{2} e^{i(\tau_1 + \psi_2 + \pi/2 + \delta)} \right\} \quad (8.54b) \]

with

\[ \psi_2 = -\frac{2\pi}{\lambda} (n_1 - 1)d_1, \quad \delta = \frac{2\pi}{\lambda} (n_1 - n_2)d_1. \]

The reference waves are the same as those used in the first exposure. As explained earlier, we record two holograms in the second exposure. The total intensity recorded can be written as

\[ I = |E_1 + E_{r_1}|^2 + |E_2 + E_{r_2}|^2 + |E_{\sigma_1} + E_{r_1}|^2 + |E_{\sigma_2} + E_{r_2}|^2 \quad (8.55) \]

The amplitudes of the waves of interest, on reconstruction of the double-exposure hologram, are proportional to

\[ 2e^{i(\tau_1 + \psi_0)} + e^{i(\tau_1 + \psi_2)} + e^{i(\tau_1 + \psi_2 + \delta)} \quad (8.56) \]

These three waves interfere to generate a system of isochromatic \((\sigma_1 - \sigma_2)\) and isopachic \((\sigma_1 + \sigma_2)\) fringe patterns. The intensity distribution in the interferogram is given by

\[ I = I_0 \left\{ 1 + 2\cos\left(\frac{2\psi_2 + \delta - 2\psi_0}{2}\right) \cos\frac{\delta}{2} + \cos^2\frac{\delta}{2} \right\} \quad (8.57) \]

Before proceeding further, we need to know what \(2\psi_2 + \delta - 2\psi_0\) represents. Substituting for \(\psi_2, \delta, \) and \(\psi_0,\) we obtain

\[ 2\psi_2 + \delta - 2\psi_0 = -\frac{2\pi}{\lambda} \left[ 2(n_1 - 1)d_1 - (n_1 - n_2)d_1 - 2(n_0 - 1)d \right] \]

\[ = -\frac{2\pi}{\lambda} \left[ (n_1 + n_2)d_1 - 2n_0d - 2\Delta d \right] \]

\[ = -\frac{2\pi}{\lambda} \left[ (n_1 - n_0)d + (n_2 - n_0)d + (n_1 + n_2)\Delta d - 2\Delta d \right] \quad (8.58) \]
Assuming the birefringence to be small, so that $n_1 + n_2$ can be replaced by $2n_0$, substituting for $n_1 - n_0$ and $n_2 - n_0$, and using Equation 8.13, we obtain

$$2\psi_2 + \delta - 2\psi_0 = -\frac{2\pi}{\lambda} \left[ (C_1 + C_2)(\sigma_1 + \sigma_2)d - 2(n_0 - 1)\frac{v}{E}(\sigma_1 + \sigma_2)d \right]$$

$$= -\frac{2\pi}{\lambda} \left[ (C_1 + C_2) - 2(n_0 - 1)\frac{v}{E}(\sigma_1 + \sigma_2)d \right]$$

$$= -\frac{2\pi}{\lambda} \left[ (C_1' + C_2')(\sigma_1 + \sigma_2)d \right] = \frac{2\pi}{\lambda} C'(\sigma_1 + \sigma_2)d \quad (8.59)$$

It is thus seen that the argument of the cosine in the second term in Equation 8.57 depends only on the sum of the principal stresses, and hence generates an isopachic fringe pattern. We can rewrite Equation 8.57 as

$$I = I_0 \left\{ 1 + 2\cos \left[ \frac{\pi}{\lambda} C'(\sigma_1 + \sigma_2)d \right] \cos \left[ \frac{\pi}{\lambda} C(\sigma_1 - \sigma_2)d \right] + \cos^2 \left[ \frac{\pi}{\lambda} C(\sigma_1 - \sigma_2)d \right] \right\}$$

$$\quad (8.60)$$

It can be seen that the second term in Equation 8.60 contains information about the isopachics, and the second and third terms contain information about the isochromatics. Figure 8.10 shows an interferogram depicting both types of fringes. We will now examine Equation 8.60 and study the formation of isochromatics and isopachics.

Since we are using a bright-field configuration, the dark isochromatics will occur when

$$\frac{\pi}{\lambda} C(\sigma_1 - \sigma_2)d = (2n+1)\frac{\pi}{2}, \quad \text{with } n \text{ an integer} \quad (8.61)$$

FIGURE 8.10 Interferogram showing both the isochromatics (broad fringes) and isopachics. Note the phase shift of $\pi$ when the isopachics cross an isochromatic.
However, the intensity of the dark isochromatics is not zero but $I_0$. The bright isochromatics occur when $(\pi/\lambda)C(\sigma_1 - \sigma_2)d = n\pi$, and the intensity in the bright isochromatics is given by

$$I = 2I_0 \left[ 1 + (-1)^n \cos \left( \frac{\pi}{\lambda} C'(\sigma_1 + \sigma_2)d \right) \right] \quad (8.62)$$

The intensity of the bright isochromatics is modulated by isopachs. Let us first consider a bright isochromatics of even order, whose intensity is given by

$$I = 2I_0 \left[ 1 + \cos \left( \frac{\pi}{\lambda} C'(\sigma_1 + \sigma_2)d \right) \right] \quad (8.63)$$

The intensity in the bright isochromatics will be zero whenever

$$\frac{\pi}{\lambda} C'(\sigma_1 + \sigma_2)d = (2K+1)\pi, \quad \text{with } K = 0, 1, 2, 3 \quad (8.64)$$

The integer $K$ gives the order of the isopachic. When this condition is satisfied, the isochromatics will have zero intensity. Therefore, the isopachs modulate the bright isochromatics. Let us now see what happens to the next-order bright isochromatic. Obviously, the intensity distribution in this isochromatic will be

$$I = 2I_0 \left[ 1 - \cos \left( \frac{\pi}{\lambda} C'(\sigma_1 + \sigma_2)d \right) \right] \quad (8.65)$$

![FIGURE 8.11 Simplified combined isochromatic and isopachic pattern.](image)
Substituting the condition for the $K$th dark isopachic in this equation, gives a maximum intensity of $4I_0$. This shows that the $K$th isopachic has changed by one half-order in going over from one bright isochromatic to the next. This interpretation is simple, and remains valid when the two families of fringes are nearly perpendicular, as shown in Figure 8.11. In the other extreme case, where the isochromatics and isopachics are parallel to each other, this analysis breaks down. It is therefore advisable to use some method to separate out these two fringe patterns. The influence of birefringence can be eliminated by passing the beam twice through the model and a Faraday rotator, thereby eliminating the isochromatic pattern. For the model, one can also use materials such as poly-methyl methacrylate (PMMA), which has almost no or very little birefringence. For such a model, only the isopachic pattern will be observed. Holophotoelasticity can also be performed in real time, which offers certain advantages.

8.14 THREE-DIMENSIONAL PHOTOELASTICITY

Photo-elastic methods, thus far described, cannot be used for investigations of objects under a three-dimensional state of stress. When a polarized wave propagates through such an object, assumed to be transparent, it integrates the polarization changes over the distance of travel. The integrated optical effect is so complex that it is impossible to analyze it or relate it to the stresses that produced it. There are, however, several methods for such investigations. Of these, we discuss two, namely the frozen-stress method and the scattered-light method. The former is restricted in its application to static cases of loading by external forces.

8.14.1 THE FROZEN-STRESS METHOD

The frozen-stress method is possibly the most powerful method of experimental stress analysis. It takes advantage of the multiphase nature of plastics used as model materials. The procedure for stress freezing consists of heating the model to a temperature slightly above the critical temperature and then cooling it slowly to room temperature, typically at less than $2^\circ$C/h under the desired loading condition. The load may be applied to the model either before or after reaching the critical temperature. Extreme care is taken to ensure that the model is subjected to correct loading, since spurious stresses due to bending and gravitational load may be induced as a result of the low rigidity of the model material at the critical temperature.

After the model has been cooled to room temperature, the elastic deformation responsible for the optical anisotropy is permanently locked. The model is now cut into thin slices for examination under the polariscope. The optical anisotropy is normally not disturbed during slicing if the operation is carried out at high speeds and under coolant conditions. Of two methods of data collection and interpretation from these slices—sub-slicing and oblique incidence—the latter is the more practical.
8.14.2 SCATTERED-LIGHT PHOTOELASTICITY

When a beam of light passes through a medium containing fine particles dispersed in the volume, part of the beam is scattered. The intensity of the scattered light, when the particles are much smaller than the wavelength of light, varies as $\omega^4$, where $\omega$ is the circular frequency of the light waves. This phenomenon was investigated by Rayleigh in detail and is called Rayleigh scattering. The most beautiful observations of red sunset and blue sky are due to scattering from gaseous molecules in the atmosphere. Further, the light from the blue sky is partially linearly polarized. In some observation directions, the scattered light is linearly polarized.

Consider a scattering center located at a point P, as shown in Figure 8.12. Let the incident light be unpolarized light, which can be resolved into two orthogonal linearly polarized components with random phases. The incident component vibrating in the ($y$, $z$) plane, when absorbed, will set the particle (rather the electrons in the particle) vibrating along the $y$ direction. The re-radiated wave will have zero amplitude along the $y$ direction. On the other hand, if the particle is oscillating along the $x$ direction, the re-radiated wave will have zero amplitude in that direction. Thus, when the observation direction lies along the $y$ direction in the ($x$, $y$) plane passing through the point P, the scattered wave will be plane polarized. The particle acts as a polarizer.

Let us now assume that the incident wave is linearly polarized, with the $E$ vector vibrating in the ($y$, $z$) plane. The electrons in the particle will oscillate along the $y$ direction. The re-radiated wave will have zero amplitude when observed along the $y$ axis. The particle thus acts as an analyzer. This picture is equivalent to placing a polarizer and an analyzer anywhere in the model. Therefore, stress information can be obtained without freezing the stress and slicing the model. The scattered-light method therefore provides a nondestructive means of optical slicing in three dimensions.

8.15 EXAMINATION OF THE STRESSED MODEL IN SCATTERED LIGHT

8.15.1 UNPOLARIZED INCIDENT LIGHT

Let us consider a stressed model in the path of a narrow beam of unpolarized light. We assume that there are a large number of scatterers in the model. Let us now consider
the light scattered by a scatterer at point P inside the model when the observation direction is perpendicular to the incident beam. The scattered light is resolved into components along the directions of principal stresses $\sigma_2$ and $\sigma_3$, as shown in Figure 8.13. In traversing a distance PQ in the model, these two orthogonally polarized components acquire a phase difference. If an analyzer is placed in the observation path, the transmitted intensity will depend on the phase difference acquired. Since the incident beam is unpolarized, there is no influence of the transverse distance AP in the model. Assume that the transmitted intensity is zero for a certain location P of the scatterer; this occurs when the phase difference is a multiple of $2\pi$. As the beam is moved to illuminate another scatterer at point P' in the same plane along the line of sight, the transmitted intensity will undergo cyclic variation between minima and maxima, depending on the additional phase acquired when traversing the distance PP'. It is, however, assumed that the directions of the principal stresses $\sigma_2$ and $\sigma_3$ do not change over the distance PP'.

Let $m_1$ and $m_2$ be the fringe orders when the light scattered from scatterers at points P and P' is analyzed. Then

$$x_1(\sigma_2 - \sigma_3) = m_1 f \quad (8.66a)$$
$$x_2(\sigma_2 - \sigma_3) = m_2 f \quad (8.66b)$$

where $x_1 = PQ$ and $x_2 = P'Q$. Therefore, we obtain

$$\sigma_2 - \sigma_3 = \frac{dm}{dx}f \quad (8.67)$$

The principal stress difference at any point along the observation direction is proportional to the gradient of the fringe order.

![FIGURE 8.13](image_url)  
**FIGURE 8.13** Stressed model: illumination by an unpolarized beam and observation through an analyzer.
8.15.2 Linearly Polarized Incident Beam

We now consider another situation of a linearly polarized beam incident on the model, as shown in Figure 8.14. We assume for the sake of simplicity that the principal stress directions are along the $x$ and $y$ axes. The transmission axis of the polarizer makes an angle $\alpha$ with the $x$ axis. The incident wave of amplitude $E_0$ is resolved along the $x$ and $y$ directions. These linearly polarized components travel with different velocities in the model, and hence pick up a phase difference $\delta$. Thus, at any plane normal to the direction of propagation, the state of polarization of the wave in general will be elliptical. It can be expressed as

$$\frac{E_x^2}{E_0^2 \cos^2 \alpha} + \frac{E_y^2}{E_0^2 \sin^2 \alpha} - \frac{2E_x E_y}{E_0^2 \cos \alpha \sin \alpha} \cos \delta = \sin^2 \delta \quad (8.68)$$

where $E_x$ and $E_y$ are the components along the $x$ and $y$ directions, respectively. The major axis of the ellipse makes an angle $\psi$ with the $x$ axis, where

$$\tan 2\psi = \tan 2\alpha \cos \delta \quad (8.69)$$

When $\delta = 2p\pi, p = 0, \pm1, \pm2, \pm3, \pm4, \ldots$, the state of polarization of the wave is linear, with orientation $\psi = \pm\alpha$. For positive values of the integer $p$, the state of polarization of the wave at any plane is the same as that of the incident wave. In general, a scatterer at point $P$ in any plane is excited by an elliptically polarized wave. In scattered-light photoelasticity, we are looking in the model normal to the direction of propagation; that is, the observation is confined to the plane of the elliptically polarized light. If the observation is made in the direction along the major axis of the ellipse, the amplitude of the re-radiated wave received by the observer will be proportional to the magnitude of the minor axis of the ellipse, and hence a minimum. On the other hand, if the observation direction coincides with the minor axis, the intensity will be a maximum.

As the beam propagates in the stressed model, the ellipse just described continues to rotate as the phase difference changes. Therefore, the observation made in the scattered light normal to the direction of the incident beam will show a variation in intensity along the length of the model in the direction of the incident beam. There is no

![FIGURE 8.14 Stressed model: illumination by a linearly polarized beam.](https://example.com/figure8_14.png)
influence of birefringence in the model on traverse through distance PQ. Figure 8.15 shows a scattered-light stress pattern of a disk under radial compression. The directions of the incident beam and that of the scattered light are also shown in Figure 8.15.

Owing to the weak intensity of the scattered light, an intense incident beam is used. This beam is generated by a high-pressure mercury lamp with suitable collimating optics. The laser is an attractive alternative, since the beam can then be used without optics. The model is placed in a tank containing an index-matching liquid to avoid refraction and polarization changes at the model surfaces. To facilitate proper adjustments, the model in the tank is mounted on a stage capable of translational and rotational movement.
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9 The Moiré Phenomenon

9.1 INTRODUCTION

When two periodic patterns are superposed, a moiré pattern is formed. This is in fact a very common phenomenon. Moiré patterns are formed by periodic structures of lines or stripes. In general, the superposed patterns should have opaque and transparent regions. Although moiré patterns can be observed with superposition of periodic objects of nearly the same periodicity, the most commonly used objects are linear gratings with equal opaque and transparent regions, often called Ronchi gratings. Sometimes, circular gratings with equal opaque and transparent regions are used. The moiré phenomenon is a mechanical effect, and the formation of moiré fringes is best explained by mechanical superposition of the gratings. However, when the period of these periodic structures is very fine, diffraction effects play a very significant role.

The fringes formed in holographic interferometry (HI) can be considered as a moiré pattern between the primary grating structures belonging to the initial and final states of the object. These primary grating structures are a result of interference between the object wave and the reference wave. Two-wavelength interferometric fringes are also moiré fringes. In general, the moiré pattern can be regarded as a mathematical solution to the interference of two periodic functions. Holo-diagram, a tool developed by Abramson to deal with several issues in HI, is a beautiful device to study fringe formation and fringe control using the moiré phenomenon.

We can explain the moiré phenomenon either using the indicial equation or by the superposition of two sinusoidal gratings. We will follow both approaches, beginning with the indicial equation.

9.2 THE MOIRÉ FRINGE PATTERN BETWEEN TWO LINEAR GRATINGS

Let us consider a line grating with lines running parallel to the $y$ axis and having period $b$ (Figure 9.1a). This grating is described as follows:

$$x = mb$$

(9.1)

where the various lines in the grating are identified by the index $m$, which takes values $0, \pm 1, \pm 2, \pm 3, \ldots$. A second grating of period $a$ is inclined at an angle $\theta$ with the
y axis as shown in Figure 9.1b. The lines in this grating are represented by

\[ y = x \cot \theta - na / \sin \theta \]  

(9.2)

where \( a / \sin \theta \) is the intercept with the \( y \) axis and the index \( n \) takes values 0, \( \pm 1, \pm 2, \pm 3, \ldots \), and hence identifies various lines in the grating. On superposing the two line gratings, the moiré fringe pattern formed is governed by the indicial equation

\[ m \pm n = p \]  

(9.3)

where \( p \) is another integer that takes values 0, \( \pm 1, \pm 2, \pm 3, \ldots \). The plus sign in the indicial equation generates a sum moiré pattern, which usually has high frequency, and the minus sign generates difference moiré fringes, which are the moiré patterns that are most frequently used and observed. We will be using the difference moiré pattern unless mentioned otherwise. We obtain the equation of the moiré fringes by eliminating \( m \) and \( n \) from Equations 9.1 through 9.3 as

\[ y = x (b \cos \theta - a) / b \sin \theta + pa / \sin \theta \]  

(9.4)

This is shown in Figure 9.1c. Equation 9.4 can be written in a more familiar form like Equation 9.2 as

\[ y = x \cot \phi + pd / \sin \phi \]  

(9.5)

This implies that the moiré pattern is a grating of period \( d \) that is inclined at an angle \( \phi \) with the \( y \) axis, where

\[ d = \frac{ab}{(a^2 + b^2 - 2ab \cos \theta)^{1/2}} \]  

(9.6a)

\[ \sin \phi = \sin \theta \frac{b}{(a^2 + b^2 - 2ab \cos \theta)^{1/2}} = \frac{d}{a} \sin \theta \]  

(9.6b)

It is interesting to study moiré patterns for the following two situations:

(a) Vertical grating. (b) Inclined grating. (c) Moiré pattern as a result of superposition.
9.2.1 \( a \neq b \) but \( \theta = 0 \)

This is a well-known situation of pitch mismatch: the moiré fringes run parallel to the grating lines. The moiré fringe spacing is given by \( d = ab/|a - b| \). Here \( a - b \) represents the pitch mismatch. If the gratings are of nearly the same pitch, \( a \approx b \), then \( d = a^2/|a - b| \). Figures 9.2a and 9.2b show gratings of pitches \( a \) and \( b \), respectively, with grating elements parallel to the \( y \) axis. The moiré fringes due to pitch mismatch are shown in Figure 9.2c. Physically, the moiré spacing is the distance over which pitch mismatch accumulates to the pitch of the grating itself. When the gratings are of equal period, the moiré spacing is infinite. This arrangement is therefore called the infinite fringe mode.

9.2.2 \( a = b \) but \( \theta \neq 0 \)

This is referred to as an angular mismatch between two identical gratings. This results in moiré pattern formation with a period \( d = a/[2 \sin(\theta/2)] \) and orientation with the \( y \) axis given by \( \phi = \pi/2 + \theta/2 \). In fact, the moiré fringes run parallel to the bisector of the larger enclosed angle between the gratings.

Moiré fringe formation is easily appreciated when we work in the Fourier domain. In the Fourier domain, a sinusoidal grating of finite size generates three spectra (spots): the spots lie on a line that passes through the origin and is perpendicular to the grating elements. This is due to the fact that the spectrum of a real grating (intensity grating) is centrosymmetric. We need therefore consider only one half of the spectrum. The spots lie on a line that is perpendicular to the grating elements (lines), and the distance between two consecutive spots is proportional to the frequency of the grating. The second grating also generates a spectrum, which is rotated by an angle equal to the angle between the two gratings. When two gratings are superposed, the difference \( \Delta r \) between the two spots (Figure 9.3) generates a grating. If \( \Delta r \) lies within the visibility circle (a spectrum lying in this circle will generate a grating that can be seen by the unaided eye), a moiré pattern is formed: the pitch of the moiré fringes is inversely proportional to the length \( \Delta r \) and the orientation is normal to it. Obviously, when two gratings of equal period are superposed with an angular mismatch, a moiré fringe pattern is formed with fringes running parallel to the bisector of the angle between these gratings and with spacing inversely proportional to the angular mismatch.

(a) (b) (c)

FIGURE 9.2 (a) Vertical grating. (b) Another vertical grating with a different pitch. (c) Moiré pattern as a result of pitch mismatch.
9.3 THE MOIRÉ FRINGE PATTERN BETWEEN A LINEAR GRATING AND A CIRCULAR GRATING

As mentioned earlier, moiré fringes are produced by the superposition of periodic structures. The superposition of a linear grating with a circular grating is of some academic interest: we consider moiré formation by two such gratings. We take a linear grating of period $b$ with its elements running parallel to the $y$ axis. It is represented, as in Equation 9.1, by

$$x = mb \quad \text{for } m = 0, \pm 1, \pm 2, \pm 3, \ldots$$

A circular grating of period $a$ is centered at the origin of the coordinate system, and hence can be represented as

$$x^2 + y^2 = a^2n^2 \quad \text{for } n = 0, \pm 1, \pm 2, \pm 3, \ldots \quad (9.7)$$

The indicial equation is $m \pm n = p$. Therefore, the moiré pattern for $m - n = p$ is given by

$$\frac{x}{b} - \frac{(x^2 + y^2)^{1/2}}{a} = p$$

or

$$\frac{x^2 + y^2}{a^2} = p^2 + \frac{x^2}{b^2} - \frac{2xp}{b} \quad (9.8)$$

This expression can be rewritten as

$$x^2 \left( \frac{1}{a^2} - \frac{1}{b^2} \right) + \frac{y^2}{b^2} + 2\frac{x}{b}p - p^2 = 0 \quad (9.9)$$

Equation 9.9 represents a hyperbola, ellipse, or parabola, depending on the relative grating periods. The moiré pattern for $a = b$ is shown in Figure 9.4, which shows parabolic moiré fringes. The Fourier transform (FT) of a circular grating lies on a circle; hence an overlap of a linear grating with a circular grating produces a moiré that has a very wide FT spectrum.
9.4 MOIRÉ BETWEEN SINUSOIDAL GRATINGS

So far, we have looked into the process of moiré formation using line gratings. Such gratings are seldom used in practice. One normally uses gratings that are binary, since they are very easy to produce. However, when high-frequency gratings are used, they are generally fabricated interferometrically, and hence have a sinusoidal profile. Even binary gratings can be Fourier-decomposed into sinusoidal components, however, so it is instructive to see how the moiré pattern of sinusoidal gratings is formed.

Sinusoidal gratings can be recorded either on the same film or on two separate films, which are then overlapped, as was done with line gratings. We examine these two situations separately. Let us consider a grating defined by a transmittance function $t_1(x)$:

$$ t_1(x) = t_0 \left( 1 - M \cos \frac{2\pi}{b} x \right) = t_0(1 - M \cos 2\pi\mu_0 x) \quad (9.10) $$

where $t_0$ is the bias transmission, $M$ is the modulation, $b$ is the period, and $\mu_0$ is the spatial frequency of the grating. The grating elements run parallel to the $y$ axis. When $M = 1$, the grating has unit contrast and its transmission function lies between 0 and $2t_0$. Let us now take another sinusoidal grating that is inclined with respect to the first grating. Its transmission function $t_2(x, y)$ is expressed as

$$ t_2(x, y) = t_0 \left[ 1 - M \cos \frac{2\pi}{a} (x \cos \theta - y \sin \theta) \right] = t_0 \left[ 1 - M \cos 2\pi(\mu x - \nu y) \right] \quad (9.11) $$
The grating is inclined at an angle $\theta$ with the $y$ axis and has a period $a$. Its spatial frequencies along the $x$ and $y$ directions are $\mu$ and $\nu$, respectively, such that $a^{-2} = \mu^2 + \nu^2$. Further, the gratings are assumed to have the same modulation.

When the gratings are exposed on the same transparency, the transmission function of the positive transparency, with proper processing, can be taken as being proportional to the sum of the two transmission functions:

$$t(x, y) \propto t_1(x) + t_2(x, y) = 2t_0\{1 - M \cos\pi[(\mu + \mu_0)x - \nu y]\} \cos\pi[(\mu - \mu_0)x - \nu y]\}$$

This transmission function corresponds to a grating that is modulated by a low-frequency grating (i.e., the moiré pattern). Bright moiré fringes are formed when

$$\cos\pi[(\mu - \mu_0)x - \nu y] = -1$$

or

$$(\mu - \mu_0)x - \nu y = 2m + 1 \quad (9.13)$$

where $m$ is an integer. Similarly, dark moiré fringes are formed when

$$\cos\pi[(\mu - \mu_0)x - \nu y] = 1, \quad \text{or} \quad (\mu - \mu_0)x - \nu y = 2m$$

The moiré fringes are inclined at an angle $\phi$ with the $y$ axis such that

$$\cot \phi = \frac{\mu - \mu_0}{\nu} = \frac{\cos \theta - a/b}{\sin \theta} \quad (9.14)$$

When $a = b$, we have

$$\cot \phi = \frac{\cos \theta - 1}{\sin \theta} \quad (9.15)$$

The period of the moiré pattern is also obtained as

$$d = \left[\frac{1}{(\mu - \mu_0)^2} + \frac{1}{\nu^2}\right]^{1/2} = \frac{ab}{(a^2 + b^2 - 2ab \cos \theta)^{1/2}} \quad (9.16)$$

These are the same formulae that were obtained for line gratings.

When the gratings are recorded on separate films and the moiré pattern due to their overlap is observed, the transmission function is obtained by multiplication of their respective transmission functions: $t(x, y) = t_1(x)t_2(x, y)$. The moiré pattern is then obtained following the procedure explained earlier.
9.5 **MOIRÉ BETWEEN REFERENCE AND DEFORMED GRATINGS**

When the moiré phenomenon is used for metrology, one of the gratings is mounted on the object that is subjected to deformation. Therefore, one then observes the moiré pattern from the deformed grating and the reference grating (undeformed grating). One can also obtain a moiré pattern between two deformed gratings (i.e., when two deformed states of the object are compared). It is thus instructive to study moiré formation from deformed and undeformed gratings and learn how to extract information about the deformation from the moiré pattern.

The deformation is represented by a function \( f(x, y) \), which is assumed to be slowly varying. The deformed grating can be expressed as

\[
x + f(x, y) = mb \quad \text{for } m = 0, \pm 1, \pm 2, \pm 3, \pm 4, \ldots
\]

This grating is superposed on a reference grating represented by

\[
x = nb \quad \text{for } n = 0, \pm 1, \pm 2, \pm 3, \pm 4, \ldots
\]

This results in a moiré pattern represented by

\[
f(x, y) = pb \quad \text{for } p = 0, \pm 1, \pm 2, \pm 3, \pm 4, \ldots
\]

The moiré fringes represent a contour map of \( f(x, y) \) with period \( b \). Here, the elements in both the gratings run parallel to the \( y \) axis with the deformed grating exhibiting slow variation. We can also obtain moiré between the deformed grating and a reference grating that is oriented at an angle \( \theta \) with the \( y \) axis. That is, the gratings are expressed as

\[
x + f(x, y) = mb
\]

and

\[
y = x \cot \theta - \frac{nb}{\sin \theta}
\]

The moiré pattern, when the grating is inclined by a small angle such that \( \cos \theta \approx 1 \) and \( \sin \theta \approx \theta \) is given by

\[
y + \frac{f(x, y)}{\theta} = p\frac{b}{\theta}
\]

This describes a moiré grating with the period and distortion function magnified by a factor \( 1/\theta \).

When two distorted gratings are superposed, the moiré pattern gives the difference between the two distortion functions. This difference can also be magnified when the finite-fringe mode of moiré formation is used.

The derivative of the distortion function is obtained by observing the moiré pattern from the deformed grating and its displaced replica. For example, let us consider the deformed grating represented as in Equation 9.17a:

\[
x + f(x, y) = mb
\]
Its replica has been displaced along the $x$ direction by $\Delta x$, and hence is represented by

$$x + \Delta x + f(x + \Delta x, y) = nb$$

(9.21)

When these gratings are superposed, the moiré pattern is given by

$$\Delta x + f(x + \Delta x, y) - f(x, y) = pb$$

(9.22)

In the limit when the lateral shift $\Delta x$ is small, we obtain

$$\Delta x + \frac{\partial f(x, y)}{\partial x} \Delta x = pb$$

(9.23)

The first term is a constant, and just represents a shift of the moiré pattern. The moiré pattern thus displays the partial $x$ derivative of the distortion function $f(x, y)$. As mentioned earlier, the moiré effect can be magnified by $1/\theta$ using the finite-fringe mode.

Pitch mismatch between the gratings can also be used to magnify the effect of distortion. As an example, we consider a distorted grating and a reference grating given by

$$x + f(x, y) = mb$$

and

$$x = na$$

(9.24)

The moiré pattern is given by

$$x + \frac{a}{|a - b|} f(x, y) = \frac{ab}{|a - b|} p$$

(9.25)

The period of the moiré pattern is $ab/|a - b|$ and the distortion function has been magnified by $a/|a - b|$.

### 9.6 MOIRÉ PATTERN WITH DEFORMED SINUSOIDAL GRATING

The transmission function of a deformed sinusoidal grating is given by

$$t_1(x, y) = A_0 + A_1 \cos \left\{ \frac{2\pi}{b} [x - f(x, y)] \right\}$$

(9.26)

where $A_0$ and $A_1$ are constants specifying the bias transmission and the modulation of the grating and $f(x, y)$ represents the distortion of the grating. The reference grating, oriented at an angle $\theta$, is represented by

$$t_2(x, y) = B_0 + B_1 \cos \left\{ \frac{2\pi}{a} (x \cos \theta - y \sin \theta) \right\}$$

(9.27)

where $B_0$ and $B_1$ are constants.
9.6.1 **Multiplicative Moiré Pattern**

Moiré fringes are formed when the angle \( \theta \) is small, the deformation \( f(x, y) \) varies slowly in space, and the periods of the two gratings are nearly equal; in general, \( a = Nb \), where \( N \) is an integer. The transmission function for multiplicative moiré is the product of the transmission functions of the gratings:

\[
t(x, y) = t_1(x, y) t_2(x, y) = A_0 B_0 + A_1 B_0 \cos \left( \frac{2\pi}{b} [x - f(x, y)] \right) + A_0 B_1 \cos \left( \frac{2\pi}{a} (x \cos \theta - y \sin \theta) \right) + A_1 B_1 \cos \left( \frac{2\pi}{b} [x - f(x, y)] \right) \cos \left( \frac{2\pi}{a} (x \cos \theta - y \sin \theta) \right)
\]

(9.28)

For simplicity, the contrasts of the gratings are assumed to be same (i.e., \( A_0 = B_0 \) and \( A_1 = B_1 \)). Then,

\[
t(x, y) = A_0^2 + A_1 A_0 \cos \left( \frac{2\pi}{b} [x - f(x, y)] \right) + A_0 A_1 \cos \left( \frac{2\pi}{a} (x \cos \theta - y \sin \theta) \right) + A_1 \left( \frac{1}{2} \left\{ \cos \left( 2\pi \left[ x \left( \frac{1}{b} + \frac{\cos \theta}{a} \right) - \frac{y \sin \theta}{a} - \frac{f(x, y)}{b} \right] \right) \right) \right) + \cos \left( \frac{2\pi}{a} \right) \left( x \left( \frac{1}{b} - \frac{\cos \theta}{a} \right) + y \frac{\sin \theta}{a} - \frac{f(x, y)}{b} \right) \right) \}
\]

(9.29)

In Equation 9.29, the first term is a DC term; the second, third, and fourth terms are the carriers; and the fifth term represents the moiré pattern. Moiré fringes are formed wherever

\[
x \left( \frac{1}{b} - \frac{\cos \theta}{a} \right) + y \frac{\sin \theta}{a} - \frac{f(x, y)}{b} = p
\]

(9.30)

The moiré fringes are deformed straight lines as a result of \( f(x, y) \), the local deformation being \( f(x, y)/\theta \) when \( \theta \) is small.

9.6.2 **Additive Moiré Pattern**

An additive moiré pattern is obtained when the transmission functions of the individual gratings are added. Therefore, the transmission function, assuming gratings of the same modulation, is given by

\[
t(x, y) = t_1(x, y) + t_2(x, y) = 2A_0 + A_1 \cos \left( \frac{2\pi}{b} [x - f(x, y)] \right) + A_1 \cos \left( \frac{2\pi}{a} (x \cos \theta - y \sin \theta) \right)
\]

(9.31)
This can be written as

\[
t(x, y) = 2A_0 + 2A_1 \cos \left\{ \pi \left[ x \left( \frac{1}{b} + \frac{\cos \theta}{a} \right) - \frac{\sin \theta}{a} - \frac{f(x, y)}{b} \right] \right\},
\]

\[
\times \cos \left\{ \pi \left[ x \left( \frac{1}{b} - \frac{\cos \theta}{a} \right) + \frac{\sin \theta}{a} - \frac{f(x, y)}{b} \right] \right\}
\]

(9.32)

The second cosine term represents the moiré pattern, which modulates the carrier grating. Owing to the cosine variation of the moiré term, the phase of the carrier changes intrinsically at the crossover point. The visibility of the moiré pattern is generally poor, and imaging optics are required to resolve the carrier grating.

### 9.7 CONTRAST IMPROVEMENT OF THE ADDITIVE MOIRÉ PATTERN

It has been mentioned that the contrast of the additive moiré pattern is poor. In order to observe the fringe pattern, it is necessary either to resolve the carrier grating or to use nonlinear recording. Alternately, one could use an FT processor to filter out the required information. The transparency \( t(x, y) \) is placed at the input of the FT processor, and the spectrum, which consists of the zero order and two first orders, is observed at the filter plane. Either of the first orders is filtered out and used for imaging. The intensity distribution at the output plane is proportional to

\[
A_1^2 \cos^2 \left\{ \pi \left[ x \left( \frac{1}{b} - \frac{\cos \theta}{a} \right) + \frac{\sin \theta}{a} - \frac{f(x, y)}{b} \right] \right\}
\]

\[
= \frac{1}{2} A_1^2 \left\{ 1 + \cos \left\{ 2\pi \left[ x \left( \frac{1}{b} - \frac{\cos \theta}{a} \right) + \frac{\sin \theta}{a} - \frac{f(x, y)}{b} \right] \right\} \right\}
\]

(9.33)

This represents a unit-contrast moiré pattern.

### 9.8 MOIRÉ PHENOMENON FOR MEASUREMENT

The moiré phenomenon has been used extensively for the measurement of length and angle. It has also been applied to the study of deformation of objects and also for shape measurement. We will now investigate how to employ this tool in the area of experimental solid mechanics.

### 9.9 MEASUREMENT OF IN-PLANE DISPLACEMENT

#### 9.9.1 REFERENCE AND MEASUREMENT GRATINGS OF EQUAL PITCH AND ALIGNED PARALLEL TO EACH OTHER

A measurement grating is bonded to the object, and the reference grating is aligned parallel to it. In-plane displacement in the direction of the grating vector (the direction normal to the grating elements) causes the period of the bonded grating to change
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from \(b\) to \(a\). The moiré fringes formed will have a period \(d = ab/|a - b|\). The normal strain \(\varepsilon\) as measured by the moiré method is \(|a - b|/a\). Therefore, \(\varepsilon = b/d\); the ratio of the grating period to that of the moiré pattern. At this juncture, it should be noted that the moiré method measures the Lagrangian (engineering) strain. However, if the deformation is small, the Lagrangian and Eulerian strains are practically equal.

The shear strain is obtained likewise: the measurement grating (the grating bonded on the object), as a result of shear, is inclined at an angle \(\theta\) with the reference grating, resulting in the formation of a moiré pattern. Moiré fringes are formed wherever

\[
x(1 - \cos \theta) + y \sin \theta = pb
\]

The period \(d\) of the moiré fringes for very small rotation is \(b/\theta\). In fact, the shear strain, when the rotation is small and also when strains are small, is equal to \(\theta\). Thus, the shear strain \(\gamma\) is given by

\[
\gamma = b/d
\]

The shear strain is also obtained as the ratio of the grating pitch to that of the moiré. This is valid for the homogeneous normal strain and simple shear strain.

9.9.2 Two-Dimensional In-Plane Displacement Measurement

The analysis of the moiré pattern becomes quite easy when it is recognized that the moiré fringes are the contours of the constant displacement component—the so-called isothetics. The zero-order moiré fringe runs through regions where the periods of the reference and measurement gratings are equal (i.e., the displacement component is zero). Similarly, the \(N\)th-order moiré fringe runs through the regions where the displacement component is \(N\) times the period of the grating. If the reference grating has its grating vector along the \(x\) direction, the moiré fringes represent loci of constant \(u\) displacement (i.e., \(u = Na\)). If the \(v\) component of the displacement is to be measured, both the reference grating and the measurement grating are aligned to have their grating vectors along the \(y\) direction. The moiré fringes are now the loci of constant \(v\) component, and hence \(v = N'a\), where \(N'\) is the moiré fringe order. To obtain both \(u\) and \(v\) components simultaneously, a cross grating may be used. The \(u\) and \(v\) components are isolated by optical filtering.

Let us consider an example where the moiré pattern is obtained when both the reference and measurement gratings are aligned with their grating vectors along the \(x\) direction. The moiré pattern then represents the \(u\) displacement component. Since strain is a derivative of the displacement, absolute displacement measurement is not necessary. Hence, it is not necessary to assign the absolute fringe order to the moiré fringes; instead, the orders are assigned arbitrarily. However, it should be kept in mind that the increasing orders represent tensile strain and the decreasing orders compressive strain. For the sake of analysis, the moiré fringes are assigned orders 8, 7, 6, 5, 4 in the moiré pattern shown in Figure 9.5. We now wish to obtain the strain at a point \(A\). Through \(A\), a line parallel to the \(x\) axis is drawn, and a displacement curve (the moiré fringe order versus the position on the object) is drawn as shown in Figure 9.5: this curve represents the \(u\) displacement on the line over the object.
now draw the tangent at the point A. The slope of the tangent at this point gives the normal strain along the $x$ direction. That is,

$$\tan \theta = \frac{\partial N}{\partial x} = \frac{1}{a} \frac{\partial u}{\partial x}$$

or

$$\frac{\partial u}{\partial x} = \varepsilon_x = a \frac{\partial N}{\partial x}$$ \hspace{1cm} (9.36)$$

In fact, the strain field along this line on the object can be obtained from this curve. If another line parallel to the $y$ axis but passing through A is drawn and the displacement
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curve plotted as shown in Figure 9.5, we can obtain

\[ \frac{\partial u}{\partial y} = a \frac{\partial N}{\partial y} \]

at point A. Similarly, we can obtain

\[ \frac{\partial v}{\partial y} = \epsilon_y = a \frac{\partial N'}{\partial y} \]

from the \( v \) family of displacement fringes obtained by conducting the experiment with the gratings aligned with their grating vectors parallel to the \( y \) axis. Also, we obtain the quantity

\[ a \frac{\partial N'}{\partial x} \]

The shear strain \( \gamma_{xy} \) is then calculated from

\[ \gamma_{xy} = a \left( \frac{\partial N}{\partial y} + \frac{\partial N'}{\partial x} \right) \]  \( \text{(9.37)} \)

Thus, both the normal strains and the shear strain can be obtained from the moiré phenomenon. However, it is very clear from this analysis that the following two factors are very important: first, correct assignment of the fringe orders to the moiré fringes; second, accurate generation of the displacement curve. Assignment of the fringe orders is not trivial, and requires considerable effort and knowledge. The rules of topography of continuous surfaces govern the order of fringes. Adjacent fringes differ by plus or minus one fringe order, except in zones of local fringe maxima or minima, where they can have equal fringe orders. Local maxima and minima are usually distinguished by closed loops or intersecting fringes; in topography, such contours represent hills and saddle-like features, respectively. Fringes of unequal orders cannot intersect. The fringe order at any point is unique and independent of the path of the fringe count used to reach that point. A fringe can be assigned any number, since absolute displacement information is not required for strain measurement. Relative displacement can be determined using an arbitrary datum.

For generating the displacement curve accurately, one needs a large number of data points, and so methods have been found to increase the number of moiré fringes, and hence the data points, for the same loading conditions. This can be accomplished by (i) pitch mismatch, (ii) angular mismatch, or (iii) their combination.

The strains can also be obtained by shearing: the moiré patterns representing the displacement fringes are sheared to obtain the fringes corresponding to the strain.

9.9.3 **High-Sensitivity In-Plane Displacement Measurement**

The sensitivity of in-plane displacement measurement depends on the period of the grating. In moiré work, low-frequency gratings are usually employed, and the analysis is based on geometrical optics. However, with fine-period gratings, although
the sensitivity is increased, diffraction effects are prominent, and consequently quasi-
monochromatic, spatially coherent light needs to be used. Indeed, with laser radiation,
in-plane displacement measurements with a very high degree of accuracy can be made.
A cross grating, say 1200 lines/mm in either direction, recorded holographically and
aluminum-coated for reflection, is bonded onto the surface under test. The use of
high-density gratings puts a limitation on the size of the object that can be examined.
The grating is illuminated by four collimated beams, as shown in Figure 9.6. Two
beams lie in the \((x,z)\) plane and two in the \((y,z)\) plane, and make angles such that
first-order diffracted beams propagate along the \(z\) axis. These beams, on interference,
generate fringe patterns characteristic of the \(u\) and \(v\) families of the displacement.

To understand the working of the technique, let us consider a one-dimensional
grating with its grating vector along the \(x\) direction. The grating is recorded holo-
graphically by interference between two plane waves, one propagating along the \(z\)
axis and the other making an angle \(\theta\) with this but lying in the \((x,z)\) plane. The
period of the grating is \(b\), or its spatial frequency \(\mu = \frac{(\sin \theta)}{\lambda}\) (i.e., \(b \sin \theta = \lambda\)).
This grating is bonded onto the surface of the object. When the grating is illuminated
normally by a collimated beam, the first-order diffracted beams make angles of \(\theta\) and
\(-\theta\) with the normal to the grating. Let us assume that the object is loaded, resulting
in distortions in the grating period. Let the modified spatial frequency be \(\mu(x)\). The
grating is illuminated symmetrically at angles of \(\theta\) and \(-\theta\) by two plane waves that
can be represented by \(Re^{2\pi i \mu x}\) and \(Re^{-2\pi i \mu x}\), where \(R\) is the amplitude of the wave.
These plane waves will be diffracted by the grating, and the diffracted field can be expressed as

\[
R \left( e^{2\pi i \mu x} + e^{-2\pi i \mu x} \right) \frac{1}{2} \left( 1 + \cos[2\pi \mu(x) x] \right)
\]  
(9.38)
Collecting terms of interest (i.e., those terms representing waves that propagate along the $z$ axis), we obtain

$$
\frac{1}{4} R \left( e^{2\pi i [\mu - \mu(x)]x} + e^{-2\pi i [\mu - \mu(x)]x} \right)
$$

(9.39)

The intensity distribution in the image is

$$
I(x) = \frac{1}{4} R^2 \cos^2\{2\pi [\mu - \mu(x)]x\}
$$

(9.40)

This represents a moiré pattern. The moiré fringe width is

$$
d = \frac{1}{2} \frac{aa(x)}{|a - a(x)|} = \frac{1}{2} Na
$$

(9.41)

where $a(x)$ is the period of the deformed grating and $N$ is the order of the moiré fringe. It should be noted that the sensitivity of the method is twice as large as would be obtained with the same grating using the conventional method. This is due to the fact that the deformed grating in $+1$ and $-1$ diffraction orders is being compared. This increase in sensitivity by a factor of two has been explained by Post as being due to moiré formation between a grating on the test surface and a virtual grating of twice the frequency formed by interference between the two beams, thus providing a multiplicative factor of two. Use of higher diffraction orders results in increased fringe multiplication.

An arrangement to measure $u$ and $v$ components of the displacement simultaneously uses a high-frequency cross grating bonded onto the surface of the object. The grating is illuminated simultaneously and symmetrically along the $x$ and $y$ directions to generate four beams travelling axially. The moiré fringes representing $u$ and $v$ displacement components are then obtained by interference of these four beams. Figure 9.7 shows the $u$ and $v$ families of fringes for an electronic component that was heated to show the influence of heat (generated internally during operation) on the packaging. A cross grating with 1200 lines/mm is transferred to the face of the electronic component and He–Ne laser light is used for illumination.

9.10 MEASUREMENT OF OUT-OF-PLANE COMPONENT AND CONTOURING

The Moiré technique is well suited for the measurement of in-plane displacement components: the sensitivity is controlled by the period of the grating. Further, the techniques used for moiré formation are either pitch mismatch or angular mismatch. Therefore, moiré formation when measuring out-of-plane displacement will also be governed by these techniques. Consequently, the moiré method is not as sensitive for out-of-plane measurement as for in-plane measurement. Out-of-plane displacement and surface topography can be measured by the shadow moiré method or the projection moiré method.

We will discuss these methods in detail.
9.10.1 THE SHADOW MOIRÉ METHOD

As the name suggests, the moiré pattern is formed between the grating and its shadow on the object. The shadow grating will be distorted by the object topography, and hence moiré fringes from the distorted and reference gratings are observed.

9.10.1.1 Parallel Illumination and Parallel Observation

Figure 9.8 shows an arrangement for shadow moiré that relies on parallel illumination and observation; a reference grating is placed on the object. Without loss of generality, we may assume that the point A on the object surface is in contact with the grating. The grating is illuminated by a collimated beam incident at an angle $\alpha$ with the normal to the grating surface (i.e., the $z$ axis). It is viewed from infinity at an angle $\beta$. It is obvious that the grating elements contained in a distance $AB$ occupy a distance $AD$ on the object surface. The elements on AD will form a moiré pattern with the grating elements contained in distance AC. Let us assume that $AB$ and $AC$ have $p$ and $q$ grating elements, respectively. Therefore, $AB = pa$, and $AC = qa = pb$. From geometry, $BC = AC - AB = (q - p)a = Na$ for $N = 0, \pm 1, \pm 2, \ldots$; $N$ is the order of the moiré fringes.

Therefore, we may write

$$z(x, y)(\tan \alpha + \tan \beta) = Na$$

or

$$z(x, y) = \frac{Na}{\tan \alpha + \tan \beta} \hspace{1cm} (9.42)$$

where $z(x, y)$ is the depth as measured from the grating. This is the governing equation of this method. It can be seen that the moiré fringes are contours of equal depth measured from the grating. If the viewing is along the normal to the grating (i.e., $\beta = 0$),
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\[ z(x, y) = \frac{Na}{\tan \alpha} \]

Alternatively, the grating may be illuminated normally and viewed obliquely. Then \( z(x, y) = \frac{Na}{\tan \beta} \). The assumption that the viewing is done with a collimated beam is not always valid. However, when the object under study is small and the camera is placed sufficiently far away, this requirement is nearly met, although the method is thus not suited for large objects.

9.10.1.2 Spherical-Wave Illumination and Camera at Finite Distance

The assumption made earlier that both the source and the camera are at infinity limits the application of the method to the study of small objects. However, when divergent illumination is used, larger objects can be studied. In general, the source and the camera may be located at different distances from the reference grating. However, a special case where the source and the camera are at equal distances from the grating is of considerable practical importance, and hence is discussed here in detail.

Let the point source \( S \) and the camera be at a distance \( L \) from the grating surface and let their separation be \( P \), as shown in Figure 9.9. The object is illuminated by a divergent wave from a point source. As before, the number of grating elements \( p \) contained in \( AB \) on the grating are projected onto \( AD \) on the object surface. These elements interact with the \( q \) elements in \( AC \), thus producing a moiré pattern.

If we assume that an \( N \)th-order moiré fringe is observed at the point \( D \), then

\[ BC = AC - AB = (q - p)a = Na \] (9.43)

But \( BC = z(x, y)(\tan \alpha' + \tan \beta') \), where \( z(x, y) \) is the depth of the point \( D \) from the grating. Therefore, we obtain

\[ z(x, y) = \frac{Na}{\tan \alpha' + \tan \beta'} \] (9.44)

Here, \( \alpha' \) and \( \beta' \) vary over the surface of the grating or over the surface of the object. From Figure 9.9, we have \( \tan \alpha' = x/(L + z(x, y)) \) and \( \tan \beta' = (P - x)/(L + z(x, y)) \).
Substituting these expressions into Equation 9.44, we obtain

\[ z(x, y) = \frac{Na}{x} \left( \frac{P - x}{L + z} + \frac{P}{L + z} \right) = \frac{Na}{x} \left( \frac{P}{L + z} - \frac{Na}{P} \right) \]

Rearranging, we obtain

\[ z(x, y) = \frac{NaL}{P - Na} = \frac{Na}{P} \frac{L}{L - Na} \]

The ratio \( P/L \) is called the base-to-height ratio. This is an extremely simple formula. In fact, it is this simplicity that makes this technique attractive over the one in which the source and the camera are placed at different distances from the grating. The distance \( \Delta z(x, y) \) between adjacent moiré fringes (i.e., \( \Delta N = 1 \)) is

\[ \Delta z(x, y) = \frac{La}{P} \left( 1 + \frac{z}{L} \right)^2 \]

It can be seen that the fringe spacing is not constant, but increases with depth. Since \( z(x, y)/L \ll 1 \), then the fringe spacing is constant and is given by \( \Delta z(x, y) = La/P \). The moiré fringes then represent true depth contours.

Although the method is applicable to the study of large objects, it is essential to correct for perspective error. This error arises because the actual coordinates \((x, y)\) of...
a point appear as \((x_a, y_a)\). From Figure 9.9, the actual coordinates \((x, y)\) and apparent coordinates \((x_a, y_a)\) are related by

\[
x_a - x = \frac{P - x_a}{L} \quad \text{or} \quad x = x_a - \frac{P - x_a}{L}
\]

Using this arrangement, the shadow moiré method can be applied to the study (obviously limited by the size of the grating) of very large structures.

Since the fringe spacing is not constant over the object depth, the sensitivity of the method may not be adequate to map out surfaces that are strongly curved or very steep. Therefore, the use of a composite grating has been suggested. The composite grating consists of two parallel superposed gratings with two discretely different periods. This thus provides two sensitivities.

One of the problems of the shadow moiré method is that the moiré fringes do not localize on the surface of the object. Also, the contrast of the fringes is not constant. Fringes of maximum contrast are obtained when the surface under test is nearly flat. The moiré fringes become fuzzy when objects of steep curvature are examined. As a precaution, objects with steep curvature should be placed as close to the grating as possible, and the depth of field of the photographic objective should be large enough to focus the grating and its shadow simultaneously.

### 9.10.2 Automatic Shape Determination

When the distance between the grating and the object surface changes, the moiré fringes shift. From the direction of the shift—which can differ locally—information about the local surface gradient can be obtained. In one approach to automatic surface determination, a grating placed on the object is illuminated obliquely, and a moiré pattern is recorded as shown in Figure 9.10. A number of moiré patterns are recorded by shifting the grating axially. The phase of the moiré fringes is calculated using well-known phase-shift techniques. The object topography is then calculated using the appropriate expression.

### 9.10.3 Projection Moiré

There are several differences between the shadow moiré and projection moiré techniques. In projection moiré, a higher-frequency grating is used, and the grating is projected on the object surface and is re-imaged on a reference grating that is identical to the projection grating and aligned parallel to it. The moiré fringes are formed at the plane of the reference grating. The projection moiré method also provides a
certain flexibility that is not possible in the shadow moiré method. We will examine
the projection moiré method in the following two cases:

- The optical axes of the projection and imaging (observation) systems are
  parallel.
- The optical axes are inclined with each other.

Referring to Figure 9.11, a grating $G_1$ of period $b$ is imaged on a reference plane, where
its period is $Mb$, $M$ being the magnification of the projection system. If the object
surface is plane and located on this reference plane, the projected grating will have a
constant period. This grating is re-imaged on the reference grating $G_2$. Assuming the
projection and imaging systems to be identical, the pitch of the imaged grating will
be equal to that of $G_2$ and the grating elements will lie parallel to each other owing
to their initial alignment. Hence, no moiré pattern will be formed. However, if the
surface is curved, the projection grating on the surface will have a varying period, and
hence a moiré pattern is formed. We can examine this in exactly the same manner as
applied to shadow moiré; that is, the grating of period $Mb$ at the reference plane is
illuminated by a spherical wave from the exit pupil of the projection lens. As described
in the shadow moiré method, we can write

$$z(x, y) = \frac{NMb}{\tan \alpha' + \tan \beta'} = \frac{NMbL + z(x, y)}{P}$$  \hspace{1cm} (9.48)

Equation 9.48, on rearranging, becomes

$$z(x, y) = \frac{NMbL}{P - NMb}$$  \hspace{1cm} (9.49)
Writing the magnification of the imaging system as $M = (L - f)/f$, where $f$ is the focal length, we obtain

$$z(x, y) = \frac{NbL(L - f)}{fP - Nb(L - f)}$$ \hspace{1cm} (9.50)

Here, $z(x, y)$ corresponds to the depth of the object at the point where the $N$th-order moiré fringe is formed. It can be seen that the moiré fringe spacing is not constant. However, when $Mb \ll P$, the moiré fringes are equally spaced.

The disadvantage of this method is that only very small objects can be studied. However, large objects also can be studied when the optical axes of the projection system and the imaging system are inclined, as shown in Figure 9.12. The grating can be imaged on the reference plane where the Scheimpflug condition is satisfied. However, the magnification is not constant, and consequently the period of the grating on the reference plane varies. This problem can be solved by using a special grating whose period remains constant on projection at the reference plane.

The technique can be used for the comparison of two objects if, instead of the reference grating, a photographic record of the projected grating is made first with one object and then with the object replaced by another object. The records can be made on the same film (additive moiré) or on two separate films (multiplicative moiré). Likewise, one can study out-of-plane deformation of the object by recording gratings corresponding to two states of the object.

As should be obvious, the grating plays a very important role: the sensitivity depends on the grating period. Therefore, several gratings may be required to maintain accuracy over a steeply curved surface. Further, for phase-shifting, the grating needs to be shifted. The use of programmed LCD panels for generating gratings of variable
period, with a sinusoidal or binary transmission function, and arbitrarily inclined, makes automatic shape determination considerably more convenient.

9.10.4 **LIGHT-LINE PROJECTION WITH TDI MODE OF OPERATION OF CCD CAMERA**

If depth determination of an object is to be carried out over the whole 360°, then several measurements are needed. These measurements are made by changing the viewing and projection directions. An alternative approach is to unwrap the object surface. This is particularly straightforward if the object has axial symmetry. The object is placed on a turntable with its axis coinciding with the axis of rotation. A beam of light in the form of a line is projected on the surface, as shown in Figure 9.13a. An image is made on a CCD camera; the image of the projected line will be smeared out owing to rotational motion. On the other hand, if the laser is operated in the pulse mode and the camera in TDI (time-delay and integration) mode, then the object surface will be unwrapped and it will be covered with equidistant lines. The line width will be governed by the width of the projected line and the line separation by the pulse rate. If the object departs from axial symmetry, the pitch of the grating will not be uniform, but will vary, depending on the magnitude of departure from the nominal cylindrical surface.

Let us consider a section of the object, as shown in Figure 9.13b. It is illuminated at an angle θ with the optical axis. The dashed line is the nominal circular section and the solid line represents the surface of the object at that section. The point B on the
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FIGURE 9.13  TDI mode of a CCD camera: (a) line scan of an object; (b) calculation of the shift of the line due to out-of-plane displacement; (c) unwrapped image of a cylindrical object with a dent; (d) moiré pattern showing the dented region. (Courtesy of Dr. M. R. Sajan.)

surface is imaged at B', which would also be the image of the point C if the object were not deformed. Further, if the object were not deformed, the point A would be imaged on the axis as A' instead of the point B illuminated now. Therefore, the image of the line on the object will be distorted. From the figure, we have AC = BC tan θ. The out-of-plane displacement d is BC. Thus d = AC cot θ. Figure 9.13c shows a distorted image on the unwrapped object. This distortion is seen vividly when a
moiré is formed with an internally generated electronic grating, as shown in Figure 9.13d. The moiré condition, as before, is \( AC = Np \), where \( p \) is the grating pitch. Therefore, \( d = Np \cot \theta \). The out-of-plane displacement is obtained from the moiré pattern. Phase-shifting can easily be introduced by a shift of the laser diode.

If the pulse width is larger than the scanning time for one column of detectors, the bright line will be smeared. Hence, the pulse width is determined according to the selected scanning frequency. For example, for a scanning frequency of 50,000 lines/min, that is, a scanning time \( T = 1.2 \) ms/line, the suggested pulse width should be less than 10\% of \( T \), that is, 0.12 ms. Figure 9.13c was obtained with a TDI camera with 192 pixels per column (line) and has 165 lines. In the TDI mode, the charge of each pixel on a line is added to itself as it moves from one end of the detector to the other. There is thus a time delay from the moment a line of pixels is first illuminated to the instant when it is read into the buffer, and the charge of the pixel is integrated over 165 lines.

### 9.10.5 COHERENT PROJECTION METHOD

So far, we have discussed projection moiré methods in which a grating is projected on the object surface, and its image is formed by another optical system on an identical grating. The illumination is incoherent and the method requires two physical gratings. However, it is possible to create a grating structure on the object by interference between two coherent waves. We shall consider two distinct situations: one where two plane (collimated) waves interfere, generating equidistant equiphasal plane surfaces in space, and the other where interference between two spherical waves is used to generate interference surfaces (hyperboloidal surfaces).

#### 9.10.5.1 Interference between Two Collimated Beams

There are several ways of generating two inclined collimated beams. Let us consider two plane waves, as shown in Figure 9.14, which enclose a small angle \( \Delta \theta \) between them. Assuming the amplitudes of these waves to be equal, the total amplitude \( u(x, y) \) at the \((x, z)\) plane can be written as

\[
u(x, y) = e^{(2\pi/\lambda)i[x \sin(\theta - \Delta \theta/2) + z \cos(\theta - \Delta \theta/2)]} + e^{(2\pi/\lambda)i[x \sin(\theta + \Delta \theta/2) + z \cos(\theta + \Delta \theta/2)]}
\]

(9.51)

where \( \theta \) represents the mean direction. When such an amplitude distribution is recorded, the intensity distribution in the record is

\[
I = I_0 \left\{ 1 + \cos \left[ \frac{2\pi}{\lambda} \left( 2 \sin \frac{\Delta \theta}{2} \right) (x \cos \theta + z \sin \theta) \right] \right\}
\]

\[
= I_0 \left\{ 1 + \cos \left[ \frac{2\pi}{a} (x \cos \theta + z \sin \theta) \right] \right\}
\]

(9.52)

where \( a = \lambda/[2 \sin(\Delta \theta/2)] \). Thus, a grating of period \( a \) is formed on the object surface. The period of the grating along the \( x \) direction is \( a/\cos \theta \) and that along the \( z \)
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FIGURE 9.14 Coherent projection method.

direction is $a / \sin \theta$. This grating is photographed normally. If the object surface is a plane lying in the $(x,y)$ plane, then the grating period is $a_x = a / \cos \theta$, and the period in the photographic record is $Ma_x$, where $M$ is the magnification.

In order to visualize the moiré formation, we note that, in collimated illumination, the fringe width along the $x$ direction remains unchanged, irrespective of the depth of the object. However, there is an in-plane shift that varies linearly with depth. So, if the object depth changes by $\Delta z$, the $x$ shift is $\Delta z \tan \theta$. If this shift is equal to the grating period $a_x$, then a moiré fringe is formed. The moiré fringe interval is thus governed by $a_x = \Delta z \tan \theta = a / \cos \theta$. This leads to $\Delta z = a / \sin \theta$. In other words, a moiré fringe is formed wherever the object depth changes by $a / \sin \theta$. This is thus a neat method of measuring out-of-plane displacement.

We again have the possibilities of either additive moiré or multiplicative moiré. The first exposure is made with the object in its initial state and the second exposure when it is deformed. The moiré pattern gives the out-of-plane displacement. Alternatively, a reference record can be made of the grating on a reference plane, and the second record made with dual illumination of the object surface. This way, the surface topography can be obtained. The requirement is that the grating period be resolved. Therefore, the interbeam angle should be only a few degrees: this will give a grating structure of about 100 lines/mm, which can be resolved by a good imaging system. Obviously, the size of the object that can be studied depends on the size of the collimated beams, which is limited by the collimator optics.

9.10.5.2 Interference between Two Spherical Waves

In order to cover large objects, interference between diverging waves is utilized. One simple method employs a single-mode 50 : 50 fiber-optic beam-splitter (coupler).
The laser beam is coupled to one port of the coupler, and the beam is equally divided into two output ports. The separation between the output fibers can be adjusted to achieve the desired fringe width. Unfortunately, the surfaces of constant intensity in the interference pattern are not plane surfaces but hyperboloids. The period of the grating on the reference plane thus varies, but can be calculated given the coordinates of the point sources. This method can therefore be used with large objects.

### 9.10.6 Measurement of Vibration Amplitudes

Both the shadow moiré and projection moiré methods can be used to measure the amplitude of vibration. We use the method described earlier in which two plane waves are superposed on the object surface. A record of this will be a grating on the surface of the object, with intensity distribution given by Equation 9.52. Let us now assume that the object surface executes simple harmonic motion of amplitude \( w(x, y) \) at frequency \( \omega \). We can express this as

\[
z = z_0 + w(x, y) \sin \omega t
\]  

(9.53)

where \( z_0 \) represents the static position of the surface. Owing to surface motion, the phases of the two interfering beams at the surface will change with time; consequently, the instantaneous intensity distribution in the record will be

\[
I(x, t) = I_0 \left\{ 1 + \cos \left[ \frac{2\pi}{a} \left( x \cos \theta + (z_0 + w(x, y) \sin \omega t) \sin \theta \right) \right] \right\}
\]  

(9.54)

This intensity distribution is integrated over a period \( T \) much longer than the period of vibration \( 2\pi/\omega \); that is,

\[
I(x) = \frac{1}{T} \int_0^T I(x, t) dt = I_0 \left\{ 1 + J_0 \left( \frac{2\pi}{a} w(x, y) \sin \theta \right) \cos \left[ \frac{2\pi}{a} (x \cos \theta + z_0 \sin \theta) \right] \right\}
\]  

(9.55)

where \( J_0(x) \) is the Bessel function of zero order. This again represents a grating with modulation given by the Bessel function. Information about the vibration amplitude \( w(x, y) \) can be extracted from this record by optical filtering. We assume that the record has an amplitude transmittance proportional to the intensity distribution. The record is placed at the input plane of a FT processor, and one of the first orders is allowed for image formation. The intensity distribution at the output plane is proportional to

\[
\left[ J_0 \left( \frac{2\pi}{a} w(x, y) \sin \theta \right) \right]^2
\]  

(9.56)

The intensity distribution exhibits maxima and minima. The amplitude of vibration is obtained as explained for time-average HI in Chapter 6.
9.10.7 Reflection Moiré Method

Unlike the shadow moiré and projection moiré methods, the reflection moiré method yields information about slope and curvature. In the problem of flexure of thin plates, the second derivatives of the deflection are related to the bending moments and twist. The deflection data obtained from shadow moiré or projection moiré need to be differentiated twice in order to obtain curvature, resulting in inaccuracies. Therefore, it is necessary to obtain slope or curvature data so that either only a single differentiation need be performed or differentiation is eliminated altogether. The reflection moiré method serves this purpose. The only disadvantage is that the specimen has to be specular.

Figure 9.15 shows a schematic of the experimental set-up for reflection moiré, also known as Ligtenberg’s arrangement. The object is an edge-clamped plate. The surface of the plate is mirror-like so that a virtual image of the reference grating is formed. Consider a ray from a point D on the grating that, after reflection from point P on the object, meets a point I at the image plane, as shown in Figure 9.15. In other words, point I is the image of point D as formed by reflection on the plate surface. When the plate is deformed, point P moves to point $P'$. If the local slope is $\phi$, then point I now receives the ray from point E: the image of point E is formed at I again. In reality, an image of the grating as seen on reflection from the plate is recorded. This image itself may contain distortions due to nonflatness of the plate surface. It can be shown that, owing to self-healing, these distortions do not influence moiré formation. After the plate is deformed (loaded), the image is again recorded on the same photographic film/plate. Owing to loading, the grating image will be further distorted, thus forming a moiré pattern.

Following the arguments presented earlier, a grating AE, after loading, is superposed on another grating AD, leading to moiré formation due to pitch mismatch. Let there be $p$ grating elements in AE and $q$ elements in AD. If the $N$th-order moiré fringe appears at point I, then

$$ED = AE - AD = pb - qb = (p - q)b = Nb$$  \hspace{1cm} (9.57)

![FIGURE 9.15 Reflection moiré: Ligtenberg’s arrangement.](attachment:image.png)
Optical Methods of Measurement

But

\[ ED = EC - CD = L \tan(\theta + 2\phi) - L \tan \theta \]
\[ = L \frac{\tan \theta + \tan 2\phi}{1 - \tan \theta \tan 2\phi} - L \tan \theta \]

Assuming \( \phi \) to be very small, which is usually the case, we write \( \tan 2\phi \approx 2\phi \).

Therefore,

\[ ED = L \frac{2\phi(1 + \tan^2 \theta)}{1 - 2\phi \tan \theta} = Nb \]

Further, \( 2\phi \tan \theta \ll 1 \), and, writing the partial \( x \) slope \( \phi = \frac{\partial w}{\partial x} \), we have

\[ \frac{\partial w}{\partial x} = \frac{Nb}{2L(1 + \tan^2 \theta)} = \frac{Nb}{2L \left(1 + \frac{x^2}{L^2}\right)} \]

The slope depends on the value of \( x \). In order to eliminate the dependence of \( \frac{\partial w}{\partial x} \) on \( x \), a curved grating is used. However, Ligtenberg’s method utilizing curved gratings also suffers from several disadvantages: the large dimensions of the curved surface gratings, the necessity of using gratings of low spatial frequency to obtain a moiré pattern of good contrast, and the limitation to static loading problems and to models of relatively large flexures. The disadvantages of Ligtenberg’s method are largely removed by the Rieder–Ritter arrangement. A cross-grating is used so that \( \frac{\partial w}{\partial x} \) and \( \frac{\partial w}{\partial y} \) are recorded simultaneously. These can be separated by optical filtering.

Further, as with other moiré methods, the sensitivity is dependent on the grating period. It is therefore desirable to have an arrangement in which the grating period can be varied easily. Figure 9.16 shows an arrangement where a grating is projected onto a ground-glass screen. The projected grating is imaged using the Rieder–Ritter arrangement. The pitch of the grating can be varied by changing the magnification during projection of the grating.

Several other arrangements have been suggested to obtain slope and curvature. A diffraction grating is placed at or near the focal plane of the imaging lens. The diffraction grating produces sheared fields. Double exposure, before and after plate loading, is performed. In another interesting arrangement, an inclined plane parallel plate is placed near the focal plane of the imaging lens. The image is recorded in reflection: two reflected beams, which are sheared, produce a grating in the image plane. Loading of the plate deforms this grating. Therefore, double-exposure recording, before and after plate loading, results in the formation of a moiré pattern that is due to the slope variation. When two plates are used in tandem and properly aligned such that three sheared beams participate in interference, curvature fringes are obtained.

These methods are coherent methods requiring laser radiation. The permissible size of the object depends on the collimating optics, and hence these methods are limited to small to moderate size objects. As mentioned earlier, the surface of the plate (object) need not be optically flat. The departure from flatness causes some distortions in the
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9.11 SLOPE DETERMINATION FOR DYNAMIC EVENTS

So far, we have described methods that are applicable only to static problems. Pulse illumination is frequently used for the examination of dynamic processes. Grating images corresponding to successive states of the object are recorded. However, it is necessary to record the reference grating each time as well, in order to generate the moiré pattern. This makes these methods rather troublesome to apply to the study of dynamic events.

Several methods have been developed whereby the images of the reference grating and the deformed grating from the surface under investigation are recorded simultaneously. In one such arrangement (Figure 9.17), the beam splitter provides two paths for the imaging. One image is formed by reflection from the object surface $T$ and the other image is formed by reflection from a mirror surface $M$. Therefore, both images of the grating can be recorded in a single exposure (pulse illumination), and hence an additive moiré pattern can be observed for the various states of the object. This arrangement, however, does not exploit the healing property of the moiré phenomenon. Since, in general, the object surface in its initial state and the mirror surface are not identical, the grating formed by reflection from the object surface will carry some distortions, which will show up as moiré fringes even for the unloaded state of the object. In other words, an initial fringe-free field is not obtained. This problem is solved in the arrangement shown in Figure 9.18. The grating $G_1$ is a replica of the image formed by reflection from the object surface. Therefore, the images of gratings...
G₁ and G₂ will be identical, and an initial fringe-free field is obtained. However, for each object surface, a new grating G₁ has to be produced and aligned.

9.12 CURVATURE DETERMINATION FOR DYNAMIC EVENTS

The arrangements shown in Figures 9.17 and 9.18 can be modified to provide for additional shear by incorporating a Mach–Zehnder interferometer. Figure 9.19 shows this arrangement. The images are sheared by the tilt given to one of the mirrors.
9.13 SURFACE TOPOGRAPHY WITH REFLECTION MOIRÉ METHOD

The methods described for slope and curvature measurements exploit the imaging of a reference grating when the separation between the grating and the object surface is large. However, when the reference grating is placed very close to the object surface, the moiré pattern is formed between the reference grating and its image. Under certain conditions, the moiré fringes are loci of constant depth. To explain the formation of the moiré pattern, we consider the arrangement shown in Figure 9.20.

Grating $G_1$ (which essentially is an image of $G_2$) is viewed through grating $G_2$. Let the gratings $G_1$ and $G_2$ be described by

\[ x = mb \]
\[ x = na \]
respectively, where \( m \) and \( n \) are integers and the gratings have different periods \( b \) and \( a \) respectively. The camera is located at the position \((x_c, z_c)\). The \( x \) coordinate of any point projected from grating \( G_1 \) to grating \( G_2 \) is obtained from

\[
\frac{x_c - x}{z_c} = \frac{x_c - mb}{z_c + d}
\]

or

\[
x = \frac{bz_c}{z_c + d} m + \frac{d}{z_c + d} x_c
\]

(9.60)

Using the indicial equation \( m - n = p \), we obtain an equation for the moiré pattern:

\[
x = \frac{abz_c}{(a - b)z_c + ad} p + \frac{ad}{(a - b)z_c + ad} x_c
\]

(9.61)

In general, \( d \) is a function of \( x \) and \( y \): \( d(x, y) \). Let us now consider another experimental arrangement (Figure 9.21): a grating is placed on a reflecting surface, and an image of the grating is formed by reflection. Owing to imaging, both the period and the separation of the image grating will vary spatially. The moiré pattern is observed as a result of interaction of the image grating with the reference grating.

We now assume that the reflecting surface departs very little from the plane surface and that the reference grating is in contact with the surface. Then, it is safe to assume that the periods of both the reference and the image gratings are equal: \( a = b \). The

![FIGURE 9.21](image-url)  
**FIGURE 9.21** Reflection moiré for contouring.
The moiré pattern is then described by

\[ x = \frac{az_c}{d(x,y)} p + x_c \]  

(9.62)

Since \( d(x,y) \) is the separation between the two gratings, the depth \( z(x,y) \) of the surface from the reference grating will be half of it: \( z(x,y) = d(x,y)/2 \). Therefore, we write

\[ z(x,y) = \frac{az_c}{2(x-x_c)} p \]  

(9.63)

Further, if the area to be examined is very small and the illumination source is far away obliquely, then

\[ z(x,y) = -\frac{az_c}{2x_c} p \]  

(9.64)

The moiré fringes now represent true depth contours.

We now apply this technique to study moiré pattern formation when the grating is placed on a spherical surface of radius curvature \( R \). Let us assume that the reference grating is placed at \( z = 0 \). The equation of the spherical surface is

\[ x^2 + y^2 + z^2 + 2zR = 0 \]  

(9.65)

The distance \( z(x,y) \) between the grating and the surface for large \( R \) is

\[ z = -\frac{x^2 + y^2}{2R} \]

Substituting for \( z(x,y) \), the equation of the moiré pattern is now given by

\[ x^2 + y^2 = \frac{az_cR}{x_c} p \]  

(9.66)

The moiré fringes are circles of radii \( \sqrt{(az_cR/x_c)p} \). The radii vary as \( \sqrt{p} \), as in a Fresnel zone plate. Figures 9.22a and 9.22b show photographs of such moiré patterns taken by placing gratings of 200 lines/inch and 500 lines/inch, respectively, on a concave mirror surface.

**9.14 TALBOT PHENOMENON**

When a periodic object is illuminated by a coherent monochromatic beam, its image is formed at specific planes called the self-image planes or Talbot planes. The effect was first observed by Talbot in 1836 and its theory was worked out by Rayleigh in 1881. Self-imaging is due to diffraction and can be observed with periodic objects that satisfy the Montgomery condition. A linear (1D) grating is one such object. For a 1D grating of spatial frequency \( \mu \), illuminated by a collimated beam of wavelength \( \lambda \), the self-image planes are equidistant and are located at distances \( N/\mu^2 \lambda \) from the
object, where \( N = 0, 1, 2, 3, \ldots \) gives the order of the Talbot planes. In other words, the transverse periodicity of the object manifests itself as longitudinal periodicity. The imaging is called self-imaging because no imaging devices are used. A two-dimensional (cross) grating with the same spatial frequency \( \mu \) in both directions also self-images at the planes located at \( N/\mu^2\lambda \) from the grating.

### 9.14.1 Talbot Effect in Collimated Illumination

To explain Talbot imaging, let us consider a 1D grating whose transmittance is given by

\[
t(x) = \frac{1}{2}(1 + \cos 2\pi \mu x)
\]

This grating is placed at the plane \( z = 0 \) and is illuminated by a collimated beam of amplitude \( A \), as shown in Figure 9.23. The amplitude of the wave just behind the grating (\( z = 0 \) plane) will be given by

\[
u(x, z = 0) = \frac{1}{2}A(1 + \cos 2\pi \mu x)
\]

Using the Fresnel diffraction approach, the amplitude at any plane \( z \) is obtained as

\[
u(x_1, z) = \frac{A}{2} e^{ikz} \left(1 + e^{-i\pi \mu^2 \lambda z} \cos 2\pi \mu x_1\right)
\]
The amplitude distribution at any plane \( z \) will be identical to the grating transmittance function, except for a constant multiplicative phase factor, if \( e^{-i\pi\mu^2\lambda z} = 1 \). This condition is satisfied when
\[
\pi\mu^2\lambda = 2N\pi \quad \text{for} \quad N = 0, 1, 2, 3, \ldots \tag{9.69}
\]
The planes at which this condition is satisfied are the Talbot planes. However, when \( N \) takes half-integer values, we still obtain the transmittance function of a sinusoidal grating, but it is phase-shifted by \( \pi \). Thus, the Talbot planes are separated by \( z_T = 1/\mu^2\lambda \). In the case of collimated illumination, the Talbot planes are equispaced.

9.14.2 Cut-Off Distance

The Talbot images are formed as a result of constructive interference among the diffracted waves at successive Talbot planes. For an infinite grating illuminated by an infinitely large beam, the various diffracted waves will continue to overlap, irrespective of distance, thus producing an infinite number of Talbot images. In a practical situation, both the grating and the beam are of finite dimensions. Therefore, the diffracted waves will cease to overlap after a certain distance; consequently, no Talbot images are formed after this distance. Let us consider a grating of linear dimension \( D \) and spatial frequency \( \mu \) illuminated by a beam of size \( D \). The cut-off distance \( z_c \) is defined as the distance from the grating over which the first-order diffracted beam deviates by half the beam size. This is given by \( z_c = D/2\mu\lambda \).

9.14.3 Talbot Effect in Noncollimated Illumination

Let us assume that a point source is placed at \((0, 0)\) and that the grating is at the plane \( z = R \). The grating is illuminated by a divergent spherical wave from the point source. The amplitude of the wave just behind the grating is
\[
u(x, R) = \frac{A}{2R} e^{ikR} e^{i(k/2R)x^2} (1 + \cos 2\pi\mu x) \tag{9.70}
\]
This is valid under the paraxial approximation. Using the Fresnel diffraction approximation, the amplitude at a plane distant \( z \) from the grating is
\[
u(x_1, R + z) = \frac{A}{2(R + z)} e^{i(k/2(R + z))x_1^2} \left[ 1 + \exp\left(-i\pi \frac{Rz}{R + z} \mu^2\lambda \right) \cos\left(2\pi\mu \frac{R}{R + z} x_1\right) \right] \tag{9.71}
\]
This expression represents a transmittance function of the grating of spatial frequency \( \mu' = \mu R/(R + z) \), provided that
\[
\exp\left(-i\pi \frac{Rz}{R + z} \mu^2\lambda \right) = 1
\]
This yields the self-image planes distances \((z_T)_s\) as

\[
(z_T)_s = \frac{2N}{\mu^2 \lambda - \frac{2N}{R}} \quad \text{for } N = 1, 2, 3, \quad (9.72)
\]

The spacing between successive Talbot planes increases with the order \(N\). The period of the grating also increases as if it were geometrically projected. Similarly, when the grating is illuminated by a convergent spherical wave, the successive Talbot planes come closer and the spatial frequency increases. This is valid until some distance from the point of convergence.

### 9.14.4 Talbot Effect for Measurement

Instead of using a projection system for projecting a grating on the object surface for either shadow moiré or projection moiré work, the projection can be done without a lens but using the Talbot effect. This, however, necessitates the use of laser radiation. The additive moiré method can then be applied to measure out-of-plane deformation. The shape of the object can also be obtained by imaging the Talbot grating on another identical grating.

When a grating of higher frequency is used, several Talbot planes may intersect the object surface. A moiré pattern of high contrast will be formed at the Talbot planes. Therefore, objects of large depth can be topographically examined using this technique.

#### 9.14.4.1 Temperature Measurement

Several optical methods, such as holographic interferometry, moiré deflectometry, schlieren photography, and laser speckle photography, have been used for the measurement of flame temperature. These are noncontact methods. Talbot interferometry with a circular grating has been proposed as another method of temperature profiling of flames. Two identical circular gratings (containing equispaced concentric circles) are used in the experiment. They are aligned with their centers collinear with the beam direction and are placed such that the second grating lies on the Talbot image of the first grating. The flame is placed between the two gratings. For a centrosymmetric flame, the center of the flame lies on the line joining the centers of the gratings. In such a case, the rays bend away from the center: the Talbot image of the circular grating takes an elliptical shape, which forms a moiré pattern with the second grating. The angle of deflection is calculated from the moiré pattern. Using the inverse Abel transform, the change in refractive index, \((n - n_0)/n_0\), is obtained, where \(n\) and \(n_0\) are the refractive indices at a point in the flame and of the ambient atmosphere, respectively. This value is then used to calculate the temperature using the formula

\[
T = \frac{T_0}{\left(\frac{n - n_0}{n_0}\right)\left(\frac{3PA + 2RT_0}{3PA}\right)} + 1
\]
where \( T_0 \) is the temperature at the ambient condition for which the refractive index is \( n_0 \), \( P \) is the pressure, \( R \) is the gas constant, and \( A \) is the molar refractivity of air at the wavelength of the light used in the experiment. Temperatures measured at various locations in the flame with Talbot interferometry and with thermocouples are in good agreement.

The sensitivity of the method depends nonlinearly on the pitch of the circular grating.

### 9.14.4.2 Measurement of the Focal Length of a Lens and the Long Radius of Curvature of a Surface

Talbot interferometry has been used for measuring the focal length of a positive lens and power variations for a multifocus lens. It is a convenient technique to the measure radii of curvature of shallower concave surfaces.
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quasi-heterodyning, 62
spatial heterodyning, 73–74
spatial phase-shifting, 66–68
temporal heterodyning, 61–62
Phase gratings, 56–57
Phase measurement, sensors based on, 4
Phase plates, 205–206
Phase shifting evaluation methods, 62–66, 68–72, 220–222
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Photocube detectors, 80–81
Photodiodem, 81–84
avalanche diode, 81
p–i–n photodiode, 85
p–n technology, 81
Schottky photodiodes, 83
simple p–n junction diode, 81
Photolithography, 95–96
Photoresists, 95
negative photoresists, 95
positive photoresists, 95
Photomultiplier tube (PMT), 79, 84
Photopolymer, 251
Poly-methyl methacrylate (PMMA), 95
Poly-N-vinylcarbazole (PVK), 96
Prisms, 51
Dove prism, 51
Projection moiré method, 257–260
Propagation distance, 9
Propagation in free space, Gaussian beams, 9–10
Propagation through a thin lens, Gaussian beams, 10–11
PZT. See Lead zirconate titanate (PZT)
Quarter-wave plates (QWPs), 70, 206
Quasi-heterodyning, 62
phase shift method, 62, 63
phase-step method, 62
Rayleigh criterion, resolving power, 57
Rayleigh interferometer, 20, 29
Rayleigh range, 6
Rayleigh scattering, 230
Real-time HI, 108–109, 115
Recording materials in optical measurement, 89–98
dichromated gelatin, 94–95
ferroelectric crystals, 97–98
holographic recording materials, 108
photochromics, 96–97
photographic emulsions (silver halides), 92
photographic film/plate, 90–94
photopolymers, 95–96
photoresists, 95
Poly-methyl methacrylate (PMMA), 95
Poly-N-vinylcarbazole (PVK), 96
recording media for photography and holography, 91
thermoplastics, 96
2,4,7-Trinitro-9-fluorenone (TNF), 96
Reference and deformed gratings, moiré between, 245–246
Reference beam, 107
Reference wave, 225–226
angle, choice of, 104–105
intensity, choice of, 105
Reflection, 204
interference pattern in, 29
Reflection HI, 125–127
Reflection moiré method, 265–267
surface topography with, 269–271
Reflection polariscope, 222–223
Refraction, 204
Resolving power of optical systems, 57–58
Airy intensity distribution, 58
Rayleigh criterion, 57–58
Retro-reflective paint, 189–190
Rieder–Ritter arrangement, 266
Ronchi gratings, 239
Ruby laser, 106
Sandwich HI, 123–125
Savart plates, 33–34
Scattered light method, 230
Scattered-light photoelasticity, 230
stressed model examination in, 230–233
linearly polarized incident beam, 232–233
unpolarized incident light, 230–231
Scattering, 207
Schottky photodiodes, 83
Screw dislocation, 14
Self-imaging, 271
Semiconductor or diode lasers (LDs), 107
Sensors
amplitude/intensity-based sensors, 4
based on change of direction, 5
based on frequency measurement, 5
based on phase measurement, 4
based on polarization, 5
Shadow moiré method, 254–257
parallel illumination and parallel observation, 254–255
spherical-wave illumination and camera at finite distance, 255–257
Shear ESPI measurement, 187
Shear interferometry, 30, 32–33
Shear methods used in speckle interferometry, 177–180
Duffy’s arrangement, 178
inversion shear, 179
lateral shear, 179
meaning of shear, 177–178
Michelson interferometer, 178
radial shear, 179
rotational shear, 179
theory of, 180–181
Shear speckle photography, 163–164
Shearing interferometry, 35
Single-exposure HI, 111
Single-exposure specklegram, 156
Single-exposure holophotoelasticity, 223, 224–225
Single-illumination,
dual-observation-direction method, 169
Singular beams, 13–17. See also Monochromatic waves
Sinusoidal grating, 55–56
moiré between, 243–244
Smartt interferometer, 20
Snell’s law of refraction, 204
Soleil–Babinet compensators, 206–207
Spatial heterodyning, 73–74
Spatial phase-shifting, 66–68, 190–191
90°, 67
120°, 67
Speckle interferometry, 30, 164–167
correlation coefficient in, 167–168
out-of-plane, 168–169
Speckle metrology, 149–191. See also Electronic speckle pattern interferometry; Shear methods
aperturing the lens, 175–176
average speckle size, 149–151
objective speckle pattern, 150
subjective speckle pattern, 150–151
Duffy’s arrangement, 176
evaluation methods, 158–161
pointwise filtering, 158–160
filtering, 171–173
fringe formation, 171–173
Leendertz’s methods, 173
fringe formation, 181–183
apertured lens arrangement, 182–183
Michelson interferometer, 181
in-plane displacement components, 174–175
Speckle metrology (Continued)
in-plane measurement, 169–171
out-of-plane displacement measurement, 173–174
particle image velocimetry (PIV), 162
retro-reflective paint use, 189–190
shape measurement/contouring, 177
shear speckle photography, 163–164
spatial phase-shifting, 190–191
speckle phenomenon, 149
speckle photography
  sensitivity of, 162
  with vibrating objects, 161–162
speckle photography, 155–158
white-light speckle photography, 162
  without influence of in-plane component, 183
Speckle pattern, formation of, 150
Speckle pattern and surface motion, 152–155
  linear motion in plane of the surface, 152
  object tilt, 153–155
  out-of-plane displacement, 152–153
Spherical waves, 2
  converging, 3
  diverging, 3
Spiral interferometry, 15
Spiral phase plates (SPPs), 16
Spot size, 6
SPPs. See Spiral phase plates (SPPs)
Staybelite, 96
Stokes relations, 29
Strain-optic law, 209–210
Stressed model examination in scattered light, 230–233
Stress-optic law, 207–209
Stroscoposcopic illumination/stroscoposcopic HI, 120
Strontium barium niobate (SBN), 97
Subjective speckle pattern, 150–151
  superposition, 151
Talbot phenomenon, 271–275
  cut-off distance, 273
  for measurement, 274–275
  in collimated illumination, 272–273
  in noncollimated illumination, 273–274
  temperature measurement, 274–275
Tardy’s method, 217–220
TDI. See Time-delay and integration (TDI)
Temperature measurement, Talbot phenomenon, 274–275
Temporal heterodyning, 61–62
Temporal phase-shifting, 66
Thermoplastics, 96
  record-erase cycle for, 97
Three-dimensional photoelasticity, 229–230
  frozen-stress method, 229–230
Time-average HI, 110–114, 115
Time-delay and integration (TDI), 89
Topological charge, 13
Transmission, interference pattern in, 27–28
Transmittance function, 243
Triethanolamine, 126
2,4,7-Trinitro-9-fluorenone (TNF), 96
Two-beam interferometers, 37
Two-reference-beam HI, 121–122
Twynan–Green interferometer, 30
Unpolarized incident light, 230–231
van Cittert–Zernike theorem, 23
Vertical grating, 240
Vibration amplitudes, measurement, 264
Vibration analysis, electronic speckle pattern interferometry, 185–186
Vortex filaments, 14
Vortices/Vortex generation, 14–16
Wave equation, 1–2
Wavefront, interference by division of, 20
Waves, 1–17
  as information carriers, 3–5
  cylindrical waves, 2–3
  plane waves, 2
  spherical waves, 2
White light interferometry, 31
White-light speckle photography, 162
Wholefield filtering arrangement, 159–160
Wollaston prism, 33–35
Wyco interferometer, 30
Young’s double-slit experiment, 22–24
Zero-order fringe, 120
Zygo interferometer, 30
provides a comprehensive collection of wholefield optical measurement techniques for engineering applications. Along with the reorganization of contents, this edition includes a new chapter on optical interference, new material on nondiffracting and singular beams and their applications, and updated bibliography and additional reading sections.

The book explores the propagation of laser beams, metrological applications of phase-singular beams, various detectors such as CCD and CMOS devices, and recording materials. It also covers interference, diffraction, and digital fringe pattern measurement techniques, with special emphasis on phase measurement interferometry and algorithms. The remainder of the book focuses on theory, experimental arrangements, and applications of wholefield techniques. The author discusses digital hologram interferometry, digital speckle photography, digital speckle pattern interferometry, Talbot interferometry, and holography.

This updated book compiles the major wholefield methods of measurement in one volume. It provides a solid understanding of the techniques by describing the physics behind them. In addition, the examples given illustrate how the techniques solve measurement problems.

Features

• Covers both the theory and practice of the four wholefield techniques

• Provides the necessary background, including waves and beams, diffraction, optical filtering, the Fourier transform method, image detectors, and recording materials

• Supplies simple and clear explanations about various techniques

• Presents new techniques of measurement, such as digital techniques

• Discusses metrology with phase-singular beams

• Explores applications that include measurement on small objects to very large objects