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P r e f a c e  
The past decade has seen a sustained growth in the diversity and complexity of 
device applications where vacuum is required to support either high voltages 
or high electric fields. This is particularly true in the space industry, and 
more specifically for the development of space-based pulse power systems. A 
primary aim of this book is therefore to provide a specialist update of the 
technological advances that have accompanied this quiet revolution. In part, 
the text is designed to be a replacement for the Editor's earlier book High 
Voltage Vacuum Insulation: The Physical Basis, Academic Press, 1981. 
However, by including an expanded treatment of the practical aspect of the 
subject, through a selection of specialist contributions from internationally 
recognised workers in field, this new book also provides a modern "working 
manual" for this specialist technology that is generic to such a wide range of 
practical applications. Equally, this mixed format makes the text suitable for 
use as a basis for "special topic" lecture courses at either Undergraduate or 
Postgraduate level within Electrical/Electronic Engineering or Applied 
Physics Departments of Universities and Polytechnics. 

To meet the needs of the reader who is unfamiliar with the subject, the 
material has been presented in two broad sections. Part I is basically 
introductory, and concerned with fundamental physical concepts. For clarity, 
it has been divided into two sub-sections, with Chapters 2-7 being devoted to 
the properties of the "pure" vacuum gap, and Chapters 8 and 9 to a 
consideration of the growingly important question of what are the physical 
processes that influence the behaviour of a "bridged" vacuum gap where a 
solid insulator has to support a high voltage (or field) in a vacuum 
environment. In contrast, Part II focuses on particular applications of high 
voltage technology, and is therefore primarily targeted at practising 
technologists. Within this framework, each chapter is written as a self- 
contained entity with inclusive referencing. 

In the opening chapter of Part I, the reader is given a general 
perspective of the electrical insulating properties of the vacuum gap, together 
with a brief historical survey of the main developments in the identification of 
the fundamental physical processes that ultimately determine its performance. 
This is followed in Chapter 2 by a detailed account of the design criteria for 
practical high voltage electrodes and how their operational characteristics are 
influenced by such basic parameters as their material, geometry, separation 
and surface preparation. This "technological" description of a vacuum gap is 
followed in Chapter 3 by an account of a very important series of 
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experimental investigations involving the development of specialised in situ 
diagnostic techniques for dynamically identifying the physical processes that 
actually occur in normal operational gaps, and are responsible for the i.e. 
externally measured characteristics. To complement these experimental 
findings, Chapter 4 presents a review of the theoretical models that have been 
developed to explain the physical origin of the "pinhole" phenomenon that is 
responsible for parasitic prebreakdown electron emission. In Chapters 5, the 
discussion moves forward to explain how breakdown, the ultimate practical 
disaster, can be initiated by this "cold" microscopically-localised "cold" 
electron emission process, whilst Chapter 6 presents an account of how 
controlled simulation studies using the special case of a point-plane diode 
geometry have been used to verify a range of theoretical predictions. To 
conclude this group of chapters dealing with the "pure" vacuum gap, an 
account is given in Chapter 7 of another type of breakdown mechanism that 
results from the presence of charged microparticles, and how this mechanism 
has again been evaluated using laboratory simulation techniques. 

Although the flashover of solid insulators has always been an important 
technological phenomenon, it is only relatively recently that it has assumed a 
heightened practical importance. This is due in part to the fact that 
technological advances have led to major improvements in the insulating 
performance of "pure" vacuum gap, so that the solid insulator has become the 
"weak link" of many device applications. Also, however, the "bridged" gap as 
assumed a growing importance in the "active" role of a fast-acting, high- 
current vacuum switch. To provide a comprehensive review of the current 
status of this subject, Chapters 8 and 9 presents two contrasting viewpoints that 
are currently being debated in the literature. Thus, Chapter 8 reviews the 
measured performance characteristics of insulators, and interprets these in 
terms of a long-standing electron-hopping surface breakdown. By 
comparison, Chapter 9 presents an alternative explanation of these same 
characteristics which is based on an entirely new type of physical model where 
the trapping and de-trapping of charge in the bulk of the insulator plays a 
crucial role. 

The six chapters comprising Part II of the book aim to present a 
"technological" perspective of the subject. This challenge has been approached 
by selecting authors who are practising scientists or engineers in key 
technologies, and asking them to review the subject of high voltage vacuum 
insulation, as it is viewed and practised in their industry. For example, special 
considerations are involved in the design of a "mixed" insulating system 
consisting of vacuum-insulated metal electrodes in combination with their 
associated ceramic support structures. In many applications, there are also a 
range of problems associated with the application of non-stationary voltages. 
Indeed, it is this latter consideration of how typical insulating structures 
perform under pulsed field conditions that forms the subject of Chapter 10, 
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the first "key" technology" of Part Ii. This is followed in Chapter 11 by a 
discussion of the special problems involved with "active" insulating systems 
where the internal environment is being continuously modified by evolved 
products; i.e. such as occurs with electron tube devices employing dispenser 
cathodes. In contrast, the superconducting RF cavity structures discussed in 
Chapter 12 represent an ideal "single-electrode", ultra-clean metallic system 
that, not perhaps surprisingly, has achieved some of the highest reported 
operating fields. The discussion is again broadened out in Chapter 13 to the 
important question of how the performance of HV vacuum devices and 
systems is influenced by the harsh conditions existing in space. This is 
followed in Chapter 14 by a consideration of the related topic of vacuum 
insulation under cryogenic conditions. The book is concluded in Chapter 15 
with a review of the mechanisms thought to be responsible for initiating the 
vacuum arc as it occurs in such practical devices as vacuum switches: this 
chapter is also designed to act as a "bridge" between the present book and the 
literature devoted to the wider subject of plasma and arc physics. 

Whilst most of the cited references have been taken from well known 
scientific periodicals, a considerable number have also been drawn from the 
proceedings of international conferences devoted to particular applications of 
HV technology. There is however, one particular symposium that takes a 
broader generic view of the subject, and has consequently been cited widely 
throughout the text. This is the Proceedings of the International Symposium 
on "Discharges and Electrical Insulation in Vacuum", subsequently 
abbreviated as Proc. ISDEIV, that was initiated in 1964 at the Massachusetts 
institute of Technology (Proc. I-ISDEIV) with subsequent two-yearly 
symposia being held at various other centres throughout the world. The two 
other important conference series that have been extensively referred to 
throughout the text are the Pulse Power Conference (PPC) and the Conference 
on Electrical Insulation and Dielectric Phenomena (CEIDP); both of which are 
held biennially in the USA. Since these proceedings have provided a regular 
up-dating of the major developments across the field, they are an invaluable 
source of detailed information for the reader who wishes to pursue the subject 
beyond the scope of this volume. More generally, a representative selection of 
review articles are cited at the end of Chapter 1 which provide an alternative 
perspective on most of the topics covered in the present text. 
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Editor ' s  Notes  

1. To avoid interrupting the intellectual development of the text, only the 
author's name appears at the beginning of each chapter. However, full details 
of their applications and professional experience can be found in the "Author's 
Profile" located on pages vii-  xi. 

2. Although SI units have been used consistently throughout this book, it 
will be noted that "pressure" has been expressed in terms of the millibar, 
where 1 mbar - 102 Pa. This choice is based on the continuing policy of some 
vacuum equipment manufacturers who calibrate their pressure monitoring 
systems in the mbar, a unit that is similar in magnitude to the more familiar 
"torr" (i.e. 1 torr = 133 Pa-- 1 mbar). 

3. As already stated in the Preface, reference has frequently been made to 
papers appearing in the two-yearly Proceedings of the International 
Symposium on Discharges and Electrical Insulation in Vacuum. For 
simplicity, this source has been abbreviated to Proc. I, II XVI-ISDEIV, where 
I (1964) and II (1966) were held at M.I.T in the U.S.A, Ili(1968) in Paris, IV 
(1970) at Waterloo, Canada, V (1972) in Poznon, Poland, VI (1974) in 
Swansea, UK, VII (1976) in Novosibirsk, USSR, VIII (1978) in Albuquerque, 
USA, IX (1980) in Eindhoven, The Netherlands, X (1982) in Columbia, USA, 
XI (1984) in Berlin, GDR, XII (1986) in Shoresh Israel, XIII (1988) in Paris, 
France, XIV (1990) Sante Fe, USA, XV, (1992) Darmstadt, Germany, 
XVI, (1994) Moscow - St Petersburg, Russia, 1994. 

Reference is also frequently made to papers taken from the Proceedings 
(IEEE Reports) on the biennial Conference on Electrical Insulation and 
Dielectric Phenomena (abbreviated CEIDP) held every even-year in the USA 
and the biennial Pulse Power Conference (abbreviated PPC) held every odd 
year in the USA. 
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I . I  The Breakdown Phenomenon 

Although vacuum is used extensively for the insulation of high voltages in 
such devices as X-ray tubes, electron microscopes, power vacuum switches, 
particle accelerators and separators etc., the reliability of its performance is 
limited by the operational risk of an unpredictable "sparking" or "arcing" 
between the high voltage electrodes, when the insulating capability of the 
vacuum gap is suddenly lost and "electrical breakdown" is said to have 
occurred. For some devices, such as sealed-off high voltage vacuum diodes 
with oxide cathodes, a breakdown event is likely to be an irreversible process 
and catastrophic from both the operational and financial points of view since, 
not only will the cathode probably be damaged, but the high voltage gap is 
subsequently likely to break down at a very much lower voltage: at all events, 
the future performance of the device will almost certainly be permanently 
impaired. 

Fig 1.I A high speed video image illustrating the "explosive" nature of a vacuum 
breakdown event. 

In other applications however, such as vacuum switches and particle 
separators, occasional breakdown events, although undesirable, can generally 
be tolerated without disastrous consequences" that is, provided special 
precautions are taken to control the energy that is available in the external 
circuitry for dissipation in a gap during a breakdown event. To illustrate the 
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dramatic nature of such breakdown events, Fig 1.1 is a highspeed photograph, 
recorded in the author's laboratory, of a discharge event between two plane- 
parallel electrodes. It shows the "explosion" of an isolated prebreakdown 
electron emission site, or "pin-hole", captured with the aid of the Transparent 
Anode technique to be described in Chapter 3. 

Not surprisingly, this practical limitation of the insulating capability of 
vacuum has had a profound influence on the design of high voltage vacuum 
equipment: in the short term, the problem is conventionally tackled by such 
empirical and often expensive procedures as maximising the dimensions of 
vacuum gaps, using special electrode materials and surface preparation 
techniques, or incorporating sophisticated electronic protection circuitry. For 
the long term, there has been a considerable research investment directed 
towards obtaining an understanding of the fundamental physical processes that 
give rise to breakdown, so that by taking informed precautions the insulating 
capability of high voltage vacuum gaps can be improved. It is with the details 
of this research programme and the technological implications of its findings 
that this book is principally concerned. 

The most serious hazard in the early applications of vacuum insulation 
was the presence of excessive residual gas, which manifested itself either 
directly as a relatively high ambient pressure in the gap, probably little better 
than --10 -6-10-5 mbar, or indirectly as transient pressure bursts caused by the 
thermal desorption of gas from the electrodes and vacuum chamber walls by 
localised electron or ion bombardment processes. Thus, if the local pressure p 
in the gap approaches a value where the mean free path of electrons becomes 
less than the dimension of the electrode gap d, the necessary conditions will be 
created for avalanche ionisation and the spontaneous establishment of an arc 
between the electrodes. This situation has been quantified as the well known 
Paschen Law [1], which defines the sparking or breakdown potential Vb in 
terms of a function of the product pd whose detailed form can be found, for 
example, in the writings of Von Engel [2], Morgan [3] and Llewellyn-Jones [4] 
on the electrical properties of low pressure ionised gases. However, as a 
result of the many advances that have taken place in high vacuum technology, 
where it is now standard practice to use baked-out vacuum systems in which 
ambient pressures of <10-7 mbar can be guaranteed, this mechanism of 
electrical breakdown is no longer regarded as a threat and, accordingly, will 
receive no further treatment in this text. 

Thus, whilst the use of relatively gas-free ultra high vacuum (UHV) 
conditions greatly improves the high-voltage insulating capability of a vacuum 
gap, its electrical breakdown is still ultimately initiated by some form of 
discharge process arising from the creation of an ionisable medium in the gap. 
Since this can now only be derived from an increase in the local metal vapour 
pressure, it follows that any physical explanation of this form of breakdown 
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must be based upon electrode surface processes that lead to the vaporisation of 
electrode material. 

1.2 Historical Background 

The breakdown phenomenon was first investigated scientifically by Wood [5] 
in 1897 and somewhat later by Earhart [6], Hobbs [7] and Millikan and Sawyer 
[8]. From these early studies it was established that, even prior to breakdown, 
a vacuum gap has a small but finite conductivity as evidenced by the flow of 
"prebreakdown" currents whose magnitude increased rapidly with increasing 
gap voltage until breakdown occurred. For mm gap separations, it was found 
that the corresponding breakdown field was typically --108 Vm -1, although it 
depended somewhat on the electrode material. A further observation of 
considerable practical significance was that the breakdown voltage was 
independent of pressure in the range 10-8-10-5 mbar. Millikan and Sawyer [8] 
also discovered that the voltage hold-off capability of a given gap can be 
significantly improved if it is subjected to an initial "conditioning" procedure 
(see Section 2.3) whereby the voltage is increased in small steps such that all 
major prebreakdown current instabilities are allowed to decay before the next 
voltage increment is applied. In 1920, Millikan and his subsequent co-workers 
[9-11] embarked on a decade of study into the source of the noisy but 
reversible component of the prebreakdown currents that flow between a pair 
of broad-area high voltage electrodes. They established that they were 
electronic and originated from a cold emission process (now known as field 
electron emission - FEE) at isolated points on the surface of the cathode which 
gave rise to complementary fluorescent spots on the anode. 

At this time, these emission sites were assumed to be localised regions of 
the electrode surfaces where there was either an "effective" reduction in the 
work function through the Schottky effect [12] at field-enhancing 
microfeatures associated with the intrinsic microscopic roughness of electrode 
surfaces, or with a "real" reduction in the work function due to the presence of 
isolated chemical impurities. The noisy nature of the currents was attributed 
to the back-sputtering of ions produced by electron collision processes in the 
gap. Millikan and Lauritsen [11] also established that this prebreakdown 
current I had a well-defined empirical dependence on the gap field E such that 
a graph of log I versus 1/E gave a reversible straight line, i.e. I = A exp 
(-B/A) where A and B are constants. It was found however that the slope B 
and intercept A of such plots were very sensitive to the electrode surface 
conditions. Other early workers of note whose principal concern was with the 
origin and role of these highly localised cold emission processes included Hull 
and Burger [13], Snoddy [14], Beams [15] and Ahearn [16]. The initial 
conclusion to emerge from their studies was that breakdown was due to the 



1. Introduction 

intense localised heating and consequent vaporisation of the anode by the 
bombardment of electrons emitted from these point sources. However, 
Ahearn [ 16] extended the understanding of the phenomenon by considering the 
possibility of breakdown being cathode initiated following the field-induced 
rupture of current emitting projections. 

One of the first really comprehensive investigations into how the 
operational breakdown voltage of a gap depends on such practical parameters 
as the electrode material, surface preparation and gap spacing etc. was 
undertaken by Anderson [17] in 1935. Although the general practical 
conclusions to emerge from this and many subsequent studies of its kind will 
be reviewed in Chapter 2, special mention should be made in this historical 
context of Anderson' s identification of the "total voltage effect". This is 
associated with large cm-gap regimes supporting hundreds as opposed to tens 
of kilovolts, where it is found that breakdown tends to be voltage rather than 
field-dependent, and not apparently related to the prebreakdown electron 
emission currents which are frequently absent or negligible in such regimes, 
i.e. where the macroscopic gap fields are significantly lower than those 
existing in the earlier mm-gap studies of cold emission processes. To 
illustrate this distinction, it can be pointed out that, whereas it is possible for a 
0.5 mm vacuum gap to support --20 kV without breaking down, a 10 cm gap 
will support less than 1 MV. 

Another important observation associated with this type of large-gap 
breakdown event was that electrode material is transported across the gap, 
apparently arbitrarily from either the cathode or anode. In these early 
experiments, this phenomenon was investigated by using dissimilar electrodes, 
say copper and aluminium, so that optical spectroscopy techniques could be 
used to identify the presence of traces of a "foreign" element on a given 
electrode. Although it was concluded from these findings that there was 
evidently some additional electrode surface process which was common to 
both cathode and anode, no satisfactory physical explanation for it emerged 
until 1952 when Cranberg [18] proposed his "clump" hypothesis. This 
breakdown model introduced for the first time the concept that loosely 
adhering microscopic particles ("clumps", or nowadays more frequently 
referred to as "microparticles") may be torn from an electrode surface by the 
applied field and, because of their charge, accelerated across the gap to impact 
on the opposite electrode as high velocity microparticles, causing localised 
fusion and vaporisation of electrode material that is sufficient to trigger the 
breakdown of the gap. The immediate appeal of this simple mechanism was 
that it provided an explanation of why breakdown events are unheralded, 
independent of the prebreakdown current and can result in material transfer 
between electrodes. 

There have been many subsequent refinements and developments of the 
original model: for example, there is the "trigger discharge" model of 
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Olendzkaya [19], whereby a charged microparticle can give rise to a local 
breakdown-initiating discharge between itself and an electrode at very close 
distances of approach. As a result, the concept of microparticle-initiated 
breakdown is now firmly established and will be discussed at length in Chapter 
7. Apart from these theoretical considerations, there have also been extensive 
laboratory simulation studies using artificially generated microparticles to 
verify many of the theoretical predictions: these will also be fully reviewed in 
Chapter 7. 

At about the same time that Cranberg proposed his microparticle- 
initiated breakdown mechanism, Dyke and his co-workers in America [20-22] 
made the next major contribution to the subject with their publication of the 
first quantitative results from a controlled laboratory study on the electron 
emission-induced breakdown mechanism identified by earlier workers. The 
approach followed by this group, which will be fully described in Chapter 4, 
was to simulate the field emitting microprotrusions thought to be present on 
broad-area electrodes by laboratory-etched micropoint emitters similar to 
those used in the field emission microscope pioneered by Muller [23]. With 
the much improved vacuum conditions available at that time, they were able to 
use such emitters to study the breakdown characteristics of a well defined 
point-plane diode and establish that there is a critical emission current density 
of about 1 x 10 Am -2 at which the emitting surface becomes thermally 
unstable, cathode material is vaporised and breakdown is consequently 
initiated. 

The relevance of these studies to the understanding of the breakdown 
mechanisms operating in a broad-area gap situation was further emphasised by 
the electron optical profile imaging of the surfaces of miniature electrodes by 
Bogdanovskii [24] in 1959, and later for broad-area electrodes by Little and 
Smith [25] and other workers, that positively confirmed the existence of 
microprotrusions having a sufficiently "sharp" geometry to produce the 
required geometrical field enhancement for FEE to occur. Based on 
information of this kind, Tomaschke and Alpert [26] were then able to show 
that the measured macroscopic breakdown field of a thoroughly out-gassed 
broad-area tungsten gap corresponded to a microscopic breakdown field of 
--6-7 x 10 Vm-1 at the tip of a tungsten microprotrusion; i.e. in agreement 
with the value quoted earlier that was measured directly using control 
micropoint emitters. 

By the mid 1960s it had been recognised that a given field emitting 
microprotrusion would also give rise to an associated anode "hot-spot" where 
the electrode surface becomes locally heated by the bombardment of the fine 
pencil of electrons emitted by the cathode protrusion. Thus, if the local power 
density of the beam reaches some critical value, it is possible for anode 
material to be vaporised and hence the initiation of an arc between the 
electrodes. Such a mechanism is conventionally termed "anode-initiated" 
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breakdown, as opposed to "cathode-init iated" breakdown when the 
microprotrusion itself becomes thermally unstable. In order to be able to 
predict which of these initiating mechanisms is most likely to precipitate the 
breakdown of a gap, unified theories were developed firstly by Chatterton [27] 
and Slivkov [28] in 1966 and in a somewhat more complete form by 
Charbonnier et al [29] in 1967, which established the critical initiating criteria 
for the two mechanisms in terms of the gap field, the electron emitting 
properties of the microprotrusion, the cathode and anode thermal diffusion 
characteristics and finally, the material constants of the electrode material. 

The general qualitative conclusion to emerge from these theories is that 
a sharp thin microprotrusion will give rise to "cathode-initiated" breakdown 
whilst a more blunted geometry will favour the "anode-initiated" mechanism: 
for a quantitative evaluation of the criteria, the reader is referred to Chapter 
5. It must however be pointed out at this early stage that, in their original 
idealised form, these breakdown initiation models take no account of a number 
of other physical processes that must be assumed to occur in practical high 
voltage gap regimes. Thus, more recent analyses of gap behaviour have 
attempted to incorporate, for example, the effects of ion desorption, ion 
bombardment (sputtering), surface diffusion of contaminants, and the more 
dramatic changes in the microtopography of an electrode surface that can 
result from localised fusion processes. 

To complement the development of these models for electron emission 
and microparticle-based breakdown, there has also been a considerable effort 
to obtain experimental evidence supporting their validity. For example, 
electron optical imaging techniques have been developed for both identifying 
the position of cathode emitting sites and measuring the dimensions of their 
associated anode hot-spots; optical and X-ray techniques have been used to 
measure the temperature of "anode spots"; mass spectrometry has been 
employed to monitor both the desorption of gas and metal vaporisation due to 
thermal processes at both the cathode and anode; elemental analysis by optical 
spectroscopy and neutron activation techniques have confirmed that material is 
transferred between electrodes, presumably by microparticle processes; 
finally, scanning electron microscopy has played a major role in identifying 
significant features associated with the microtopography of electrodes. The 
main findings of these and other techniques will be reviewed in Chapters 3 and 
7 when the reader has become fully acquainted with the detailed theories of 
electrical breakdown. 

1.3 Practical Considerations 

In parallel with these fundamental studies of gap phenomena, including both 
prebreakdown and breakdown-initiating mechanisms, there has been an on- 
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going development programme in the technological practice of high voltage 
vacuum insulation, whose basic aim has been to improve the voltage hold-off 
capability of HV gaps. Referring to Fig 1.2, there are in fact two basic types 
of gap configuration. The first, where the space between two metal electrodes 
is entirely vacuum, is referred to as an MVM gap, whilst the second is a 
"mixed" situation where the gap is bridged by a solid insulator, and is referred 
to as an MIM gap. In performance terms, it would generally be assumed that 
for a given electrode separation, the voltage hold-off of an MIM gap would be 
lower than that of an MVM gap. Although these two regimes are intimately 
related at the practical level, they have traditionally been assumed to be 
controlled by entirely different sets of physical processes and, as a result, have 
been treated as largely independent entities. This perspective is in fact 
currently under review, but for the purpose of this text we have followed the 
standard practice and treated the MVM and MIM regimes independently in 
Parts IA and IB respectively. 

(a) V 

(b) 

j \ 

Fig 1.2 Schematic illustration of (a) the "pure" and (b) the "bridged" vacuum gap. 

MVM Gaps The experimental philosophy for characterising the operational 
performance of this type of regime has generally been to follow the 
"destructive" procedure of directly measuring the breakdown voltage Vb of a 
given gap regime. This approach suffers from the disadvantage that it gives 
rise to irreversible electrode damage, and a consequent lack of 
reproducibility, or "scatter", in breakdown data: a better approach, which at 
present remains a future objective, would be to "non-destructively" predict Vb 
from the prebreakdown characteristics of a gap. The considerations that have 
featured most prominently in these breakdown studies have been the choice of 
electrode material, the detailed design of electrode profiles and the final 
preparation of their surfaces prior to assembly. When under vacuum, it then 
becomes equally important to consider the external circuit parameters and the 
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available in-situ processing procedures for gas desorption and electrode 
"conditioning". For some applications, it is also possible to consider the 
influence of the operating pressure of the gap and the residual gas species. 
The inescapable conclusion to emerge from most of these investigations is that 
it is very difficult to achieve a high level of performance reproducibility 
among a set of apparently identical experimental regimes. In practical terms, 
this has therefore meant that large "safety factors" have to be included in the 
design of commercial devices, such as adopting the often expensive procedure 
of increasing the separation and hence dimensions of electrodes. Whilst 
recognising this limitation, it is nevertheless possible to identify reproducible 
trends in behaviour among obviously different electrode regimes, and it is 
these that have converged to form the basis of modern high voltage 
engineering practice. 

Although the details of such trends will be reviewed in the following 
chapters, some indication of their more important practical implications may 
be given at this stage. Thus, it is now common practice for commercial high 
voltage electrodes to be machined from stainless steel, molybdenum or 
titanium alloys, although there are many applications where other 
considerations make it desirable to use copper. To avoid undesirable "edge 
effects", electrodes are carefully profiled to avoid the local enhancement of 
the applied field. Prior to assembly, the high-field surfaces of electrodes have 
to be subjected to some form of polishing procedure. Traditionally, this used 
to involve them being mechanically polished to a sub-micron "mirror" finish 
followed by a final ultrasonic cleaning procedure; the so called "commercial" 
polishing procedure. However, as described in Chapters 3 and 12, it has 
recently been demonstrated that the main "enemy" of HV electrodes is 
contamination, and so the tendency has been towards chemical, or 
electrochemical polishing procedures in conjunction with clean-room rinsing 
and assembly procedures. 

The electrode separation d is set by the voltage hold-off requirements. 
For short gaps of d < 2 mm, where instabilities predominantly stem from 

cathode-initiated electron emission processes, breakdown is field-dependent, 
with the minimum d-spacing being determined by a critical breakdown field 
that is typically --3-5 x 107 V m -1" in practical terms, this corresponds to 
20 kV being safely supported across a 1 mm gap. On the other hand, for 
large gaps of d > ~ 5 mm, where anode-initiated processes are thought to take 
over the dominant role, breakdown becomes voltage-dependent so that the 
minimum d-spacing has to be determined from a power relation of the form 
Vb ~ dm, where m typically takes a value in the range 0.4 to 0.7 [30]. Thus, 
whereas with the short-gap field-dependent behaviour pattern, a 5 mm gap 
might be expected to support - 150 kV, in practice it will only have a voltage 
hold-off capability of perhaps -- 100 kV. 
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The choice of in-situ electrode conditioning treatment depends very 
much upon the function of the high voltage device. For the more common 
"passive" type of application, where the principal aim is to avoid arcing 
between electrodes, a prebreakdown "current" conditioning procedure is 
generally followed. However, for "active" applications, such as the contacts of 
power frequency vacuum circuit breakers, where intermittent arcing has to be 
tolerated, "spark" conditioning is more appropriate. In all applications, 
however, it is essential to minimise any capacitive energy stored in the 
external circuit that can be dumped across the gap during a breakdown; 
wherever possible, it is also desirable to have large current-limiting resistors 
(~ Mf~) in series with high voltage electrodes. 

Apart from being the ultimate manifestation of electrical breakdown, 
the vacuum arc, as intimated above, is also of vital technological significance 
as a transient condition that severely limits the operational performance of 
high voltage vacuum switches [31-33]. It is not surprising therefore that the 
phenomenon has been the subject of an intense independent research effort to 
establish the underlying physical mechanisms that control it; in particular, how 
the regenerative processes operating at the complementary anode and cathode 
"spots" sustain its burning, and what parameters ultimately determine how 
rapidly it can be extinguished. A detailed discussion of the properties and 
applications of the vacuum arc is in Chapter 15 of this book. For the 
interested reader, there are also comprehensive review articles [34-36] or 
more extended texts [37,38], that would provide an ideal introduction to the 
subject. 

MIM Gaps To reflect the growing technological demand for an 
understanding of the physical mechanisms responsible for the flashover of 
solid insulators (see Fig 1.1), Chapters 8 and 9 forming Part IB of this book 
are respectively dedicated to reviews of a) the practical performance of MIM 
gaps and b) new theoretical models of the breakdown process. In this context, 
there are broadly two types of operating regime that have to be addressed: 
those where an insulator is only required to support a high electric field under 
"passive" vacuum conditions, and those where the insulator has the additional 
demand placed on it of having to operate in an "active" environment that can 
progressively modify its material and electrical properties. 

The design of insulator structures for most "passive" applications is 
generally well within the capability of contemporary technology. Thus, the 
type of data presented in Chapter 8 should be sufficient for determining the 
optimum shape, dimensions, bulk material requirements, and surface 
treatment for a particular application. In contrast, the situation is very much 
more complicated with "active" applications where surfaces can be subjected 
to ionising radiation or particulate contamination. Examples of this latter 
category are devices that have to perform in the harsh space environment, 
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electrode spacers in high energy particle accelerators, and the support 
structures in sealed-off electron tube devices that employ dispenser cathodes. 
In all of these instances, insulators are found to be significantly more 
vulnerable to random flashover events that generally constitute a major threat 
to the subsequent stable operation of the device or system. It is to the physical 
cause of this externally-induced behaviour that Chapter 9 is principally 
directed. This discussion will highlight the important role played by trapped 
charges, and how the associated relaxation processes could provide an 
explanation for many of the observed breakdown phenomena. 

Particle Beam ! I Pulselpower 
System stems 

High Voltage / 
\ Technology J 

\ Vacuum / 
Insulation J 

• ~ ~ ~ Electronic ~pac~ ~ ~ ---  
Applications I [ Tubes And 

. . . . . . . .  1 I,  ,evl,co  
Fig 1.3 Illustrating the generic character of high voltage vacuum technology. 

1.4 Technological Applications 

As illustrated in Fig 1.3, the range and diversity of technological applications 
where the insulation of high voltages plays a crucial role is extremely diverse. 
Indeed, to use modern terminology, it can truly be said to be a "generic" 
technology. At one end of the spectrum, there are small millimetre-sized 
devices, such as vacuum switches, and at the other there are such "large 
technology" applications as MeV electrostatic particle accelerators and laser 
confinement fusion systems. In general, each of these latter large-system 
applications has its own research community, infrastructure, conference 
arrangements, and associated published proceedings where full details of the 
relevant technologies can be found. For example, the electrostatic particle 
accelerator community have a regular International Conference on 
"Electrostatic Accelerator Technology" whose proceedings would provide the 
interested reader with all the necessary technical information about all aspects 
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of these very complex high voltage systems. For example, they contain 
detailed information about the design and operation of ion sources, vacuum 
columns, outer pressure vessels, the characteristics of the graded ceramic 
accelerator electrode assemblies, initial conditioning procedures, the threat to 
long-term stable operation resulting from the degrading effect of ionising 
radiation, and all other aspects of the peripheral high voltage control systems. 

Likewise, other research communities employing specialist high voltage 
technology have their own international networks for disseminating their 
research findings. To provide the reader with a broader appreciation of the 
scope of this field, the chapters forming Part II of this book present 
contemporary "snap-shot" reviews of six such technology areas. Apart from 
offering an alternative perspective of the basic concepts described in the nine 
chapters of Part I, these specialist chapters also provide detailed information 
about how these same basic concepts have been translated into technological 
practice across a range of HV engineering applications. Whilst each of these 
chapters is intended to be a free-standing review, the new reader is 
nevertheless encouraged to become broadly familiar with the fundamental 
material in Part I before approaching the practical domain. 

Part II opens with a consideration of the very important and rapidly 
expanding subject of pulse power technology. For those requiring a "working 
manual" of this topic, there is no better source of information than the 
Proceedings of the biennial IEEE-sponsored Pulse Power Conference held 
annually at differing locations in the United States. To complement this 
source of detailed information, Chapter 10 reviews some of the key 
developments and trends that have taken place in pulsed power technology 
over the past decade or so, including both CW and single-shot systems. Thus, 
because of the strategic military importance of this subject, the major effort 
has been largely focused on advanced microwave communication systems of 
various sorts, and particle beam-based weapon systems. With regard to the 
former category, a premium has been placed on improving the performance 
of existing systems, particularly in terms of their reliability and power output. 
This has resulted in a great deal of effort being expended in developing new 
procedures for minimising the destructive effects of surface flashover and 
multipactoring: however, in order to handle the transmission of these higher 
power levels, a corresponding investment has had to be made in improving the 
design of microwave windows. For single-shot pulse power delivery systems, 
the emphasis has been on the development of faster and more robust switches, 
including the triggered vacuum gap and solid state photoconductive devices. 
There has also been a major effort to develop new types of pulsed electron and 
X-ray sources for both military and civilian use; an example of the latter 
being the application of X-ray lithography to the microelectronics industry. 
In both of these areas of applications, there has been an over-riding 
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requirement to ensure that devices are compatible for performing reliably in 
the harsh space environment, particularly in low earth orbit (LEO). 

This discussion is followed in Chapter 11 with a consideration of the 
particular problems that are involved in encapsulating an electron tube device 
in a sealed-off vacuum envelope, and what, if any, special precautions have to 
be taken when the device employs a dispenser-cathode that constitutes a 
potential source of in-situ particulate contamination. These issues will be 
addressed, either directly or indirectly, through a short "case history" of the 
design, commissioning and operation of the electron gun assembly of a 
commercial travelling wave tube (TWT). 

RF cavities are widely used in particle accelerating and storage systems. 
Conventionally, these been made from copper: however, with the growing 
demands from nuclear physicists for ever higher particle energies, there has 
recently been a major effort to enhance their performance by operating them 
under superconducting conditions with significantly higher accelerating field 
gradients. To achieve this objective, it has been necessary to invest an 
enormous technological effort over a ten-year period to develop specialised 
procedures for suppressing the onset of parasitic field emission, which would 
otherwise catastrophically degrade their performance. As will be described in 
Chapter 12, the key stages in the processing of a cavity are a) its initial 
chemical polishing, rinsing, and assembly under ultra clean conditions, b) in- 
situ high temperature thermal cycling under UHV conditions, and c) a final 
gas conditioning treatment. To illustrate the degree of success achieved by 
this type of processing sequence, it is sufficient to cite the three-fold up- 
grading of the peak accelerating field that is routinely achieved in the 300 
MHz cavities now installed and operational in the LEP collider at CERN in 
Geneva. This review also includes an account of how sophisticated diagnostic 
techniques have been specially developed for studying the fundamental 
physical processes that ultimately limit the performance of RF cavities. 

The harsh space environment presents a new and very challenging set of 
problems to the reliable long-term operation of HV devices and systems. Of 
particular significance are the threats posed by the low density plasma, 
including atomic oxygen, that are faced in low-earth-orbit situations, together 
with the effects of ionising radiation and microparticle impact that occur 
under all circumstances. In Chapter 13, an account is given of how the space 
technologist has firstly to quantitatively characterise the conditions prevailing 
in the space environment, and then to develop mitigating techniques to cope 
with the potential hazards faced by spacecraft. A notable feature of this 
review is the inclusion of in-situ data directly recorded in space from rocket- 
borne experiments. 

Since the discovery of high Tc materials, there has been a renewed 
technological urgency to exploit their potential of providing low-loss power 
transmission systems. To reflect these developments, Chapter 14 discusses the 
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physical and practical issues involved with the insulation of high voltages 
under cryogenic conditions for both MVM and MIM regimes. Thus, whilst 
the basic mechanism responsible for parasitic "cold" emission processes 
exhibits no special dependence on the superconducting state, there are 
nevertheless sound physical reasons, and convincing evidence, to conclude that 
the mechanisms responsible for initiating breakdown are significantly 
quenched by maintaining electrodes at low temperatures. In the case of a 
superconducting power transmission cable, for example, this could translate 
into an increase of between 20% to 50% in voltage hold-off performance 
compared to its value under ambient conditions at 300K. 

To conclude this group of "technological" chapters, and indeed to round 
off this text, Chapter 15 presents a review of basic vacuum arc phenomena, 
and a survey of the types of switching devices in which vacuum arcs play a 
crucial role. The first part of the chapter is devoted to a detailed account of 
the diagnostic techniques that have been developed for studying the evolution 
process of an arc, starting with the formative stage of the cathode spot. From 
extensive data on how the key arc and spot parameters of size, material 
composition, life time, and movement depend on the gap conditions, a physical 
picture, or model, is built up as to how an arc is firstly initiated and then 
sustained. By way of providing a bridge to wider reading, the chapter 
concludes with an account of how vacuum arcs may be used to generate 
electron and ion beams. 

1.5 Reviews and Bibliographies 

For the reader who is interested in the historical development of this subject, 
there have been a number of specialist review articles that trace our growing 
understanding of the mechanisms thought to be responsible for initiating 
vacuum breakdown. The most notable of these are by Alpert, Lee, Lyman 
and Tomaschke [39], Slivkov, Mikhailov, Sidorov and Nastyukha [40], 
Rakhovskii [41], Davies [42] and Latham [43]. In addition, there are the 
reviews of Chatterton and Farrall that appear respectively in references [37] 
and [38], which are edited collections of writings on the broader topic of 
electrical breakdown of gases. For the reader who requires a more concise 
initial introduction to this subject than is offered by the present text, there are 
also several contemporary review articles by the present author and others 
[44-51]. 

The first detailed bibliography devoted to the phenomena associated 
with the initiation of breakdown was compiled by Hawley and Maitland [52] in 
1967. Whilst this was valued by research workers at that time, it has been 
successively superseded by the bibliographies of Bacon, Grissom, Mangan, 
McClure and Newton [53] in 1972, by Farrall [54-56] in 1972, 1974 and 1976, 
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and most recently by that of Miller [57-59] respectively in 1978, 1980 and 
1990. Of these, the up-dated Farrall bibliography is undoubtedly the most 
comprehensive, since it covers not only prebreakdown and arc phenomena, 
but is also cross-referenced under a large number of "categories of interest". 
However the more recent bibliography of Miller would be a particularly 
valuable adjunct for the research worker who requires the most recent 
collation of information on the topics covered in this book. 

1.6  References 

o 

2. 
3. 

, 

, 

6. 
7. 
8. 
9. 
10. 
11. 

12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 

22. 

23. 
24. 
25. 
26. 

Paschen, F., Weid. Ann., 37, 69-75, 1889. 
Von Engel, A., "Ionised Gases", Oxford University Press, 1955. 
Morgan, CG., Fundamentals of Electrical Discharges in Gases. In 
"Handbook of Vacuum Physics, (Vol.2 - Physical Electronics 
Electronics"), Pergamon, New York, 1965. 
Llewellyn-Jones, F., "Ionisation and Breakdown in Gases", Methuen, 
1966. 
Wood, RW., Phys. Rev. Ser. I, 5, 1-10, 1897. 
Earhart, RF., Phil. Mag., 1, 147-59, 1901. 
Hobbs, GM., Phil. Mag., 10, 617-31, 1905. 
Millikan, RA. and Sawyer, RA., Phys. Rev., 12, 167-70, 1918. 
Millikan, RA. and Shackelford, BE., Phys. Rev., 15, 239-240, 1920. 
Millikan, RA. and Eyring, CF., Phys. Rev., 27, 51-67, 1926. 
Millikan, RA. and Lauritsen, CC., Proc. Nat. Acad. Sci. (US), 14, 45- 
49, 1928. 
Schottky, W., Z. Physik, 14, 63-106, 1923. 
Hull, AW. and Burger, EE., Phys. Rev., 31, 1121-8, 1928. 
Snoddy, B., Phys. Rev., 37, 1678-85, 1931. 
Beams, JW., Phys. Rev., 44, 803-7, 1933. 
Ahearn, AJ., Phys. Rev., 50, 238-53, 1936. 
Anderson, HW., Elec. Eng., 54, 1315-20, 1935. 
Cranberg, L., J. Appl. Phys., 23, 518-22, 1952. 
Olendzkaya, NS., Rad. Eng. Electron Phys., 8, 423-9, 1963. 
Dyke, W.P. and Trolan, J.K., Phys. Rev., 89, 799-808, 1953. 
Dyke, WP., Trolan, JK., Dolan, W.W. and Barnes, G., J. Appl. Phys., 
24, 570-6, 1953. 
Dyke, WP., Trolan, JK., Martin, EE. and Barbour, JP., Phys. Rev., 
91, 1043-54, 1953 
Muller, E.W., Z. Physik, 106, 541-50, 1937. 
Bogdanovskii, GA., Soy. Phys.- Solid State, 1, 1171-6, 1959. 
Little, RP. and Smith, ST., J.Appl. Phys., 36, 1502-4, 1965. 
Tomaschke, HE. and Alpert, D., J. Vac. Sci. Technol., 4, 192-8, 1967. 

15 



High Voltage Vacuum Insulation 

27. 
28. 
29. 

30. 
31. 
32. 
33. 

34 
35. 
36. 
37. 

38. 

Chatterton, PA., Proc. Phys. Soc. (London), 88, 231-45, 1966. 
Slivkov, IN., Sov. Phys. Tech. Phys., 11, 249-53, 1966. 
Charbonnier, FM., Bennette, CJ. and Swanson, LW., J. Appl. Phys., 38, 
627-33, 1967. 
Maitland, A., J. Appl. Phys., 32, 2399-2407, 1961. 
Selzer, A., IEEE Trans. Ind. Appl., 1A-8, 707-22, 1972. 
Althoff, FD., Elektrotech, ZA. 92, 538-43, 1971. 
Farrall, GA., IEEE Trans., Parts, Hybrids and Packaging, 11, 134-8, 
1975. 
Farrall, GA., Proc. IEEE, 41, 1113-36, 1973. 
Rakhovskii, V.I., IEEE Trans. Plasma Science, PS-4, 81-102,1976. 
Miller, HC., IEEE Trans. Plasma Science, PS-5, 181-96, 1977. 
JM. Meek and JD. Craggs (eds), "Electrical Breakdown of Gases", 
John Wiley, New York and Chichester, 1978. 
JM. Lafferty (ed.), "Vacuum Arcs", John Wiley, New York and 
Chichester, 1980. 

Historical Review Articles 

39. 

40. 

41. 
42. 
43. 
44. 

Alpert, D., Lee, DA., Lyman, EM. and Tomaschke, HE., J. Vac. Sci. 
Technol., 1, 35-50, 1964. 
Slivkov, IN., Mikhailov, VI., Sidorov, NI. and Nastyukha, AI., NTIS 
Report AD745471, 1972. 
Rakhovskii, VI., NTIS Report AD773868 1973. 
Davies, DK., J. Vac. Sci. Tech., 10, 115-21, 1973. 
Latham, RV., Phys. Technol., 9, 20-25, 1978. 
Toepfer, AF., Adv. Electron Phys., 53, 1-45, 1980. 

Contemporary Review Articles 

45. 
46. 
47. 

48. 
49. 
50. 
51. 

Noer, RJ, Appl. Phys., A28, 1-12, 1982. 
Nelson, JK., Eng. Dielectrics, II-A, 445-570, 1988. 
Mesyats, GA and Proskurovsky, D.I., "Pulsed Electrical Discharges in 
Vacuum", Springer, Berlin, 1989. 
Miller, HC., IEEE Trans. Elec. Insul., 24, 765-86, 1989. 
Eckertova, L., Int. J. Electronics, 69, 65-78, 1990. 
Latham, RV. and Xu, NS, Vacuum, 42, 1173-81, 1991 
Le Gressus, C., and Blaise, G., Conf. on Elec. Insul. and Dielec. 
Phenom., pp.574-90, 1993. 

16 



1. Introduction 

Bibliographies 

52. 

53. 

54. 

55. 

56. 

57. 

58. 

59. 

Hawley, R. and Maitland, A., "Vacuum as an Insulator". Chapman and 
Hall, London 1967. 
Bacon, F.M., Grisson, J.T., Mangan, DL., McClure, G.W. and Newton, 
J.C., "A Bibliography on Arc Discharges", Sandia Labs. Report SC-B- 
72 3233, 1972. 
Farrall, GA., "A Cross-Referenced File on Vacuum Arc and Vacuum 
Breakdown Phenomena". General Electric CRD Report 72CRD 169, 
1972. 
Farrall, GA., First up-date of [54] above; General Electric CRD Report 
74CRD178, 1974. 
Farrall, GA., Second up-date of [54] above; General Electric CRD 
Report 76CRD052, 1976. 
Miller, HC., "A Bibliography and Author Index for Electrical 
Discharges in Vacuum" (1897-1976), NTIS Report No. GEPP-366, 
1978. 
Miller, HC., First up-date of [57] above (1897-1978), NTIS Report No. 
GEPP-366a, 1980. 
Miller, HC., Second up-date of [57] above (1877-1979), IEEE Trans. 
Elec. Insul., 25, 765-860, 1990. 

17 



This Page Intentionally Left Blank



2 

The Operational Characteristics 
of Practical HV Gaps 

RV Latham 

2 . 1  

2 . 2  

2 . 3  

2 . 4  

2 . 5  

2 . 6  

General Considerations 

The Plane-Parallel DC Gap 

2.2.1 Experimental Regime 
2.2.2 Current-voltage Characteristic 
2.2.3 Fowler-Nordheim Representation of the Prebreakdown I-V 

Characteristic 
2.2.4 Electrode Separation 
2.2.5 Electrode Polarity 
2.2.6 Electrode Temperature 

Electrode Conditioning 

2.3.1 "Current" Conditioning 
2.3.2 "Glow-discharge" Conditioning 
2.3.3 "Gas" Conditioning 
2.3.4 "Spark" Conditioning 

Residual Gas Pressure 

2.4. I Dry Air 
2.4.2 "Foreign" Gas Species 
2.4.3 The "Ignition" Phenomenon 

Design Criteria for High Voltage Gaps Electrode 
Assembl ies  

2.5.1 General Considerations 
2.5.2 Electrode Geometry 
2.5.3 Electrode Separation 
2.5.4 Electrode Material 
2.5.5 Electrode Surface Preparation 
2.5.6 External Circuitry 

Applied Vol t age  W a v e f o r m  

2.6.1 Sinusoidal Voltages 
2.6.2 Impulse Voltages 
2.6.3 Pulse Voltages 

2.7 References 



High Voltage Vacuum Insulation 

2.1  General Considerations 

From the introduction to this text, the reader will already have begun to 
appreciate the physical complexity of a high voltage vacuum gap. Not only 
does its behaviour depend on a large number of disposable macroscopic 
parameters, e.g. the electrode material, their geometry and separation, the 
residual gas pressure etc., but also upon the ill defined microscopic properties 
of electrode surfaces as determined for example by their preparation 
procedures and the operational "history" of the gap. Equally, there is a wide 
range of physical phenomena, such as electron emission, microparticle, ionic, 
electrode heating and thermal diffusion processes, that can operate within such 
a complex regime and significantly influence the performance of a gap. Thus, 
although there is an extensive literature describing detailed investigations into 
the behaviour of both "experimental" and "practical" gap regimes, it is not 
surprising that unspecifiable microscopic differences frequently result in a 
large "scatter" between the findings reported from apparently identical 
systems. Nevertheless, it is possible to identify certain underlying and 
reproducible dependencies of the gap behaviour on its macroscopic parameters 
that may be used as design criteria by high voltage engineers. The aim of the 
present chapter is therefore to provide a survey of these general trends, with 
particular reference to the uniform field, plane-parallel vacuum gap since this 
has been the most widely studied electrode geometry. The initial focus of the 
discussion will be on the DC insulating properties of gaps, leaving a 
consideration of the more complex AC and pulsed field regimes until the end 
of the chapter. 

2 .2  The Plane-Parallel DC Gap 

In order to identify the key physical processes that control the performance of 
an HV gap, it is desirable to choose the simplest and most reproducible 
experimental regime. For this reason, the plane-parallel gap, with its built-in 
uniform field condition, has invariably been used as the "test bed" for most 
fundamental investigations. Indeed, the literature of the 1960s and 70s, when 
this subject was at its height, abounds with studies of this regime; often, it 
must be said, at the expense of the more practically relevant non-uniform 
geometries. 

2.2.1 Experimental Regime 

The basic experimental facilities required for studying the external behaviour 
of a high voltage vacuum gap under controlled laboratory conditions are 
illustrated schematically in Fig 2.1. In the case of a plane-parallel geometry, 

20 



2. Operational Characteristics of HV Gaps 

the electrodes consist of two identical circular discs mounted on electrically 
insulated feed-throughs to a UHV chamber which should be a demountable and 
bakeable stainless steel system capable of reaching a pressure of < 10-9 mbar: 
all components, particularly the electrical insulators, must therefore be 
unaffected by temperature cycling up to ~ 250°C. One of the electrodes is 
generally designated the "high voltage" (HV) electrode (either positive or 
negative polarity) and accordingly has a specially designed mounting insulator 
capable of holding off the maximum voltage that is to be applied across the 
gap. The mounting for the other "low voltage" or (LV) "earthy" electrode 
incorporates some form of bellows linked translational manipulator for 
controlling the electrode separation d: it is sometimes desirable for this 
assembly to include an additional "tilt" manipulating facility for ensuring the 
accurate parallelicity of the electrodes. For further practical details of this 
type of basic experimental investigation, the reader is firstly referred to a 
representative selection of standard papers on the subject [ 1-5]; however, other 
examples may be found in the bibliographies of FarraU and Miller cited in the 
Introduction. 

Liquid nitrogen reservoir 
to cool diodes 

/ - , 
I , ,  

s TI _ 

I - 

I . . . .  ! 

Electrometer 
protection device 

LV rnonipuloting 
facility 

EHT supply 
0 - 5 0  kV 

Oil- immersed 
current - limiting 
resistor(~IOeMD,) 

LV electrode HV electrode 

Pumping 
system 

p • 10"gmbor HV insulotor 
(ceramic or glo,~) 

Fig 2.1 A schematic representation of the type of experimental facility required for 
studying the current-voltage characteristic of a high voltage vacuum gap. 

To avoid the possibility of undesirable "edge effects", such as would 
arise from the local enhancement of the uniform gap field at a highly 
radiussed sharp edge of an electrode [6], it is essential to machine the outer 
edges of plane-parallel electrodes so that they have a rounded profile as shown 
in Fig 2.1. The effect is illustrated in more detail in Fig 2.2 which contrasts 
the distribution of electric field lines associated with pairs of unprofiled and 
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profiled electrodes. In its ideal form, this profile must ensure that the 
electrode surface field never exceeds its uniform mid-gap value. This 
generalised requirement has been quantified by detailed field computations as 
the Rogowski [7], Bruce [8], or Harrison [9] profiles which are defined in 
terms of the electrode separation d, such that short gaps require a more highly 
radiussed profile than large. As a result of the proven operational advantages 
to be gained from this precaution, electrode profiling has now been adopted as 
standard practice in high voltage engineering. It should also be noted at this 
stage that the electrode surface preparation is of great importance in 
determining the performance of a gap; however, a detailed consideration of 
this topic will be delayed until Section 2.5.5. 

(a) 

$ 

e 

rig 2.2 The electric field lines associated with a planar electrode gap formed from 
(a) unprofiled electrodes, where the sharp edges result in a local 
enhancement of the gap field, and (b) profiled electrodes, that give a 
uniform surface field. 

Since, as will be discussed in subsequent sections, the performance of a 
high voltage gap is extremely sensitive to the presence of residual gas and 
other contaminants, such as vacuum pump oil, it is essential to choose a 
suitable evacuating system. Thus, getter-ion or turbomolecular pumping 
systems are in common use since they employ no intermediate pumping 
medium that could potentially contaminate the experimental environment" 
getter-ion pumps do, however, have the disadvantage of having low pumping 
speeds, whilst turbo molecular pumps are generally more expensive. On the 
other hand, oil diffusion pumped systems are relatively cheap, fast, and if 
adequately trapped, can achieve the required performance" a carefully 
designed system employing a liquid nitrogen trapped polyphenol-ether oil 
filled diffusion pump, a supplementary titanium sublimation pumping facility, 
and a trapped rotary roughing pump, can reliably achieve operating pressures 
of < 5 × 10-10 mbar. 

The associated external electrical circuitry required for DC 
measurements is also shown in Fig 2.1 and is seen to consist of a simple series 
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combination of a conventional low current (< l mA) EHT module having a 
continuously variable and internally monitored output voltage, an oil- 
immersed current-limiting resistor (typically ~ 108 f~), and a picoammeter for 
measuring the circuit current. For an experimental field range 
1 < E < 20 MV m -1, where E = V/d for the plane-parallel electrode gap being 
considered here, it follows that the specifications of the EHT unit will depend 
upon the d-spacing of the electrodes. Thus, a 0-50 kV unit would be adequate 
for d < 2 mm, but the maximum voltage requirement would rise steeply to 
-- 250 kV for a d ~ 5 mm and to -- 0.5 MV for d ~ 1 cm [2]. A particularly 
desirable feature of such units is a "fine" control of the output voltage through 
a continuously variable "helipot" arrangement. To protect the picoammeter 
against a flashover of the gap, it is desirable to shunt it by some form of 
protection device such as a pair of biased-off zener diodes connected back-to- 
back as shown in Fig 2.1. If these components are also cooled to liquid 
nitrogen temperature it is possible to increase the residual resistance appearing 
across the combination to < 1012 f~. Under these circumstances, it will be 
greater than the input resistance of the picoammeter, so that only a negligible 
fraction of the total gap current will be shunted past the meter: this procedure 
also has the advantage of reducing the electronic noise generated in these 
components. For similar reasons, it is important to ensure that the resistance 
to earth of the low voltage electrode should also exceed 1012 ~.  

2 .2 .2  C u r r e n t - V o l t a g e  C h a r a c t e r i s t i c  

It will be assumed in the following discussion that the vacuum chamber 
pressure is < 10 -8 mbar which implies that the system has been baked to 
-- 250°C and that the "test" electrodes have therefore been partially out-gassed. 
To observe the general form of the current-voltage response, the applied 
voltage V derived from the EHT supply shown in Fig 2.1 is slowly increased 
until the picoammeter records a small but continuous current of < 10-10 A. i.e. 
as opposed to the transient displacement current (~:dV/dt) associated with the 
electrode capacitance. On further increasing V, Fig 2.3 illustrates how this 
"prebreakdown" current I will rise rapidly and become progressively unstable 
(see insert) until, without warning, the gap will break down; i.e. an arc is 
struck between the electrodes so that the gap resistance falls to zero and the 
circuit current is only limited by the external resistance. The properties of 
such arcs, and the condition required to "strike" and sustain them will be the 
subject of Chapter 15; at this stage, it is sufficient to note that the value of V at 
which this occurs is termed the breakdown voltage Vb of the gap. Although 
this general behaviour is broadly common to all high voltage vacuum gaps, the 
detailed nature of the response, particularly the level of the prebreakdown 
currents and value of Vb, is very sensitive to the macroscopic parameters of 
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the gap, the electrode surface preparation procedure and its operational 
"history". 

Eleclricol l 

Vb 

Fig 2.3 The typical form of the non-ohmic current-voltage characteristic of a high 
voltage vacuum gap. 

For the special case of a pair of freshly prepared "virgin" electrodes, 
the current-voltage (I-V) or current-field (I-E), response exhibits several 
unique features. Thus, referring to curve 1 of Fig 2.4, there is firstly a 
threshold field in the range 5-15 MV/m associated with the initial switch-on of 
the prebreakdown current; i.e. where the prebreakdown current jumps 
discontinuously from an effective zero-value to ~ 1-10. Subsequently, it 
increases smoothly with field, although it may exhibit one or more further 
switching processes, as manifested by step-like increases in the magnitude of 
the current. Eventually, the gap will spontaneously break down at fields that 
are generally in excess of 20 MV/m. If however the field is reversed before 
breakdown occurs, the hysteresis effect shown dotted in Fig 2.4 is observed; 
i.e. where the current decays smoothly to zero, but over an extended field 
range. If the field is now re-cycled, the prebreakdown current follows the 
dotted curve to exhibit a smooth reversible I-V characteristic with no 
switching discontinuities: such a gap is said to be "conditioned". 

The effect of increasing the ambient pressure can be somewhat arbitrary 
as illustrated by curve 2 of Fig 2.4, but it generally results in a lowering of 
the switch-on field, higher current magnitude, higher current noise levels, 
and a lower breakdown field. In fact, at pressures in excess of 10 -5 mbar, 
there have also been reports of an "ignition" effect (see Section 2.4.3), in 
which the current can switch between two states with an associated hysteresis 
between them. 

As shown in the insert to Fig 2.3, and also in Fig 2.4, prebreakdown 
currents are not only very "noisy", but they also frequently exhibit with the 
superposition of current spikes known as "microdischarges". The duration of 
these pulses of current can vary from 50-1000 Ixs, whilst their magnitude can 
exceed the mean prebreakdown current by perhaps two orders; in general, this 
latter phenomenon is most pronounced at higher pressures and higher 
voltages, i.e. as V ~ Vb. The physical origin of these microdischarge pulses 
has been considered by Arnal [ 10] and a number of other early authors [ 1,11- 
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13], with several mechanisms offering a plausible explanation for their 
occurrence. Firstly, they could be manifestations of sub-critical instances of 
the "explosive" electron emission or microparticle based breakdown 
mechanisms to be discussed respectively in Chapters 5 and 7. Secondly, they 
could stem from regenerative ionisation process resulting from the local 
desorption of "pockets" of gas remaining in the electrode surface after the 
initial bake-out. 

10 ktA 

Breakdown 

4 

-- E 

10 15 20 25 MV/m 

Fig 2.4 Illustrating the effect of pressure on (a) the DC current-voltage characteristic 
of a typical HV gap. Curve 1: P >___ 10 -9 mbar. Curve 2: P <_. 10 -6 mbar. 

Thirdly, there is the type of ion-exchange mechanism analysed by 
Gerasimenko [14] in which positive and negative ions are ejected from 
contaminant films on electrode surfaces. This latter mechanism is assumed to 
be initiated by say a random positive ion created in the gap that is then 
accelerated by the field to generate further negative ions on impact with the 
cathode, which subsequently generate more positive ions on impact with the 
anode etc. Thus, if the ion multiplication factor at the two electrodes is 
greater than unity, the process will develop in an avalanche fashion to give the 
observed microdischarge. 

The question of whether a microdischarge can lead to a spark (i.e. a 
breakdown) has been investigated by Berland et al. [15], who concluded that 
whilst there is a definite correlation between the two processes at low gap 
voltages, the same is not true at higher voltages. More recently, McKibben 
[ 16] has considered the practical significance of microdischarges in the context 
of the design and performance of accelerator tubes where electrodes tend to 
have large gaps (> 1 cm) which is the type of regime principally associated 
with the occurrence of microdischarges. He notes that the phenomenon can be 
partially eliminated by using electrodes made of titanium or its alloys, since 
these materials rank as having a "low ion exchange loading", especially in 
clean vacuum conditions where organic contamination is minimised. The 
operation of tubes containing an inert gas such as helium at a pressure of 
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~ 10-5 mbar is also beneficial (see Section 2.4.2). Even with these 
advantageous design features, it is still important to take further precautions to 
control the remaining microdischarge events that will inevitably occur during 
the initial voltage application; otherwise, a virgin gap will almost certainly 
break down at a voltage that is significantly lower than that to be anticipated 
from its macroscopic specifications, and will thereafter be unlikely to ever 
achieve its maximum insulating capability. To avoid such an irreversible and 
operationally disastrous occurrence in practical applications, it is customary to 
subject virgin electrodes to one of the carefully controlled in-situ 
"conditioning" treatments to be described in Section 2.3. These result in a gap 
that has not only a stable and reversible current-voltage characteristic as 
shown by curve 1 in Fig 2.4, but, more important, has the maximum possible 
voltage hold-off capability. However, as will be discussed in 
Section 2.3, the effectiveness of "conditioning" in stabilising prebreakdown 
currents and raising Vb varies considerably among electrode materials. For 
the most favourable regimes, it can reasonably be anticipated to achieve 
breakdown fields of _> 30 MVm-1 although this is still over two orders of 
magnitude below the theoretical value of ~ 6.5 x 109 V m-1 for a "perfect" 
vacuum gap [2]. 

2.2.3 Fowler-Nordheim Representation of the Prebreakdown 
I-V Characteristic 

Following the recognition that stable prebreakdown currents originate from 
"cold" electron emission processes at perhaps one or two points on an 
electrode surface (see Chapter 3), it was a natural progression to look for an 
interpretation of them in terms of the well established Fowler-Nordheim 
quantum mechanical tunnelling theory of field emission from metal surfaces. 
As explained in the Introduction, it was this line of reasoning that led to the 
concept of there being isolated microprotrusions on an electrode surface 
where the uniform gap field E is geometrically enhanced by a factor 13 to a 
microscopic value lIE (see Fig 4.3) that is above the threshold of 
~ 3 x 109 V m -1 necessary for "metallic" field electron emission to occur. 
Although the theoretical development of this model will be delayed until 
Chapter 4, it is possible to anticipate the general form of the current-voltage 
characteristic. Thus, from the detailed Fowler-Nordheim theory, the 
dependence of the low-temperature emission current density JoF on the local 
surface field E, given by equation 4.2 can be acceptably simplified by letting 
the functions t(y) and v(y) ~ 1, so that 

/ 3 / 
JOF =(B1E2 / dp)exp -B2d~2 / E 2.1 
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where ~ is the work function of the electrode material and B 1 and B2 are 
known fundamental physical constants (see Section 4.2.1). With 
E = ~E = [3(V/d) in the present case of a plane-parallel electrode geometry, 
and assuming there to be just one dominant site having an emitting area Ae, 
the total field emission prebreakdown current I will be given by 

I = A e JOF : (A e B 1/dP )(flV/d) 2 ex f I 
or in logarithmic form 

3 )  ln(AeBlfl2/d¢~) 2.2 ln(I /V2)= dB2~2/f l  ( I /V)+ 

It follows therefore that a plot of log I/V2 against l/V, known as a 
Fowler-Nordheim or F-N plot, should give a straight line if this type of field 
emission mechanism is responsible for the prebreakdown currents. As 
illustrated in Fig 2.5, this is indeed confirmed experimentally for a wide range 
of applied fields, and accordingly led to the general acceptance of the above 
explanation of the non-ohmic conductivity of an HV gap. It should be added 
however, that F-N plots do frequently depart from linearity at very high fields 
(as shown dotted in Fig 2.5), but this behaviour can generally be attributed to 
subsidiary physical processes, such as the onset of space charge effects (see 
Chapter 6) rather than indicating false assumptions in the basic emission 
model. 

The linearity of the F-N plot has the further advantage of providing 
information about both the local field enhancement ~ at an emission site and 
its apparent emitting area Ae. Thus, it will be seen from equation 2.2 that 
with B1 and B2 being known, and assuming an appropriate value for t~ (which 
can be taken as an effective constant of ~ 4.5 eV for most electrode materials), 
13 can be found from the slope of the F-N plot, and then used to find Ae from 
the intercept. It also follows that since ~ is inversely proportional to the 
slope, low-[~ "blunt" emitters (i.e. those that are likely to be stable in a 
practical situation) will be identified by their giving a steep-sloped F-N 
characteristic. Estimates of ~ and Ae taken from the extensive published 
literature on the behaviour of vacuum gaps reveal that they can assume widely 
varying and apparently arbitrary values within the typical ranges of 
100 < 13 < 1000 and 10 -16 < Ae < 10 -12 m 2. It should be added, however, that 
there have also been occasional reports of much higher predicted values of Ae, 
even approaching the unlikely dimension of 10 m2 [ 17]. 
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iX~'~ decreosiN 

, , ,  

rig z.s An illustration of how the Fowler-Nordheim (F-N) plots of the current- 
voltage characteristic of a gap are influenced by the electrode separation. 

Whilst the lower values of these parameters, say 13 < 150 and 
Ae _< 10 "15 m2, can readily be interpreted in terms of the above model, it 
becomes increasingly difficult to reconcile the higher 13 and Ae, values with 
field emitting microprotrusions having realistic physical dimensions. In fact, 
this apparent anomaly will be considered further in the concluding chapter of 
this book in the light of recent experimental investigations that have provided 
further insight into the electron emission mechanisms operating on broad-area 
electrodes. 

2.2.4  Electrode Separation 

With the type of laboratory regime illustrated in Fig 2.1, it can readily be 
demonstrated how the d-spacing of the electrodes has a strong controlling 
influence over the prebreakdown I-V characteristic of the gap. 
Experimentally, this is observed as a rapid fall in I with increasing d at 
constant V, whilst in terms of the associated F-N plot, the effect results in a 
systematic shift of the characteristic as illustrated in Fig 2.5. This behaviour 
can be readily understood from equation 2.2, which shows how the slope of an 
F-N plot is directly proportional to d, whilst the intercept varies inversely 
with d. In practice, however, it is found that the measured variation in the 
F-N plots with d cannot be entirely accounted for in the above terms: it also 
appears that the field enhancement factor 13 appearing in equation 2.2 depends 
on d [1,2,18,19]. This effect is highlighted more dramatically by the 
experimental observation that the macroscopic gap field required to maintain a 
given prebreakdown current decreases with increasing d. Initially, this 
behaviour was attributed to the geometrical influence of the electrode edge 
profile [2]; however, using an anode probe hole technique to study individual 
sites in the centre of electrodes, Jiittner [ 18,20] was subsequently able to show 
that the phenomenon was in fact related to the voltage across the electrode gap 
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and accordingly termed it the Total Voltage effect. Assuming prebreakdown 
currents to originate from microprotusions, he interpreted the effect in terms 
of the equilibrium that exists on an emitting surface between the sputtering of 
adsorbed oxygen by positive ions and the recovery of the surface by the 
migration of oxygen atoms. On this picture therefore, higher voltages would 
correspond to higher sputtering rates, and hence emission currents, since an 
oxygen-free surface has a lower work function. However, following a more 
recent model of Beukema [21], to be discussed in a different context in the 
following section, it is also possible that a voltage-dependent increase in 
emission could stem from the enhanced field-growth by surface migration of 
field emitting microprotrusions; i.e. such as could result from a rise in the 
cathode surface temperature following its bombardment by increasingly 
energetic positive ions. In this context, the published data [1,19,22] suggest 
that this effect is most marked with those electrode materials that give unstable 
gaps, e.g. copper and aluminium. As will be discussed in Chapter 4, these and 
other effects are open to an alternative explanation in terms of a more recent 
solid-state model of the emission process. 

The important practical consideration of how the breakdown voltage Vb 
(see Figs 2.3 and 2.4) depends on the electrode separation d will be dealt with 
formally in Section 2.5.3. However, it can be said in summary here that at 
small gaps (d _< 0.5 mm), where breakdown is assumed to be initiated by an 
electron emission based mechanism, Vb is proportional to d, whereas at large 
gaps (d > 2 mm), Vb shows a less steep dependence on d. 

2.2.5 Electrode Polarity 

On the basis of both the traditional microprotrusion and more recent 
solid-state explanations of the reversible prebreakdown current-voltage 
characteristic (see Chapter 4), the behaviour of a given gap will be determined 
almost entirely by the microscopic detail of the electrode surface chosen to be 
the cathode. It follows therefore that since it is virtually impossible to prepare 
microscopically identical electrode surfaces, any gap will have two 
independent and frequently very different I-V characteristics, according to the 
alternative polarity arrangement of the electrode [23,24]. 

The operational stability of these two modes may be evaluated in terms 
of the respective emitting properties of the two surfaces as given by the 
[3-values obtained from the associated pair of F-N plots: thus, the arrangement 
having the steeper sloped (low-~) plot can reasonably be assumed to have the 
higher voltage hold-off capability. 

Beukema [21] has reported on another polarity effect that can occur 
with the present type of plane-parallel experimental gap regime, where one 
electrode is designed to carry the high voltage with the other being effectively 
earthed through some form of low-impedance current recording device (see 
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Fig 2.1). An analysis of the I-V characteristics of such systems reveals that, at 
any given operating pressure, there are consistently higher emission current 
levels, and consequently lower hold-off voltages, where the "high voltage" 
electrode is made the cathode. This effect was attributed by Beukema [21 ] to a 
three-stage mechanism involving (a) the electron desorption and ionisation of 
gas from the anode, (b) a subsequent increase in the local temperature of the 
cathode by impinging ions, followed by (c) the field-activated surface 
diffusion process described by Shrednik et al. [25,26] and Cavaille and 
Drechsler [27] which leads to the build-up of field-enhancing features that then 
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The electric field lines associated with a plane-parallel gap when the "high 
voltage" electrode is (i) the anode (normal operating polarity) and (ii) the 
cathode. In case (ii), the chamber is effectively part of the anode and can 
therefore provide an additional source of positive ions through electron 
desorption process. (From Beukema [21 ], with permission.) 
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act as new high-[3 electron emission centres. To understand how the influence 
of this mechanism can be sensitive to the electrode polarity, it is necessary to 
compare the field distribution for the two cases. 

Thus referring to Fig 2.6, it is apparent that with arrangement (ii) i.e. 
the cathode at HV, the walls of the experimental chamber will also act as an 
anode, so that compared with arrangement (i), there will be a vastly increased 
surface area from which gas can be desorbed by electrons emitted from sites 
on the edges of the cathode. Although the practical significance of this effect 
has not been quantified, the evidence points to it being a potentially important 
consideration in the design of high voltage devices. 

2.2.6 Electrode Temperature 

This parameter is not generally treated as a variable quantity in practical high 
voltage devices. There are however practical situations where a device is 
subjected to temperature cycling, such as in space applications. It has 
therefore become increasingly important to investigate how the I-V 
characteristic of broad-area gaps varies with temperature. Considering first 
the effect of increasing temperatures it will be seen from Fig 2.7 how the 
emissivity of a 1 cm2 Cu cathode shows a marked increase with its bulk 
temperature [28]. As will be demonstrated in Chapter 3, this effect arises 
from two physical processes: firstly, the emission mechanism itself is 
stimulated by an increase in temperature, and secondly, there is an increase in 
the number of emission sites contributing to the total prebreakdown current. 
Both of these important findings are difficult to explain in terms of a 
"metallic" emission model, and will be the subject of a detailed analysis in 
Chapter 4. 

Turning to the effect of decreasing the electrode temperature, most 
studies of this kind have concentrated on investigating how the emission 
process is influenced by the onset of the superconducting state. Not 
surprisingly therefore, early investigations were devoted to low-Tc 
superconducting regimes [24,29-35]; more recently, however, comparable 
studies have been made with high-Tc regimes [36-38]. Indeed, such is the 
importance of this topic, that Chapter 12 of this text has been devoted to a 
detailed discussion of the theoretical and practical implication of field emission 
regimes under superconducting conditions. In addition, Chapter 12 is devoted 
to a discussion of the design and operation of superconducting RF accelerating 
cavities. 

It would however, be appropriate at this stage to make a number of 
summary observations. Thus, if it is assumed that gap currents stem 
predominantly from field electron emission processes at isolated metallic 
microprotrusions, i.e. as traditionally assumed, it could be anticipated on 
theoretical grounds (see Chapter 4) that in the low temperature range 
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0 < T < 300K, the I-V characteristic should be virtually independent of 
temperature. Such a behaviour has indeed been confirmed for example by 
Septier and his co-workers [31,32] for low-To tantalum electrodes, where it 
was found that the F-N plots of the I-V characteristic at 4.2K, 11.7K and 
77.3K were indistinguishable from one another. Similar findings have been 
reported by Cobourne and Williams [34,35] for low-Tc niobium, vanadium, 
tantalum and aluminium electrodes. To these must be added the more recent 
findings of Shkuratov [36,37] and Mazurek et al. [38], namely, that high-Tc 
materials also show no apparent transition in their field emission behaviour as 
an emitting cathode is cooled through its To. The physical implications of this 
important finding will be further considered in Chapter 4 when discussing a 
"non-metallic" emission mechanism. 
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Fig 2.7 The influence of electrode heating on the prebreakdown emission current. 

2.3 Electrode Conditioning 

As indicated in the previous section, this type of in-situ treatment is generally 
an essential prerequisite if a HV gap is to achieve its full insulating capability. 
The basic concept behind any "conditioning" process is to safely quench as 
many as possible of the sources of prebreakdown current and "primary" 
microparticle events, so that the total number of potential hazards to the 
stability of the gap is significantly reduced. Since this objective is clearly of 
immense practical significance, there has been a considerable research effort 
directed towards developing techniques that can be relied upon to improve the 
voltage hold-off performance of gaps. As a result, four alternative 
procedures have been evolved. 
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2.3.1 "Current" Conditioning 

This is both the simplest and probably the most widely used technique, and is 
particularly suitable for the initial treatment of "virgin" electrodes that are to 
be used in "passive" applications. The procedure involves using the same basic 
circuitry illustrated in Fig 2.1, whereby the applied voltage is increased in 
small discrete steps such that the prebreakdown current is allowed to stabilise 
at each stage before progressing. This sequence is illustrated schematically in 
Fig 2.8, and highlights how there is a general fall in both the noise level of the 
continuous prebreakdown current and the frequency of random current 
"spikes" or "microdischarges"" the time constant of this stabilisation process is 
typically ~ 30 min. 

Another common feature of "current" conditioning is the sudden and 
irreversible fall in the mean level of the prebreakdown current such as follows 
a microdischarge in the V3 conditioning stage. In this technique, the 
current-limiting series resistor plays the important role of a negative feedback 
element, in that if there is a random surge in the prebreakdown current, the 
voltage across the resistor will correspondingly increase and result in a 
lowering of the gap voltage, thus controlling the mechanism responsible for 
the surge. If the conditioning process is arrested at say the voltage V4, where 
the stable prebreakdown current is i 4, the gap will have a stable and reversible 
current-voltage characteristic up to the limiting co-ordinates (14, V4); i.e. 
similar to that shown by the smooth curve of Fig 2.3. In practical 
applications, this conditioning procedure is of course continued until the 
intended operating voltage is reached, or more frequently exceeded by an 
acceptable safety margin of ~ 25%. There is clearly a limit to the 
effectiveness of this treatment since the current drawn from the residual 
"stable" emitting sites will eventually reach the critical level for the onset of 
thermal instability and the consequent breakdown of the gap. However, with 
an optimum electrode design, coupled with the correct choice of electrode 
material and surface preparation (see the following section), it can be 
reasonably anticipated for example, that hold-off voltages of 10 kV, 100 kV 
and 1 MV can be reliably achieved for gaps with d values of 0.5, 5 and 50 mm 
respectively. It should also be added that if the polarity of the gap is changed 
(or if it is intended for AC operation), the above conditioning procedure has 
to be repeated for the other polarity connection. 

There has been considerable speculation as to the physical processes that 
give rise to the stabilising effects of "current conditioning" [39]. 
Traditionally, this discussion has been mainly in terms of the influence of high 
fields on electrode microprotrusions, loosely adhering microparticles and 
microreservoirs of occluded gas, since these were thought to be the most 
important agencies responsible for the various components of the 
prebreakdown current. Thus, the sharpest field-emitting microprotrusions are 
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assumed to be either thermally blunted following excessive electron emission 
or, if mechanically unstable, are removed altogether from the electrode 
surface by the strong electromagnetic forces associated with the applied field: 
such an event is clearly suggested by the type of sudden fall in the 
prebreakdown current that can occur during a conditioning "stage" (see 
Fig 2.8). As will be discussed later in Section 2.3.3 and Chapter 4, current 
conditioning may also be explained in "electronic" terms if a "non-metallic" 
emission mechanism is assumed. 
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Fig 2.8 A schematic illustration of the "current" conditioning technique. 

Consideration must also be given to the role of loosely adhering 
microparticles, since it has been demonstrated experimentally [40] that, with a 
slowly increasing conditioning voltage, these will be detached at the lowest 
possible field and hence acquire only a minimum charge; as a result, their 
single-transit kinetic energies will be too low for a breakdown-initiating 
explosive impact. Instead, they will either be harmlessly removed from the 
gap by repeatedly bouncing between the electrodes as described in 
Section 7.4.5, or become permanently welded to an electrode surface by the 
modified trigger discharge mechanism of Beukema [40] discussed in 
Section 7.2.1. The disappearance of random charge transients or 
"microdischarges" (see Fig 2.8) from the prebreakdown current during its 
stabilisation is frequently cited as evidence in support of the suppression of 
microparticle activity in a gap. Similarly, the field-desorption of residual gas 
trapped in grain boundaries etc. will be more controlled under a slowly 
increasing field, so that the risk of a large gas burst sufficient to initiate a 
breakdown is minimised. The existence of such a gradual desorption process 
is directly confirmed by mass spectrometer measurements described in 
Section 3.6.3, or indirectly as the general reduction in the "noise" on the 
prebreakdown current as conditioning proceeds. The involvement of gas in 
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the conditioning process is further supported by the observation that the time 
constant associated with the decay of the prebreakdown current at a given 
voltage illustrated in Fig 2.8 is pressure-dependent, even down to 
-- 10-10 mbar. A detailed discussion of the effects related to the presence of 
residual gas will be given below in Section 2.4. 

2.3.2 "Glow-discharge" Conditioning 

In this approach, the primary aim is to use the sputtering action of low-energy 
gas ions to remove contaminants from electrode surfaces and thereby, as 
discussed in Section 2.2.2, minimise the incidence of microdischarges and 
possible breakdown events: a secondary improvement could also result from 
an increase of emitter work function following its coverage by inert gas 
atoms. The experimental procedure involves raising the pressure in the 
vacuum chamber to -- 10 -3-10 -2 mbar via a suitable gas handling system so that 
a low-voltage AC glow discharge can be struck between the electrodes. This 
low-current discharge can be conveniently derived from a 50 Hz source and, 
for optimum results, is typically run at -- 30 mA for up to ~ 1 h: longer 
periods of ion sputtering can often lead to a rapid degradation of the 
performance of a pair of electrodes. At the conclusion of this treatment, the 
electrode chamber is of course re-evacuated to ~< 10 -8 mbar before making any 
high voltage measurements. Investigations into the effectiveness of this 
technique have shown it to be markedly dependent upon the residual gas 
species used to promote the glow discharge. Thus, from among the gases 
studied (H2, D2, He, Ar, N2, SF6 and "dry" air), helium, followed by 
nitrogen, consistently give the best results; i.e. as measured by the 
improvement in the hold-off voltage of the gap and the increase in the slope of 
the F-N plot of the current-voltage characteristic [41-43]. Considerable 
advantages are often claimed for this treatment over "current" conditioning, 
and so it is not surprising that it is common practice to subject such high 
voltage devices as particle-beam separators to an initial "glow-conditioning" 
treatment with helium at a pressure of-- 10-3 mbar [42]. 

2.3.3 "Gas" Conditioning 

Apart from the adverse effects of running a gap at an elevated pressure, 
namely an increase in the incidence of microdischarges and the potential risk 
of breakdown events (see Fig 2.4), there can also be a beneficial effect, as 
manifested by the well known and widely used gas conditioning process. As 
illustrated in Fig 2.9, this technique involves running an HV gap at a 
progressively higher field in a helium atmosphere at currents of a few 
microamps and a pressure of around -10-5 mbar, and allowing the emission 
currents to quench over a 20 minute period to their asymptotic limit. This 
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procedure is repeated at incrementally increasing field levels until the final 
operating field of the device is achieved. 
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Fig 2.9 The general properties of the gas conditioning phenomenon, highlighting 
the deconditioning "Temperature" effect. 

The gas normally used for this process is helium, and the phenomenon 
has been traditionally interpreted in terms of the blunting of metallic emitters 
by the sputtering action of high-energy gas ions [44-46]. Indeed, there is 
recent evidence [47] indicating that there are certain experiential regimes, 
particularly those involving small-area cathodes, where this sputtering 
mechanism dominates the conditioning process. 

However, with the emergence of new experimental evidence which 
questioned the validity of the F-N "metallic" whisker model (see Chapters 3 
and 4), it was necessary to reconsider the sputtering interpretation of the gas 
conditioning phenomenon. In addition, there was no satisfactory explanation 
of why helium is more effective than other gases. To clarify some of these 
issues, a detailed investigation has recently been undertaken to determine how 
both the gas species and temperature influence the conditioning process [48]. 

The first important finding to emerge from this investigation was that 
all the gases studied did in fact exhibit a positive conditioning effect. 
However, as illustrated in Fig 2.10, there is a built in "voltage effect", 
whereby each gas species has a characteristic voltage range over which it is 
effective as a conditioning gas. From a technological standpoint, this finding 
indicates that the optimum conditioning procedure for a device might well 
involve a change of gas as the voltage is progressively raised. The second 
important finding concerns the permanency of the conditioning, since recent 
studies have also shown [48] that the process can be significantly reversed by 
low-temperature thermal cycling in the range 200-300°C. Indeed, as indicated 
in Fig 2.9, up to 80% of the original current can be retrieved by such a 
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procedure. Furthermore, the dashed lines on this figure illustrate how the 
effectiveness of the process falls off with increasing electrode temperature. 
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Fig 2.1o The general properties of the gas conditioning phenomenon, highlighting 
in a) the "temperature" effect, and in b) the "voltage" effect (After [48].) 

Thus, it is important that gas conditioning is the final treatment process of 
electrodes, and that the procedure is not used where a device is required to 
tolerate temperature fluctuations in excess of 100°C. A concluding 
observation on these findings is that the well known "current" conditioning 
technique discussed in Section 2.3.1 could be a manifestation of the voltage 
effect, whereby the various residual gases progressively have a conditioning 
effect as the gap voltage is gradually raised. As will be discussed in Chapter 
4, these findings may be explained in terms of a reversible "electronic" model 
involving a "non-metallic" emission mechanism that is promoted by metal- 
insulator microstructures. 

2 .3 .4  " S p a r k "  C o n d i t i o n i n g  

In a situation where a previously "conditioned" high voltage gap has become 
"deconditioned", such as following an inadvertent breakdown, it is usually 
possible to retrieve a large measure of its original performance by 
subsequently subjecting it to repeated sparkings: equally, this same procedure 
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can be applied to condition virgin polished electrodes up to their optimum 
insulating capability. This technique is also known as "spot-knocking", after 
the concept that its dominant aim is to remove localised high-J3 cathode 
emission sites or "spots" by arc erosion [49]; however, it is also efficient in 
eliminating microdischarges and diminishes the incidence of microparticle 
processes. For these reasons, it is widely used commercially as a method of 
maintaining the rating of high voltage vacuum devices. The electrical 
circuitry required for over-stressing the gap need be no more complicated 
than that shown in Fig 2.1, although it might be necessary to reduce the series 
resistor to ~ 100 kt~ in order to increase the rate of dissipation of energy in 
the spark. Alternatively, the effect can be achieved by an over-voltage pulse 
technique such as described by Miller and Farrall [49]. It is found that the 
number of sparkings required to achieve the maximum regeneration of a gap 
is unpredictable but usually varies between five and ten for common electrode 
materials such as copper [46,50], stainless steel [46] and molybdenum [51,52]; 
however, this number can be much larger for severely arced electrodes. With 
copper, for example, Cox [50] showed that the breakdown field increased with 
the number (up to 5) of low-current (< 1 A) conditioning arcs, and 
interpreted his findings in terms of a local hardening of the surface in the 
vicinity of emitting regions. 

G) 

Illustrating the electrode "polishing" effect of nanosecond discharges: (i) on 
an initially eroded copper cathode, and (ii) the same cathode after 
"polishing" with 2 ns discharges. (From jtittner [55], with permission.) 

In order to apply this conditioning technique effectively, it is important to 
note that the external capacitance associated with the gap should be minimised 
so that only a limited amount of energy (_< 10 J) is dissipated in the gap during 
sparking [53]. From studies of the effectiveness of this type of conditioning in 
the important practical regime of the high voltage vacuum switch, Farrall [54] 
has shown that if a spark discharge is struck between the contacts during their 
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closing sequence, they should in turn be opened with low-current arcing if the 
maximum voltage hold-off capability is to be subsequently achieved: with a 
"cold" opening (i.e. in which no arc current is drawn), the spark discharge is 
likely to have a deconditioning effect. 

Using a more sophisticated form of spark conditioning, Jtittner [55] has 
recently shown that it is possible to achieve an electrode "polishing" effect 
using nanosecond discharges under UHV conditions, and that this procedure 
can lead to a dramatic improvement in the voltage hold-off capability of a gap. 
The change in the microtopography of an electrode surface brought about by 
this "polishing" procedure is vividly illustrated by the "before" and "after" 
scanning electron micrographs of Fig 2.11. 

It was also shown that a similar "polishing" effect can be achieved with 
pulses as long as 500 ns provided the current rise rate is kept below a critical 
value of 0.5-1 Ans -1. From such observations it would appear that this 
approach to conditioning has considerable potentiality and will be further 
considered by Jtittner in Chapter 15. 

2.4 Residual Gas Pressure 

From our earlier discussion of the gas conditioning effect (see Section 2.3.3), 
it is clear that the nature of the residual gas environment can have a major 
influence on the prebreakdown characteristics of an HV gap. Equally, we 
know that a breakdown event generally stems from a prebreakdown emission 
process (see Figs 3.2 and 5.2). It could therefore be reasonably anticipated 
that the ultimate insulating properties of a vacuum gap, i.e. its voltage hold-off 
capability, would also be influenced by the residual gas environment. In this 
section, we shall review the findings obtained from studies aimed at 
identifying the key dependencies of the breakdown voltage Vb. 

2.4.1 Dry Air 

It has long been known from practical experience, particularly with 
accelerator tubes [ 16], that there is a "pressure effect" associated with the 
insulating properties of a high voltage gap [56-64] that is particularly marked 
at large d-spacings [60-65]. This manifests itself most obviously by the 
existence of a characteristic pressure p* at which the breakdown voltage Vb of 
a gap reaches a maximum value Vb* that can be as much as 50% higher than 
its mean hold-off voltage at normal operating pressures. The value of p* will 
vary according to the electrode material, their geometry, the gap separation 
and the residual gas species, although it will typically be in the range 
(1-150) × 10 -4 mbar: among the inert gases however, for which the effect is 
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generally the most marked, it has been reported that there is no great 
dependency on the particular species [59]. 
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Fig 2.12 The pressure effect, illustrated by a family of plots showing how the DC 
(dashed lines and open symbols) and AC (solid lines and closed symbols) 
breakdown voltages of a pair of plane-parallel Cu-electrodes depend on the 
pressure and gap separation. (From Hackham and Altcheh [66], with 
permission.) 

This later work has identified a number of general trends which are 
illustrated in Fig 2.12 for the case of "commercially" polished plane-parallel 
copper electrodes having air as the residual gas medium. From this set of 
breakdown data, it will be seen that all of the plots are characterised by having 
a low-pressure plateau region (Vb = Vb), a peak in the voltage hold-off 
capability (Vb = Vb*) and a final high-pressure region where the onset of 
collision ionisation processes results in a rapid fall in Vb. It is also apparent 
that whilst there is a general increase of Vb with gap separation, the optimum 
operating pressure p* corresponding to Vb* remains nearly constant for all 
but the largest gap separation plots. There are, however, bound to be 
significant variations of p* among electrode materials as is shown in Table 2.1 
which collates the results obtained from this type of measurement. From this 
sample of data, it will be seen that both the value of Vb* for a given gap 
separation (2 mm for the examples given), and its percentage enhancement 
through the "pressure effect" over the constant low-pressure value Vb, show a 
significant dependence on the electrode material. Among this group of 
electrode materials, it is evident that copper and niobium are most susceptible 
to this effect, which suggest that they have surfaces that are particularly 
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"active" to the gas species present in air, i.e. principally oxygen and nitrogen. 
Conversely, there have also been reports of electrode materials such as 
sterling-silver that do not exhibit a pressure effect [67]; in such cases, the 
electrode surfaces must be physically and chemically inert to the ambient gas 
species. 

Table 2.1 

Material p* (mbar) Vb * (Vb* - Vb )/Vb 

Aluminium 1.5 x 10 -4 48 11 

OFHC Copper 1.0 x 10 -3 75 32 

Nickel 2.0 x 10 -6 97 7 

Niobium 5.0 x 10 -4 90 25 

Another significant manifestation of the "pressure effect" is a general 
lowering of the prebreakdown current levels at any given gap field, and it is 
this observation that has been focused upon as providing some insight into the 
fundamental phenomena that are responsible for the effect. However, because 
of the physical complexity of the electrode surface processes that are likely to 
occur in the pressure range 10-4-10 -3 mbar, it has to be recognised at the 
outset of this discussion that a complete interpretation of the observed 
behaviour must inevitably be very difficult and probably inconclusive. One 
explanation that has received wide support is due to Alpert et al. [44], and has 
been referred to already in Section 2.3.3. This is based on the concept that in 
the pressure range being considered, it is possible for there to be a reduction 
in the local field enhancement at emitters, and hence a lowering of their 
[~-factors (see equation 2.2), through the sputtering action of low-energy ions 
formed by electron collision processes in the vicinity of the tips of field 
emitting microprotrusions. Apart from obtaining verification of the essential 
features of this mechanism from simulation studies on single micropoint 
emitters, these same authors showed that the mechanism could also be used 
very effectively as the basis of the in-situ "gas" conditioning technique 
previously described in Section 2.3.3. 

There is however one feature of the pressure effect that cannot be 
explained solely in terms of this model, viz. its reversibility as the pressure is 
cycled, since this requires there to be either a re-sharpening of previously 
blunted emitters or the creation of new ones. Two further physical processes 
that have respectively been considered in this context are the surface diffusion 
mechanisms discussed by Shrednik et al. [25,26], Cavaille and Drechsler [27] 
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and Litvinov et al. [68], and the welding impact of cathode-bound 
microparticles proposed by Beukema [40]; both of which will be referred to 
again in greater detail in the following two chapters. In an alternative 
approach, Jtittner et al. [69] and Hackam [64] have attributed the "pressure 
effect" to an increase in the work function of an emitter following the 
physisorption of gas at the higher pressure. This interpretation is particularly 
attractive since it also provides an apparently plausible explanation for the 
reversibility of the phenomenon; viz. that gas previously adsorbed at high 
pressures will be field-desorbed at low pressures and thereby return the 
emission currents to their previous higher levels. However, this model must 
remain speculative at this stage since very little information exists on precisely 
how gas is adsorbed in the complex regime of a broad-area electrode surface: 
it is only for the very much simpler regime of small area emitters where, for 
example, Jtittner et al. [69] have been able to quantify how the emission 
mechanism is influenced by the adsorption of gas (see Section 3.4.2). 

From the above discussion, it is evident that the "pressure effect" should 
more specifically be associated with the properties of the cathode surface since 
this is the source of electron emission and hence determines the level of the 
prebreakdown current at any given field. It follows therefore that the 
breakdown characteristics of a gap having dissimilar electrode materials will 
show a pronounced polarity dependence: for example, Table 2.1 indicates that 
an aluminium-nickel combination would be markedly more stable with the 
aluminium electrode as the anode. Equally, for non-planar electrode 
geometries, where there is a large disparity between the electric fields acting 
on the two electrode surfaces, there will be a similar polarity effect. 

Thus, in experiments using a point-plane geometry [43], the breakdown 
strength of the gap is generally over 30% higher when operating with a 
positive-point polarity, i.e. where the planar cathode surfaces are subjected to 
a much reduced field. However, it is important to note that with this latter 
geometry the effect is observed at much smaller d-spacings than with planar 
electrodes. 

2.4.2 "Foreign" Gas Species 

Investigations into the pressure-dependence of Vb have also been extended to 
other controlled gas environments [43,53], including hydrogen, helium, argon, 
nitrogen, oxygen, carbon monoxide and sulphur hexafluoride. These studies 
have shown that, with the possible exception of hydrogen, a "pressure effect" 
similar to that illustrated in Fig 2.12 for dry air is observed for the remaining 
gas species when used in conjunction with a wide range of electrode materials. 
There is however, a considerable variation in the magnitude of the effect, 
although the evidence tends to suggest that most of these isolated gas species 
provide a more favourable insulating medium than dry air, with the relatively 
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inert gases of N2, He and SF6 generally giving the highest voltage hold-off 
characteristics. As discussed in the previous section for the case of dry air, 
the physical interpretation of these pressure effects is likely to be very 
complex, probably involving several physical processes. However, by 
referring to selected studies of how the residual gas species influences the 
insulating properties of high voltage gaps, it is possible to give a reasonably 
consistent explanation of the experimental data on the basis that an improved 
insulating capability stems predominantly from an increase in the emitter 
work function [43]. Thus for systems in which chemisorption processes are 
likely to occur, such as those involving 02 and CO on copper, nickel, 
molybdenum, tungsten and stainless steel, it has been shown that t~ can 
typically increase in the range 1-2 ev. Similarly, from the literature on ion 
bombardment phenomena [70, 71 ], it is clear that physi-sorption processes can 
give rise to comparable increases in ~. He ions, for example, are known to be 
adsorbed more efficiently than Ar ions [70,71 ], and it has been suggested [43] 
that this could offer an explanation of why He gas gives a higher breakdown 
voltage than argon. It must however be emphasised that the actual changes in 
the work function associated with any given combination of electrode material 
and gas species can show a large scatter depending critically on the initial 
electrode preparation procedure and any subsequent in-situ treatments: for this 
reason, it is frequently very difficult to reproduce published data. 

2.4.3 The "Ignition" Phenomenon 

This effect is associated with the pressure range 10-5-10 -4 mbar and is 
observed experimentally at some arbitrary voltage Vi as a sudden increase in 
the prebreakdown current by several orders of magnitude to a new "ignited" 
mode where the gap current becomes very much less dependent on the applied 
voltage. The phenomenon is illustrated schematically in Fig 2.13, from which 
it is also seen that, when the gap voltage is cycled, there is an associated 
"hysteresis" of the I-V characteristic similar to that found with a low-pressure 
glow discharge where there are distinct "striking" and "extinction" voltages. 

1 ~ITEO" 
OE 

. . . . . . .  

Vi 

Fig 2.13 A schematic illustration of how the "ignition" phenomenon manifests itself 
on the current-voltage characteristic of a high voltage gap. 
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Although most reports of the effect have been related to systems having a 
residual air medium [72-74] there is also evidence to suggest that it may be 
common to most gas species. Physical explanations of the phenomenon tend to 
be somewhat vague but are either based upon some form of localised 
regenerative ionisation process that stems from the selective desorption of gas 
at an anode "hot-spot", or in terms of the onset at a critical field of an 
enhanced electron emission resulting from resonance tunnelling via virtual 
energy states associated with adsorbed contaminant atoms. In the context of 
this discussion on step-like discontinuities in the I-V characteristic of a high 
voltage gap, mention should also be made of an observation by Cox [75] that it 
is also possible to observe a type of irreversible hysteresis effect under UHV 
conditions, where regenerative ionisation processes are unlikely to occur. 
Instead their origin has been associated with a "switching" phenomenon that is 
a characteristic feature of a more complex type of emission process to be 
discussed in Chapter 4. 

2.5 Design Criteria for High Voltage Electric Assemblies 

For most practical device applications where a high voltage, or field, has to be 
supported by a vacuum gap, the design engineer is faced with the problem of 
evolving a compromise between two independent sets of design criteria. On 
the one hand he has to ensure that the operational principles of the device are 
satisfied (e.g. the electric field requirements) and on the other, he has to have 
regard for the constraints imposed by the fundamental physical considerations 
that limit the insulating capability of the vacuum gap. In this section, we shall 
attempt to indicate how the disposable parameters of the system may be 
"tuned" to achieve this balance. 

2.5.1 General Considerations 

It will almost invariably be the case that the operational principle of the device 
will dictate the general form of the electrode geometry. Beyond this, 
however, there remains the choice of the electrode material, and surface 
preparation procedure, together with the optimisation of the edge profile and 
effective area of the electrodes. The relative importance of these factors has 
been investigated under controlled laboratory conditions in numerous 
"development" studies that have broadly followed one of two approaches. In 
the first, which includes the majority of such studies, the electrode geometry is 
reduced to its simplest symmetrical configuration, viz. the plane-parallel, 
uniform-field gap, so that the influence of the electrode material, surface 
preparation procedure, conditioning treatment and residual gas pressure on 
the I-V characteristic of the gap can more readily be assessed. The aim of the 
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second approach is to more closely simulate the type of electrode geometries 
found in practical devices, so that it is possible to study the effects associated 
with non-uniform gap fields, such as would exist, for example, with sphere- 
sphere, sphere-plane, point-plane and concentric cylinder electrode 
combinations. 

2 .5 .2  Electrode Geometry 

Whilst the general form of a gap geometry is automatically decided by the 
function of the device involved, the final detailed design of the electrode 
profiles is determined by the physical operating requirements of the gap; e.g. 
a specific operational field Eo for the case of a particle separating module or a 
particular voltage hold-off capability Vo with say an HV vacuum switch. In 
practice, the design usually involves optimising the d-spacing of the electrodes 
(discussed in the following section) in conjunction with their effective area 
AE, since both of these parameters have a strong but opposing influence on V 
(and hence Eo): thus, an increase in d at constant AE will lower the gap field at 
a given applied voltage and hence result in a higher Vo, whereas an increase in 
AE at constant d will generally lead to a lower Vo since more potential hazards 
in the form of emitting sites and microparticles will become exposed to the 
constant gap field [76]. This area-effect has also been shown to account for 
discrepancies in the published breakdown behaviour of plane-parallel 
electrode gaps of a given material, such as for example with stainless 
steel [77]. It must however also be appreciated that, because of the electrode 
edge-profiling requirements discussed in Section 2.2.1, an increase in d will 
correspondingly require an increase in the radius of the edge profile, so that, 
unless the overall dimensions of the electrodes are proportionally increased, 
there could be a sufficient fall off in the uniformity of the gap field to impair 
the operation of the device. This observation therefore explains why there has 
to be a general scaling-up of electrode dimensions in applications requiring 
say, a megavolt hold-off capability. It is also possible that the violation of this 
requirement in experiments where the d-spacing of fixed geometry electrodes 
is varied, could give rise to a spurious d-dependence of the field enhancement 
factor [3. 

In the rare situation that the electrode geometry is not constrained by 
some specific operational requirement, and that the sole aim is to achieve the 
maximum hold-off voltage for a given gap spacing, laboratory experiments 
have shown that an impressive improvement can be derived from using a 
positive point-plane geometry [21,78,79]. In fact, from comparative 
measurements with stainless steel electrodes, Hackam [43] has shown that a 
three to four fold gain in the voltage hold-off capability can be achieved by 
this approach. Pivovar et al. [79] have also shown that there is still a small but 
significant gain when the above geometry "expands" to a sphere-plane 

45 



High Voltage Vacuum Insulation 

configuration. One very plausible explanation for the favourable voltage 
hold-off characteristics of this type of regime is that, for any given applied 
voltage, the field on the planar cathode surface will be significantly lower than 
with a pair of similarly spaced plane-parallel electrodes. For example, a 
simple calculation using equations 2.3 to 2.5 below shows that for a geometry 
having a tip of radius ~ 0.01 mm and a d-spacing of 0.1 mm this difference 
will be nearly 20% [43]. Accordingly, there will be lower levels of electron 
emission from any potential sites and hence a much reduced risk of breakdown 
occurring. Beukema [21], on the other hand, has discussed an alternative 
explanation for the phenomenon in terms of how gas desorbed from the anode 
can augment field emission processes on the cathode surface: with such a 
model, small anode surface areas (as in the present case of a "point" anode) 
would therefore give rise to only a minimal effect. Also, with the 
combination of a low cathode field and the very small anode area associated 
with a "point" electrode, there will be less chance of microparticle processes 
occurring. It must however be emphasised that the above behaviour only 
applies to short gap regimes. At large gaps, microparticle processes become 
dominant, and there are plausible arguments given in Section 7.4.5 which 
suggest that any polarity effect with non-uniform gap geometries will be 
reversed; i.e. it becomes more favourable to make the high field electrode the 
cathode. 

In the course of designing gaps with non-uniform electrode geometries, 
it will normally be necessary to calculate the macroscopic field at the surface 
of an electrode to ensure that it does not exceed the critical breakdown value 
~ 6-8 x 107 V m -1 given in Section 2.5.3. Although such calculations are 
frequently very complicated, involving specialised mathematical techniques 
[80-84], some geometries can be treated analytically. Thus, in the case of a 
hemisphere-plane configuration, for example, the axial field is given to a good 
approximation [80] by 

Eoy = 2dV[d2(f+ 1)+ y2(f .  1)] /[d2(f+ 1 ) - y 2 ( f .  1)] 2 2.3 

where y is the axial co-ordinate, d the gap length, V the applied voltage and 
the function f is given by 

1 f 1 t f = ~  (2p -  1)+[(2p- 1)2+812 2.4 

where p = 1 + d/R 2.5 

with R being the radius of the hemispherical electrode. 
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2 .5 .3  Electrode Separation 

Although the electrode separation d is a crucial gap parameter, it is also very 
difficult to fix since its influence cannot be specified in absolute terms. This is 
because the voltage hold-off capability of any given electrode geometry is not 
a simple function of d, but rather depends upon a number of parameters, some 
of which cannot be physically quantified. Under these circumstances, it is 
only possible to have a meaningful discussion of the dependence of Vb on d 
among gap regimes of a given electrode material and that have been prepared 
according to some standard procedure involving "optimum" surface polishing 
and in-situ conditioning treatments (see respectively Sections 2.5.6 and 2.3). 
However, even with a strict adherence to such recommended guide-lines, there 
will still be a significant "scatter" in the insulating performance of identically 
prepared gaps. For this reason, it is important to incorporate "safety factors" 
of at least 25% when fixing the d-spacing of gaps in commercial devices. 

As a consequence of this ill-defined behaviour of vacuum gaps, the 
design procedure for any specific application must almost inevitably involve a 
series of trial-and-error experiments with laboratory mock-ups to establish the 
correct gap spacing. Some initial guidance can however often be derived 
from published performance data or related experimental regimes, and to this 
end, the reader is referred to the extensive bibliogr@hies cited in the 
introduction to this text, which contain reports on numerous and diverse 
electrode combinations. The main unifying condition to emerge from such 
studies is that for s m a l l  g a p s  (d < 0.5 mm), breakdown tends to be field- 
dependent, whereas at large gaps (d > 2 mm) it becomes voltage-dependent. 
In physical terms, the "small-gap" behaviour corresponds to breakdown being 
initiated by one of the electron emission based mechanisms discussed in 
Chapter 4, whilst the "large-gap" behaviour becomes dominated by the 
microparticle processes discussed in Chapter 7. 

For the special case of plane-parallel gaps that have been prepared 
according to optimum specifications, the typical dependence of Vb on d will 
take the form illustrated in Fig 2.14, where for d < 0.5 mm the linear relation 

V b ,,¢ d = E b d 
2.6 

holds, and for d > 2.0 mm, i.e. beyond the transition region 0.5 _< d _< 2.0 mm, 
the power relation 

V b , ,~d a = K d  a 2.7 

takes over [1,22,53,77,85-93]. Under favourable conditions, the low-gap 
macroscopic breakdown field Eb will be in the range 6-8 × 107 V m-1 [1], 
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whilst in the high field case, the constant of proportionality K and power tz 
can vary respectively between ~ 40-45 kVm -1 and 0.4-0.6, depending on the 
experimental conditions of the cited investigations. 
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Fig 2.14 Illustrating how the breakdown voltage Vb of a plane parallel high voltage 
gap typically depends on the electrode separation d. 

2 .5 .4  Electrode Material 

It has long been recognised that the correct choice of this parameter is of vital 
importance if a high insulating capability is to be achieved for a given gap 
design. Nowadays, this is facilitated by drawing on the past experience of 
numerous laboratory and practical studies that have led to the establishment of 
an approximate hierarchy in the suitability of materials for use as high voltage 
electrodes. Thus, although there are many instances of "overlap" in the 
published data on the relative merits of materials, it is generally agreed that at 
one extreme there are materials such as copper and nickel, whose electrodes 
are particularly subject to instabilities, whilst at the other, there are stainless 
steel and titanium that consistently give stable electrodes and hence have come 
to be the "accepted" materials of high voltage engineering: molybdenum must 
also be included in this latter group since it too is becoming more accepted for 
use in practical devices. A widely used type of stainless steel is AISI Spec. 304 
(18/8 chrome/nickel alloy), whilst in the case of titanium there is the IMI alloy 
Ti-318 (-- 89% titanium, 5-7% aluminium, 3-4.5% vanadium and 0.3% iron). 
In attempting to identify the physical characteristics that single out these 
materials as being particularly suitable for high voltage applications, it can 
first be noted that they are all "physically hard" with numbers > 300 on the 
Vickers Scale. 

This property alone is not however a sufficient requirement, since there 
are other refractory materials such as tungsten that have never been found to 
give consistently stable electrodes. A further significant property that is 
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shared particularly by stainless steel and titanium is their resistance to 
corrosion effects such as oxidation, which, in part, is thought to be attributable 
to the fact that the surfaces of these materials are both characterised by having 
a strong insulating ambient oxide film ~ 5 nm thick [94]; i.e. as opposed to the 
semiconducting ambient oxide films that are commonly found on metals such 
as copper [95]. This type of surface property is thought to be a particularly 
important prerequisite for high voltage electrodes and will be considered in 
greater detail in Section 7.4 when discussing the behaviour of microparticles 
in HV gaps. Another important property of these "accepted" high voltage 
materials is that they are equally the "accepted" materials of UHV technology; 
i.e. they have the property of being non-gassy. Finally it should be noted that 
current technological experience indicates that there are other material 
properties, such as the distribution and composition of surface impurities, that 
are of crucial importance in determining the behaviour of high voltage 
electrodes. In this context, the reader is particularly referred to Chapter 12. 

2.5.5 Electrode Surface Preparation 

According to the established models for breakdown initiation, the "ideal" 
electrode surface would be one that is free of both and superficially adhering 
microparticles. This therefore indicates the need for an electrode "finishing" 
treatment in which the operational surface is first subjected to some sort of 
microscopic polishing procedure and then to a final cleaning treatment for 
removing all traces of superficial debris. Attempts have therefore been made 
to evaluate the relative effectiveness of standard metallurgical polishing 
techniques viz. those based on mechanical, chemical and electrochemical 
processes. Significantly, it was found by Williams and Williams [96] that the 
latter two techniques could occasionally produce very stable high voltage 
electrodes. Nevertheless, the mechanical polishing approach was for many 
years generally accepted as the most reliable, and was consequently adopted as 
standard practice in high voltage engineering. Electrodes whose preparation 
is based on this technique are said to be "commercially" polished. 

The first stage of this polishing procedure is to take the freshly 
machined electrodes and further smooth their operational surfaces by grinding 
them with progressively finer carborundum grits. After a thorough washing, 
they are then polished to a 0.25 ktm "mirror" finish using a succession of 
alumina-based diamond pastes. The final and very vital stage in their 
preparation is to immerse them for long periods in an ultrasonic bath 
successively filled with trichloroethylene, acetone, methanol and distilled 
water to ensure that all traces of grease and polishing material are removed 
from their surface. Great care also has to be taken to avoid any 
re-contamination during the handling procedures involved in their final 
assembly" it is therefore particularly important that these latter operations are 
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conducted in a "clean room" environment so that, for example, the risk of dust 
particles collecting on their surface is minimised. Despite these precautions, 
an electrode surface prepared in this way will still have a very complex 
microscopic structure, as illustrated by the scanning electron micrograph of 
Fig 2.15 which shows a typical (25 ktm2) area of a virgin, mechanically 
polished copper electrode. Apart from its evident non-planar 
microtopography, it is also likely to have non-uniform micro-mechanical 
properties due to varying degrees of work-hardening within the highly 
disturbed upper surface layer. 

Fig 2.15 A scanning electron micrograph showing the typical microtopography of a 
0.25 ~tm "commercially" polished planar copper electrode. 

Similarly, there will be wide variations in the local levels of oxidation and 
contamination (e.g. decomposed hydrocarbons), and this will result in the 
surface also having non-uniform micro-electric properties. In addition, there 
will be many isolated non-metallic micro-inclusions, derived for example 
from the polishing treatment, that represent potential electron emission sites 
(see Chapter 3 and 4), and hence a hazard to the stability of a gap. To 
overcome these disadvantages electrodes are nowadays routinely prepared by 
using either a "chemical" or "electro-chemical" polishing process: the choice 
between these two approaches being determined by the constraints of the 
particular application. 

In the case of superconducting Nb cavities to be discussed in Chapter 12 
it has been found preferable to use a chemical polishing technique [27]. This 
finding highlights the fact that the performance of an electrode is not 
necessarily related to the "smoothness" of its surface microtopography. Thus, 
although electro-polishing produces a smoother Nb surface, a chemical 
polishing procedure generally results in a more reliable operational surface. 
It is also essential to recognise that both polishing processes can give rise to 
"self-contamination", and that consequently it is necessary to build in filtration 
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procedures for removing suspended particulate material from both the gas and 
liquid media. 

An alternative approach to the problem of producing an "ideal" 
electrode surface is to use surface coating techniques, since these would 
apparently offer the immediate advantages of "smoothing-out" the 
microtopography and "burying" loosely adhering particles. Accordingly, 
there have been investigations into the effectiveness of not only evaporated 
metal films [97] but also dielectric films [89,98-100], since these would have 
the further advantage of lowering the electric field over an electrode surface. 
However, the general conclusion of these studies is that whilst there can be 
initial advantages in the form of lower and more stable prebreakdown 
currents, the ultimate voltage hold-off capability of such gaps is not 
significantly increased, and, more important, that after a breakdown it is 
virtually impossible to apply standard conditioning procedures to recover the 
insulating performance of the gap. This type of irreversible change is 
attributed to a rupturing of the film by the strong electro-mechanical forces 
associated with the gap-field, where they locally overcome the non-uniform 
adhesive forces between the film and electrode. More likely, however, these 
changes arise from the explosive switch-on of local emission centres (see 
Chapter 4). Such an event would not only give rise to a highly unstable 
microtopography, but it would also inject "foreign" debris into the gap that 
could either act as breakdown initiating microparticles or become attached to 
an electrode surface to form field emission centres: as will be discussed in 
Chapter 4, this latter possibility is particularly likely in the case of dielectric 
material. It is possible however that with more sophisticated metal film 
deposition techniques where, for example, greater care is taken to achieve a 
uniform expitaxial growth of the deposited film over the substrate electrode, 
this approach may ultimately prove to be very profitable. 

2.5 .6  External Circuitry 

The breakdown of a gap is always accompanied by the rapid dissipation of 
capacitive energy stored in both the gap itself and the associated external 
circuitry [101], where normally this latter contribution is much the larger 
since gap capacitances rarely exceed a few pF, particularly at large d-spacings. 
In fact, it is this energy that plays a vital role in "feeding" the growth of the 
initiating arc and hence determining the extent of the surface damage 
ultimately sustained by electrodes during a breakdown event. To avoid this 
process leading to an irretrievable loss in the voltage hold-off capability of a 
gap, it is imperative to take precautionary measures, firstly to limit the 
available energy, and secondly, to control its rate of dissipation [53]. In 
practical terms, this means on the one hand ensuring that all stray capacitance 
associated with the electrode mountings and connecting leads is reduced to a 
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minimum, and on the other, inserting a current-limiting resistor in the HV 
line (such as shown in Fig 2.1) to protect the gap against the dissipation of the 
reservoir of capacitive energy associated with the EHT generator. 
Experimental investigations into optimum spark conditioning procedures 
discussed in Section 2.3.3 have indicated in fact that provided the value of this 
series resistor exceeds some limiting value, which is typically in the range 
1-3 kf2, its influence on the DC breakdown voltage of the gap falls off very 
significantly [43,88,102]. Physically, this requirement appears to correspond 
to the situation where the time constant of the external circuit, which controls 
the rate of dissipation of the capacitive energy, should be greater than ~ 10 ns 
which is the characteristic time constant associated with the current growth 
during the initiation of a vacuum arc (see Chapters 6 and 15). For most DC 
and low-frequency AC applications, this condition presents no problem; in 
fact, to limit any discharge current and hence the resulting electrode damage, 
it is conventional to increase the external resistance to ~ Mfrs. It is only in the 
case of high frequency AC (> 100 MHz) or nanosecond pulse applications that 
the external circuit becomes critical. 

2.6 Applied Voltage Waveform 

There are many practical devices, such as magnetrons, klystrons, vacuum 
switches and high voltage electronic rectifiers [103-107], where it is necessary 
to use the insulating capability of vacuum for holding off time-dependent 
voltages. Probably the simplest example of such a waveform would be the 
50 Hz sinusoidal voltage derived from a mains-driven high voltage 
transformer; others would be RF signals, square wave pulse trains and impulse 
voltages. It is therefore clearly of immense technological importance to know 
in detail how vacuum gaps respond to these types of voltage waveform; 
accordingly the subject has been made the specific focus of Chapter 10. The 
following brief survey will therefore be inevitably limited in scope. 

2.6.1 Sinusoidal Voltages 

From comparative measurements of the low-frequency (< 250 Hz) AC and DC 
breakdown characteristics of plane-parallel "conditioned" gaps of a given 
electrode material and gap spacing [53,66,88,108,109], it can generally be 
concluded that the peak AC breakdown voltage tends to be somewhat higher 
than the corresponding DC value. However, the effect is not very marked and 
frequently only involves a difference of ~ 10% in the two breakdown voltages; 
the magnitude of the discrepancy also appears to be independent of frequency 
up to ~ 250 Hz. These observations should be further qualified by noting that 
a more lengthy preparatory procedure is required for gaps that are to be used 
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for a experiment, since in this case both electrodes have to be conditioned; e.g. 
a larger number will be required to achieve a comparable level of 
conditioning [53]. In common with the DC behaviour of gaps, these studies 
show that the AC response is similarly sensitive to the choice of electrode 
material, and that from the limited sample of data, there appears to be a 
common hierarchy of electrode materials and a common optimum design 
specification for both DC and AC applications. 

The dependence of the peak AC breakdown voltage ( V b ) A C  o n  the 
d-spacing of plane-parallel gaps has been investigated by Hackam and 
Altcheh [53,66] for a range of materials, including aluminium, copper, nickel, 
niobium and sterling silver. It was found that, as with the DC experiments, 
there is a clear transition between the small-gap and large-gap behaviour, 
being particularly marked with sterling silver, for example, which followed 
the empirical dependence 

and 

(Vb)AC = 45d °'85 for 0.05 < d < 1.5 mm 2.8 

(Vb)AC = 57d °'3 for 1.5 < d < 2.8 mm 2.9 

with ( V b ) A C  being given in kV; i.e. differing significantly from the DC 
behaviour defined by equations 2.6 and 2.7. Since however the other 
members of this small sample of materials had a nearly linear small-gap 
dependence coupled with a large-gap power dependence that more closely 
approximated to the DC behaviour, it has to be concluded that there is 
insufficient evidence to establish the existence of a distinct AC breakdown 
characteristic. The same authors also investigated whether there is an AC 
"pressure effect" [66] comparable to that illustrated in Fig 2.12 for DC gaps. 
Their findings indicate that whilst a similar phenomenon does occur, it is less 
general among electrode materials, where, from a sample set of measurements 
with aluminium, copper, nickel and niobium electrodes, a "pressure effect" 
was only observed with the latter two materials. There also appears to be no 
correlation between the optimum pressure values associated with the DC and 
AC operation for a given electrode material, so that in the case of nickel, the 
"optimum" DC pressure i s - -  3 × 10-6, whilst for the AC case it is 
-- 2 x 10-3 mbar: in fact, the available data indicate that any "pressure effects" 
with AC regimes only occur above -- 10 -5 mbar. 

There is very little published information about the AC breakdown 
behaviour of gaps at high frequencies. Experiments at RF frequencies 
[108,109] have shown that gap performances are indistinguishable from their 
low-frequency characteristics. However, at MHz frequencies [110], it has been 
found that the gap-dependence of the breakdown voltage (in kV) takes the 
form Vb = 3 ld0.7 over the range 1 _< d _< 3.5 ram, which begins to show some 
departure from the low-frequency behaviour defined by equations 2.8 and 2.9. 
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This trend is further reinforced by the findings of Halpern et al. [111] who 
showed that the breakdown voltage of a 5 mm gap at a frequency of 
~ 2800 MHz was significantly higher than its equivalent DC value. 

2 . 6 . 2  Impulse  Voltages  

Farrall [ 112] has considered the breakdown behaviour associated with this type 
of ramp waveform from both a theoretical and experimental point of view. 
His analysis, which applies to large gap situations (d _> 1 mm), where 
breakdown is assumed to be initiated by the Cranberg [85] microparticle based 
mechanism, distinguishes between experimental regimes using constant rise 
rate and constant rise time pulses, and shows that the gap-dependence of (Vb)ip 
for these respective regimes should take the form 

and 

(Vb)ip o~ d 5/6 2 .10  

( Vb ) ip o~ d 5/2 2.1 1 

From a review of the available data from pulsed over-voltage 
experiments [88,113], he was able to tentatively confirm that these types of 
breakdown event followed the above relations and were therefore very 
probably the result of microparticle processes. Subsequently Lloyd and co- 
workers [114,115] have made a detailed study of the behaviour of vacuum 
switches under impulse voltage testing. They concluded that fully conditioned 
switch contacts generally exhibit a distinct "small" and "large" gap behaviour, 

where for d < 1.5 mm ~ 

(Vb)ip ~ d 
~ 40d 

and for d > 2 
2.12 

(Vb)ip o~ d 1/2 

~ 64dl/2 2.13 

with (Vb)ip given in kilovolts. Whilst recognising that such a transition has 
traditionally been attributed to a change in the breakdown mechanism from 
field-emission-initiated at "small" gaps (d > 1 ram) to microparticle-initiated at 
"large" gaps (d < 1 mm), they make the important point that the time scale of 
large-gap breakdown events is too short to involve any mechanism requiring 
the particle to make a complete transit of the gap. Accordingly, they suggest 
that large-gap events could result from the trigger discharge mechanism 
described in Section 7.2.1(ii), which is associated with the launch ing  of a 
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microparticle. However, in the light of more recent findings to be discussed 
in Chapter 4, it is possible that such events could also have resulted from a 
thermal instability following the rapid "switching-on" (i.e. within tens of 
nanoseconds), of a more complex type of non-metallic electron emission 
mechanism associated with insulating micro-inclusions. 

2.6.3 Pulse Voltages 

The response of a high voltage gap to a fast-rise "square" voltage pulse has 
been extensively studied. In particular, microsecond and nanosecond pulse 
techniques have been used to investigate the fundamental physical processes 
responsible for initiating a high voltage vacuum arc. However, in view of the 
importance of this topic, a full discussion of these experiments will be delayed 
until Chapters 6 and 10 for the respective cases of a point-plane electrode 
geometry and a range of device applications. 
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High Voltage Vacuum Insulation 

3. 1 Introduction 

As intimated in Chapters 1 and 2, the primary threat to the stability of a high 
voltage vacuum gap is generally assumed to be associated with the "parasitic" 
prebreakdown currents that typically precede the spontaneous breakdown of 
the gap (see Fig 3.3). However, apart from the indirect evidence of the 
involvement of a "cold" emission process, i.e. as provided by the externally 
measured current-voltage (I-V) characteristic and the subsequently derived 
F-N plot illustrated in Fig 3.4, very little else can be deduced from this 
evidence about the fundamental nature of prebreakdown currents. It follows 
therefore that technologists, concerned with improving the performance of 
HV devices, have exerted a sustained pressure for a more detailed 
understanding of the physical origin of these currents. The past three decades 
have therefore seen a major effort to develop sophisticated analytical 
techniques for identifying and studying the fundamental physical processes that 
occur in a HV gap. Wherever possible, the emphasis has been to interface 
diagnostic facilities directly with an operational system so that in-situ, dynamic 
measurements can be made of any particular phenomenon. 

The aim of the present chapter is to provide a review of those 
investigations that have led to important new insights into the physical 
processes occurring either on electrode surfaces or in the gap between them. 
In this discussion, it will however only be possible to give outline information 
about the experimental principles of the techniques cited; the reader is 
therefore left to source the original publications for further details of the 
instrumental complexities and ancillary procedures. 

3.2 Spatial Mapping of Electron Emission Sites 

Although of practical significance, the total-gap I-V characteristics presented 
in Figs 3.3 and 3.4 provide no information about the spatial origin of these 
prebreakdown electron currents on the cathode surface. This question can 
however be readily answered by employing either some form of imaging 
facility involving an "active" anode that converts the energy of the impacting 
electrons into light, or an anode probe technique. 

3.2.1 Optical Imaging Techniques 

The earliest and most obvious approach was to employ a phosphor coated 
anode such as is used for the screen of a cathode ray tube. Indeed, it was this 
simple technique, applied to a planar electrode geometry, that was first 
employed by Millikan and co-workers [1-3] to reveal the discrete localised 
nature of the emission process. Subsequently, their approach was refined by 
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employing the combination of a transparent anode grid in conjunction with a 
following phosphor screen [4,5]. 

A more recent development of this simple plane-parallel imaging 
principle, which avoids the undesirable side-effect of having loosely adhering 
phosphor particles being released into the HV gap, is the "Transparent Anode" 
imaging technique developed by Latham and co-workers [6-9]. As illustrated 
in Fig 3.1, the technique offers a simple but very effective means of providing 
a direct visual display of the emitted electrons. This is achieved by recording 
the transition radiation that they generate on impact with an optically flat glass 
anode whose surface has been coated with a transparent layer of tin oxide. By 
employing a real-time video recording camera, this instrumental facility has 
proved to be a simple but powerful means of studying both the spatial 
distribution of emitted electrons from planar cathodes, and also the temporal 
evolution of a population of such sites [6-9]. 

As an illustration of the application of this technique, sequence (a) of 
Fig 3.2 presents three time-lapse images that would typically be recorded at 
half-hour intervals from a "commercially polished" electrode (see Section 
2.5.5) that was emitting a few microamps of prebreakdown current under 
UHV conditions. From these images, it will be seen that, not only does the 
emission come from randomly located point emission centres, but that the 
individual centres, or sites, also exhibit a "switching phenomenon", whereby 
they are liable to switch on and off randomly with time. In fact, this 
switching phenomenon is one of the important properties of the emission 
process that was first identified by this technique [10,11], and will be 
discussed at length both later in this chapter, and in Chapter 4. 

( ) 

EHT + 

i 
D 

D 

R 

Camera 

Fig 3.1 Illustrating the operational principle of the "Transparent Anode" imaging 
technique, as used for displaying the spatial distribution of "electron pin- 
holes" on broad-area electrodes. 
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(a) 

(b) 

Fig 3.2 Two applications of the "Transparent Anode" imaging technique. 
Schematic sequences illustrating (a) how "point" emission sites switch on 
and off randomly with time under constant field conditions [6], and in 
(b) how breakdown events (i) can generally be spatially correlated with 
prebreakdown emission sites, and (ii) result in a multiplicity of new 
emission sites (After [6,8].) 

Referring to the images of sequence (b) in Fig 3.2, the technique may 
also be used to study the breakdown process. Thus frame 1 firstly shows a 
stable population of prebreakdown sites. If now the gap field is gradually 
increased, with the camera set for continuous recording, the arc shown in 
frame 2 will eventually be struck. A careful inspection of these latter two 
images will reveal that the initiating arc is spatially centred on one of the 
prebreakdown emission sites; i.e. supporting the long-held belief that a 
breakdown event is initiated by a prebreakdown electron emission process. 
Indeed, a more detailed account of the application of this technique will be 
given in Chapter 5. The final frame of sequence (b) shows the post- 
breakdown population of emission sites, and vividly illustrates how a 
breakdown event can frequently result in the creation of a great many 
additional new emission centres which, in practical terms, would correspond 
to a catastrophic degrading of the insulating performance of an HV gap. 

For the more detailed studies of the prebreakdown emission process to 
be described below in Section 3.4, it is nece.ssary to incorporate a range of 
ancillary facilities. Thus, referring to Fig 3.3, a practical experimental 
system would typically include a heated [7], or cooled [ 12] specimen stage for 
studying the effect of electrode temperature, and a combined gas handling and 
mass spectrometry facility for studying the influence of the gas environment 
(total pressure and gas species). Finally, it is desirable to incorporate an 
image processing capability to help with the analysis of the extensive video 
data that this technique generates. 
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Fig 3.3 Illustrating how a practical "Transparent Anode" imaging system generally 
incorporates a range of ancillary facilities, e.g. a heated specimen stage, a 
residual gas analysis capability, video recording and image processing 
(After [7,9].) 

3 .2 .2  Scanning Probe Techniques 

Whilst the optical imaging system described above is very useful for 
simultaneously observing all members of a population of emission sites, it is 
not suitable for studying the emission characteristics of the individual sites. 
This limitation can however be circumvented by employing some form of 
scanning anode probe technique [8]. An early approach, based on this 
principle, was pioneered by Cox and Wort [13] with their anode probe-hole 
technique illustrated in Fig 3.4(a). In this, the cathode C is scanned in a raster 
pattern in front of an anode A having a central 0.1 mm diameter probe hole 
behind which there is a Faraday cage collector FC and picoammeter detecting 
facility to record any current passing through the anode probe hole. Thus, by 
employing a synchronously scanned x-y recording system, it is possible to 
generate a comparable spatial display of the active emission sites to that 
obtained by the optical imaging technique described above. By using this type 
of scanning system in a "high resolution" mode, it is possible to obtain the type 
of current contour map of an isolated emission process shown in Fig 3.4(b). 
As will be described in a later section of this chapter, similar types of map 
have also been obtained with a scanning micropoint anode technique. 
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(b) 

Fig 3.4 (a) The mechanical and electrical systems of a mechanically-scanned anode 
probe hole technique for locating the isolated electron emission sites found 
on broad-area electrodes (b) A typical set of current traces obtained with this 
facility as a site is scanned across a 0.1 mm diameter probe hole. (From 
Cox and Wort [13], with permission.) 
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3 .3  Structural and Material Properties of Emission Sites 

The studies described above in Section 3.2 clearly demonstrate that 
prebreakdown currents originate from some form of microscopically 
localised "cold" emission process. In this section, we shall present an 
historical account of how successive generations of specialised analytical 
techniques have been developed to obtain detailed information about the types 
of electrode microstructure that are able to promote the "cold" emission of 
electrons in the anomalously low gap field range of 5-10 MV/m. 

3.3.1 TEM.Based Profile Analysis Studies 

With the recognition that the emitting sites on broad-area electrodes had sub- 
micron dimensions, it also became clear that the resolution of optical 
microscopy was too low for obtaining any detailed information about their 
microtopography. Accordingly, attention was directed towards the application 
of electron optical techniques for looking at electrode surfaces. However, in 
the late 1950s and early 60s when this work was being pioneered, the scanning 
electron microscope (SEM) had not yet become a commercially available 
instrument, so it was therefore only possible to use the conventional 
transmission electron microscope (TEM) for studying the profile of electrode 
surfaces. 

An early report of the application of this technique was by 
Bogdanovskii [14] in 1959 who was studying the growth of dendritic 
structures on microelectrodes. However, it was Little and Smith [15] and 
Jedynak [ 16] in 1965 who were the first to study the profiles of HV electrodes 
in a TEM, with follow-up developments of the technique being subsequently 
exploited by Latham and his co-workers [17,18]. An essential requirement for 
this type of measurement is to choose a cathode electrode geometry that 
permits the imaging of the surface structures contained in a single plane that is 
orthogonal to the electrode surface, i.e. a geometry that offers an "edge" 
rather than a planar surface to the imaging electron beam. In the system of 
Latham and Braun [17] illustrated in Fig 3.5, the high voltage electrode 
assembly, consisting of a filamentary hairpin cathode C separated by a 0.5 mm 
gap from a planar anode A, was mounted in the specimen chamber of a 
transmission electron microscope. Thus, the test gap could be studied in-situ 
in the TEM, with the possibility of interrupting the high voltage cycling at any 
stage to observe the cathode profile. The most important conclusion to 
emerge from this type of investigation was that before any voltage is applied 
between a pair of "test" HV electrodes, the cathode surface appears smooth 
within the resolution of the imaging system (~ 50/~) as shown in Fig 3.5(b), 
and that it is only after the occurrence of a microdischarge or breakdown 

67 



High Voltage Vacuum Insulation 

event that the surface becomes "decorated" with the type of microprotrusions 
shown in the micrograph of Fig 3.5(c). 
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F~g 3.S (a) The specimen stage of an EM3A electron microscope, as modified 
for studying the surface profile of a filamentary high voltage electrode. 
(b) Electron micrographs showing respectively of the smoothly undulating 
profile of a virgin electrode, and the damaged surface an electrode that 
has suffered a breakdown or microdischarge event. (From Latham and 
Braun [ 17], with permission.) 

For the non-uniform point-plane electrode geometry used in this study, 
it was found that the occurrence of such microprotrusions was accompanied 
by an increase in the slope of the F-N plot of the gap. Typically, this 
corresponded to a reduction in the ~-factor from an initially high value of 
~ 200-300, for which there are apparently no complementary surface 
microfeatures, to a much lower value of ~ 50-100 which could then be more 
realistically correlated with the dimensions of the observed microprotrusions. 
In further support of the proposition that such features can act as "secondary" 
microemitters, there is the type of evidence shown in the micrograph of 
Fig 3.6, where it is assumed that the tip of an initially sharp protrusion 
appears to have become blunted as a result of local melting caused by the 
resistive heating of an excessive electron emission current. 
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Fig 3.6 A fusion-induced microfeature commonly found on arced electrodes. 

To gain a further insight into the time-scale of the physical mechanism 
responsible for the formation of these protrusions, Latham and Chapman [18] 
extended this in-situ profile imaging technique to the use of single-shot HV 
pulses in the micro-millisecond range. With this development, it was possible 
to obtain a sequence of micrographs such as shown in Fig 3.7 which illustrate 
how the microtopography of the cathode surface is progressively degraded 
between successive pulses from its initially smooth profile of Fig 3.5(b). 

2~rn 

Fig 3.7 A sequence of micrographs showing how the profile of an electrode surface 
is progressively damaged following successive 20 Ixs, breakdown-inducing 
high voltage pulses. (From Latham and Chapman [18], with permission.) 

This evidence therefore clearly shows that "groups" of these 
microfeatures form in times that are less than < 20 ~ts, which was the 
minimum pulse width available for the experiments. 

A complete explanation for these observations had however to wait for 
the advent of the scanning electron microscope, which provided a 
complementary high-resolution means of studying the three-dimensional 
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nature of the microtopography of electrode surfaces. With such a facility, it 
was readily established [19] that the groups of electrode microprotrusions 
shown in Figs 3.6 and 3.8 are associated with the microcratering of an 
electrode surface following some form of local fusion process. Thus, 
referring to Fig 3.8, which is the complementary scanning electron 
micrograph of the same cathode surface imaged in profile in Fig 3.5(c), it is 
clearly seen that the microprotrusions are in fact the "frozen" tongues of 
molten metal projecting from the rim of these "splash" microcraters. Having 
established that there is strong circumstantial evidence to connect breakdown 
events with prebreakdown emission processes (see Fig 3.2), it can be 
concluded from a practical standpoint that the presence of these "whisker-like" 
features on the surface of an electrode would represent a serious hazard to the 
subsequent stability of the gap. 

Fig ~.S A complementary scanning electron micrograph revealing the topographical 
nature of the electrode damage previously shown in profile in Fig 3.5(c). 
(From Latham and Braun [19], with permission.) 

As to the physical origin of this cathode microcratedng, it has firstly to 
be noted that it is confined to the field-enhancing extrusion ridges of the 
tungsten filament. The damage was therefore attributed to the "explosive 
emission" mechanism (see Chapters 5 and 15) that causes the cathode spot to 
execute a characteristic "hopping" migration during a breakdown event. It 
was also concluded that the sequence of events was triggered by some sort of 
"primary" initiating event that, by its explosive nature, was able to ignite the 
arc and thereby create the first microcrater. 

3 .3.2 SEM-Based Surface Analysis Studies 

With the growing availability of scanning electron microscopy facilities 
during the early 1970s, attention was directed towards how these new and 
powerful analytical instruments could be adapted for the identification and 
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study of prebreakdown electron emission sites. The first requirement of any 
such system was that it should be able to identify which microscopic surface 
features on an electrode surface are responsible for promoting the emission 
process. This therefore pointed to the need to incorporate some form of 
scanning probe system within a SEM that would be capable of identifying in- 
situ the relevant surface microstructures. The surface imaging capability of 
this type of instrument could then be exploited to obtain topographical and 
material information about emission sites. 

Referring to Fig 3.9 two alternative systems have been successfully 
developed: the first employs a scanning anode with a small hole to probe the 
current density within the gap, whilst the second employs a pointed anode to 
probe the cathode surface for field-emitting microfeatures. Both of these 
systems have yielded valuable new information about the microscopic nature 
of emission sites. Indeed, as will be discussed in Chapter 4, the findings from 
these probe systems have profoundly changed our physical understanding of 
the mechanism responsible for prebreakdown electron emission. 

(Q) Ib) 

f ",, 

C " 

Fig 3.9 Schematic representation of the SEM-based probe technique for the in-situ 
location of individual emission sites. (a) Using an anode probe-hole, as 
developed by Cox [20], and (b) a micropoint probe anode, as developed by 
Athwal and Latham [ 11]. In both cases, e- is the electron probe of the 
SEM. (From Latham [8], with permission.) 

( i ) The Scanning "Anode Probe-Hole" System 
The first direct electron optical information about emission sites was obtained 
by Cox in 1975 using an anode probe-hole system [20]. As illustrated 
schematically in Fig 3.10, this employed a plane-parallel "test" gap formed 
between a specimen cathode C and a stainless steel anode A having 500 ~tm and 
5 ktm diameter probe holes that can alternatively be accurately located on the 
axis of the SEM. Having thoroughly out-gassed both electrodes with an 
ancillary electron bombardment facility (not shown), the subsequent 
experimental procedure is to use the micrometer controlled specimen stage to 
mechanically scan the cathode in a raster pattern in front of the coarse 500 I.tm 
probe hole until a reading is obtained on the retractable current-sensor P; i.e. 
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indicating that an emission site has been located approximately on the axis of 
the SEM. At this stage, the current-voltage characteristic of the site is 
recorded by varying the voltage across the test gap and noting the 
corresponding collected current which, with the larger probe hole, represents 
practically all the emission from the site: subsequently, these data can be used 
to construct a F-N plot of the emitter. The site may then be more accurately 
located on the SEM axis by firstly transferring to the 5 Ixm probe hole and 
then progressively reducing the d-spacing of the electrode gap to ~ 0.05 mm: 
at this stage, the main anode and current sensor are removed and the micro- 
topography of the on-axis region of the electrode is examined by the SEM 
facility. 
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Fig 3.10 An anode probe facility for the dynamic study of field emission sites on 
broad-area electrodes in-situ in a SEM. (From Cox [20], with permission.) 

By using an electron trajectory plotting technique that involves 
recording how the specimen co-ordinates corresponding to maximum 
collected current vary as the d-spacing is reduced, it is also possible to locate 
the position of an emitting site with a spatial resolution that can approach 
- 10 ~tm. A typical example of the evidence obtained from this technique is 
illustrated by the micrograph of Fig 3.11(a) in which the circled area 
represents the localised region of the arced surface of a copper-chrome alloy 
vacuum switch contact electrode that includes an emitting site. The most 
important conclusion to be drawn from this and similar observations on other 
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sites, is that the identified region contains no field-enhancing microfeatures 
corresponding in "sharpness" to the [l-factor o f -  200-300 measured indirectly 
from the F-N plot of the site. 
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Fig 3.11 (a) A scanning electron micrograph showing the region of an electrode 
surface (circled) that has been identified as containing an emission site, and 
(b) the complementary distribution map of the field emission current 
associated with this site. (From Cox [20], with permission.) 

A detailed consideration of the physical implications of this important 
observation will be delayed until the following chapter, when other more 
recent complementary data can also be taken into account. However, it can be 
stated at this stage that the evidence of Fig 3.11 represented an historic 
watershed in the evolution of the subject, since it strongly suggested that there 
were other emission mechanisms, apart from the metallic microprotrusion 
model, for explaining the origin of prebreakdown currents. 

In addition to this microtopography information, it is also possible to 
use the specimen scan facility in conjunction with the fine probe hole current 
detection regime for obtaining a contour map of the current density from a 
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given site as it appears in the plane of the anode. Thus, Fig 3.11(b) is the 
complementary distribution of the emission obtained from the site imaged in 
Fig 3.1 l(a), and is seen to consist of several sub-emission centres. This is 
another important characteristic of emission sites that was identified by this 
technique. As will be discussed below in Section 3.4.2, this finding that 
emission sites consist of "clusters" of sub-centres has also been confirmed by 
the use direct projection imaging techniques. 

(ii) The Scanning "Micropoint Probe Anode" System 
The alternative technique of employing a probe anode, i.e. as shown in 
Fig 3.9(b), was subsequently pioneered by Athwal and Latham [23,24] with 
the aim of both improving the resolution of the topographaphical detail of 
emission sites, and developing a more user-friendly analytical system. The 
experimental arrangement of the original facility is illustrated in Fig 3.12(a). 
Here, a standard electrolytically etched tungsten microtip (see Chapter 6), 
having a typical radius of 20-50 nm, is located on the axis of the SEM by 
means of a bellows-operated adjustable mounting that has an insulated feed- 
through to the tip capable of supporting a positive potential of 5-10 kV. The 
specimen cathode C, which is orientated normally to the probe anode A and at 
45 ° to the SEM axis, is mounted on the goniometer stage of the instrument 
such that its surface can be scanned in a spiral pattern in front of the fixed 
probe. By arranging for the specimen to be electrically insulated from the 
earthed mechanical stage, it is possible to use a series picoammeter 
(electrometer) to monitor any emission current drawn from the specimen. 
With the probe-to-specimen distance initially set to ~ 0.5 mm and the probe 
potential to the higher value of ~ 8-10 kV, the first stage of the experimental 
procedure is to systematically scan the specimen until an emission site is 
roughly located as indicated by a specimen current of ~ 10 -8 A. The second 
stage is to intermittently use the SEM facility for gradually reducing the 
probe-to-specimen distance to ~ 5-10 ~m, ensuring that throughout this 
sequence of operations the probe potential is progressively reduced to keep the 
specimen current approximately constant: at this final stage of adjustment, the 
probe/specimen micro-regime will be as shown in Fig 3.12(b). 

The emission site can then be assumed to be mid-way between the points 
P1 and P2, which can be respectively located in the centre of the field of view 
by (i) focusing through the tip onto the specimen and (ii) focusing on the tip 
profile, then, without altering the lens conditions, removing the tip and 
translating the specimen laterally until the surface is again in focus. With this 
technique it is possible to improve the resolution of site location to better than 
~ 2 ~tm. 

To provide the reader with a perspective of the point-plane electrode 
regime of this facility, the low-magnification scanning electron micrograph of 
Fig 3.13(a) shows the microprobe anode (etched from a 0.1 mm diameter 
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"foreign" element within the site region: thus in Fig 3.14(a) the insulating 
particle was shown to contain silver, probably in the form of an oxide. 

(a) 

Fig 3.13 
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Scanning electron micrographs showing (a) the anode microprobe electrode 
regime of Fig 3.9, and (b) and the tip of the probe immediately above the 
localised microregion of the cathode surface (circled) containing an emission 
site. 

A similar finding had been reported earlier by Allen, Cox and 
Latham [22] using the anode probe hole technique to identify a site, although 
in this case the impurity element was aluminium. This result also highlights 
how the emission site is not associated with one of the many "sharp" features 
that were present on this particularly rough "as machined" electrode surface. 

The second interesting observation involves the identification of a 
hitherto unidentified property of emission sites" namely, that they require a 
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tungsten wire) superimposed against the planar cathode. In contrast, the high 
resolution micrograph of Fig 3.13(b) illustrates the final stage of the 
technique, where the site being studied has been localised to within the 
superimposed 2 l.tm diameter circle. Typically, this is seen to contain a sub- 
micron insulating inclusion which strongly points to such features being the 
source of the electron emission. 

Fig 3.12 
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(a) (b) 
(a) The experimental regime of an anode microprobe technique for locating 
electron emission sites on broad-area electrodes in-situ in a SEM. (b) The 
electrode geometry in the vicinity of an emission site. (From Athwal and 
Latham [23], with permission.) 

Although the resolution of the technique at this stage of development 
was still not good enough to precisely identify the emission site, this type of 
result even more strongly confirmed the earlier findings of Cox and co- 
workers [20-22] that these emission processes are evidently not associated with 
a field enhancing surface microfeature having a 13-value in the range 200-300, 
such as typically predicted from the corresponding F-N plot of the emitter. 
From an historical perspective, this conclusion was also further supported by 
independent optical and electron spectrometry studies of the emission process 
(see Sections 3.4.3 and 3.5.2) that were being conducted at about the same 
time, i.e. the late 1970s and early 1980s. 

Three further significant observations from these early studies should 
be briefly mentioned. Firstly, from the routine probe current recordings of 
the I-V characteristics of these particulate-based sites, and their derivative FN 
plots, it was typical to obtain ~-values of 200-300; i.e. 'bearing no apparent 
relation to the geometry of the field emitting particles. Secondly, with the aid 
of a Kevex X-ray analysis facility, it was frequently possible to identify a 
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minimum threshold field to "switch" them on, after which they emit copiously 
without a further increase in field. Such sites manifest themselves 
experimentally by the sudden blunting of the probe anode during its systematic 
scanning of a localised region of the cathode surface under gradually 
increasing field conditions. The typical outcome of such an event is shown in 
the micrograph of Fig 3.14(b), which clearly shows how the tip of the probe 
has been thermally blunted as a result of the excessive heat generated by the 
sudden collection of a high electron current. As will be discussed in 
Chapter 6, a similar modification of a tip profile occurs when an excess 
current is drawn from such an emitter in a point-plane diode configuration" 
indeed, the profile image of Fig 3.6 shows the same effect. 
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Fig 3.14 Scanning electron micrographs showing (a) the tip of the probe immediately 
above the localised micro-region of an "as machined" cathode surface 
(circled) containing an emission site, and (b) a probe that has suffered 
thermal instability as a result of collecting a high emission current. (From 
Athwal and Latham [23], with permission.) 

Subsequently, this type of scanning anode probe system was further developed 
by Fischer and co-workers [25-29]. Thus, referring to the schematic of Fig 
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3.15, their system had the important practical advantage of being based on a 
purpose-designed UHV facility, incorporating dedicated SEM and Auger 
analysis capabilities for the routine structural and material analysis of field 
emitting microstructures. 

, ~ ~ j ; ~  scintillator 
/ ',.'///...., °r 
/. _. ~..~,... ~. e,,..::::Vy ~ ion gun °'.. '. 

iOL:u~""'~~ -;' ~ trQSnsZ ~rQì  !', ,'! 
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Fig 3.15 The arrangement of a UHV scanning microprobe anode system 
incorporating in-situ Auger analysis and electron bombardment facilities. 
(From Niedermann et al [27], with permission.) 

The studies conducted with this instrument were principally directed 
towards characterising the emissive properties of niobium electrodes, where 
Fig 3.16 is a typical example of the recorded data. In this, Frame (a) was 
recorded within the analytical facility and confirms both the particulate nature 
of emission sites, and the fact that they generally appear as "bright" structures 
in the SEM (see also Figs 3.13 and 3.14); i.e. such particles are apparently 
electrically insulated from the metallic substrate electrode. In contrast, Frame 
(b) is a conventional SEM micrograph of the same particle, but recorded in a 
remote high-resolution instrument. Although of interest in revealing the 
complex structure of the particle, this latter result does not unfortunately tell 
us from which particular sub-feature of the particle the field emitted electrons 
originate. It was not possible therefore to attribute any topographical 
significance to the previously measured J]-value of the site. The final Frame 
(c) of Fig 3.16 is an Auger line scan of the particle, recorded in the analytical 
facility, and reveals that it was composed of sulphur. 

On the basis of a comprehensive analysis of many such particles on a 
range of sample niobium and other electrodes, it was concluded that 
(a) emission sites are always particulate in nature, with a typical size variation 
of 0.1 to 10 ~tm, (b) the material composition of particles can be very varied, 
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with carbon being the single most common emission material, accounting for 
around 20% of all sites, and (c) that this last conclusion is independent of the 
substrate electrode material [25,27]. More recently, two other groups have 
established scanning microprobe anode facilities [29,30], and are using them 
to obtain important new information about how particulate structures promote 
the cold emission of electrons at anomalously low field. In both cases, the 
studies are focused on the parasitic fields emission processes that occur with 
the type of polycrystalline niobium material used in the manufacture of the 
superconducting RF cavities discussed in Chapter 12. 
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,vie 3.16 A sulphur field emission site (a) A low-resolution SEM image, showing the 
point anode at 10 Ixm above the site. (b) An SEM image of the same site 
taken in a high-resolution SEM. (c) An Auger line scan across the particle 
showing the peak-to-peak height. (From Niedermann [27], with 
permission.) 

3 .3 .3  STEM-Based Surface Analysis Studies 

The scanning tunnelling microscope (STEM) is a powerful new surface 
analytical tool recently developed by Binnig and Rohrer [31] for obtaining 
high resolution topographical information. It is similar in concept to an 
earlier system developed by Young et al [32], and involves a micropoint anode 
electrode being scanned in close proximity to the surface being studied. Thus, 
referring to Fig 3.17(a), a positively biased electrolytically etched tungsten 
tip, i.e. as used in the scanning micropoint anode system of Fig 3.10 and the 
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experiments to be described in Chapter 6, tracks the extended electrode 
surface at a constant nanometre separation, as determined by the collected 
tunnelling current. However, on approaching a "site" that has enhanced field 
emitting properties (13 > 1), the tip has to move away from the surface in 
order to maintain a constant current under fixed bias conditions. It follows 
that this "displacement" can be translated into a topographical image of the 
microscopic field emitting properties of the surface. 
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eig 3.17 A schematic illustration of a typical STEM analysis of a particulate emission 
site. (a) The displacement path of the scanning probe under constant bias 
conditions. (b) The variation of (i) the topographical displacement of the 
probe and (ii) the measured tunnelling current (~ 1/13.) (After Niedermann 
et a1.[33].) 

It was therefore a natural progression to apply this new technique to a 
study of the microstructures that give rise to parasitic field emission on broad- 
area HV electrodes; particularly so, since there were also striking similarities 
with the existing scanning microprobe system of Fig 3.13. It was therefore a 
relatively straightforward exercise for Niedermann et al [33] to add a STEM 
capability to their existing scanning microprobe anode system, previously 
described above in Section 3.3.2. With the combined availability of scanning 
electron microscopy (SEM), Auger analysis, and STEM, this group were able 
to make detailed studies of particulate-based parasitic field emission sites. 
Thus, as illustrated in Fig 3.17(b), a site is characterised "topographically" in 
terms of the emission properties of two-dimensional slices through the 
structure, where local high-13 regions of the particle are identified as the 
source of the site current. By this technique, it has been established that 
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sub-emission centres can correspond to both mid-surface and edge features of 
a particle. 

Because of the detailed and time-intensive instrumental procedures 
involved in this type of analysis, the technique has only been applied to a 
limited number of emission sites [33]: equally, it is not capable of responding 
to the rapid temporal changes that are characteristic of this parasitic field 
emission phenomenon. It also has to be said that, in many instances, these 
analyses were "destructive"; i.e. in the sense that the particle forming the 
emission site was removed during the analysis by the very high local field 
applied through the probe electrode. Furthermore, this highly non-uniform 
field distribution is untypical of the local field conditions experienced by 
emission sites under the normal macro-field operational conditions subjected 
to typical broad-area HV electrodes. For these sorts of reasons, it is therefore 
difficult to evaluate the long term potential of this STEM technique as a means 
of forwarding our understanding of the electronic nature of the basic emission 
mechanism. 

3 .3 .4  PFEM-Based Surface Analysis Studies 

The probe-based studies described earlier in Sections 3.3.1 and 3.3.2 
established that the electron "pin-holes" that occur on broad-area HV 
electrodes are invariably associated with the micron-sized particulate 
structures that typically "contaminate" electrode surfaces. It was also implied 
that each of these particles could be thought of as a discrete naturally- 
occurring, micro-electronic devices. However, these studies did not reveal 
why typically only 1 in 106 or 107 of such particles is able to promote the 
phenomenon; i.e. what critical combination of material and microgeometrical 
factors is required to create the necessary electronic conditions for the low- 
field "cold" emission of electrons? To answer these questions, it was 
necessary to develop a new analytical technique that would provide fresh 
experimental information about the emission regime, and hence an improved 
fundamental understanding of the phenomenon. 

A key requirement of any new technique is that it should have the 
ability to obtain high-resolution spatial and material information about where 
exactly electrons are emitted in relation to the microstructure of the cathode 
surface. This implies the need to use a dynamic imaging technique in which 
the specimen surface is under high-field conditions; it therefore excludes such 
routinely available "passive" techniques as SEM, SIMS, AES, XPS etc. Apart 
from the STEM approach, discussed in the previous section, there is also the 
possibility of using photoemission (electron) microscopy PEM. Indeed, this 
latter approach offers several additional potential advantages, including the 
ability to obtain dynamic, real-time images of the emission process under 
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properly simulated operational conditions where the whole cathode surface is 
under macroscopic high-field conditions. 

The use of the photoelectric effect to image a surface dates back to the 
early 1930s, and has formed the basis of several routine analytical 
microscopes [34]. Recently, however, the technique has received renewed 
interest in several laboratories [35], including its novel application to the study 
of cold cathode electron emission processes described in the following 
paragraphs. 

Instrumental Principle 
As illustrated in Fig 3.18(a), the microscope developed for the present study 
employs a three-stage electrostatic imaging column that is mounted in an ultra 
high vacuum chamber [36,37]. In this design, a planar cathode, in conjunction 
with the first element of the objective einzel lens, forms a 1 mm "test" HV 
gap. Furthermore, the elements of this lens are also specially designed to 
allow the cathode to be directly irradiated by UV photons from a vacuum 
source. Electrons photo emitted from the surface of the cathode are 
accelerated through the "anode" aperture, and are formed into a virtual image 
by the objective immersion lens. This virtual image is then magnified by the 
following two lens stages and projected onto a 40 mm diameter double channel 
plate image detector where the local electron flux is enhanced by a factor in 
excess of 104. By using a video camera system to make real-time recordings, 
image analysis techniques may be used to enhance the recorded data. 

Referring to Fig 3.18(b), the microscope can be operated in three 
distinct modes. In the photoemission mode (PEM), electrons produced by the 
injection of UV photons are used to form an image that provides local 
topographical information about the cathode surface: i.e. the instrument is 
being used as a conventional photoemission microscope [34,35]. For the 
second mode, the field emission mode (FEM), the UV light source is switched 
off so that only field- or "dark"-emitted electrons are imaged: in this case, the 
image generally takes the form of a single or cluster of bright spots. In the 
third combined mode, both photo- and field-emitted electrons are imaged 
simultaneously under identical electron optical conditions. It follows 
therefore that this PFEM mode provides a means of directly relating the 
spatial location of field-emitted electrons to the local topographical features 
associated with an emission site. 

Instrumental Performance 
As an illustration of the type of images obtained with this system, Fig 3.19 
presents the four key images associated with the analysis of an isolated carbon 
particle attached to a mechanically polished OFHC copper electrode. Frame 1 
is a calibration image of a reference copper/gold grid, and provides a means 
of establishing the resolution of the technique, i.e. 0.5-1.0 gm; Frame 2 is a 
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Fig 3.18(a) The instrumental design of the PFEM analysis system. 

Photo-electron Field Emission 
Mode Mode 

(b) 

Combined mode 

Fig 3.18(b) A schematic illustration of the operational,,principle~, showing the 
superposition of PEM and FEM images to give a combined PFEM image. 
(From Xu et al. [36], with permission). 
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discrete locations on micro-particulate structures, and that there are two 
preferred types of location. Firstly, sub-sites are frequently observed on the 
upper surface of particles, i.e. as seen in Frame 4 of Fig 3.19; it would 
therefore appear that these electrons have to be transported through the bulk 
of the particle from the substrate electrode prior to emission. With the second 
type of location, electrons are emitted from the edge of a particle with a 
comet-like appearance, i.e. as illustrated schematically in Fig 3.18(b). 
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Fig 3.19 A typical PFEM Analysis of a particulate emission site. (i) A PEM image 
of a reference grid. (ii) A PEM image of the non-emitting particle. (iii) An 
FEM image of the emitting particle. (iv) A dynamic PFEM image of the 
field emitting particle. (From Xu et al. [36] with permission). 

3.4 Electron Emission Characteristics of Individual Sites 

In parallel with the above investigations into the structural and material nature 
of emission sites, there has also been an on-going enquiry into their electronic 
characteristics, and particularly the physical basis of the mechanism that can 
promote the "cold" emission of electrons in the anomalously low field range 
of 5-10 MV/m. This section is therefore devoted to a review of the three 
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main types of investigation that have contributed to our fundamental 
understanding of this highly localised microscopic emission phenomenon. 

3 .4 .1  Single-Site I-V Characteristics 

Two approaches have been used to measure the current-voltage (I-V) 
characteristics of individual emission sites. The first employs a standard 
plane-parallel electrode geometry incorporating a transparent anode imaging 
facility (see Section 3.2.1), and relies on the fact that the total prebreakdown 
gap current frequently originates from just one emission site [38,39]. 

(a) 

(b) 

I (~tA) Breakdown 

10 - - ~ - -  

_ 

In I 
Xt2 

® 

I I v I 

5 10 15 

Initial 
"Switch-on" 

of site 

w ~ E (MVm 1) -  
20 

_ _ 300 

E 

Fig 3.20 (a) The typical initial switch-on I-V characteristic of an isolated emission site 
and (b) The associated F-N plot of the reversible part of its characteristic 
(region 3-4). 

The second approach employs one of the probe techniques described in the 
previous section [20,25]. However, this latter approach has two major 
limitations: firstly, it does not simulate the operational field conditions of HV 
electrodes, and secondly, the technique does not readily lend itself to studies of 
the initial turn-on characteristics of individual sites. Accordingly, the 
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following summary account is based on a detailed transparent anode 
investigation [38,39] that will be more fully discussed in Chapters 4 and 5. 

Referring to the schematic of Fig 3.20, it will be seen that during stage 
1, when a field is initially applied to a virgin electrode, there is no recorded 
current (i.e. no emission sites). However, at a certain threshold field, a site 
suddenly "switches on" and immediately delivers a current of several 
microamps (stage 2). On subsequently cycling the field (stages 3 and 4), there 
is no further switch-on process; instead, a smooth reversible I-V characteristic 
is obtained that yields the well-known type of near-linear Fowler-Nordheim 
plot shown in Fig 3.20(b). The [I-values normally obtained from such plots 
lie in the range 150-300: however, a possible explanation for the physical 
significance of these values must await a theoretical analysis of the emission 
mechanism to be presented in Chapter 4. Typically, the "switch-on field" Esw 
can be an order of magnitude higher than the subsequent threshold field ETh 
for emission from this site. It will also be seen from Fig 3.20(a) that the 
breakdown field Eb for the site can often be very close to the switch-on field 
Esw. From a technological standpoint, the existence of this switch-on 
phenomenon is of crucial importance since, without some form of current- 
limiting provision, an HV gap would be at greatest risk of breakdown during 
the initial field application. 

3.4.2 Projection Imaging of Emitted Electrons 

Not surprisingly, several attempts have been made to adapt the projection 
imaging technique used in the conventional field emission microscope (FEM) 
(see Chapter 6) by using small-area cathodes to study the parasitic "cold" 
emission mechanism that routinely occurs at microscopic sites on operational 
broad-area HV electrodes. An early and particularly ingenious approach was 
due to Brodie and Weissman [40], who exploited the divergent field properties 
of a cylindrical electrode configuration to obtain a magnified projection image 
on an outer phosphor-coated cylindrical glass anode of the emission sites 
existing on a central tungsten wire cathode. This study revealed that emission 
sites typically gave images that were composed of several discrete sub-spots; 
i.e. as was subsequently confirmed by Cox [20]. Also, but not shown, these 
images were prone to be unstable with time, in that the sub-spots exhibited a 
"flickering" behaviour. 

The more conventional field emission microscope approach was first 
applied by Tomaschke et al. [41] and later by Jiittner [42]. In the system of 
Jtittner, illustrated in Fig 3.21(i), an image of the emission sites on a 5 mm 
diameter rounded molybdenum cathode C (insert a), or on a tungsten 
microtips of radius ~ 250 nm (insert b), is projected onto a phosphor screen. 
In this arrangement, the apertured anode A acts as an electron "extracting" 
electrode such as used iri field emission electron guns [43]; i.e. it provides the 
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necessary cathode field but allows a large percentage of the resulting emission 
to be projected onto the screen. 
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Fig 3.z~ (i) A field emission microscope facility for studying the electron emission 
from small-area electrodes. Inserts (a) and (b) show respectively the 
specimen assemblies for "rounded" and "micropoint" cathodes. (ii) A 
typical projection image of the electron emission processes that occur with 
the "rounded" type of cathode shown (From Jtittner [44], with 
permission.) 

Fig 3.21 (ii) is an example of the type of image obtained from emission sites 
found on these rounded cathodes, and is seen to be characterised by a random 
distribution of sub-emission centres, each having emission areas with linear 
dimensions of ~ 5 nm: this result again confirms the same independent finding 
of Cox [20]. Another important characteristic of these images is that they 
appear to "flicker", which is caused by individual sub-emission centres 
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randomly switching on and off; not surprisingly, this phenomenon also gives 
rise to a complementary "pulsing" of the total emission current. It is 
particularly significant that Tomaschke et al. [41] found that this instability 
persisted even down to liquid helium temperature since such behaviour is quite 
contrary to normal experience with metallic micropoint field emitters: in 
fact, this observation is of considerable significance to the discussion in 
Chapter 4 of a non-metallic type of electron emission mechanism. 

The immediate visual response of this type of technique also makes it a 
particularly valuable tool for studying the influence of physi- and chemi- 
sorption processes on the emission properties of the sites found on such semi- 
broad-area electrodes. For example, Jiittner et al. [44] have conducted a 
detailed investigation into how the corrosive action of such gases as CO, CO2 
and H20 in the pressure range 10-10-10-7 mbar affects the long-term spatial 
distribution and stability of the electron emission drawn from these types of 
cathode. These studies showed that such corrosion processes resulted in an 
initially bright and well defined emission image from an atomically clean 
surface becoming progressively "granulated" by the creation of numerous 
secondary sub-microscopic emission centres thought to be whisker-like 
structures having emitting area dimensions of ~ 5-10 nm. Accompanying this 
change, which occurs at a constant gap voltage, it was also found that there is a 
dramatic decrease in the total emission current level which was attributed to 
an increase in work function following the initial corrosive action of these 
gases. There is however a partial recovery of both the emission image and the 
total current level over a period of 2-3 h, due apparently to the partial 
removal of these corrosive layers by the sputtering action of positive ions 
formed by the impact of those electrons that are trimmed by the anode; an 
explanation that was also supported by Auger spectroscopy studies. 

The final projection imaging system to be considered is due to Latham 
and co-workers [11,45-47]. This differs from the previous arrangements in 
that it employs a purpose-designed electrostatic lens system to produce a 
magnified emission image of single sites on a true broad-area planar cathode. 
Referring to Fig 3.22(a), it will be seen to be based on the anode probe hole 
system described above in Section 3.3.2. Thus, a site has to be firstly located 
on the axis of the lens system by scanning the cathode in a raster pattern in 
front of the anode probe hole until a current is detected by the down-stream 
electrode assembly. By adjusting the lens voltages, in conjunction with a 
careful axial centring of the site, a clear emission image is obtained on the 
phosphor screen, such as shown in Fig 3.22(b). This typically consists of 
several discrete sub-emission centres which, as had been found by earlier 
workers, were prone to independently switch on and off, and thus give the 
impression of a "flickering" image. As will be illustrated towards the end of 
the following section, there is one type of emission site, namely that produced 
by particles of graphitic carbon, that gives a characteristic segmentally shaped 
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image [47]. The precise physical reason for this behaviour is not fully 
understood, although some possible explanations will be discussed in 
Chapter 4. 
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(a) The electrostatic lens assembly used for obtaining a projection image 
of the electron emission from a single site [ 11 ]. (b) A typical example of a 
single-site projection image obtained by this technique [ 11,38-40]. (After 
Bayliss and Latham [11 ], with permission.) 

3.4.3 Spectral analysis of Emitted Electrons 

By the early to mid 1970s, it had become a firm conviction of the present 
author [17,48] and others [20,21,49,50], that the prevailing metallic micro- 
protrusion model for explaining the localised "cold" electron emission 
processes that occur on broad-area electrodes did not provide a satisfactory 
explanation for much of the experimental data. In particular, it is difficult to 
justify the unrealistically high [~-factor (> 250) and widely varying values of 
emitting areas predicted from the F-N plots of the I-V gap characteristic; also, 
there is an absence of any direct electron optical evidence of microprotrusions 
of the appropriate dimension on the surface of virgin electrodes [17]. The 
possibility of there being an alternative emission mechanism began to gain 
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acceptance, particularly following the previously described work of Cox [20], 
the optical studies to be discussed later in Section 3.5, and the electron 
spectroscopy studies to be described in the present section. 

Early speculations as to what form such a mechanism might take 
[17,48,49] were centred on the concept of a Malter emission process [51]. 
This involved the presence of insulating inclusions in or on the cathode surface 
that could become positively charged by some form of electron emission or 
positive ion capture mechanism. Such a process would create an internal field 
sufficient to "heat" electrons injected from the Fermi level of the metal 
substrate by a further 4-5 eV so that they could escape into the vacuum. 
However, without any direct experimental evidence to support the existence of 
such a mechanism, there was a widespread reluctance at that time to make a 
radical departure from the accepted microprotrusion interpretation of 
prebreakdown currents. Other mechanisms that were considered as providing 
possible alternative explanations of "high-13" emission included resonance 
tunnelling effects [52,53], such as might occur at islands of alkali impurities 
created by surface diffusion [54], and a lowering of the surface potential 
barrier by either induced depletion layers [55] or the interaction of charged 
dislocations at the electrode-vacuum surface, such as had been discussed by 
Shockley [56] in the case of semiconductors. However, all such suggestions 
lacked conclusive experimental evidence to confirm that they could indeed 
play an important role in a vacuum gap. 

A particularly powerful experimental technique for resolving this 
uncertainty was suggested by the extensive literature on the application of 
electron spectroscopy for studying the various types of electron emission 
process; i.e. where it had been well established that the electrons emitted by 
any given mechanism have a characteristic energy spectrum. Accordingly, it 
was reasoned that if such spectral measurements could be made on the 
emission from the isolated sites on high voltage electrodes, they would provide 
a "fingerprint" of the mechanism. From such spectra it would then be 
possible to positively identify, for example, whether the electrons came from a 
metallic microemitter or some sort of semiconductor/insulator regime. 

Following this reasoning, Latham and his co-workers [8-11,39,45- 
47,57-68] have, over a fifteen year period, progressively developed the 
sophisticated UHV (P <_ 10 -10 mbar) analytical facility illustrated in Fig 3.23. 
This consists of a high-resolution electron spectrometer interfaced with a 
"test" high voltage gap. The latter has a plane parallel geometry consisting of 
the specimen cathode and a highly polished stainless steel anode having an 
axial 1.0 mm diameter probe aperture. A mechanical scan facility allows the 
specimen to be moved parallel to the anode in the y-z plane, whilst 
maintaining a known constant gap between the two electrodes. The specimens 
used in this work are 14 mm diameter discs with a suitably rounded edge 
profile, and are mounted on a specimen holder that is insulated for applying 
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negative voltages of up to ~ 15 kV. An integral specimen heater is available 
for both out gassing the test cathode or making experimental measurements at 
elevated temperatures. 
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eh~el~ 

outimt ~ J  

Fig 3.23 A schematic illustration of the advanced and fully automated electron 
spectrometer facility used for studying the electron spectra of individual 
prebreakdown emission sites (After [8-11,45-47, 57-68].) 

Referring to the more detailed illustration of the electrostatic lens 
system shown in Fig 3.22(a), the aperture of anode 1 in conjunction with 
electrode L l, form an electrostatic lens which has been specially designed as 
an interfacing element between the test gap and the analyser. It has the two- 
fold action of (a) focusing the diverging beam of electrons entering the anode 
aperture into a parallel beam, and (b) decelerating the electrons from a typical 
energy o f -  5 keV at anode 1 to the ~ 2 keV requirements at the anode 2 
entrance aperture of the analyser. The spectrometer, with a resolution of 
- 30 meV, is based upon a 180* hemispherical electrostatic deflecting element 
H with associated input and output lenses. The function of the input lens 
assembly is to decelerate the electrons to the analysing energy of 
- 2 eV and focus them onto the entrance aperture of the hemispherical 
deflecting element. Those electrons which have the correct energy to be 
transmitted by the deflecting element are then re-accelerated by the output 
lenses and focused onto an electron multiplier. Full details of the 
construction, operation and performance of this instrument can be found 
elsewhere [8-11,45-47,57-66]. 
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The experimental procedure is initiated by applying a gradually 
increasing voltage of ~ 5-10 kV across the test gap between the sample cathode 
C and anode 1 to confirm that there is a finite prebreakdown current, and 
hence the presence of an emitting site(s) on the specimen cathode. To position 
a site opposite the probe hole, the specimen is mechanically scanned in a raster 
pattern LI until a current is registered at L1 (see Fig 3.22(a)). 
Microadjustments are then made to maximise this current; this ensures that the 
site is both centralised with respect to the probe hole, and its total emission is 
being collected by L I. At this stage, a current-voltage characteristic, and 
hence a F-N plot of the site, can be recorded. By applying a suitable positive 
voltage to L l, the electron beam can then be focused to pass into the analyser 
input lens, after which, adjustments can be made to the focusing of the 
analyser in order to obtain the energy spectrum of the electrons emitted from 
the site. 

The first measurements with this system were made on copper 
specimens [45], where Fig 3.24 compares a typical energy spectrum 
previously obtained from a reference tungsten emitter at room temperature 
and a pressure of-- 10 -10 mbar using this instrument [66], with that obtained 
under identical temperature and pressure conditions from a site situated near 
the centre of one of the copper samples used in the investigation. In both 
cases, the spectra are stable with time and are reproducible from specimen to 
specimen. By previously calibrating the instrument against a standard emitter 
[66], it is also possible to exploit another important feature of this type of 
spectrometer; namely to reference the position of the Fermi level (FL) of the 
substrate cathode of each emitting regime on their respective spectra. From a 
comparison of the two definitive spectra presented in Fig 3.24, three 
important differences in the characteristics of the two emission regimes can be 
immediately identified: 

(i) unlike the reference tungsten emitter, all electrons from the site on the 
copper electrode are emitted from states well below the Fermi level, 

(ii) the half-width of the copper distribution (~ 360 mV) is broader than 
that of the tungsten emitter (~ 240 mV) and 

(iii) the shape of the copper spectrum is almost symmetrical, i.e. lacking the 
characteristic sharp high-energy slope found for tungsten. 

Indeed, by extending this type of measurement to other electrode materials, it 
has been confirmed that this type of spectral behaviour is characteristic of all 
emission sites [57-65]. 
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These early studies revealed several other important spectral properties 
of emission sites. Thus, from the spectral sequence of Fig 3.25(a), recorded 
from an "ambient" site under incremental field (and emission current) 
conditions, and the associated plots of Fig 3.25(b), it will be seen that the 
spectral half-width (FWHM) together with its shift(s) from the Fermi level, 
and are both strongly field-dependent [60]. Fig 3.25(a) also illustrates how 
these field dependences are accentuated by artificially increasing the thickness 
of the oxide coverage by heating the electrode to ~ 400°C in an enriched 
oxygen environment. 
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Fig  3 .24  Electron energy spectra obtained from (a) a reference tungsten micropoint 
emitter, and (b) an emission site on a broad-area copper electrode: in both 
cases, the spectra are referred to the Fermi level (FL) of the substrate 
cathode. (From Allen and Latham [45], with permission.) 

Secondly, Fig 3.25(c) shows how an increase in cathode temperature under 
constant field conditions leads to (i) an increase in site current, (ii) a spectral 
shift towards high energies, and (iii) an increase in spectral half-width [67]. 
Lastly, Fig 3.25(d) illustrates how stimulation by UV photons under constant 
field conditions leads to an increase in site current, but without any discernible 
spectral shift [67]. All of these effects are of such importance to the 
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understanding of the basic emission mechanism, that they have been the subject 
of more detailed investigations whose findings are discussed in Chapter 4. 
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Fig 3.25 (a) A typical sequence of superimposed energy spectra recorded at 

increasing gap fields [ 11]. (b) Plots showing how the half-width (FWHM) 
and the shift(s) of the electron spectra with respect to the substrate Fermi 
level vary with the site emission current. (c) & (d) Illustrating respectively 
the effects of thermal and UV photon stimulation on the spectra of electrons 
field-emitted from sites on broad-area electrodes. (From Athwal and 
Latham [60], with permission.) 

The versatility of the basic instrumental facility shown in Fig 3.23 has been 
further exploited to provide a spatially-resolved energy-selective analysis 
capability [67,68]. This involved developing the necessary voltage generators 
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to enable the pairs of x and y electrostatic deflector plates to scan the type of 
emission image shown in Fig 3.22(b) in a raster pattern over the axial probe 
hole in the phosphor screen that forms the entrance aperture of the 
spectrometer. 
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ji~, 

Single-segment energy-selective "electronic" images recorded from a 
carbon emission site on a copper cathode, with (a) an "open" energy 
window, (b) a high-energy window, and (c) a low-energy window. (From 
Xu and Latham [67-68] with permission.) 

Before concluding this section on electron spectral analysis, mention 
must be made of a more recent study of Kobayashi and Suzuki [69]. Using the 
same type of instrumental set-up described above, they measured the energy 
spectrum of all electrons passing through the anode probe hole. Their 
general finding, which is illustrated schematically in Fig 3.27(a), revealed that 
a typical spectrum has three components corresponding to the three processes 
depicted in Fig 3.27(b). Firstly, there is a low-energy peak, corresponding to 
the secondary electrons generated in the vicinity of the probe hole aperture by 
the impact of the primary beam. Secondly, there is a broad undulating peak, 
generated by those electrons that have undergone inelastic mid-gap scattering 
processes with residual gas atoms. Thirdly, there is the narrow high-energy 
peak associated with the full-energy field-emitted electrons, that was the 
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subject of the high-resolution studies of Latham and co-workers described 
above. 

Then, by tuning the spectrometer to any desired electron energy, and 
feeding its output to a synchronously scanned oscilloscope, it is possible to 
obtain a spatially resolved image of any electron energy. To illustrate the 
capability of this facility, Fig 3.26 shows how the appearance of a single- 
segment image obtained from a carbon site [62,68] depends on the analysing 
energy. This reveals, for example, that the inner concave edge of the image is 
predominantly formed by low-energy electrons. Here again, the theoretical 
implications of this and other findings obtained with this technique will be 
further discussed in Chapter 4. 
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(a) Illustrating the three species of electrons that may be transmitted by an 
HV gap incorporating an anode probe hole. (b) The typical form of the 
electron energy distribution transmitted by the anode probe hole. (After 
Kobayashi and Suzuki [69], with permission.) 
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3.5 Spectral Studies of Optical Phenomena 

It has long been known that light is frequently emitted when an electrically 
stressed HV electrode gap is viewed under darkened conditions. Generally, 
this is associated with the flow of prebreakdown currents, although it is not 
uncommon to observe field-induced electroluminescent effects. The most 
widely studied process is the "anode spot" that results from the impact of 
high-energy electrons on the anode surface. However, there have also been 
studies of "cathode spots" which derive from optical processes that are 
associated with the underlying prebreakdown electron emission mechanism. 
This section is devoted to a review of the spectral properties of these two 
electron-induced prebreakdown optical emission phenomena. (N.B. It is 
important not to confuse the low-intensity cathode phenomenon referred to 
here with the very much better known cathode spots associated with the 
vacuum arc processes discussed in Chapter 15.) 

3.5.1 Anode Spots 

If a pair of operational (i.e. conditioned) high voltage electrodes are viewed in 
a darkened environment, it is common to observe the presence of several 
stable pin-points of light on the surface of the anode [70-74], i.e. such as 
illustrated in Fig 3.28. These anode spots, as they are termed, also occur on 
unconditioned electrodes, except that here the "spots" are more numerous and 
unstable. However, as conditioning proceeds, many of the initial population 
are extinguished, whilst the dominant ones that remain become progressively 
more stable. Their origin has generally been associated with the anode "hot 
spots" which are caused by the impact of fine pencils of high energy electrons 
emitted from microscopically localised cathode sites. However, it has also 
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Fig 3.28 Distribution of anode spots on an electrically stressed planar electrode, as 
viewed with an image intensifier. (From Young [74], with permission.) 
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been reported by Jtittner [73] that there is another type of anode spot that has a 
fixed location on the anode surface and is not spatially related to the electron 
emission sites on the cathode surface; accordingly, these were tentatively 
attributed to some form of electro luminescent process at thermally stable 
microinclusions. From studies of the former type of anode spot, it has been 
confirmed that a breakdown or microdischarge event is frequently associated 
with the disappearance of a specific spot; i.e. indicating a cathode-initiated 
process in which a particular emitter has been thermally eliminated [71]. The 
light from these anode spots was initially thought to be high temperature black 
body radiation: however, detailed measurements revealed that the short 
wavelength composition of its spectrum was incompatible with the maximum 
temperatures likely to be attained at the anode surface due to electron 
heating [75,76]. Subsequently, its origin was correctly identified as transition 
radiation resulting from atomic excitation processes in the surface layers of 
the target following the scattering of the high velocity bombarding 
electrons [75]. It should also be noted that anode spots have an associated 
X-ray spectrum; in fact, Zeitoun-Fakiris [76] has used a pin-hole camera 
technique to obtain an X-ray image of anode spots. The transition radiation 
phenomena has been analysed theoretically by Boersch et al. [77] who showed 
that the angular dependence of the spectral power in the emitted radiation 
W0(~,) is given by 

Wo($)=(3.6xlO-llPo/A2) { (e' 

3.1 

where P is the power in the incident electron beam, ~, is the wavelength being 
considered and e' [= f(~,)] is the complex dielectric constant of the anode 
surface. Thus, for intensity measurements at a given angle and wavelength, 
one has 

WO (;0 0" Po 3.2 

This latter proportionality was used by Young [74] as the basis of an 
elegant experimental technique for studying the behaviour of individual 
broad-area electron emission sites in which the optical intensity of a given 
anode spot could be directly related to its associated electron current; i.e. it 
provided a "visual" method of measuring the current-voltage characteristic of 
the individual electron emission site associated with any of the anode spots 
shown in Fig 3.28. In the experimental system of Young, illustrated 
schematically in Fig 3.29, an optical detecting system OD (consisting of a 
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telescopic focusing element, an image intensifier and a photomultiplier, 
records the intensity of the light emitted at a wavelength X and at a fixed angle 
0 from a given anode spot in terms of the photo-multiplier current ip(n) (dark 
current corrected). Thus, if the gap voltage is V and In is the electron current 
flowing to the n'th spot, it follows that 

ip(n) o~ VIn = KVIn 3.3 

c H 
Laser beam 

Fiducial point 
for OD 

Fig 3.29 The experimental regime used for recording the anode spots shown in 
Fig 3.28. (After Young [74].) 

where K is a constant that can be determined from a calibration measurement 
in which the photomultiplier current ipT, corresponding to the total intensity 
from all the anode spots, is compared with the total prebreakdown current 
flowing across the gap. 

Recalling that the F-N representation of the I-V characteristic of an 
emission process is a plot of log(I/V2) against ( IN) ,  it will be seen from 
equation 3.3 that for the present regime, the F-N characteristic of the n'th site 
will be given by a plot of log(ip(n)/V3) against ( IN) .  After correcting for 
the non-uniformity of the gap field, Young found that the [3-values for 
individual sites typically ranged between 150-250, whilst the "total" [3-factor 
of the gap, as measured from either log(I/V2) versus (l/V) or log(ipT/V3) 
versus (l/V) F-N plots, would be -- 220. From such information, it is possible 
to identify the sites that are potentially most vulnerable to instability; i.e. those 
having the highest ~-values (see analysis of chapter 5). It is then possible to 
visually confirm that it is one or more of these that are destroyed with the 
first breakdown event. The technique also offers a powerful tool for studying 
how the choice of electrode material and surface preparation determines the 
incidence of emission sites, and how such sites are affected during electrode 
conditioning procedures. 
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3.5.2  C a t h o d e  o r  k - S p o t s  

In the course of a follow-up investigation to the work of Young on anode 
spots, Hurley and Dooley [78] established the existence of complementary 
cathode or k-spots, as they were named to distinguish them from the well 
known phenomenon associated with the vacuum arc. Since this was a 
surprising finding, not to be anticipated from the metallic microprotrusion 
model for electron emission, these authors subsequently re-arranged the 
experimental chamber for a more detailed study of the optical properties of 
this new cathode phenomenon [79]. Their system, which is illustrated in 
Fig 3.30, used a plane-parallel electrode geometry inclined at an angle to the 
axis of the optical detecting system previously used by Young [74], thus 
providing a line-of-sight to all parts of the cathode surface. 
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Fig 3.30 Image intensifier and electrode regime used for studying k-spots. (From 
Hurley and Dooley [78], with permission.) 

To gain an insight into the physical mechanism responsible for the 
phenomenon, it was arranged to record a spectrum of the emission by using a 
series of high-pass sharp cut-off filters. This technique was then used to study 
a range of electrode materials (OFHC copper, stainless-steel, dural, gold and 
molybdenum) and in all cases k-spots were observed that had characteristic 
emission spectra [79,80]. As an example, that obtained from copper is 
reproduced in Fig 3.3 l(a) and is seen to have two dominant lines at 650 and 
700 nm, which Hurley tentatively attributed to an accumulation of cuprous 
oxide, probably at a grain boundary. For comparison, the spectrum of the 
complementary anode spot is shown in Fig 3.31(b) and is seen to be 
characteristically shifted to shorter wavelengths. From these studies, it was 
also noted that breakdown events generally resulted in the disappearance of 
one or more spots, and that discharges originated from within light emitting 
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regions; i.e. strongly suggesting that k-spots were associated with electron 
emission processes. 
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The spectra of light emitted from (a) k-spots and (b) anode spots. (From 
Hurley [80], with permission.) 

To confirm this latter possibility, Hurley [80] subsequently replaced the 
planar electrode geometry of Fig 3.30 with the point-plane arrangement of 
Fig 3.32, in which a micropoint probe anode is mechanically scanned in front 
of a planar test cathode until an emission site is accurately located on its 
surface, as evidenced by a finite specimen current recorded by the electro- 
meter in the low-voltage cathode line. If the same image intensifier viewing 
system shown in Fig 3.30 is then focused on the cathode surface immediately 
below the micropoint probe, it is possible to observe luminous k-spots on all 
occasions that electron emission is detected. It should be added that a 
complementary anode spot is also invariably observed on the probe anode, 
although, as already pointed out, its emission spectrum of Fig 3.31(b) is 
characteristic of transition radiation and therefore readily discriminated from 
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the cathode emission. Another important finding of these probe measurements 
was that there are two sorts of emission site [81]: type (a) that are 
characterised by high-~ factors (> 200) and give rise to breakdown events at a 
critical current of ~ 5 x 10-5 a, and type (b) that have low [3-factors at low 
fields, but become current-limiting through a negative resistance effect at high 
fields and consequently do not give rise to breakdown events. 
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Fig 3.32 An anode probe technique for correlating the electron and optical emission 
characteristics of individual k-spots. (From Hurley [80], with permission.) 

In seeking a physical explanation for the k-spot phenomenon, it was 
logical for these authors to consider first how the established metallic 
microprotrusion emission model of that time, discussed briefly in Chapter 2 
and more completely in Chapter 4, might give rise to the observed optical 
effects. In this context, the only apparent option was by thermal radiation 
from a sub-critically heated emitter: however, such an explanation must be 
discounted since, in the case of anode spots, it would require a black-body type 
of emission spectrum which is clearly not supported by the experimental 
evidence of Fig 3.31(a). The alternative explanation proposed by Hurley and 
Dooley [79] is that the k-spot emission arises from an electroluminescent 
effect. This interpretation was strongly supported by measurements of the 
brightness dependence of a given emission line (as measured by the 
photomultiplier current ip) on the applied voltage V which were shown to 
obey the anticipated Alfrey-Taylor relation [82] by giving a linear plot of log 
ip versus V -1/2. Since electroluminescence is a "non-metallic" phenomenon, it 
was clear that this interpretation was incompatible with the simple metallic 
protrusion model for electron emission. Instead, these authors attributed the 
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emission to a more complex emitting mechanism involving some sort of 
metal/semiconductor micro-regime at highly localised sites on an electrode 
surface, possibly associated with impurity inclusions, i.e. similar to the type of 
regime proposed earlier by Waiters et al. [48], Cox and Williams [21] and 
Farrall et al. [49] from qualitative reasoning based on indirect experimental 
evidence. It will be recalled from Section 3.4 above that the same conclusions 
emerged independently from the direct evidence obtained from the early 
electron spectrometry studies of the emission processes by Latham and his 
co-workers [45-47]. 

3 . 6  Influence of Environmental Factors on Emission 
Process 

In this section, we shall be reviewing a range of technologically-orientated 
studies in which the various analytical facilities described above have been 
used to investigate how the basic emission process is influenced by the sort of 
changing environmental conditions that typical devices have to face during 
their operational cycle. To take just one example, it is necessary to be able to 
predict how the performance of a satellite-based travelling wave tube will 
respond to large temperature fluctuations, mechanical stresses, and ionising 
radiation. For the interested reader, the practical implications of this topic 
will be further explored in relation to the specific technologies discussed in 
Chapters 10 to 15. 

3.6.1 Vacuum Conditions 

As previously illustrated in Fig 2.4, the most obvious influence of the vacuum 
conditions is on the I-V characteristic of the gap, where an increase of 
pressure generally leads to (a) lower switch-on fields for prebreakdown 
emission sites, (b) noisy prebreakdown currents with frequent step-like 
discontinuities in their magnitude, (c) the onset of microdischarge phenomena, 
and (d) lower hold-off fields. At the level of single-site behaviour, a pressure 
change manifests itself most clearly in the appearance of the projection image 
of the emission site" thus, referring for example to Figs 3.21 and 3.22, the 
individual sub-emission processes are seen to become less stable with 
increasing pressure. The subjective effect of this phenomenon is to cause the 
image to "flicker", where the mean "flicker frequency" of the emission sub- 
centres increases significantly with pressure. Typically, it increases from 
around 0.1 Hz at 10-9 mbar to 10 Hz at 10-6 mbar, which explains why the 
noise associated with prebreakdown currents similarly increases with pressure 
(see Fig 2.4). The effect of pressure on a population of emission sites can be 
visually demonstrated by using the transparent anode technique previously 
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described in Section 3.2.1. Thus, Fig 3.33(a) and 3.33(b) are schematic 
representations of pairs of time-lapse images that are typically obtained from 
electrodes that are operating respectively under low and high pressure 
conditions [9]. Such evidence clearly demonstrates that the density of these 
emission "sites", or electron "pin-holes", increases with increasing pressure. 
It will also be seen that the spatial distribution of these sites is very much more 
stable at lower pressures. 

p_<lO9mbar P>10-6mbar 

I ! 
At~30 min At-- 5min 

(a) (b) 

trig 3.33 Schematic representations of pairs of time-lapse images obtained from the 
transparent-anode images technique. These show respectively in (a) and (b) 
how the spatial stability of populations of emission sites are influenced by 
pressure. 

At higher pressures, sites tend to switch on and off randomly with time, which 
is one of the processes that accounts for the increase in noise level in the gap 
current illustrated in Fig 2.4. 

It has also been found that this increased instability of sites predisposes 
them to initiating breakdown events. Coupling this latter observation with the 
fact that there is a higher density of (unstable) sites at higher pressures, it is 
possible to understand why the hold-off voltage of a gap generally falls off 
with increasing pressure. The reader must however be reminded that this 
argument breaks down when the pressure rises to the semi-vacuum conditions 
described in Section 2.4, where its insulating properties improves. Returning 
to the present conditions, it must be added as a postscript that the fall off in 
hold-off performance is further exacerbated by the fact that a breakdown 
event can frequently create a profusion of "secondary" emission sites, i.e. as 
illustrated in Fig 3.2, which are all potential new breakdown sites. 
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3 . 6 . 2  Electrode Temperature  Cycling 

The effects of temperature cycling have already been touched upon on earlier 
sections of this book. Thus, in Section 2.2.2 when discussing the general I-V 
characteristics of an HV vacuum gap, Fig 2.7 illustrated how the 
prebreakdown emission current depends on electrode temperature, whilst 
Fig 3.25(b) illustrates how the spectral properties of the emission respond to 
this parameter. From a more detailed study of the effect of heating an OFHC 
copper cathode [64,65] under zero-field conditions, Fig 3.34 presents a sample 
set of data showing how there is a dramatic increase in electrode emissivity 
for only a relatively modest increase in temperature. 
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Fig 3.34 The effect of bulk thermal heating under high-field condition on the 
electrode I-V characteristics. (From Archer [65], with permission.) 

By employing a transparent anode technique, it was possible to show that these 
currents originate from only a small number of ambient emission sites, 
frequently only one, but that as the temperature rises through 300K, a change 
occurs in the emission site distribution, with existing sites switching off and 
new sites switching on. When the electrode is cooled back to ambient 
conditions, the general pattern of behaviour is for several of the newly 
switched on sites to remain emitting, and for there to be a significant overall 
increase in the ambient emissivity. From a practical perspective, it should be 
further noted that if this temperature cycling was conducted under high-field 
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conditions using a specially designed specimen holder [65], the effects were 
even more dramatic; in particular, the stability of both the individual sites and 
the gap itself were significantly lowered. 

The effect of temperature cycling under zero-field conditions had also 
been the subject of an earlier investigation by Niedermann et al. [26,27]. This 
group employed the anode probe technique illustrated in Fig 3.15 to 
investigate the effect of electron bombardment heating on populations of 
emission sites on niobium electrodes. Their important finding is illustrated in 
Fig 3.35, and shows how the progressive heating of a test cathode up to 
temperatures of around 750°C results in the stimulation of new emission sites, 
but that as the temperature climbs to values in excess of 1200°C, all emission 
sites are generally suppressed. 
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Fig 3.35 S u c e s s i v e  s e q u e n c e s  o f  e m i s s i o n  s i t e  " m a p s " ,  s h o w i n g  t h e  e f f e c t  o f  
temperature cycling a niobium electrode (From Niedermann et al [28] with 
permission.) 

However, if this same cathode is subsequently re-cycled through a lower 
temperature excursion of say only 850°C, it is found that a new generation of 
sites are formed. Furthermore, these new sites are all likely to have a similar 
material composition (sulphur in the case of Nb electrodes), having been 
formed by the diffusion of a characteristic impurity material along the grain 
boundaries to the electrode surface. To remove these "2nd generation" sites, 
it is again necessary to raise the electrode temperature to in excess of 1200°C. 
As will be discussed more fully in Chapter 12, this finding has formed the 
basis of a new technological  procedure for pre-processing niobium 
superconducting RF cavities. 
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Fig 3.36 (a) A schematic illustration of the scanning laser probe technique and 
"transparent anode" imaging facility that was used for applying controlled 
thermal loading to the surface of a broad-area HV electrode. (b) Illustrating 
how the prebreakdown I-V characteristic of an HV sap is influenced by 
laser-induced transient surface heating. The "ratio of IS-factor is defined as 
~et/I]i, where ~i is the initial ~-value and 13~t the value obtained after 
dosing treatment. (From Xu and Latham [83], with permission.) 

107 



High Voltage Vacuum Insulation 

In a more recent study [83], illustrated in Fig 3.36(a), a scanning laser 
probe has been used to investigate the effect on the emission process of heating 
only the surface region of an electrode. The practical aim of this investigation 
was to determine whether the "conditioning" effects achieved by the drastic 
process of high-temperature bulk heating could be replicated by this transient 
surface heating technique. Referring to Fig 3.36(b), a test cathode is first 
characterised in terms of its I-V characteristic. By scanning the laser probe in 
a raster pattern over the electrode surface, it may then be subjected to 
increasing levels of uniform thermal loading, or dosing. If the I-V 
characteristic of the cathode is recorded after each dosing, it is possible to 
quantify the effect of the treatment. As shown in Fig 3.36(b), there is a 
minimum threshold dosing level that has to be exceeded if a significant 
reduction is to be obtained in the 13-value of the gap: equally however, there is 
an upper threshold that has to be exceeded if a permanent and predictable 
improvement in performance is to be achieved. In its present state of 
development, the technique is capable of reliably delivering a 40% lowering 
of the ~-value of a gap which, in practical terms, corresponds to a significant 
potential improvement in the voltage (or field) hold-off performance of a gap. 

3 .6 .3  Gas Desorption Effects 

From a consideration of the "active" physical phenomena that can occur in a 
high voltage gap, it could be anticipated that there will be essentially two 
processes that can give rise to an increase in the local vapour pressure of a 
gap. Firstly, during the prebreakdown phase, there will be the thermally 
activated desorption of occluded gas that will occur principally at the anode 
"hot-spot" formed by electron bombardment. Secondly, at a breakdown or 
microdischarge event, there will be a transient increase in the electrode metal 
vapour pressure indicative of some form of thermal instability at either the 
cathode or anode (Chapter 5). To verify the existence of the first of these two 
processes, mass spectrometry techniques have been used to monitor the partial 
pressure of the residual gas species present in an interelectrode gap as the 
applied voltage is gradually increased towards breakdown. It should also be 
noted here that the detection of transient changes in metal ion concentration 
requires very much more sophisticated techniques, as will be described in 
Section 7.2(iii). 

From measurements made during the prebreakdown phase [84-88], it 
has been established that, irrespective of the electrode material, there is a 
characteristic increase in the total pressure during the initial application of a 
voltage to a gap; i.e. during its "current" conditioning phase. The magnitude 
of this increase is dependent on the prebreakdown current, but can typically 
reach half an order of magnitude at an ambient pressure of ~ 10 -8 mbar with a 
gap current of--  llaA. However, if the gap voltage, and hence the mean 
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current, is maintained at a constant value, any such pressure increases will 
very gradually decay away over a period of several hours. It is then found 
that during any subsequent voltage application to this value, there is no further 
significant evidence of gas desorption: from this observation it follows that a 
fully "conditioned" gap is similarly free of desorption processes. From a 
practical standpoint, it should however be added that the above behaviour 
pattern can be significantly influenced by the ambient vacuum conditions. 
Thus, at pressures > 10 -6 Pa, the decay of the enhanced partial pressure of CO 
and CO2 can be very slow, or almost non-existent, during constant electron 
bombardment conditions [88]. 

There is also some evidence [89] to suggest that, for a given electrode 
material, there is a characteristic "voltage threshold" or electron impact 
energy at which desorption is activated; e.g. 10-12 kV for A1 and Bi, 
14-17 kV for Cu and 19-20 kV for Ni and Zr. One possible explanation for 
this effect is that the gas is released from several atomic layers beneath the 
anode surface, so that differing electron energies are required to penetrate to a 
given depth among the various electrode materials. Alternatively, the effect 
may have a simple thermal explanation in terms of a characteristic electron 
power loading required to raise the anode surface temperature above the value 
reached by the system during the original UHV bake-out procedure. When 
the composition of this desorbed gas is analysed by mass spectrometry 
techniques [84-90], it is found to consist predominately of CO and CO2 for all 
electrode materials, with the partial pressure of CO2 being typically twice that 
of CO. In addition, there is generally found to be an increase in the partial 
pressure of H20, particularly after electron bombardment [88]. The selective 
desorption of these particular gases is a well known phenomenon in UHV 
technology and can be explained both in terms of the high solubility of these 
species in most metals, and the thermal oxidation of the carbon that is a 
common residual impurity. This type of gas desorption behaviour, which is 
characteristic of "commercial vacuum conditions" (i.e. 10 -7-10-5 Pa), has been 
further investigated by Suzuki et al. [90] under controlled laboratory 
conditions using a purpose-designed analytical system. 

3 .6 .4  Electron-Stimulated Ionic Processes 

In most practical device applications, the residual gas pressure in the HV gap 
is sufficiently high for there to be a significant number of mid-gap ionising 
collisions between electrons and neutral gas atoms; i.e. as illustrated in 
Fig 3.27. Furthermore, this process will also be greatly enhanced by the 
additional supply of gas atoms that are continually being desorbed from the 
anode and other electrode surfaces into the confined space of the electrode gap 
by the impact of high-energy electrons. It follows therefore that these ions 
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will constitute an additional source of charge carriers, and will thus augment 
the measured prebreakdown current. 

The energy distribution of these ions has been studied by Kobayashi and 
Suzuki [69] using a spectroscopy system similar in concept to that previously 
described in Section 3.4.3 for the earlier measurement of electron spectra. 
However, for ionic spectral measurements, it was necessary to have the probe 
hole electrode set at a negative potential. In fact, this same system was also 
used for the complementary broad-range, low-resolution electron spectral 
measurements briefly mentioned at the end of Section 3.4.3. These studies 
established that the recorded ionic spectra could be generally characteristed as 
consisting of discrete high and low-energy peaks. The strong high-energy 
peak, which typically has a FWHM of 7-10 eV, is believed to result from 
ionisation processes that occur in the vicinity of the cathode presumably 
associated with the copious supply of gas molecules desorbed from the anode 
by impacting high-energy electrons. In contrast, the less intense low-energy 
peak results from ions formed in the vicinity of the cathode, possibly 
associated with the ion-stimulated desorption of gas molecules from the 
surface of the probe hole aperture. As noted above in Section 3.6.3, 
Kobayashi and co-workers [88] have also used a mass spectrometry technique 
to identify the species of these ions to be predominantly CO, CO2 and H20. 
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High Voltage Vacuum Insulation 

In Chapter 3, the reader was provided with a review of a wide range of 
experimental investigations that were aimed at characterising the diverse 
physical phenomena that are associated with the occurrence of parasitic 
prebreakdown electron emission from a broad-area cathode surface. This 
analysis also served to give some perspective on the complexity of the physical 
processes involved. We now have to enquire more closely into the nature of 
these processes, so that we can acquire a better physical understanding of the 
experimental findings presented in Chapter 3. 

In parallel with these experimental studies, there have also been on- 
going theoretical programmes aimed at establishing models that describe the 
physical processes associated with the prebreakdown electron emission 
phenomenon [ 1-11 ]. For example, Latham and co-workers have developed the 
Metal-Insulator-Vacuum (MIV) and Metal-Insulator-Metal (MIM) models [1- 
6,8-10], whilst Halbritter has introduced the Dynamic Field Enhanced 
Electron Emission Model [7]. In all cases, these models contrast strongly with 
the traditional metallic microprotrusion (MM) model [12,13]. As will be 
discussed in Section 4.1, the "cold" prebreakdown electron emission 
mechanisms envisaged by these models are all associated with various types of 
"contaminating" microstructures that are found on the surface of typical HV 
electrodes. These field emitting microstructures have been termed as 
"Electron Pin-holes" [8] to highlight the fact that electrons can flow out of the 
electrode from these surface features at fields that are two or three orders of 
magnitude lower than the theoretical threshold value of - -3  x 10 9 V / m  
required for the MM emission mechanism [ 12,13]. 

To give readers a comprehensive account of these theories, the 
following sections will trace the theoretical developments involved in these 
models. Accordingly, our discussion will start in Section 4.2 with the 
historically important MM model, which held centre-stage for over four 
decades. This will be followed in Sections 4.3 and 4.4 by the MIV and MIM 
models that have had a profound influence on the technological design and 
production of modern HV devices and systems. 

4 .1  Emission Regimes 

In order to present a detailed description of these theoretical models, it is 
firstly necessary to review the experimental evidence presented in Chapter 3, 
and to identify the physical characteristics of the individual micro-emission 
regimes that form the basis of these models. Secondly, it is necessary to 
identify the relative importance of the role that each of these regimes plays in 
promoting prebreakdown electron emission in an HV gap under a range of 
operational conditions, e.g. vacuum regime, temperature, external radiation 
etc. 
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The key conclusion to emerge from the recent diagnostic studies 
described in Section 3.3.2 is that, within the field range o f -10-30  MV/m, 
prebreakdown electron emission originates from certain types of isolated 
microstructures that adhere to, or are embedded in, the surface layer of an 
extended cathode surface. In addition, the nature of microstructures that give 
rise to prebreakdown emission can show considerable variation, depending on 
the pretreatment of an electrode and its operational history. For a virgin 
cathode, the findings described in Chapters 2 and 3 indicated that the emission 
invariably originates from microscopically localised particulate-based sites 
that have the following typical emission characteristics. 

(i) Individual emission sites have high-~ F-N current-voltage 
characteristics that become non-linear at high fields (Section 2.2.3). 

(ii) Field emitting microstructures exhibit no significant topographic 
features that would give rise to high-[~ values (Section 3.3.2). 

(iii) Sub-emission centres (sub-sites) have non-metallic electron energy 
spectral characteristics with broad FWHMs, and a strongly field-dependent 
spectral shift from the Fermi level of a cathode material (Section 3.4.3). 

(iv) These electron spectra exhibit a non-metallic like response to both bulk 
heating and UV photon stimulation (Section 3.4.3). 

(v) Emitting microstructures exhibit associated electroluminescent effects 
(Section 3.5.2). 

The central physical implication of these findings, particularly (iii), (iv) 
and (v), is that the emission regime itself must include a dielectric or 
semiconducting medium. On the basis of this reasoning, the two possible 
surface micro-emission regimes illustrated in Figs 4.1 (a) and 4.1 (b) have been 
proposed [ 1-5]. 

The first regime of Fig 4.1(a) involves a metal-insulator-vacuum (MIV) 
microstructure, as initially proposed by Latham and co-workers [1-4], to 
explain the non-metallic characteristics of field emission electron energy 
spectral data such as those presented in Section 3.4.3. This regime can relate 
to an insulating particle either resting on or embedded in a metal substrate [4]. 
On the other hand, Fig 4.1(b) illustrates a metal-insulator-metal (MIM) 
regime [5], which was originally proposed by Latham and co-workers [9], and 
subsequently developed by Xu and Latham [5]. This embodies all of the 
features of the MIV regime but, in addition, is assumed to have a superficial 
metallic particle, or flake (e.g. of graphite), that acts like an "antenna" by 
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probing the field above the electrode surface, and thereby producing an 
enhanced field across the "point-contact" with the insulator [9-10]. 

On the basis of the diagnostic studies of Chapter 3, three further basic 
assumptions can be made about the nature of individual sites for the purpose 
of theoretical modelling. 

e" 

v 

(c) 

V 
i 

e" 

v 

rig 4.1 Schematic illustration of three possible micro-emissions regimes, or electron 
"pin-holes". 
(a) the Metal-Insulator-Vacuum (MIV) regime, 
(b) the Metal-Insulator-Metal (MIM) regime, and 
(c) the Metallic-Microprotrusion (MM) regime. 

Firstly, it is assumed that, for the MIV regime, the dielectric medium 
generally takes the form of a "foreign" dielectric surface inclusion [ 11 ], or an 
anomalously thick oxide aggregation [4]. In contrast, for the MIM regime, it 
is believed that the dielectric medium is generally formed by the ambient 
oxide layer of the substrate metal and the adsorption layers on the metallic 
particle. The second assumption, which is common to both regimes, is that 
these insulating layers typically have a dimension of ~0.1-1 B m in the 
direction of the applied field; i.e. such that it can support a potential drop of 
-- 1-3 V at typical macroscopic gap fields of 10-30 MV/m. Finally, it is 
assumed that such inclusions are only partly crystalline and almost certainly 
impure, so that there will be a distribution of both trapping states and donor 
centres within the inclusion. 
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For an electrode that suffers a vacuum discharge, or that undergoes a 
"spark" conditioning procedure, such as described in Section 2.3.4, its surface 
microstate is more complicated than a virgin electrode. Thus, it is very likely 
that large numbers of metallic microprotrusions, such as illustrated in 
Fig 4.1(c), are likely to be created around local arc centres; i.e. in addition to 
the two types of surface microstructure described above. As shown in 
Fig 3.8, and later in Chapter 15, these surface microstructures have 
topographic characteristics that can provide sufficient local field enhancement 
to give rise to pure metallic field emission at low macroscopic gap fields. The 
gap phenomena associated with this type of metallic electron emission 
mechanism have been studied intensively by the Russian group led by Mesyats 
[12] and the German group led by Jtittner [13], and will be reviewed in both 
Chapters 6 and 15. 

4 . 2  The Metallic Microprotrusion (MM) Model 

The concept of pure "metallic" Fowler-Nordheim field electron emission, or 
"cold" electron emission, providing an interpretation of the prebreakdown 
current-voltage characteristic of HV gaps dates back to the 1920's [14]. 
According to this model, electrons are assumed to be field emitted from the 
tip of a microprotrusion at an isolated site on the surface of a broad-area 
cathode, such as shown in Fig 4.1(c), where the macroscopic gap field is 
locally enhanced to a value > 109 Vim. In the following section, we shall 

firstly describe the F-N quantum mechanical tunnelling theory that forms the 
basis of this type of emission process, and secondly discuss how local field 
enhancement may be determined from the geometrical parameters of an 
isolated metallic microprotrusion situated on a planar electrode surface. In 
fact, an excellent review of both of these two subjects was given by Latham in 
his earlier book [15]. 

4.2.1 "Metallic" Field Electron Emission (M-FEE) 

The theory of this emission mechanism was originally formulated by Fowler 
and Nordheim in 1928 [ 16]. It describes the quantum mechanical tunnelling of 
electrons through the modified surface potential barrier illustrated in 
Fig 4.2 that results from the presence of a high external electric field E acting 
on an atomically-clean metal surface. For tunnelling to occur, the wave 
function ~ of an electron in the surface of the metal must still be finite beyond 
the barrier, despite its rapid attenuation. This concept may alternatively be 
formulated in terms of the Heisenberg Uncertainty Principle [17], i.e. in the 
form of Ax Apx-- hi2. In the present context, Ax is the uncertainty in the 
position of the electron in the direction of applied field, viz. the barrier width, 
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Apx the uncertainty in the electron momentum within the barrier, viz. 
~(2mt~)l/2, where t~ is the work function of the metal, and h is Planck's 
constant. For most electrode materials, t~ may be assumed to be equal to 
4.5 eV. Both approaches lead to the requirement that an electron at the Fermi 
level FL will "see" a barrier width Ax < 1 nm, which in practical terms 

requires an external field E > 3 x l0 9 Vm-1. It should also be appreciated that 

in this emission mechanism the electrons leave the surface with the same initial 
kinetic energy as they had within the metal. 

~, (~v) 

.- /::l::::.~;::::/:.~:l ,,x..____ ~,:...., ~ _ 
7: : : : : :  . : : :  : : :  ~ - - - _  

2 ' " ' " ' " * " * ' "  iiiiiiiiiiiii; 

Fig 4.2 

0 1o 2o dN 
dee X (A) 

An illustration of the quantum mechanical tunnelling mechanism by which a 
field-emitted electron may escape, or tunnel, from the surface of a metal. It 
shows the modified high-field potential barrier outside the surface (solid 
line), where the contributions of the image potential and the applied field 
(E-- 3 x 109) V/m) are shown by the broken and the broken-solid lines, 
respectively. In addition, the wave function of a tunnelling electron is 
depicted. Finally, the inset illustrates the low- and high-temperature 
electron energy distributions dN/dE e within the metal. 

4.2.1 (i) Low-Temperature Theory (T < 30OK) 
The derivation of the Fowler-Nordheim (F-N) expression for the field- 
dependence of the emission current density JF is based on solid state "free 
electron" theory, and involves three main stages of mathematical development. 
Firstly, the electron Supply Function N(W, ee) dWdee is obtained, which gives 
the flux of electrons incident on the barrier from within the metal that have 
total energies in the range 8e to 8e + dee, and normal energy components 
between W and W + dW. Next, the electron Transmission Coefficient D(W) 
is derived, which gives the probability that an electron with an energy W will 
be transmitted by the barrier: the product of these functions 
N(W, ee) D(W) dWdee then gives the number of electrons with total energies 
between Ee and dee and normal energies between W and W + dW, that will 
tunnel through the barrier. Finally, the total number of electrons that tunnel 
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through the barrier is obtained by integrating the above expression over all 
energies, so that the actual field electron emission current density (Am -2) will 
be given by 

1F = e d W  D(W ) N (W, Ee} dE e 
II energies 4.1 

where e is the electronic charge. Since the detailed evaluation of N(W, I~e), 
D(W) and this final integral is an extended and largely mathematical exercise 
that is not directly relevant to the development of the main theme of this text, 
it will be sufficient to quote the final result; for the interested reader, 
however, there are comprehensive modern treatments [18,19]. 

At low temperatures (T < 300K) where only a few electron states above 
the Fermi level are occupied, as shown by the low temperature electron 
energy distribution of Fig 4.2, the basic Fowler-Nordheim equation is usually 
expressed in the form 

1 . 5 4 x 1 0 - 6 E 2  [ 6 . 8 3 x 1 0 9  1'5 ] = exp - ~ v (y) 
JOF dp t 2 (y) E 

4.2 

where JOF is the low-temperature FEE current density, E is the surface 
electric field (Vm-1) and ~ the work function of the emitting surface (eV); 
t(y) and v(y) are tabulated dimensionless elliptic functions [18-21] of the 
parameter y which is related to E and ~ by 

1 

- 4.3 y = 3 .79x 10 - 5 E 2 / ¢  

In practice, t(y) is a very slowly varying function of y and can reliably be 
taken as unity for the field range likely to be encountered at the tips of 
microprotrusions in HV gaps, i.e. 3 x 109 < E < 1010 Vm-1; v(y), on the other 
hand, shows a significant field-dependence which can be closely approximated 
by the relation [22] 

v (y) = 0.956- 1.062y2 4.4 

for the field range 2 x 109 < E < 5 x 109 Vm -1, which is appropriate for 
stable field emission regimes. Now, if the field E acts over an emitting area 
Ae , the emission current IOF from this region will be given by IOF = JoFAe 

121 



High Voltage Vacuum Insulation 

which, after substituting for JOF from equation 4.2, and re-expressing in 
natural logarithmic form becomes 

[ t 1 In[ lOF]= ln 1.54x10"6A e . 2.97x 109~l '5v(y)E 
Le2J ¢t2(y) 

4.5 

Substituting lastly for v(y) from equation 4.4, and letting t(y) --- 1, leads to the 
most useful form of the F-N equation, viz. 

ln [lOF] = ln [1.54 x lO- 6Ae x104.52 ¢" ~] - 2 . 8 4 x 1 0 9 5 1 . 5 1  
te2j E 

4.6 

This indicates that if the value of E is known, a plot of In (IoF/E 2) against I/E 
would give a straight line with a slope 

d (ln (IoF/E2)) = -2.84 x 10 9 ~ 1.5 
d(1/E) 

4.7 

and an intercept 

[ln (IoF/E2)] E = 0. = In { 1.54 x 10 -6 A.e 104"52~" 21-]q~ / 4.8 

This observation will be returned to later in Section 4.2.2(ii). From this 
discussion, it follows that the F-N equation 4.6 may be conveniently expressed 
in a simplified form similar to that used in Chapter 2, viz. 

JOF = c lE2  exp (-C2/E) 4.9 

where C 1 and C2 are fundamental constants that have the values 

C 1 = 1.54 x 10 

1 
- w  

-6~ 10 4"52~ 2 
. . . . . .  

4.10i 

C2 = 2.84 x 109 x ~1"5 4.10ii 

It should be noted that many authors ignore the field-dependence of v(y) and, 
instead, use an approximate form of the F-N equation with t(y) = v(y) = 1 in 
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equation 4.2. Thus, whilst this procedure only introduces errors of 5-10% in 
the slope of such a plot, the intercept can be affected by as much as two orders 

of magnitude through the factor 1014"52N~J, so that only a limited physical 
significance can be attributed to measurements based on this parameter. 

4.2.1 (ii) High-Temperature Theory 
At higher temperatures (T > 300K), more electrons begin to occupy states 
above the Fermi level FL, as shown by the high-temperature electron energy 
distribution of Fig 4.2. Clearly, these electrons will "see" a narrower surface 
barrier than those at the FL and will therefore have a higher tunnelling 
probability. In practical terms, this implies that the FEE current density 
would be expected to show a strong temperature dependence at high 
temperatures, which is not accounted for in the basic F-N theory. This effect 
has been considered by several authors in the course of developing unified 
theories of electron emission, notably Murphy and Good [23], Dyke and Dolan 
[24] and Christov [25]. For T < 1500K, the temperature-assisted FEE current 
density JTF can be accurately described by the analytic expression [24] 

zvp 
i i 
~TF JOF sin(rip) 4.1 1 

where JOF is given in equation 4.2, and p is a dimensionless temperature and 

field dependent parameter given by 

l 
p : 9.3 x 105 x ~ 2 x (T/E) 4.12 

However, at higher temperatures, where p > 2/3, the approximations leading 
to the above expression become invalid and the tabulated data of the analyses 
of Christov [25] have to be used. 

4.2.1 (iii) Space Charge Limitation 
The validity of the Fowler-Nordheim theory was first investigated 
experimentally by Haeffer [26], and later in more detail by Dyke and his 
colleagues [27]. These workers used a point-plane diode geometry resembling 
a simple field emission microscope, where the dimensions of the laboratory- 
fabricated micropoint emitter were accurately known so that the microscopic 
cathode field could be reliably defined. This type of measurement showed that 
there is a wide range of field for which there is a good agreement between 
theory and experiment, as evidenced by the linearity of the F-N plot of the 
diode current-voltage characteristic. However, at fields > 6 x 109 V m-1 
corresponding to JF " 6 x 1011 Am-2, the F-N plot begins to fall away from 
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linearity, indicating the onset of some form of current-limiting mechanism. 
In a combined theoretical and experimental investigation, Dyke et al. [28] 
showed that the field-emitting diode characteristic closely followed a "three- 
halves" power law at these higher emission current densities, which could be 
satisfactorily interpreted in terms of a space-charge current limitation similar 
to the well known Child-Langmuir phenomenon that operates in planar and 
cylindrical diodes. The limiting field El at which the low-temperature F-N 
theory breaks down because of the onset of space charge effects has been 
estimated by Chatterton [29] as 

El < 8 x 108 ~1.5 4.13 

which is in good agreement with the experimental findings of Dyke et 
al. [27,28]. Mention should also be made however of an alternative theoretical 
explanation of the phenomenon by Nagy and Cutler [30]. Their basic 
assumption was that the classical image force barrier model cannot be used at 
small distances from the emitting surface. Accordingly, they re-formulated 
the F-N emission theory by applying quantum modifications to the electronic 
potential in the surface region of the metal, and were able to show that a plot 
of In (IoF/E 2) against 1/E can be expected to depart from linearity at fields 
> 5 x 10 9 Vm '1 

4.2.2 M-FEE from Broad-Area High-Voltage Electrodes 

From the last section, we now know that the theoretical threshold field 
required for the M-FEE mechanism to provide significant electron emission is 
~ 3 x 109 V m-1. On the other hand, the prebreakdown currents that flow 
between HV electrodes are observed at gap fields that are frequently more 
than two orders of magnitude lower than this value. Thus, for this electron 

Fig 4.3 

E 

Illustrating how a uniform macroscopic gap field E is geometrically 
enhanced to a higher microscopic value Em at the tip of a microprotrusion 
projecting from a planar electrode surface. 
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emission mechanism to provide a satisfactory explanation of the pre- 
breakdown currents, it is necessary to reconcile this apparent paradox. As 
already discussed, this has been attributed to the assumption that the electrons 
are emitted from a few isolated microscopic sites having the form of a 
metallic microprotrusion, i.e. as illustrated in Fig 4.1(c), that can give rise to 
local field enhancement at their tip surfaces. We now have to consider in 
more detail how such local field enhancement can be related to the specific 
geometry of a microprotrusion, and how it may be determined 
experimentally. 

4.2.2 (i) Field Enhancing Properties of Idealised Microprotrusions 
In order to analyse the physical properties of this model, it is necessary to 
assume that the microprotrusion has an idealised symmetrical geometry such 
as a semi-ellipsoidal microstructure and is orientated normal to a planar 
electrode, i.e. as shown in Fig 4.3. This figure also illustrates how, by the 
convergence of the field lines, the uniform macroscopic  gap field E is 
geometrically enhanced to a higher microscopic value Em at the tip of the 
protrusion. The ratio of the microscopic to macroscopic fields is defined as 
the field-enhancement factor 13, i.e., 

Em = i~E 4.14 

where the magnitude of 13 depends on the geometry and dimensions of a given 
protrusion. For the semi-ellipse of revolution illustrated in Fig 4.3, the 
[3-factor is given by the detailed expression [31].. 

(~2_ 1)1"5 

/~ in Z + (Z2-1 -(Z 2 1 
4.15 

where ~, = h/b; i.e. the ratio of the semi-major to semi-minor axes of the 
ellipse. For needle-like geometries, where 3, >> 10, the above expression can 
be approximated by 

~2 

fl= In ~ -  0.3 4.16 

Alternatively, 15 may be expressed in the form [32] 

213 

(1-12)In(  1+ 1 - f  - 21 
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where l = [1 - (b/h)2]]/2 is the eccentricity of the ellipse. Several other 
idealised protrusion geometries have been analysed in equal detail, particularly 
those shown in Fig 4.4, that are based on a spherical emitting surface [31]. 
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Fig 4.4 A collated representation of the field enhancement factors 13 associated with 
various idealised microprotrusion geometries. (From Rohrbach [31 ], with 
permission.) 

Generally however, it has been shown that if the [3-factors are computed as a 
function of h/r, the ratio of their height h to tip radius of curvature r, they can 
all be characterised to a good approximation by the unifying expression [33] 

O ~ 2 + h  4.17 
r 

provided h/r > 5. It has to be added that Miller [34] has shown that 13 also 

depends on the electrode separation d through the relation 
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where 1~,~ is the value of 13 when d >> h; i.e. the conditions assumed in the 
above discussion. 

4.2.2 (ii) FEE Properties of Idealised Microprotrusions 
Consider now a typical practical situation in which the prebreakdown current 
I flowing between broad-area electrodes is derived from a single 
microprotrusion at which the electric field is enhanced by a factor 13 over the 
macroscopic value E existing at a perfectly smooth cathode surface. From 
elementary electrostatic field theory, E will be generally defined by a relation 
of the form E = V/fd where V is the voltage applied between the electrodes, d 
is their separation and f is a dimensionless function of the geometrical 
parameters of the electrodes: for a plane-parallel geometry f = 1, for 
concentric cylinders having cathode and anode radii Rc and Ra respectively 
one has f = Rc/(Ra- Rc ) In (Ra/Rc), whilst for concentric spheres f = Rc/Ra. 
Assuming, as in previous discussions, that this single micro-emitter is 
associated with a plane-parallel electrode geometry, it follows that the 
microscopic field Em acting at its tip will be given by 

E m = fiE = , ~  4.19 

If this equation is now used to substitute for E in equation 4.6, we obtain the 
logarithmic form of the F-N equation expressed in terms of the externally 
measurable parameters I and V, 

l ] _ 2.84 x 109dO 1.5 In ~-~ = In 1.54 x lO-6Ae f12 10 4"52~ -0.5 

Od 2 
_!_1 
V 

4.20 

It follows therefore that if the current-voltage data of such a single-emitter 
gap is presented in the form of an F-N plot, viz. In I/V2 versus I/V, it will 
give a straight line with a slope 

d (ln (I/V2)) _ 2.84 × 109 d~ 1.5 4.21 
- 

d ( l/V) fl 

and an intercept 

[In (I/V 2)]V = ~ = 1n[1.54 ×lO-6Ae f12 104.52~-0.5] 
~d 2 4.22 
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Thus, if d is known, and the work function ~ of the emitter is assumed to have 
the same value as the bulk electrode material, the slope of such an F-N plot 
provides an indirect measure of the 13-factor of the emitter; it follows that this 
value may then be used to determine the emitting area Ae from the intercept 
of the plot. 

For the more complicated situation where there are n emitters 
distributed over the cathode surface, each with its own enhancement factor ~i 
and emitting area (Ae)i, the total prebreakdown current I will be given from 
equation 4.9 by 

I = C 1 (V/d) 2 ~Ae) i [32 exp (-C 2 d/Vfli ) 4.23 

indicating that an F-N plot will no longer be expected to give a straight line. 
In practice, however, the reverse is found to be true, with a non-linear plot 
being the exception rather than the rule. An explanation for this apparent 
paradox was subsequently provided by multi-emitter computer simulation 
studies, first by Tomaschke and Alpert [35] and later by Farrall [36], which 
showed that the prebreakdown regime will always be dominated by one of a 
group of high-~l emitters whose 13 and Ae characteristics will accordingly be 
reflected in the associated F-N plot [35,36]. 

4.3 Metal-Insulator-Vacuum (MIV) Model 

Having considered in detail the traditional metallic microprotrusion model, it 
becomes even clearer than before that this MM model cannot account for the 
experimental findings described in Chapter 3" in particular, those revealing 
that the emission characteristics of naturally occurring sites strongly contrast 
with those predicted by the MM model. Accordingly, we shall now move on 
to introduce an alternative emission model, namely, the metal-insulator- 
vacuum (MIV) model. As already pointed out in Section 4.1, this model is 
based on the surface micro-emission regime illustrated in Fig 4.1(a), which is 
completely different from the metallic microprotrusion regime. 
Consequently, it will be necessary to introduce new concepts and theories into 
our discussion that are not available in the traditional MM model. We shall 
firstly explain how such a regime can promote electron emission in the field 
range of 10-30 MV/m. Then we shall derive a current-voltage relationship, 
similar to the metallic F-N equation. Finally, we shall review some of the new 
developments of this model that have led to an explanation of the electron 
energy spectral characteristics, and the effects of thermal and photon 
stimulation obtained from such an emission regime. 
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4.3.1 Electronic Properties of the MIV Regime 

Before we can describe the physical processes associated with this new theory 
it is firstly necessary to define the physical representation of such a MIV 
micro-emission regime. The MIV emission regime can be viewed as a 
micron-sized electronic device naturally "built" onto the surface of a broad- 
area cathode-electrode. As will become gradually clear, all parts of this whole 
system, including the metallic substrate material, the insulating medium, the 
interface between the metallic substrate and the insulating medium (MI 
interface), and the interface between the insulating medium and the vacuum 
(IV interface), are involved in the physical process of electron emission from 
such a regime. It is therefore necessary to adopt a form of representation that 
can embrace all parts of the regime. For this purpose, Latham and co- 
workers [1-6] have used the electron energy band diagram. In the following 
discussion we shall similarly use this type of representation to describe the 
electronic properties of a virgin MIV microstructure. 

Our discussion will start with a consideration of the insulating medium. 
Referring to Fig 4.5(a), it can firstly be assumed that the insulating medium 
contains a large number of traps, since, as mentioned in Section 4.1, such 
inclusions are likely to be polycrystalline or amorphous materials. Thus, for 
crystallite sizes of 100 ,~, trapping levels as high as 1024 m-3 are possible due 
to grain boundary defects alone. Secondly, the medium is assumed to be so 
impure that it has a high density of donors, typically --1024 m-3. Thirdly, it is 
also assumed that, for simplicity, these traps occupy a single energy level in 
the energy band diagram: a similar assumption is made for the donor levels. 
Finally, it is further assumed that the arrangement of these two energy levels 
with respect to the Fermi level will be as shown in Fig 4.5(a); i.e. where the 
trap level lies above the Fermi level, and the donor below it. Bayliss and 
Latham showed [4] that such an arrangement of energy levels is the only one 
that has the generality required for explaining the experimentally observed 
emission characteristics. It is important to mention at this stage the 
implications of such an arrangement of the energy levels to our problem. 

Thus, one should recognise that a trap and a donor are 
thermodynamically equivalent with regard to their occupancy by electrons. It 
follows therefore that, with the arrangement illustrated in Fig 4.5(a), the 
donors do not provide a large number of mobile electrons, i.e. since their 
states are below the Fermi level, and the traps are essentially empty, with only 
a few being occupied by electrons excited from the donor centres. 

Considering now the metal-insulator interface, it follows from 
Fig 4.5(a) that a blocking contact will result if it is assumed that t~m > ~I, 
where d~m and t~! are the work functions of the metallic substrate and the 
insulator respectively. Thus, on the insulator side of the contact there will be 
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a thin depletion region of width I. In this depletion region both 
donorstatesand trap centres lie above the Fermi level, and so can be assumed 
empty. Consequently, there will be a net positive charge with a density equal 
to Nd + Nt, i.e. taking into account the fact that an empty trap typically has the 
effect of an isolated positive charge. It can be shown that [37], at zero bias, 
the width of the depletion region may be expressed as 

1_ 

~o = [2eoer (dpm- Ol)/e2(Nd + Nt)] 2 4.24 

where er is the relative dielectric constant of the insulator, and eo is the 
permittivity of free space. To show how this width varies with the sum of the 
densities of traps and donor centres, Table 4.1 gives a few values of ~'o when 

using ~m - 0I = 2 eV and ~:r = 5. 

Table 4.1 Depth of Depletion Region I for Several Values of (Nd + Nt) 

Nd+Nt (m -3) 1021 1023 
~o (m) 10 -6 10 -7 

. 

1025 1027 
10-8 10-9 

. 

It follows that the presence of a positive space charge in the depletion region 
will give rise to an electric field at the metal-insulator interface given by [37]" 

1 

Ei = -{ 2(Nd + Nt) ($m - Ol)/erF, o } 2 4.25 

From the above expression, it can be seen that Ei is proportional to the 
concentrations of both donor and trap centres. Furthermore, if the externally 
applied potential drop V across this depletion region is known, the field at the 
interface can be determined using the following expression 

1_ 

Ei = -{ 2 (Nd  + Nt)(Om - ~1 + V)/e.re~o }2 4.26 

4.3.2 Switch-On Mechanism 

Having presented an energy band diagram interpretation of our current 
understanding of the electronic properties of the MIV micro-emission regime, 
we are now able to describe how electrons are emitted from such a micro- 
regime. Unlike the metallic Fowler-Nordheim regime of Section 4.2, field 
electron emission cannot occur even when the surface potential barrier at the 
insulator-vacuum interface is narrow enough for conduction electrons to 
tunnel through it, since, as mentioned in the last section, very few electrons 
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exist behind the barrier. Thus, it is found that such an emission regime needs 
to be "switched on" in order to give rise to a steady emission current. 

This switch-on process is illustrated in Fig 3.20, where it will be seen 
that no significant current (<10-8A) is measured in a vacuum gap formed by 
virgin electrodes until a sudden jump occurs in the current, when a site is said 
to be "switched on". Two conditions are usually required for the occurrence 
of such a switch-on process: namely, a voltage "surge" superimposed on some 
threshold gap voltage. It can also be seen from Fig 3.20 that one of the 
consequences of switch-on is that the current-voltage characteristic becomes 
reversible with a current of--10 ~tA being measured at a gap voltage that is 
much lower than the threshold switch-on value. This switched-on state 
normally persists even when a sample is left for a long period without the 
application of an electric field under UHV conditions at room temperature; 
i.e. indicating that some permanent change has occurred to the emission 
regime. In this context, Latham and co-workers [1-6] have proposed that the 
most important of these changes is the formation of one or more electron 
conduction channels in the bulk of the insulator. As illustrated in Fig 4.1(a), 
such a channel grows from a pinpoint on the surface of the substrate to the 
vacuum surface of the insulator, so that electrons injected into such a channel 
can be transported to the vacuum surface under the influence of an applied 
field, and then be emitted into vacuum from the tip surface of the channel. In 
the following paragraphs, we shall describe how these channels are formed, 
following the initial application of the field, and how consequently an emission 
site is switched on. 

Starting with the band diagram for the virgin emission regime shown in 
Fig 4.5(a), where, the metal-insulator (MI) interface is assumed to have a 
blocking contact (i.e. ~m > t~I), Fig 4.5(b) next illustrates how, with the initial 
application of a field, any mobile carriers responsible for the finite 
conductivity of the insulator are moved directionally by the electric force. 
These include mobile electrons, which will move towards the vacuum 
interface, and both positive ions and holes which will move towards the MI 
interface. Some of these electrons will gradually fill up the empty traps in the 
vicinity of the IV interface, whilst a small portion of them will finally arrive 
at the vacuum surface of the insulator and fall into the surface states. It is 
assumed that this low density of accumulated negative charge at the IV 
interface will not prevent the penetration of the applied field into the bulk of 
the insulator. On the other hand, the ions and holes will accumulate at the MI 
interface and, as a result, enhance the internal local field i.e. as predicted by 
equation 4.25. 

If the applied field is gradually increased still further, another process 
becomes significant: namely, electrons can be injected from the metal substrate 
into the bulk of the insulator. This injection occurs at relatively low fields, 
say in the range of 107-108 V/m, and is by electron hopping [38] over the 
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empty trap centres and donor centres in the depletion layer, i.e. as illustrated 
in Fig 4.5(c). Subsequently, the injected electrons will fill up the rest of the 
empty traps. This trap filling process will be slow, since the injection current 
density is low, and will thus require a number of increments of gap field to 
complete the process. As the traps are gradually filled up, and space charge is 
built up in the insulating layer, field penetration becomes difficult, and thus 
the band diagram becomes rather flat as illustrated in Fig 4.5(d), and both the 
injection and flow of charges stop. 

The gap field now needs to be increased much further beyond this point 
until the new situation illustrated in Fig 4.5(e) is established. Here, the 
potential barrier at the MI interface has become thin enough for electrons to 
tunnel from the substrate to the conduction band of the insulator. Assuming 
that the barrier height t~o at the MI interface is 1 eV at room temperature, an 
electron current with a density of 1 A/m2 can be injected into the insulator 
across the MI interface at a field Ei of--1 x 108 V/m. This corresponds to a 
gap field of 20 MV/m, if Ei is related to the gap field E by Ei = (~/er)E, with 
~l = 25, and er = 5. At this point, several other conditions have been 
established that favour hot-electron emission. (a) All the traps are filled up, 
so that injected electrons can be accelerated in the conduction band without 
being scattered by the empty trap centres. (b) A much higher field is 
established in the bulk of the insulator which is able to accelerate conduction 
electrons so that they become "hot". (c) The vacuum surface barrier has been 
lowered (easy for hot electrons to surmount) and thinned (easy for low energy 
conduction electrons to tunnel through). Thus, an increase of field will result 
in the vacuum injection of a "bunch", or surge, of electrons that will 
experience a gain in energy from the relatively high field existing in the bulk 
of the insulator before they reach the vacuum surface. 

Under these circumstances, a situation is created where several 
phenomena reinforce each other to produce a continuous emission current. 
Thus, as hot electrons are generated near the vacuum surface, the effective 
surface barrier height at the I-V interface decreases, so that a large proportion 
of the surface charge, and any charge stored within the conduction band of the 
insulator, will be emitted in a burst of current. As a result, the external field 
will penetrate more effectively to the metal-insulator contact and give rise to 
an increased tunnelling current. At the same time, the surface field will 
greatly increase relative to the bulk field, i.e. since the electrons at the vacuum 
surface are preferentially emitted. This will lead to a further lowering of the 
potential barrier, and an additional increase in the electron temperature; i.e. 
both effects will tend to push this system towards a highly conducting state 
This tendency may be further reinforced by the migration of any holes, 
formed during the scattering processes near the vacuum interface, back to the 
metal-insulator contact region [39]. Dynamic equilibrium will then be rapidly 
established by a mechanism similar to that discussed by Mott [40] in his 
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double-injection model; i.e. where the negative charge density decreases as the 
electrons are accelerated towards the vacuum interface. The dynamic charge 
distribution will then adjust itself to give the highest density a short distance 
into the insulator, thus stabilising the vacuum surface field at a high value. 
This is illustrated by the energy band diagram of Fig 4.5(f), which represents 
the equilibrium "on" state; i.e. that is responsible for the reversible emission 
process. 

4.3.3  I-V Characteristic 

In this section, we shall analyse the emission regime in terms of its electronic 
parameters, defined above, to obtain an expression for how the externally 
measured prebreakdown current flowing in a plane-parallel gap varies with 
the applied voltage. 

4.3.3 (i) Basic Theory 
As explained in the last section, electrons are heated to a temperature Te in the 
process of being accelerated towards the vacuum surface of the insulator. On 
the other hand, since the microscopic field Em at the surface of an emitting 
channel is high, where typically Em = 13E > 108 V/m-1, the emission of lower 
energy electrons by tunnelling through the surface potential barrier is also 
possible. Such an emission regime is analogous to the temperature-assisted 
field emission situation mentioned in Section 4.2.1(ii) and described by 
Murphy and Good [23]. Accordingly, the corresponding emission current 
density can be expressed in the following form (see also equation 4.11): 

Je = A ...... (~(N) (kTe)2exp, 
sin t, Tr/N) p 

4.27 

where the parameter N is defined as N = CkTe (13E)-3/4, with 13 being the local 
field enhancement factor. In equation 4.27, A, B and C are constants defined 
as: 

A = 4~'me 
h 3 (i) 

._( e3 )'- 
4 ~/'t eo 2 (ii) 4.28 

C = tr (iii) 
1 
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For the convenience of developing the present discussion, the symbols 
A, B and C will be used in all of the following equations, and assumed to have 
the above significance. 

There are a number of considerations that have to be taken into account 
when calculating the electronic temperature Te. Thus, Latham [3] related it to 
the potential drop across the insulator, and proposed the following relation: 

Te= 2---eAV 
3k 4.29 

In this expression, 

A V = Ad E/er 4.30 

where E is the gap field, Ad the thickness of the insulator (where Ad << d), 
and er is the relative dielectric constant of the insulator. However, this 
approach did not take into account the loss of electron energy through 
scattering processes, e.g. with phonons. 

Subsequently, Bayliss and Latham [4] proposed (a) that electrons 
injected from the metallic substrate would be immediately thermalised to the 
bottom of the conduction band of the insulator through electron-phonon 
scattering, and (b) that electron heating by the penetrating field occurs only in 
the surface layer of the insulator in the vicinity of the vacuum. On this basis, 
they obtained the following expression: 

(k /e)(Te-  To)= t~ Ace 4.31 

where To is the ambient sample temperature, o~ is an unknown constant, 
Aee= e AVs, with AVs being the potential drop across the surface layer of the 
insulator, which may be obtained through detailed measurements of the energy 
spectra of emitted electrons; i.e. as will be discussed in Section 4.3.4. In this 
approach, Bayliss and Latham [4] took into account the possible electron 
energy losses due to scattering with other particles in the surface layer of the 
insulator. It follows therefore that the unknown constant t~ should be less than 
1. 
Recently, Xu [41] considered the most important scattering mechanism 
responsible for the electron energy losses, namely electron-phonon scattering. 
This analysis, which only assumed the involvement of acoustic phonons, has 
led to the following new equation for Te: 

/ 3n:To2/,t 2 
T e = ,~/ Es = XE 

Y 32Vs s 4.32 
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where 
X = ,~/3n"/'°2/'t2 

V 32Vs 

Here, Vs is the velocity of sound, and ~t is the electron mobility. Also, Es is 
the averaged electric field in the surface insulating layer which, to a first 
order approximation, may be obtained from the relation 

E s = fiE/& 4.33 

where again E is the macroscopic gap field. Substituting for Es from equation 
4.33 into equation 4.32 leads to the following expression relating the electron 
temperature Te to the gap field E 

4.34 

Thus, to a first order approximation, the electron temperature Te is 
proportional to the macroscopic gap field E. 

From the above discussion, one can see the merit of Xu's approach over 
the earlier two models. Thus, that of Latham [3] obviously overestimates the 
possible gain of electron energy from the penetrating field, whilst that of 
Bayliss and Latham [4] has to rely on the measurement of the energy spectra 
of emitted electrons to determine the unknown constant ct. The latter 
requirement therefore severely limits its practical usage since, very 
frequently, only a basic I-V characteristic is available. 

4.3.3 (ii) Procedure for I-V Data Processing 
We shall now explore how the above theoretical model may be used to develop 
a means of determining the local field enhancement 1~, the emitting area Ae 
and the work function of the insulator ~I from externally measured I-V data. 
Thus, by substituting for Te from equation 4.32 into equation 4.27, the 
emission current density can be re-written as follows: 

X _3 

je = A sln(Tr ! X .3_ exp~ 
IckX~er E([3E) 4)) 

1__ 
B(/ e)2 - ¢ I  

erl 

4.35a 

However, it is found that N >> 1 if E > 1MV/m, i.e. in the range of fields of 
interest. Therefore, the factor {(n/N)/sin(~/N)}can be approximated by 1. 
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Thus, equation 4.35a can be re-written in the following simplified form 

j e = A k { ~ r E )  2 expJB(,~-X)~--~I I 

t( r) 
4.35b 

Assuming next that the emitting area is Ae, the emission current may then be 
expressed in the following form" 

Ie = je Ae 

= AeAk ~-~r ! expl 
kxfl E 

er 

4.36 

which may be rearranged to give 

or 

'e aeAk(X )2 ( = e x p  1 1 
E 2 er kXfl -i E-~ 

ln(E~2) = l n ( A e A k ( ~ r ) 2  

er l I 

+{ ° ' /  (kxale kXfl 2 E 2  ~ er I 

4.37 

4.38 

Finally, by letting y = In (Ie/E2), and x = I/E, the above expression may be 
written in the form 

where 

1__ 
y = a 1 + a 2 x 2 + a3 x 4.39(a)  

a l =  In(A e Ak (Xfl) 2 
(i) 

and 

BE r 
a2 = 1 (ii) 

kx/~ 2 

¢I (iii) 
a 3 =  [kXfll 

~ er l  

4.39(b) 
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Thus, one would not expect a perfect straight-line fit to a plot of In (Ie/E2) 
versus (l/E); i.e. the traditional F-N plot constructed from the I-V data 
collected from the MIV emission regime. 

To derive the field enhancement factor 13 and the emission area Ae, as 
one conventionally does with metallic F-N emission I-V data, it would be 
necessary to follow some form of computer curve fitting procedure to 
generate a best-fitted curve for the I-V data represented by equation 4.39. 
Thus, the [I-value can be calculated from a known value of a 2 and with 
assumed values of It, Vs and Er. Once the ~-value is obtained, Ae can be 
calculated with .the known value of a l. One potential bonus resulting from this 
exercise, in comparison with the traditional metallic F-N curve-fitting 
procedure, is that it would be possible to avoid assuming a value for t~i, the 
work function of the insulator. Instead, it may be calculated using the known 
values of 13 and a 3. 

4.3.3 (iii) Contact-Limited to Bulk-Limited Transition 
In the above discussion, we have considered the field-induced hot-electron 
emission process at the I-V interface. In this, we assumed that the electrons 

Fig 4.6 
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The current-voltage characteristic of a typical emission site, showing the 
transition from contact-to bulk-limited behaviour. NB: The voltage here is 
the potential drop across the insulator, which may be taken as the shifts of 
an electron energy spectral peak from the Fermi level of the metal substrate, 
i.e. as described in the next section. (From Bayliss and Latham [4], with 
permission.) 
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emitted into the vacuum are supplied to the I-V interface, and that a dynamic 
equilibrium exists where the number of the electrons coming into this 
interface is just equal to those emitted under a given surface field condition. 
We shall now consider (a) what controls this supply of electrons, (b) the 
influence of the electron injection process at the MI interface on the emission 
current density and, (c) the influence of the bulk conductivity of the insulator. 
The key experimental evidence revealing the existence of such influences is the 
contact-limited to bulk-limited transition in the measured I-V characteristic 
reported by Bayliss and Latham [4], which, for reference is reproduced in 
Fig 4.6. This demonstrates how, initially, the increase in emission is very 
rapid with increasing voltage-drop across the insulator, and then gradually 
becomes much slower. The initial rapid increase corresponds to the electron- 
injection by field emission at the M-I interface, and so this I-V characteristic is 
said to be "contact-limited". The latter slower increase of the current is 
attributed to the domination of the resistive properties of the insulating region; 
under these circumstances, the I-V charactertic is said to be "bulk limited". 
We shall now discuss how the transition occurs. 

We shall firstly consider the contact-limited I-V characteristic. The 
current density JT tunnelling through the metal-insulator contact junction may 

be expressed in the form derived by Simmons [42-44], namely 

iT= • ND (Vc + (P,n-dPI) e -3.6 x 1013 
e*~o NO (Vc + ~Pm - dPl) 

4.40 

where ~)m and ~)I are respectively the metal and insulator work functipns, ~)o 
the contact barrier height, ~* the high-frequency dielectric constant of the 
insulator, ND the donor density and Vc the potential appearing across the 
contact junction owing to external sources (in this case the applied field). 
Equation 4.40 predicts a sharply rising current dependence with applied 
voltage, and hence a rapidly falling contact resistance that is essentially 
independent of temperature. 

When describing the conduction properties of the bulk insulator, 
consideration must not only be given to donor centres, but also to the effects 
of electron-trapping states which result from lattice imperfections, etc. This 
situation has also been thoroughly analysed in the literature; in particular, 
Simmons [42] has derived the following wide-ranging j-V relation for low- 
field bulk conduction: 

,o:e , Nc (NO) 
Ad 

2 exp-  ~ D +  ET)] 4.41 
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where NC is the effective density of states in the insulator, ND the donor 
density, NT the trap density, ED and ET the donor and trap energy levels 
respectively, Ix the electron mobility and Vb the potential appearing across the 
bulk with its length Ad owing to external sources (namely the applied field). 
This equation applies if ET> eL> ED (EL being the position of the Fermi level), 
where all these energy levels are just beneath the insulator conduction band 
and nearly all the electron traps are filled. However, for the high-field case, 
where the Poole-Frenkel effect operates (i.e. field-assisted thermal ionisation 
of donors and traps), the bulk conductivity becomes field dependent. 

Under these circumstances, Simmons showed that the j-V relation may 
be expressed as: 

/ = jo exp [-~T 
4.42 

o r  

/ = Jo exp [2-~( eVb Ill 
lreeo Ad! 

4.43 

depending upon the nature and position of the traps [42]. 
At this point, it should be noted that a contaminated insulator (i.e. one 

containing donor centres) is required not only to ensure a thin enough 
depletion region for electron tunnelling at the MI interface, but also to give 
the bulk insulator a finite conductivity. 

Now if the insulator contains a high donor density (ND > 1024 m-3) and 
a high trap density (NT > 1025 m-3), the depletion region will be very thin and 
its bulk conductivity will be low in spite of the high donor density (see 
equation 4.41). Under these conditions, a "contact-limited" to "bulk-limited" 
transition may be observed in the current-voltage characteristic [42-44]. At 
low voltages, electrons tunnel into the insulator conduction band and the 
current rises very sharply with voltage. At this stage most of the voltage 
appears across the contact, because the contact resistance is much higher than 
the bulk, and the I-V characteristic will be virtually independent of thickness. 
Contact-limited conduction will not continue indefinitely however, because the 
bulk resistance falls much less rapidly with increasing voltage than the contact 
resistance. Thus, at some voltage VT, the contact and bulk resistances will be 
equal and the applied voltage will be shared equally across both regions. A 
subsequent increase in the voltage will appear mainly across the bulk and, as a 
result, the current will cease to rise as sharply as for the initial phase; i.e. 
since it will be controlled by bulk processes that are thickness-dependent. The 
dominant term in the equations of the bulk-limited case (i.e. equation 4.42 and 
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4.43) will then arise from the Poole-Frenkel effect, and it is usual to illustrate 
this by plotting In I versus V 1/2, which enables the contact- and bulk-limited 
regions to be clearly separated. It should be noted that the slope of the bulk- 
limited region is then inversely proportional to Ad 1/2, where Ad is the 
insulator thickness. In the above discussions, we have related the emission 
current to the macroscopic gap field E (see for example equation 4.36), and 
thus derived a formula for a In (Ie/E2) versus (l/E) plot, which is equivalent 
to the traditional F-N plot (see equation 4.38). The analysis has also been 
based upon the assumption that, to a first order approximation, the averaged 
field in the surface layer of the insulator Es is equal to (13/er)E, and this 
relationship remains unchanged in the range of the fields over which the I-V 
data are obtained. 

4 .3 .4  Electron Energy Distribution 

One of the most decisive pieces of experimental evidence that supports the 
MIV model is the observation, described briefly in Section 3.4.3, that the 
electron energy spectra of this type of emission process have non-metallic 
characteristics. 

This finding led to the key conclusion that the associated emission 
regime must consist of an insulating or semiconducting medium; indeed, it was 
this observation that prompted the initial development of the MIV model. We 
shall now consider further how the concepts embodied in the models described 
in the previous three sections can be used to develop a new theory for 
explaining the field electron emission spectral characteristics of the MIV 
emission regime. The impetus for these theoretical developments derived 
from the comprehensive studies of Bayliss and Latham [4] and more recently 
Xu [41]. In this context, the following key findings are of particular 
significance. 

The electrons emitted from one of the sub-emission centres of a site, i.e. 
corresponding to one of the white spots in Fig 4.7(b), have a single-peak 
spectrum as shown in the spectral sequence of Fig 4.7(c). 

Both the spectral shifts S, measured from the Fermi level, and the full- 
width at half maximum FWHM, f, are strongly field-dependent, as shown by 
the spectral sequence in Fig 4.7(c) and the plots of Fig 4.8. 

The current density, corresponding to the area under a spectral curve, 
increases with increasing field, as shown by the spectral sequence in 
Fig 4.7(c). 

Thus, the new theory can be anticipated to develop an analytical 
expression for the single-peaked spectral curve that is capable of describing 
the field-dependence of the other spectral parameters, such as the FWHM and 
S. In order to develop a new theory, Bayliss and Latham [4] proposed the 
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detailed energy band diagram, shown in Fig 4.9 to describe the "on" state of a 
conduction channel. 
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Fig 4. 7 (a) A high-resolution map of the emission site distribution on a 15 mm 
diameter Cu cathode. (b) The emission image of the central site shown in 
(a). (c) A series of electron spectra taken at 100 V increments of gap 
voltage from the sub-site 1 in (b). (d) Traces of the electron spectra in (c) 
FL is the Fermi level of the metal substrate. (From Bayliss and Latham [4], 
with permission.) 

As emphasised in Sections 4.3.2 and 4.3.3, it is assumed that there is internal 
heating of electrons in the surface layer of the insulator in the vicinity of the 
vacuum. Therefore, the derivation of the theoretical energy distribution must 
take this into account. It was assumed in Section 4.3.3 that this emission 
process can be considered to be closely analogous in concept to the 
temperature-assisted field emission regime, considered by Murphy and Good 
[23]. Unfortunately however, the analysis of these authors was in terms of the 
normal energy distribution P(W), whereas experimental spectra generally 
correspond to the total energy distribution, P(ee). 

However, the transmission coefficient D(W), derived by Murphy and 
Good [23] remains valid, and this may be used in conjunction with the total 
energy supply function N(W, ee) dW dee, developed by Young [45] to give the 
required emitted electron energy distribution, 

• ~ W " e e  
P (ee)dee = D (W) N{W, ee} dW de e. 

j W - -oo 
4.44 
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Substituting for D(W) from Murphy and Good [23], 

D(W) = 4.45 

1+ exp - ~  _1 1+ (WIb) -~1 

and for N(W,ee) from Young [45], 

N (W, ee) dee dW = 4zon de e dW 4.46 

h3 l +exP [ kTe ] 

and then integrating leads to 

P(ee) dee=4mb(Em) 
h3 ~1 

1n 1,+ n: - 

1 + exp[ (se- s~] 
I kTe J 

dee 4.47 

In the above equations, Em corresponds to the microscopically enhanced 
surface field at the top of the emitting channel, ef is the Fermi energy, Te is 
the temperature of the hot-electron population behind the surface barrier, and 
a l and b are constants given by 

and 

a 1 = me e2 = 5.15 × 1011 Vm -1 
4 

b = me4 = 27.2 eV 

Also, the Fermi energy will be equal to -~1I, i.e. the barrier height at the 
insulator-vacuum interface. 

Equation 4.47 thus provides an analytical expression for the total energy 
distribution of the field-induced hot-electrons emitted from the MIV regime. 
Thus, if the microscopic field Em, the electron temperature Te and the Fermi 
level ef of the emitting channel are known, it should be possible to compute a 
spectral curve according to equation 4.47. On the other hand, a simulated 
curve may be generated by experimenting with suitable values of the 
parameters Em, Te and ef, until a fit to a experimentally recorded spectrum is 
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obtained, and then using these values to investigate the general spectral 
characteristics. 

Fig 4.8 
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The field dependence of the spectral shift S and FWHM of sub-site 1 shown 
in Fig 4.7(b), as measured from the spectral series of Fig 4.7(c). (From 
Bayliss and Latham [4], with permission.) 

A further theoretical development of this model, as detailed by Bayliss and 
Latham [4], leads to the following important spectral parameters. 

(i) The shape of a spectrum, which will vary according to the values of Te 
and Em under which it was recorded, can be described by the spectral shape 
factor 

b -~1 4.48 

(ii) The FWHM of a spectrum is given by 

4.49 
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Fig 4.9 A detailed band diagram representation of the "on" state of a conduction 
channel. F L -  Fermi level; v b  - valence band; c b  - c o n d u c t i o n  band. (From 
Bayliss and Latham [4], with permission.) 

(iii) The total spectral shift, defined as the potential difference between the 
Fermi level of the metallic substrate and a spectral peak, is measured 
experimentally, and consists of two components: (a) that due to the potential 
drop across the insulating bulk region and (b) that due to the Schottky 
reduction term at the surface potential barrier. As illustrated in Fig 4.10, this 
second component can be expressed as 

1 IL" ~ 

Ep = AkTe - b I-~ J 2 4.50 
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where A is a variable that can be related to N through the following relation: 

N = ( 1  + e  -NA) In (1 + e  NA) 4.51 

Schottky . , I  I 
unmodified ] 
barrier peak [ 
position t b(F/~}t 

._ f.w.h.m. _~ 

\ 

Schottky reduction term aosition of barrier 
)eak with field 

Fig 4.10 A schematic representation of a typical electron energy spectrum, showing 
the physical meaning of the Schottky reduction term and the other important 
spectral parameters. (From Bayliss and Latham [4], with permission.) 

In fact, it has been noted by Xu [41] that this second term on the right hand 
side of equation 4.50 may be omitted because it is much smaller than the first 
term. Finally, with reference to the energy band diagram shown in Fig 4.9, 
the hot-electron temperature Te can be related to the channel parameters, the 
experimentally-determined spectral shift S and the macroscopic gap voltage 
Vo by the relation: 

kTe/e = ot[(Adfl2/de) Vo - S + Z "  dP I - V*] + kTo/e 4.52 

in which Ad is the thickness of the insulator, ~2 is the enhancement factor of 
the average field in a conduction channel relative to the field in the region of 
the insulator outside the channel, d the gap spacing, and % the electron affinity 
of the insulator. It iS also significant to note that this expression contains three 
unknown constants, namely ix, (Ad[i2/e) and (~- t~i- V*). 

As already explained in Section 4.3.3(i), the electron temperature Te 
can be related directly to the macroscopic field as suggested by Xu [41]. In 
this way, one of the unknown constants t~ can then be expressed analytically. 
However, such a discussion is beyond the scope of the present review, so that 
the interested reader is referred to the relevant publication [41] for more 
details. 
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Having introduced all the important theoretical expressions relating to 
the field electron emission spectroscopy of the MIV regime, it is now possible 
to use them to interpret the spectroscopic characteristics summarised at the 
beginning of this section. Thus, firstly from equation 4.52, one can see that 
Te will increase with Vo, despite the corresponding increase of the spectral 
shift: the net effect of increasing the gap field, or voltage, is to increase the 
electron temperature Te. Secondly, since the increase of Te is dependent on 
Em, the spectral factor N can remain essentially unaltered in the range of the 
applied fields, as one may see from equation 4.48. Thirdly, with N being 
essentially constant, and Te increasing with Em, the FWHM, i.e. f, will 
increase with increasing Em, as predicted by the equation 4.49. Finally, since 
both f and the spectral peak height Pm (ee) increase with increasing Em, as may 
be seen from equation 4.47, their product f x Pm(ee), which is proportional to 
the area under a spectral curve and corresponds to the current density, will 
also increase with increasing field. The above discussion therefore 
demonstrates qualitatively that this new theory can account for the observed 
experimentally spectral characteristics. 

4.3 .5  Effects of Thermal and Photon Stimulation 

As discussed in Sections 4.3.1 and 4.3.3, the MIV model predicts that the 
conduction channel of an emission site must contain a high density of electron 
traps and donors. These theoretical findings have, therefore, prompted 
further detailed studies to probe the electronic nature of emission sites, and 
hence the underlying emission mechanisms. In pursuance of this goal, Xu and 
Latham [46] conducted two important experimental investigations in the early 
1980s involving both the thermal and photon-stimulation of the field electron 
emission process. As already described in Section 3.4.3, these involved using 
a field emission electron energy spectrometer facility to monitor the changes 
brought about by such stimulations, and it was demonstrated that these 
external influences have strong effects on the emission processes [46,47]. To 
advance the understanding of the detailed physical processes involved, Xu and 
Latham [48] have recently further developed the early MIV model, and given 
a theoretical analysis of these findings. This theoretical development will now 
be presented in the following sections. 

4.3.5 (i) Thermal Stimulation 
Before embarking on a theoretical discussion, it is firstly necessary to examine 
the experimental findings in more detail. Thus, Fig 4.11(b) highlights the 
changes of the spectroscopic characteristics, shown in Fig 4.11(a), whereby 
the spectral shift and half-width (FWHM), as directly measured from the 
spectral sequence referred to above, vary with the sample temperature To. 
From this, it is apparent that the increase in half-width with To is accompanied 
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by a reduction of the shift of the spectral peak from the Fermi level of the 
metallic substrate. In addition, as shown in Fig 4.11(c), the area under a 
spectral curve, which corresponds to the emission current density, increases 
with increasing To. 

To explain the change in the spectral shift with To, one may assume 
that, with thermal stimulation, the electrons are still transported through the 
bulk of the insulator near to the bottom of the conduction band. Thus, the 
decrease of the spectral shift with increasing To may be attributed to the 
increase in the conductivity of the bulk insulating region, as can be seen from 
the following expression derived by Simmons [42] 

G = ela(NcND)l/2exp[-(eD + eT)/2kTo] 4.53 

Here, NC is the effective density of states in the insulator, which can be 
assumed to be equal to the density of traps NT, ND the volume density of 
impurities per cm3 (assumed to be fully ionised), I~ T and e D the respective 

average energy levels of the donors and traps, k Boltzmann's constant, and 
the electron mobility which is a function of temperature. 

This increase in the conductivity enables a greater current to flow 
through the bulk of the insulator if the potential drop across it is kept constant. 
However, the tunnelling process at the MI interface is independent of To, as 
can be seen from equation 4.40 of Section 4.3.3. Thus, an increase in the 
tunnelling current density will not happen because of an increase in To. At the 
IV interface, an increase in sample temperature has two effects: (a) a lowering 
of the surface barrier can be expected, and (b) the electronic temperature Te 
will rise according to equation 4.52 of Section 4.3.4. These latter two effects 
push the regime to a higher emissive state. Thus, a re-distribution of the 
potential drops occurs throughout the whole MIV emission regime. As a 
result, one would expect a decrease in the potential drop across the bulk of the 
insulator to enable a greater potential drop at the MI interface for higher 
current injection from the substrate. The cause of the change in the spectral 
FWHM may be understood by examining the following expression [4], which 
has been rewritten from equation 4.49: 

f = (2.328N{To)-1.303 ) kTe(To) 4.54. 

From this, it can be seen that an increase in FWHM may be due to both the 
spectral shape factor N, and the electron temperature Te. By carefully 
examining the spectra shown in Fig 4.11 (a), it is found that the spectral shape 
changes with To [46]. Indeed, it has been shown by Xu and Latham [48] that 
the value of N can be determined for individual spectra. 
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Finally,  according to equation 4.54, the value of Te can also be 
determined for each spectrum by measuring f and N. This therefore enables 
one to construct a plot of Te versus T, shown in Fig 4.12, from the 
experimental sequence of spectra shown in Fig 4.11(a). It is significant to 
note that Te does not gain the total increment of To; an observation that Xu 
and Latham [48] attribute to the increasing energy loss due to electron-phonon 
scattering with increasing sample temperature To. 
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(a) A series of spectra recorded at 50°C increments of sample temperature 
ranging from 150°C to 400°C while the gap field remained constant at 
12.4 MV/m. (b) The temperature-dependence of the spectral shift AS, and 
the FWHM, at a constant field of 12.4 MV/m. (c) The temperature- 
dependence of an emission site current at a constant field of 12.4 MV/m. 
(From Xu [41 ], with permission.) 
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Fig 4.12 Showing how the electron temperature Te increases at a slower rate than the 
sample temperature To. 

4.3.5 (ii) Photon Stimulation 
Compared with thermal stimulation, the effect of UV photon-stimulation is 
more surface specific; i.e. limited bythe attenuation of the UV photon beam in 
the insulating medium. The most important effects of UV photon-stimulation 
upon the field-induced hot-electron emission processes occurring at a MIV 
regime is shown in Fig 3.25 of Section 3.4.3. However, studies have also been 
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Fig 4.13 A plot showing how the field electron emission current decays with time. 
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Fig 4.14 Schematic illustrations of (a) a non-metallic electron emission regime, 
(b) an energy diagram showing possible photo/field emission processes. 

made of how the effect of UV photon-stimulation upon the emission process 
relaxes over a period of time [47]. In order to characterise this latter effect, 
the height of the spectral peak may be plotted against time after the UV 
radiation is switched off; i.e. as shown in Fig 4.13. From this, it can be seen 
that the time for the photon effect to disappear is about 4.5 minutes. 

This finding can therefore be interpreted as reinforcing the conclusion 
that the prebreakdown emission comes from sites that are non-metallic in their 
electronic nature; i.e. since the decay process demonstrated in Fig. 4.13 could 
not happen with a metallic emitter. 

The physical interpretation of the UV photon-stimulated field electron 
emission process from a MIV regime is complicated, but can be described 
with reference to Fig 4.14. Thus without any UV photon-stimulation, the 
field-induced hot electrons are assumed to be injected into the vacuum from 
the conduction band. With the excitation of UV photons of 21.2 eV energy, 
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electrons from the conduction and valence bands, as well as from inner gap 
states, can be lifted up energetically by receiving energy from the photons. 
Some of these can then go over the surface barrier and be emitted into 
vacuum, whilst others that have lower energies may be excited to higher 
energy levels where tunnelling into the vacuum can occur. These processes 
thus provide a qualitative explanation of the sustained enhancement of the 
emission by the UV photon beam. 

More important, the processes described above result in firstly the 
generation of holes, through band to band transitions, and secondly, emptied 
electron traps and acceptor states through other photon impact ionisation 
processes. As a consequence, a photoconduction process will take place within 
a surface layer of the conduction channel, the thickness of which will be 
determined by the penetration depth of the UV photon beam being used. This 
induced photoconductivity will therefore increase the supply of electrons to 
the surface where emission is occurring. 

Similar to the photon conduction processes observed in semiconductors, 
the decay of the induced conductivity takes some time to relax after switching 
off an illumination source [49]. This time constant is mainly determined by 
the time the electrons spend in electron traps in impure semiconductors [49]. 
Based on the existing theory of the transition processes involving trapping 
states [50], one may use the time of decay measured in this experiment to 
calculate the depth of these trapping levels. Thus, the time that an electron 
spends in a trap depends on the depth of the trap below the conduction band 
(e C - eD), where ~C is the bottom of the conduction band and I~ D the energy 
level of the electron trapping state, and also on the temperature T. It is 
generally found that the probability of escape per unit time can be written in 
the form, 

P = 1 / z  = Q exp  - [ ( e c -  eD) /kT]  4.55 

where Q is a constant approximately equal to 108 s-1 [50]. Thus, if the time of 
decay x is taken as the average time an electron spends in a trap, and T is 
assumed to be the ambient temperature, one obtains a value for (e C - e  D) of 
approximately 0.6 eV; i.e. the trap energy level is 0.6 eV below the bottom of 
the conduction band. Indeed, these are the traps that were involved in the 
relaxation process observed in this study. This finding therefore provides 
important information about the electron traps existing in an emission site. 

4.3.6 Dynamic Field-Enhanced Electron Emission Model 

Having described the most fully developed MIV model, it is also necessary to 
refer to other possible mechanisms that could be responsible for the field 
emission of electrons from similar MIV regimes. These include: (i) the 
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filamentary model proposed by Hurley [51], to explain his experimental 
findings previously described in Section 3.5, (ii) the M-I cathode model of 
Eckertova [52], and (iii) the dynamic field-enhanced electron emission model 
of Halbritter [7]. Of these, (iii) is the one that most closely relates to the MIV 
model of Latham and co-workers described in the previous section, and so 
will be briefly described in the following paragraphs. 

The dynamic field-enhanced electron emission model assumes that there 
are low-density adsorbates, such as hydrocarbons, on the surface of broad- 
area electrodes [7]. It is further assumed that electrons will be trapped in such 
dielectric adsorbates at energy levels •T < t~I, where ~I is the work function of 

the dielectric adsorbate. This is equivalent to saying that the energy level of 
the traps lie below the bottom of the conduction band of the dielectric 
medium; a similar assumption to that used in the MIV model discussed above. 
These trapped electrons will be emitted stochastically out of the traps into the 
conduction band at electric fields Ei in the range of 106-107 V/m [53], and 
then be heated to an energy of e Ax Ei = Ae >> kT in the insulating adsorbate. 
Such hot electrons can form stationary conducting clouds with ee --- l eV in a 
field range Ecrit < Ei < Ebreak, where according to experimental findings from 
SiO2, the possible values of Ecrit and Ebreak will be ~ 108 V/m and ~ 109 V/m 
respectively. 

This population of hot electrons can subsequently cause impact 
ionisation of defects, yielding high conductivity states which can be switched 
on for Ei > Eswitch without causing the destruction of the material. The value 
of Eswitch is dependent on the ionisation energy ~ion of the defects. Thus, to 
ionise contaminants with I~ion --- 1 eV needs a field of Eswitch > 106 V/m. It 
follows therefore that, for E > 106 V/m, where permanent positive charges 
enhance the field in the insulating absorbate layer by I]*E = E* (with [3' >>1), 
electrons in the adsorbate will be accelerated to ee = 1-10 eV and electron 
attachment states are formed. These excited localised states then decay by the 
emission of electrons, photons and atoms, with the electron emission giving 
rise to positive charging, which enhances [3* to [3** in the region near to the 
surface of metallic substrate electrode to cause electron tunnelling from the 
substrate into the adsorbate. However, only the fastest electrons penetrate 
through the vacuum surface barrier because of the positive charges in the 
adsorbate: the other electrons are slowed down and neutralise the positive 
charges. Thus, the emission is pulsed, where the time constant x for the firing 
of the avalanches depends on the details of the switch-on process, the channel 
dimensions, and the electric field difference AE = Ei - Eswitch. For the typical 
conditions thought to exist on the surface of HV electrodes, Halbritter [7] 
estimated that "c would be of the order of nanoseconds. 

Although this model can apparently account for some of the 
experimental observations, it is at present lacking in positive supporting 
evidence. Thus, the experiments carried out by Niedermann [11] have shown 
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that only in a very few instances is there a suspicion that hydrocarbon particles 
are responsible for emission processes. Furthermore, its most important 
conclusion, viz. that there will be a pulsation of the enhanced emission, has not 
been experimentally observed. 

In summarising our review of the mechanisms responsible for parasitic 
electron emission, it can be said that the semi-quantitative MIV model 
developed by Latham and co-workers [1-6] provides an explanation for most 
of the observed phenomena associated with the high-13 emission sites. In 
addition, it offers an alternative approach to the understanding of such well- 
known properties of high voltage vacuum gaps as the influence of the residual 
gas species, the physical significance of the "slope" and "intercept" of the 
traditional F-N plot of the current-voltage characteristic, the various 
conditioning procedures and, as will be discussed in the following chapter, the 
actual breakdown process itself. 

4.4 Metal-Insulator-Metal (MIM) Model 

This model considers the field-induced electron emission processes occurring 
at the metal-insulator-metal micro-regime illustrated in Fig 4.1(b). As 
already mentioned in Section 4.1, this model was initially proposed to explain 
how a carbon graphite particle artificially deposited on a Cu electrode could 
promote low-field (< 10 MV/m) "cold" electron emission [9]. Furthermore, it 
had to explain why'ihe electron energy spectra recorded from such sites have 
non-metallic characteristics similar to those from a MIV regime, i.e. 
indicating the involvement of an insulating medium in the emission regime. In 
an early version of the model, it was proposed that the flake-like structure of 
the graphite particle would form a metal-insulator-metal (MIM) 
microstructure with the substrate electrode and its ambient oxide layer [10]. 
Later, a systematic study of the field electron emission characteristics 
associated with such an artificial MIM regime was carried out by Xu and 
Latham [5,10], and confirmed the earlier findings. On the other hand, 
complementary studies [ 11] aimed at characterising the chemical composition 
of individual emission sites also revealed that MIM emission regimes can exist 
naturally on the surface of a broad-area electrode. More recently, new 
findings have emerged showing that such MIM microstructures are the 
predominant electron emission sources on heat-treated broad-area niobium 
electrodes [54]. As a result of these experimental studies, the original MIM 
model of Latham and co-workers [9] has been further developed by Xu and 
Latham [5,10,41]. With reference to Fig 4.15(a), the latest version of the 
MIM model firstly recognises that a MIM emission regime embodies all of the 
features of the MIV regime. 
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(a) Illustrating how coherently scattered electrons are emitted into vacuum 
from a particulate microstructure on a broad-area planar electrode. 
(b) A cross-sectional view of a particulate structure, showing the proposed 
MIM emission regime and the potential distribution (insert) associated with 
the conduction channel. (From Xu and Latham [5], with permission.) 

In addition, it is assumed that the superficial metallic particle, or flake 
(e.g. of graphite), acts like an "antenna" by probing the field above the 
electrode surface, and thereby producing an enhanced field across its contact 
point with the insulator. Thus, in a switch-on process, a conducting channel is 
preferentially formed in this region. In the steady emission stage, electrons 
are assumed to be injected from the metallic substrate into the conduction 
channel, and subsequently accelerated in the channel by the internal field to 
become "hot electrons" i.e. by the same MIV mechanism described in Section 
4.3. In fact, this physical process resembles the concept proposed by 
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Dearnaley et al. [55] to explain the behaviour of purposely-fabricated MIM 
devices. In relation to the present emission regime (see Fig 4.15) it would at 
first sight appear that the electrons will be scattered within the top metallic 
layer and thus lose their energy, i.e. be thermalised. However, as discussed by 
Xu and Latham [5], there is an additional consideration whereby, if the 
conditions are appropriate, the electrons may undergo a coherent scattering 
process, so that they can be emitted into vacuum without losing the kinetic 
energy gained from the field in passing through the insulating layer. Such 
emitted electrons will then form an arc-like segmental image as shown in Fig 
3.26, and illustrated in Fig 4.16. From this brief description of the MIM 
model, it becomes clear that the only additional features of the MIM model 
compared to the previously discussed MIV model are the "antenna effect" and 
the electron scattering processes within the top metallic layer. Accordingly, in 
the following sections we shall focus our discussion on the current 
understanding of these two features. Firstly, we shall consider how the top 
metallic layer enhances the local field at the metal-insulator contact. Secondly, 
we shall present further experimental evidence on the coherent scattering of 
field-induced hot electrons. Finally, we shall discuss the conditions under 
which these coherently scattered hot electrons can be emitted into vacuum. 

4.4.1 Antenna Effect 

This effect was initially proposed by Latham and co-workers [9,10], and 
involves the existence of a protruding metallic flake that is attached at one end 
to the surface of a planar electrode surface. With reference to Fig 4.15(b), it 
can be assumed from elementary electrostatic principles that the top metallic 
flake, which is electrically "floating" due to the blocking contact provided by 
the insulator, effectively probes the gap field and assumes a potential (Vs) 
which is approximately equal to the equipotential line at the highest point of 
the top metallic layer. Through the antenna effect, this potential is 
"transmitted" to the contact region and gives rise to a local field enhancement 
across the insulating layer which can be approximated by 

[Jant = h/Ad 4.56 

where h is the maximum height of the particle above the substrate, and Ad is 
the thickness of the insulating layer. According to this expression, [~ant will be 
equal to 11 for a flake where h = 1.1 ~tm and Ad = 100 nm. Thus, if a gap 
field E of 10 MV/m is applied to the cathode surface, the enhanced field at the 
MI contact will be [3antE, i.e. equal to 1.1 x 108 Vim. This field will be high 
enough to (a) inject an electron current density of 1 Aim2 from the metal 
substrate into the conduction band of the insulating layer, and (b) to 
subsequently accelerate these electrons so that they become sufficiently hot to 
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cause an initial burst of emission to trigger a switch-on process, i.e. as 
discussed in Section 4.3.2. This reasoning demonstrates how important the 
antenna effect is in promoting low-field electron emission. 

4.4 .2  Coherent Scattering and Field Emission of Hot Electrons 

The key evidence in support of the contention that the MIM emission regime 
promotes the vacuum emission of coherently scattered electrons is the 
similarities between the arc-like emission images obtained by Xu and 
Latham [5] from graphite structures and those originals observed by Simmons 
and Verleber [56], and later by Gould and Hogarth [57], from purpose 
fabricated metal-insulator-metal (MIM) devices. 
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Fig 4.16 (a) Electron diffraction as it occurs with an ideal MIM structure. 
(b) Illustrating how electrons are emitted into vacuum over/through the 
surface barrier, together with the spatial distribution of the field emitted and 
thermionically electrons within a given segment. (From Xu and Latham 
[5], with permission.) 

To further investigate the physical process associated with the vacuum 
emission of coherently scattered electrons, the new instrumental technique 
discussed in Section 3.4.3 was developed. This technique combined the field 
emission imaging and energy-tuning capabilities of a high resolution electron 
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spectrometer to produce a spatial display of energy-selected electrons emitted 
from a given site, i.e. as illustrated in Fig 3.26. From this type of 
measurement, Xu and Latham [5] were able to conclude (a) that the lower 
energy electrons have a wider spatial distribution, and are predominantly 
responsible for forming the inner concave part of an arc-shaped image, (b) 
that, conversely, high energy electrons are preferentially located towards the 
outer convex edge, and (c) that the profile of the outer edge of the arc-like 
segment appears to remain unaffected by the energy selection procedure; i.e. 
indicating that it is imaged by both high and low energy electrons. 

In order to explain the formation of this type of image, the coherent 
scattering model initially proposed by Simmons and Verderber [56,58], and 
subsequently explored by Gould and Hogarth [57], has been further developed 
by Xu and Latham [5] to fit the present regime. 

4.4.2(i) Vacuum Emission of Coherently Scattered Electrons 
The model assumes that an energetic beam of hot electrons, collimated by the 
conduction channel, impinges on a thin polycrystalline conducting particle at 
an angle that is approximately normal to its incident surface. As discussed in 
earlier works by other authors [56-58], the hot electrons referred to above 
will be coherently scattered in this top metallic particle in a similar way to the 
electron beam diffraction effects observed in a conventional transmission 
electron microscope. As a result, the electron beam is diffracted in all 
directions to form the cone-shaped emerging beam shown in Figs 4.15(a) and 
4.16(a). 

For this mechanism to operate with the present MIM regime, Xu and Latham 
[5] proposed that three basic conditions have to be met. 

(a) The electron path length in the top conducting particle must be shorter 
than its mean free path, i.e. less than 50/~ [59]: this restriction can, however, 
be relaxed if a channel terminates at a position near to a triple-junction region, 
such as that shown in Fig 4.16(a). 

(b) Electrons must be forward-scattered, otherwise they will be returned 
into the insulator. The onset of this condition imposes a requirement on the 
m i n i m u m  e n e r g y  of the hot e l e c t r o n s  g iven  by 
Emin = n2/(2mE 2) = n2/(4mg2). For graphite, where g = 3.34/~, and assuming 
that n = 1, this corresponds to 6.7 eV above the ground potential of the 
graphite, i.e. is equivalent to an electron temperature of 1200°C in the 
insulator, which is within the range of hot electron temperatures measured in 
a comparable MIV regime [4]. 
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(c) Referring to Fig 4.16(b), the energy of an electron approaching the 
M-V interface must be sufficient to allow it either to escape over the surface 
barrier or to tunnel through it. The first group of electrons to satisfy this 
condition are those that are coherently scattered in the conducting particle, and 
have normal velocities ofvn > {(¢ + rl)!2m } 1/2, where ¢ is the work function 
of the top conducting particle and r I its Fermi energy. These electrons will 
exhibit a thermionic-type of emission. The conducting particle will therefore 
appear to be transparent to the coherently scattered hot electrons. Apart from 
the above group of energetic electrons, there are also a considerable number 
of other electrons which have suffered energy losses through incoherent or 
multiple scattering processes, but have not yet been thermalised down to room 
temperature. Due to the combined effects of the gap field (in a range of 
10-30 MV/m), and the existence of surface charges, these electrons will 
encounter a narrower potential barrier compared to those electrons occupying 
states around the Fermi level. Accordingly, they will have the possibility of 
tunnelling through the surface barrier and being field emitted into the 
vacuum. The electron emission regime will therefore be similar to that 
proposed by Bayliss and Latham [4] and, as illustrated in Fig 4.16, consist of 
two components, namely thermionic and field-emitted electrons. 

4.4.2(ii) Formation of a Single Segment Image 
In order to explain the variation of the energy spectra within the single- 
segment image, i.e. as shown in Fig 3.26, we have to consider how the 
electrons behave while they are travelling in the vacuum between the edge of 
the conducting particle and the phosphor screen. Thus, referring to Fig 
4.17(a), an electron escaping from the surface has a total velocity v which can 
be resolved into components Vz and Vx, respectively normal to and parallel to 
the plane of the substrate surface. In the absence of a field in the space 
between the cathode and the phosphor screen, the time for an electron to 
travel to the screen is determined by the distance between the top metallic 
particle and screen, and the velocity Vz. Under normal operating conditions, 
i.e. with the cathode earthed and the anode at a voltage in the range of 
5-10 kV, electrons escaping into the vacuum are accelerated in a 0.5ram gap in 
--2.4 x 10-11 s to a velocity Voz -- 1.3 × 10 7 m/s, determined by the anode 
voltage. However, since Voz is very much greater than Vz, it follows that any 
differences among the normal launch velocities of the electrons becomes 
insignificant. 

For the ideal geometry depicted in Fig 4.17(a), the effect of the 
transverse velocity component Vx will be for the emitted electrons to form a 
disc in a Gaussian plane [60], which would then be projected on to the screen 
by the lens to give a magnified image. However, in the present situation, as 
illustrated in Fig 4.17(b), where the non-planar cathode topography gives rise 
to a transverse diverging field at the emitting surface, the angular aperture of 
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the emitted electrons will be further enhanced. In fact, as illustrated in Fig 
4.17(b), it will be seen that this diverging field has a dispersing effect on the 
emitted electrons, whereby those with high lateral energies will be least 
converged and be imaged on the screen with the greatest lateral displacement. 
This reasoning therefore provides a qualitative explanation of the 
experimental evidence of Fig 3.26, which shows how the majority of high- 
energy "thermionically emitted" electrons are distributed in the sharp convex 
edge of the segment. Conversely, the low-energy field emitted electrons give 
rise to the diffuse concave region of the image. 

(a) (b) 
I 
I 

I low high ~ low high I 

' 

I 

| /~ 
, / / / /  
I 

Equipoten . [  
tisl Lines ~ 

E - O  I E # O  I 

I I 
( E: aperture field) I 

I 
| i , 

| - -  

. . . .  ~ I . . . . . .  ~ _ 

: ////////// 
I 

Fiat Cathode Surface ! Non.Flat Surface 

Fig 4.17 Illustration of how the trajectories of electrons of different energies are 
influenced by an aperture field on (a) a flat cathode surface and (b) anon-fiat 
surface. (From Xu and Latham [5], with permission.) 

4.4.2(iii) Another Possible Model 
To complete this discussion, reference must also be made to the model of 
B iederman [61 ], which offers the basis of an alternative explanation for some 
of the observed effects. Thus, referring to Fig 4.18, the following sequence 
of events was proposed. (i) A pin-hole is created in a MIM structure by 
electron beam heating during the forming processes, by the consequent 
removal of the material previously forming the top metal film and dielectric 
layer. (ii) Subsequently, a reversible I-V characteristic is obtained, with 
electrons travelling along the wall of the channel from the substrate to the top 
metal film, and then emitted into vacuum from a part of or the whole wall, 
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i.e. as illustrated in Fig 4.18. (iii) With the screen at a positive potential, and 
the polarity of the applied voltages arranged as shown in Fig 4.18, the orifice 
of the channel can behave like an electrostatic micro-lens, producing a 
defocusing effect on the electrons. This set-up thus projects the electrons 
emitted from the wall on to the screen, whereby the image would be expected 
to reflect the circular shape of the pin-hole; i.e., they will form arc-like 
images. 
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Vo : initial electron velocity 

Vk: final velocity 

F: electric force acting on electrons 

A meridian section view of an emitting channel formed in a MIM device, 
and illustrating how the resulting equipotential lines give rise to electron 
trajectories that constitute a micro-lens effect [61 ]. (From Xu and Latham 
[5], with permission). 

Since the electrostatic lens assembly, of Xu and Latham [5] belongs to the 
projection type, the defocusing effects of the electrostatic micro-lens 
associated with the pin-hole-channel structure would have been expected to 
appear in the findings of these latter workers. Equally, the model of 
Biederman [61 ] cannot account for the spatial energy distribution shown in Fig 
3.26. Accordingly, it has been concluded that the available evidence does not 
strongly support this micro-lens model. 

From the above review of the two models that have been proposed to 
account for vacuum electron emission from MIM microstructures, it can be 
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seen that the coherently scattering model gives a better account for the 
experimental findings. However, before concluding this section, a number of 
remaining problems related to this model should be pointed out. Referring 
firstly to Fig 4.16(a), it should be noted that only a portion of the electrons 
forming the cone-shape beam will be emitted into vacuum, with the remainder 
either returning back to the insulator or decaying in the top metallic flake. It 
follows that these unemitted electrons will form space charge in both the 
insulator and top metallic flake, and affect the potential distribution in the 
MIM micro-regime. This effect will need to be addressed in future studies in 
order to see how it influences the emission process. Secondly, it is necessary 
to carry out a theoretical study of the I-V characteristic of the MIM micro- 
regime, taking into account the following factors" (a) the antenna effect, 
(b) the space charge effect discussed above, and (c) the field enhancing effect 
due to the topographical nature of the emitting surface of the top metallic 
flake. Finally, it is also necessary to conduct further experimental studies into 
the effect of the material parameters of the top metallic flake upon the 
electron image, i.e. by deliberately depositing on an electrode particles 
composed of a range of different materials, including A1, Au and Nb etc. The 
findings of this type of study would clarify if the emission of the coherently 
scattered electrons is the only mechanism responsible for prebreakdown 
electron emission from MIM micro-regimes. 
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5. 1 Introduction 

Having devoted Chapter 4 to a fundamental discussion of the three important 
mechanisms that have been proposed to explain the physical origin of parasitic 
prebreakdown electron emission, it is now necessary to extend the analysis to a 
consideration of the factors affecting the stability of the associated emission 
regimes. In particular, we must enquire whether any of the associated 
physical processes are likely to lead to the creation of a microplasma, since 
this is the essential "seed" of a breakdown event. The prerequisite of such a 
phenomenon is the formation of an ionisable medium which, under good 
vacuum conditions, can only be derived from localised melting or vaporisation 
processes at the electrode surfaces. Accordingly, it is necessary to consider 
the localised energy dissipating mechanisms that can lead to thermally 
activated instabilities on either the cathode or anode. Conventionally, these 
mechanisms are therefore classified, according to their electrode of origin; 
thus there are two primary types of breakdown mechanism that need to be 
considered, namely cathode-initiated breakdown and the anode-initiated 
breakdown. 

For the metallic microprotrusion MM model illustrated in Fig 4.1(c), it is 
widely accepted that an associated cathode-initiated breakdown results from 
the spontaneous vaporisation of the tip of a microprotrusion following its 
excessive resistive (Joulian) heating by the current IOF flowing towards the 
emitting surface. The onset of this instability will therefore be associated with 
a critical microscopic field E acting at the tip (i.e. surface) of the emitter. On 
the other hand, recent experimental evidence [1-3], to be discussed in Section 
5.2, has verified that, for both the metal-insulator-vacuum MIV and the metal- 
insulator-metal MIM regimes, a cathode-initiated breakdown can be attributed 
to the electrical breakdown of a solid insulating micro-medium. 

Irrespective of the detailed nature of the electron emission mechanisms, 
an anode-initiated breakdown can occur if the local surface temperature of the 
electron bombarded region (i.e. the anode "hot-spot") approaches the melting 
point of the electrode material. This condition will therefore be associated 
with a critical power loading of the electron beam We, where the metal vapour 
pressure can become high enough for the onset of regenerative ionisation 
processes. (NB: There is also a third type, an indirect mechanism involving 
the in-flight vaporisation of a microparticle released from the anode "hot- 
spot", but this will be discussed in Section 7.2.1(iii) as a microparticle 
initiating mechanism). 

In this chapter, we shall firstly present some recent experimental 
evidence that shows how both the MIV and MIM types of DC prebreakdown 
emission site (DC-PES) can be responsible for initiating a DC or pulsed-field 
breakdown event. Secondly, we shall review a number of steady-state 
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theoretical analyses of the breakdown mechanisms that can occur with the 
types of micro-emission regime shown in Fig 4.1. Thirdly, we shall discuss 
the thermal response of both the cathode and anode under pulsed-field 
conditions. Fourthly, we shall outline the criteria that may be used in 
practical situations for predicting the onset of breakdown. Finally, it will be 
shown that a correlation exists between the prebreakdown electron emission 
characteristics of a vacuum gap and its subsequent breakdown behaviour. 

5.2 Experimental Studies of Breakdown Processes 

Experimental observations of the breakdown processes that are initiated at an 
isolated, negatively biased metallic microprotrusion, or microtip, of a point- 
plane HV gap have been extensively reported. Thus, excellent accounts of this 
subject c a n b e  found in the reviews of Lafferty [4], and more recently by 
Mesyats [5]. Interested readers are also referred to Chapters 6 and 15 of this 
book for a more detailed description of this phenomenon. 

In this chapter, our aim is to provide a theoretical explanation of how 
the non-metallic microstructures shown in Figs 4.1(a) and 4.1(b), are 
responsible for initiating a DC or pulsed-field breakdown of a broad-area, 
plane-parallel, vacuum-insulated HV gap [1-3]. To provide a back-cloth for 
this discussion, it is first necessary to describe in detail the findings of a recent 
series of experimental investigations that compared the operational 
performance of an HV gap under DC and pulsed-field conditions. 

5.2.1 DC Fields 

This type of study was initially carried out by Latham et al. [1], using the 
transparent anode imaging technique, previously described in Section 3.2.1, in 
conjunction with an open-shutter photographic camera. With this "low 
resolution" system, they obtained strong evidence that a spatial correlation 
exists between a prebreakdown emission site and the subsequent breakdown 
arc. More recently, Xu and Latham [2] performed a similar type of study, but 
using the improved UHV experimental system illustrated in Fig 5.1. In this 
they were able to test the gap that was formed between a transparent anode 
and a 15 mm diameter Cu cathode, where the transparent anode was used to 
record the spatial distributions of both prebreakdown emission sites and the 
locations of breakdown arcs. A video camera with a framing time of 40 ms is 
used to record the optical images in a real-time sequence, whilst a high-speed 
oscilloscope (Techtronix 7904) is used to monitor the time-profile of the 
complementary collapsing gap voltage. 

The experimental procedure involves making concurrent recordings of 
the optical and electrical responses of a test gap. Thus, with the video camera 
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set to record all optical activity in the gap, the system is ready to record the 
electrical characteristics of the DC prebreakdown processes. This involves 
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Fig 5.1 The experimental set-up for studying the spatial and electrical 
correlations that exist between the DC prebreakdown emission characteristic 
of an HV gap and its subsequent DC breakdown behaviour. 

very slowly increasing the field applied to the virgin specimen until its "first 
generation" of emission sites are switched on to establish a reversible 
prebreakdown current of ~ 1-10 txA: at this stage an I-V characteristic is 
recorded in order to derive an effective ~-value of the given population of 
sites. Next, the DC breakdown behaviour of the test gap is investigated by 
slowly increasing the applied field, until there is a sudden jump in the gap 
current, accompanied by a collapse of the gap voltage, as recorded on the 
oscilloscope. The central finding of this study is schematically illustrated in 
Fig 5.2. This presents in (a) the two sequential video frames associated with a 
breakdown event and in (b) the associated voltage waveform appearing across 
the gap. More specifically Frame 1 in Fig 5.2(a) displays the spatial 
distribution of DC prebreakdown sites just before breakdown, whilst Frame 2 
shows the locations of the subsequent breakdown arcs. From a comparison of 
these images, the important fact emerges that the position of one of these arcs 
coincides with a prebreakdown site. In fact this study showed that over 80% 
of all DC breakdown events are initiated at DC prebreakdown emission sites. 
Frame 2 also shows that a DC breakdown event generally consists of a 
sequence of arcs that frequently tend to be "clustered" within a local region of 
the electrode surface. 
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To complement these optical data, Fig 5.2(b) is a representation of a 
typical oscilloscope trace showing the time profile of the collapsing gap 
voltage during the 20 ms period of a DC breakdown process. This shows how 
the initiating arc is followed by a series of "transient arcs", where each voltage 
collapse is shown as a downward-pointing peak, with the time interval between 
any two successive being as short as --4 ms. 

(a) 

Frame 1 

t(3 
F r a m e  2 

(b) 

gap _.L vota e   
zero [ _ _  

voltage [,, 

F -  f- 

Fig 5.2 Illustrating in (a) how the optical images from two consecutive video frames 
confirm that a spatial correlation exists between a PES and the primary arc of 
a breakdown event, and in (b) the form of the associated collapsing gap 
voltage. 

o,,.~.,.,~,,,,,..~., 

Frame 1 

m . . . . . . . . . . . . .  (, down Site 

• " ~ "  Local 
• ~ Arc 

Frame 2 

Fig 5.3 A schematic illustration of the time-resolved evolutionary process assumed 
to be responsible for the types of DC breakdown event shown in Fig 5.2(a). 

From a comparison of the gap voltage profile of Fig 5.2(b), and the optical 
breakdown images of Fig 5.2(a), it will be seen that there is an apparent 
numerical  correspondence between the number  of breakdown arcs and 
collapses of the gap voltage. It is therefore reasonable to assume that a DC 
breakdown event involves a sequence of spatially random localised arcs as 
illustrated in Fig 5.3. However, to experimentally verify this hypothesis, it 
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would be necessary to employ a very much higher frame speed recording 
technique. 

On the basis that a spatial correlation exists between a DC-PES and the 
location of a subsequent "primary" DC breakdown arc, it can be reasonably 
concluded that a breakdown event is likely to be initiated at the same 
particulate-like surface microstructures shown in Figs 4.1(a) and (b) that have 
previously been found to be responsible for DC prebreakdown emission 
processes [6]. However, this study was not able to identify the causes for the 
secondary discharges. Very probably, they are breakdown events associated 
with new electron emission sites formed on the cathode surface as the result of 
particulate material being injected into the gap during a previous discharge 
event. 

5 . 2 . 2  Pulsed Fields 

For this type of study, Xu and Latham [3] used the experimental set-up shown 
in Fig 5.4. In this, a 15 kV 1 ~ts rise time pulse generator, with its associated 
electrical circuitry, replaced the DC supply used in the system of Fig 5.1. 
Otherwise, the optical and electrical recording facilities remain essentially 
unchanged. 

10M~ 

. . . . . .  T I r ~ ~ ~ ~ 

+ 470kf~ I 
T e s t  k ~ ~ l : ~ ~ ~ ~ ~ /  ~ ~ -l~'r'\-e " l l g g r  

gap ~ -~.0021xF~'--- circuit 

 ,00 T T 
Scope 

Fig 5.4 The circuitry for pulsed-field measurements. 

1 
00Mf~ 

To investigate the pulsed-field (PF) response of the gap, the following 
experimental procedure was followed. Firstly, the gap is "characterised" 
under DC prebreakdown field conditions as described in the previous section. 
Next, as illustrated in Fig 5.5(a), the amplitude of the pulsed-field is increased 
incrementally in 500 V steps, starting from a value that is -75% of the 
maximum DC field used to record the prebreakdown I-V characteristic of the 
gap. At each pulsed field level, up to 15 pulses are fired to determine whether 
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or not breakdown events occur. If they don't ,  the gap is deemed stable, and 
the field further increased. On the other hand, if breakdown events do occur, 
then pulses are continuously fired until no more such events are observed at 
this field level; i.e. the gap has been stabilised, or "condit ioned".  The 
magnitude of the pulse is then again incrementally increased and the process 
repeated. 

(a) 

' Vo . . . . .  Map of DC Emission Sites 

t se 'S ' 
threshold o _ ~ _.-- 

_ / 
• -..--- t " 

hnage of Pulsed-Field Discharge 

(b) 

V o Phase 
sequence l 1 2 3 voltage pulse 

"i'-i gap voltage level  i-ili--:it::! . . . . .  " 
sequence 2 k. ,, J k J 

I I 

sequence l sequence 2 

Fig 5.5 (a) Illustrating how successively applied pulse-sequences of incrementally 
increasing magnitude eventually lead to a PF breakdown event that is 
initiated at a DC-PES. (b) Illustrating how the breakdown arcs associated 
with a particular sequence of pulses are clustered within a localised region 
of the cathode surface. 
NB: Each sequence consists of 15 to 25 constant-magnitude pulses, where 
the individual pulses are shown as single vertical lines; pulses that do not 
achieve the full gap voltage level correspond to the occurrence of PF 
breakdown events. 

The typical optical images and electrical measurements  recorded under these 
PF conditions are illustrated in Fig 5.5. Here, Fig 5.5(a) illustrates how a PF 
breakdown arc is again typically initiated at a PES. If this same cathode is 
now subjected to a further sequence of constant-value pulses, it is found to 
exhibit three distinct evolutionary phases in its response. Thus, referring to 
Fig 5.5(b), Phase l is characterised by a sequence o f - 6  pulses, during which 
no breakdown events are initiated. This is immediately followed by Phase 2 
where typical ly each of the next 25 or so consecutive pulses gives rise to 
breakdown events. In the Phase 3, up to a further 20 or more pulses can be 
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applied to the gap without initiating a further breakdown event at this field 
level; i.e. the gap has become stable or "conditioned" at this field. However, if 
the magnitude of the pulsed field is now increased, the typical three-phase 
process described above again repeats itself. From an inspection of Fig 
5.5(b), it will also be seen that the PF breakdown arcs associated with any 
given sequence tend to be "clustered" within a localised region of the cathode 
surface. 

From a technological perspective, this study led to two important 
findings. Firstly, it established that successively applied pulse-sequences of 
incrementally increasing magnitude eventually led to a PF breakdown event 
that is initiated at a DC-PES. Secondly, a sequence of constant-value high- 
field pulses can de-stabilise prebreakdown emission sites; i.e. modify their 
electronic properties to the point where they are likely to initiate a breakdown 
event. In practical terms, a pulsed-field breakdown appears to be typically 
"delayed" by a sequence of--6 pulses. This behaviour is likely to result from 
progressive charge injection processes associated with non-metallic emitting 
structures [3]: not least, because one would not anticipate a time delay in the 
occurrence of a breakdown event with metallic emitters. 

5 . 3  Thermal Response of Emission Regimes to DC Fields 

The key conclusion to be drawn from the experimental studies described in 
Section 5.2 is that "non-metallic" prebreakdown electron emission regimes, 
including both MIV and MIM microstrucutres, are likely to be predominantly 
responsible for initiating a vacuum breakdown event in a "passive" HV gap. 
However, as we shall also see later in Chapter 15, there are other "active" gap 
regimes where it is assumed that the traditional vacuum breakdown theories 
based on the MM emission regime apply. In order to understand the physical 
process of vacuum breakdown, we must consider the thermal dynamics of 
both the cathode emission regimes, and the local region of the anode that is 
being bombarded by the emitted electrons, i.e. the anode "hot-spot". 
Accordingly, we shall start our discussion with the analysis of the steady-state 
responses of these thermal systems. 

5 .3.1 Cathode Response 

From the discussion of Chapter 4, it is clear that two types of regime have to 
be considered. Thus, referring to Fig 4.1, it is firstly necessary to analyse the 
thermal response of the microchannel associated with the MIV and MIM 
emission models, and secondly, to follow a similar exercise for the 
microprotrusion of the MM model. 
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5.3.1 (i) Microchannel Regime 
For both the MIV and MIM emission regimes that were discussed in Section 
4.1, it can reasonably be assumed that cathode initiated breakdown will 
generally originate from the thermal instability of a conduction channel in the 
insulating medium: i.e. it will be externally manifested as a dielectric 
breakdown event. The mechanisms responsible for dielectric breakdown have 
been studied extensively [7-11], in particular for SiO2 films [7-10]. The 
following discussion of the thermal response of the present conduction-channel 
regime will therefore refer extensively to these studies; in particular to the 
work by Ridley [7], DiStefano et al. [8] and Solomon [9]. In this context, our 
analysis will firstly derive an expression for calculating the temperature rise 
resulting from the Joule heating of the electron current flowing through the 
channel. Then, we shall discuss two likely mechanisms that could be 
responsible for the onset of thermal instability. 

This Joule heating, and the resulting temperature rise in a conduction 
channel is a consequence of the energy transfer from the electric field to the 
electrons at the rate of Ej (Wm-3), where E and j are the field and current 
density respectively. However, part of this heat will be lost through thermal 
conduction in the insulating layer, both axially and radially, and another part 
by radiation into the surrounding medium. To facilitate the analysis of the 
temperature rise, we shall assume an emission regime as illustrated in Fig 
5.6(a). Thus, the insulating particle is considered as a disc of diameter D and 
thickness 1, with all edges rounded. In addition, the conduction channel is 
assumed to have a diameter of a, and with a length that is the same as the 
thickness of the disc, namely 1. To simplify the analysis, the following four 
assumptions are also made. 

, 

3. 

. 

The initial heat production is confined to a cylindrical filament in the 
insulating layer. 
The temperature at the particle outside boundaries remains at ambient. 
The radiation losses to both the insulating layer and vacuum can be 
neglected. 
The variation of thermal conductivity with temperature can also be 
neglected. 

Accordingly, the heat flow equation in cylindrical co-ordinates, with no 
angular dependence, may be expressed as 

 Ii r/d  / d2T1 C p - ~  Ej + 7 r2 
- -aTr  

5.1 
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Fig 5.6 (a) A schematic illustration of a Metal-Insulator-Vacuum emission regime 
that is assumed for the thermal instability analysis. Here, the insulating 
particle is assumed as thick disc, and the microchannel as a solid cylindrical 
rod. 
(b) Illustrating the distribution of equal-potential and field lines assumed for 
an emitting microchannel. (From Bayliss and Latham [12], with 
permission.) 
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where C is the specific heat, 9 the density, T the absolute temperature, and K 
the thermal conductivity. If we now assume that the filament is very thin, 
radial flow will dominate and, neglecting the temperature variation across the 
filament, the steady-state solution of equation 5.1 will be 

T = (Ej /2K)a  2 log (D/a) 5.2(a) 

where the ambient temperature, To, at the surface of the particle is taken to be 
zero, i.e. To = 0 at r = D. T is therefore the temperature rise in the filament, 
i.e. equivalent to AT. When r >> a, heat will preferentially flow to the highly 
conductive substrate electrode, so that radial flow will be a poor 
approximation. Thus, it is permissible to replace D by 1 in equation 5.2(a), so 
that it may be rewritten as" 

AT= (Ej/2K) a 2 log (l/a) 5.2(b) 

To apply this equation to the present problem, it is necessary to relate the 
temperature rise to the available and measurable macroscopic parameters. 
Thus, from Fig 5.6(b), the electric field E can be related to the gap field Eo 
through the following equation [12] 

E = (fl2/er)Eo 5.3 

where ~2 is the field enhancement factor resulting from the geometry of the 
microchannel in relation to the surface of the substrate electrode, and er is the 
dielectric constant. Also, the current density j may be related to the total 
current I flowing in this channel for the gap field Eo by the expression 

j = I/[rc (a2/4)] 5.4 

With this assumption, the following expression is obtained for the temperature 
rise in the channel 

AT = (2 f12 Eo I/JrKer) Iog(l/a) 5.5 

The implication of equation 5.5 can be easily illustrated by applying it to the 
practical situation of a field emitting channel having the following 
characteristics" 1 = 1 lam, a = 5 nm, K = 1 W m -1 K -l, Eo = 1 x 107 Vm-1, 
~2 = 15, Er = 5, and I = 15 ~tA. Substituting these values into equation 5.5 
leads to AT = 660K; i.e. corresponding to a channel temperature of 960K 
under ambient condition of 300K. 

Since this temperature is far below the melting point of most common 
insulating media; i.e. typically --1500K, it follows that there must be some 
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other mechanisms that are responsible for the onset of thermal instability. 
Two such possible processes are ion-induced breakdown and impact-  
ionisation-induced breakdown, each of which will be separately discussed 
below. 

Ion-Induced Breakdown This model was first considered by Riddley for SiO2 
[7], and addresses the effects of the mobile ions produced through dissociation 
of neutral impurity species due to Joule heating. The sequence of sub- 
processes involved in this model are: 

Field emission --~ Joule heating --~ activation of ions --~ the motion of positive 
ions to the cathode surface and a resultant field enhancement --~ enhanced 
field emission --4 breakdown 

where the basic prerequisite for the overall process to occur is the existence of 
some form of impurity sites in a conduction channel. This, in fact, is readily 
satisfied for the regimes we are considering here, since chemical analyses of 
all emission sites have shown them to be very impure oxides [13]. Although 
we do not have accurate data on the precise nature of these contaminant 
microstructures, it can be assumed, for example, that water exists in all 
naturally occurring sites. In addition, it will be shown later that the ion 
density required for the onset of the ion-induced breakdown is only 10 ppm, 
i.e. involving a very low level of concentration. 

In order to see how Joule heating activates the ions, we have to enquire 
into the findings of electrochemical studies of oxide films. In general, 
contaminants can be divided into two categories; viz. ion and neutral species. 
The ion species can be either positive or negative, where it is the positive type 
that are found to be mobile under the influence of an electric field [14], and 
give rise to a temperature-dependent ionic current density of the form: 

j = E tri exp (-H/kT) 5.6 

where E is the electric field, and H is the activation energy. 

Having satisfied ourselves that ions are free to move within a channel, we are 
left with the question of how many ions there are in a typical oxide. 
Conventional measurements of ion drift give area densities of typically 
106-107 m 2 in clean oxides. This gives rise to a total field enhancement of the 
order 106 V/m, which is three orders magnitude lower than the onset field for 
Fowler-Nordheim tunnelling to occur. It can therefore be concluded that the 
influence of this mechanism is negligible. 

However, for contaminated oxides, such as those assumed to be involved 
in the present regimes, a total impurity of concentration of 1022 m 3, or an 
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area density of ~ 1014 m2, can be expected to exist in a conduction channel. 
Thus, the mobile ion area density is expected to be higher than that of the 
clean oxides. 

More importantly, the neutral species of the impurities can become 
active as a result of their dissociation into ions when the temperature in the 
channel rises to an appropriate threshold. For example, water contamination 
is likely to be present in a neutral form, and may be dissociated into ions 
according to the following reaction: 

2H20 ----) H20 + + OH- 

Indeed, it has been observed [15] that the total number of mobile ions 
increases with increasing temperature, with no saturation having been 
observed up to 400°C. The above reasoning therefore demonstrates that, with 
rising temperature, the total number of mobile ions can be significantly 
increased due to the dissociation of neutral contaminants. Furthermore, these 
experimental findings show that, for an impure oxide, a channel temperature 
rise to ~300°C, i.e. ~ 600K, will increase the mobile ion area density to a 
value that is two to three orders of magnitude higher than that at room 
temperature, reaching a typical value of 1013/cm 2. 

Assuming that we can apply the above general findings to our present 
problem, a temperature rise of 660K will result in the dissociation of the 
neutral species, so that the ion area density will be at least one order 
magnitude higher than that at room temperature. Thus, if the area density of 
ions at room temperature is 2 x 108/m 2, a temperature rise of 660K will 
increase it to 2 x 109/m 2. Such an ion density will give rise to an extra field 
of 7.2 x 108 V/re. If this is further enhanced by a factor of [~2 of 15 due to 
the field-enhancing effect of its geometry on the surface of the substrate, this 
field will predominate and induce a current density of ~ 1012 A/m 2. Putting 
these new values for the field and current density into equation 5.5, we obtain 
a temperature of 2 x 104°C. 

According to our model, this is the axial channel temperature, which 
will fall off radially from the filament centre according to equation 5.1. 
Thus, if the axial temperature is 2 x 104°C, the temperature will remain above 
103°C out to r = D, and consequently, an almost complete dissociation of ion 
pairs will occur throughout the cylinder of radius D. Such a heating in the 
whole of the dielectric particle will cause a liberal flow of positive ions to the 
cathode, and will induce breakdown filaments at all irregularities in the metal- 
insulator interface. The breakdown of these filaments will initially result in 
the local melting of the particle and the electrode, and will finally destroy the 
whole particle and probably leave the electrode surface with some 
microcratering damage. 
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Fig 5. 7 Illustrating the physical processes involved in the Impact-Ionization-Induced 
Breakdown Model. 

Impact-lonisation-lnduced Breakdown The description of this process can be 
based on the impact-ionisation-recombination model for dielectric breakdown 
proposed by DiStefano and Shatzkes [8]. From this model, a picture can be 
formulated of the significant processes which occur during breakdown. Thus, 
referring to Fig 5.7, the following sequence of events is assumed to occur: (i) 
electrons are first field emitted into the dielectric from the substrate electrode; 
(ii) the hottest of the electrons ionise the lattice, and leave behind slow-moving 
holes; (iii) this cloud of positive charge, formed by ionisation and 
recombination, leads to an increased current of even hotter electrons; (iv) this 
current then results in similar consequences to the ion-induced breakdown 
process discussed above; i.e. it leads to a temperature rise through Joule 
heating, and thus thermal instability. It is also important to note that whilst 
this model requires strong hole trapping in the dielectric, it only requires low 
rates of impact ionisation. Thus, it contrasts strongly with the conventional 
avalanche model where large-scale impact ionisation results directly in the 
heating and destruction of the insulator. 
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For impact-ionisation to occur, the electrons tunnelling from the 
substrate into the dielectric medium will need to gain substantial energy from 
applied field in order to reach a threshold of 2Eg, i.e. twice the band gap 
energy of the dielectric medium. The corresponding threshold field may be 
determined using the expression 2Eg = E~,, in which E is the applied field and 
~, the mean free path of electrons in the dielectric. This type of calculation 
shows [7] that a typical threshold field for the avalanche breakdown of most 
oxides is > 109 V/m. 

In summary, the above discussion has demonstrated that the thermal 
instability of a conduction-channel regime can be caused by an enhanced Joule 
heating. This can occur at a relatively low gap field of--  107 V/m if the 
channel consists of neutral impure species. For a purer conduction-channel, 
the dominant breakdown mechanism will be by impact-ionisation-induced- 
breakdown, where higher fields may be achieved in the channel. To apply 
these ideas to our present problem, it can be anticipated that the ion-induced 
breakdown mechanism is likely to predominate, i.e. because of the impure 
nature of the prebreakdown emission sites. 

5.3.1 (ii) Metallic Microprotrusion Regime 
For a complete analysis of the thermal stability of a metallic microprotrusion 
it would be necessary to consider four energy exchange mechanisms" 

(a) 

(b) 

(c) 

(d) 

internal resistive heating resulting from a high current density 
flowing into the tip of the emitter, 
thermal cooling by heat conduction down the shank of the 
protrusion into the "cold" reservoir provided by the bulk of the 
cathode electrode, 
thermal cooling by radiation losses from the surface of the 
emitter, 
the internal heating or cooling that can result from the 
Nottingham effect. 

This latter process has a similar physical basis to the well known cooling effect 
associated with thermionic emission, viz. that the energy of an emitted 
electron will be higher than that of its replacement conduction electron which 
is supplied at the Fermi level. In the case of low-temperature FEE (T < 

300K), electrons will be emitted from states below the Fermi level so that 
there will be a heating effect, where the energy dissipated in the lattice (Ae) N 

for each field emitted electron is given by Charbonnier et al. [ 16] as 

1 

(Ae)N = 1.475 x 10-29 Eq~ 2 5.7 
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Fig. s.8 The geometrical relationship between an idealised field-emitting 
microprotrusion and its associated anode "hot-spot" of radius Ra: b is the 
radius of the spherical cap from which the electrons are emitted, and T is the 
penetration of the electrons in the anode. (From Latham [6], with 
permission.) 

Hence, if it is assumed that all electrons leave the surface with the same 
energy, the Nottingham power density dissipated in the surface of an emitter 
by an emission current density JOF will be 

1 

WON = 9.2 x 10-11JoFEt~ 2 5.8 

At high temperatures, electrons will tunnel from populated states above the 
Fermi level and so give rise to a cooling effect: the transition between heating 
and cooling is characterised by an inversion temperature Ti (defined later in 
this section by equation 5.13) which depends on the work function of the 
emitter and the applied field. 

In the original analysis by Dolan et al. [17a] of the thermal properties of 
the micro-emitter model, only two of the above energy exchange mechanisms 
were included in their computations, viz. resistive heating and conduction 
cooling; radiation cooling was also considered, but shown to play an 
insignificant role. For this restricted model, the temperature difference AT 
between the tip and base of the conical protrusion shown in Fig 5.8 is given by 
[18] 

j2 I2(T) r 4 Ih-_r cotO_) 5.9 
AT = 4--K( i --cos-O) 2 ~ h r c o t O 

1 8 0  



5. Electron Emission Based Breakdown Mechanisms 

where JF is the emission current density, ~(T) the electrical resistivity and K 
the thermal conductivity of the emitter. It soon became apparent however that 
this was an inadequate approach for obtaining reliable predictions; in 
particular, this model is inherently unstable at high emission current densities 
and therefore cannot explain the stable behaviour found in practice for clean 
emitters under strongly emitting conditions where JF can approach values of 
--1012 Am -2. Accordingly, it was superseded by a more rigorous treatments 
that took account of the Nottingham contribution. 

The earliest of these was due to Martin and his colleagues [19] in 1960, 
with important follow-up contributions from Levine [20], Charbonnier et al. 
[16], Vibrans [21], Brodie [22], Swanson et al. [23], Slivkov [24] and 
Chatterton [18]. All of these analyses were based on the assumption that any 
thermal instability will be initiated at the tip of the emitter where the 
temperature is a maximum; they therefore had as their common central aim 
the derivation of an expression for the temperature distribution in the vicinity 
of the apex of the microprotrusion. This therefore involves setting up a 
differential energy exchange equation and solving it for the boundary 
conditions appropriate to the chosen protrusion geometry. In practice, this is 
generally a very complex procedure, particularly if a time-dependent solution 
is required. However, for slowly varying DC gap voltages, where the sub- 
microsecond thermal time constant of the microemitter has no significance in 
controlling the temperature distribution, it is permissible to simplify the 
problem by using a steady-state solution. Thus, for the case of the truncated- 
cone type of emitter shown in Fig 5.8, where radiation losses are assumed 
negligible compared with the heat dissipation by conduction, the solution of 
Martin et al. [ 19] for the steady-state temperature difference between the tip 
and base of the emitter takes the form 

AT = Tr - Tb = [.(2 (T)/2K] Q F r/ b ) 2 + ( lrk Tr r J F/ K b ) cot(a'p) 5.10 

where JF, K and f~(T) have the same significance as in equation 5.9, k is 

Boltzmann's constant, p is the same field and temperature dependent 
parameter defined by equation 4.11 and Tr and Tb are respectively the tip and 
base temperatures of the emitter. Alternatively, this same temperature 
difference may be given in the following more practical form as a function of 
the total emission current IF [23], viz. 

AT = T r - T b = [g2 (T)/2Kzc 2] (IF/a r) 2 + (kT r IF/Kar  ) c o t ( w )  
5.11 

where tx is the cone half-angle. It has to be appreciated however that the value 
of AT attained for a given emission current will be very sensitive to the 
microprotrusion geometry: for example, the thermal coupling of the conical 
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emitter of Fig 5.8 will clearly be more efficient than for a cylindrical emitter 
of similar h/r ratio, so that the latter will attain a higher tip temperature. The 
general conclusion from this observation is therefore that long thin 
microprotrusions will be less stable than those having a broad-base tapering 
geometry. 

The first term in equation 5.11 accounts for the resistive heating and, 
being proportional to f~(T)(IF) 2, increases rapidly with both emission current 
and temperature. The second term of this equation is due to the Nottingham 
effect and, because of its direct proportionality to IF, is clearly less sensitive to 
increases in the emission current; more important however, it is sensitive to T, 
falling to zero at the inversion temperature Ti when cotr~p = 0 or p = 1/2, 
thereafter going negative as the effect starts to provide a cooling contribution. 

The value of Ti, which is defined by the condition p = 1/2, is based on a 
theoretical consideration of how the total energy distribution of field-emitted 
electrons varies with temperature [ 16,20], and from equation 4.11 leads to 

Ti = 5.4 x 10-TE q~ 

_1_ 
2 

5.12 

or more exactly 

5.4 × 10"TE 5.13 T i = 
1 

dp ~ t(y) 

where t(y) is defined for equation 4.2. For most clean metallic emitters that 
are delivering a high emission current density, E and ~ can be taken to be 
typically ~ 6 × 109 Vm-1 and ~ 4.5 eV respectively, which gives a value for 
Ti -- 1500K that is almost independent of electrode material. Clearly, if any 
benefit is to be gained from Nottingham cooling, i.e. by it thermally 
stabilising the tip so that higher emission current densities can be drawn, Ti 
must be significantly lower than the melting temperature Tm of the emitter 
material, as is the case for refractory metals such as tungsten or molybdenum. 
For less refractory metals such as copper, whose melting point is ~ 1360K, 
emission cooling can never come into operation, which explains why emitters 
of this type of material are generally more susceptible to instabilities and 
hence breakdown events. 

The fall-off in the Nottingham heating contribution as T ~ Ti is due to 
an increasing number of electrons tunnelling from states above the Fermi 
level, so that the low-temperature approximation for the power dissipation 
WON given by Equation 5.8 becomes increasingly invalid. Brodie [22] has 
considered this aspect of the mechanism analytically and gives tabulated data 
for the high-temperature Nottingham power dissipation WTN. These 
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computations show that for T/Ti < 0.9, the ratio of WTN/WON > 0.5 and that 
it is only when T is very close to Ti that WTN begins to fall off rapidly. It 
should however be pointed out that this analysis by Brodie [22] is open to 
criticism [23] since he used the normal instead of the total energy distribution 
of the field emitted electrons. 

The energy exchange associated with the Nottingham effect has been 
studied experimentally under controlled laboratory conditions by two 
techniques. In the first, as pioneered by Drechsler [25] and later used by 
Charbonnier et al. [ 16], a clean tungsten emitter is welded to a low thermal 
capacity mounting, usually a thin wire, whose temperature variation can be 
accurately monitored as heat is either dissipated in or extracted from it. The 
second technique was developed by Swanson et al. [23,26] and was aimed at 
investigating the influence of emitter work function ~ on the effect. To this 
end, they employed low-~) coatings (e.g. zirconium-oxygen on tungsten, 
giving ~ -- 2.7 eV) to show that, as a result of emission cooling, larger current 
densities could be drawn from such emitters: they also used other low-~ 
coatings, whose desorption was temperature-dependent (e.g. barium on 
tungsten, giving ~ -- 2.1 eV), to selectively identify the highly localised region 
of an emitter where the heating effects are greatest. Whilst both types of 
experiment confirmed that the predicted energy exchange processes do occur, 
including the existence of a Nottingham inversion temperature Ti, there was 
only limited agreement between theory and experiment. In particular, the 
values of Ti were found to be very much lower than anticipated from the 
theoretical relation of equation 5.12. Thus, for a clean tungsten emitter with a 
field of 4.6 × 109 Vm -1, Ti was found to be 550K compared to the theoretical 
value of 1165K: similarly, the experimental value of Ti for a zirconium- 
oxygen coated tungsten emitter with a field of 2.4 × 109 Vm-1 was -- 475K as 
opposed to 775K predicted from theory. 

Although no detailed explanation is available for this discrepancy, there 
are strong indications that the free-electron based theoretical value used for 
the average energy of a field emitted electron relative to the Fermi level may 
be in error [26]. These same revised theoretical considerations also suggest 
that the values of AT predicted by equations 5.10 and 5.11 are likely to be too 
high. In practical terms, the existence of these lower inversion temperatures 
provides an explanation for the highly stable FEE current densities 
(- 5 x 1011Am -2) that can be drawn from clean tungsten emitters under 
controlled conditions (see Chapter 6). Recognising therefore the evidently 
important role played by the Nottingham effect in determining the limiting 
conditions for stable electron emission, particularly in the case of the sites 
found on broad-area electrodes, it should be remarked that the subject 
warrants further theoretical and experimental investigation aimed at resolving 
the anomalies outlined above. 
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5.3.2 Anode Response 

The general topic of localised electron bombardment heating by focused 
beams o f  impact radius Ra and total beam power W was first treated 
analytically by Oosterkamp [27]; subsequently, Vine and Einstein [28] 
developed a more complete theory to cover the case of high energy beams 
where the effects of electron penetration in the target have to be taken into 
account. To apply this type of analysis to the specific regime of an anode 
"hot-spot" associated with the type of field-emitting microstructures found in a 
high voltage gap, i.e. such as shown in Fig 5.8, it is first necessary to have a 
knowledge of the electron spot diameter 2Ra at the anode. This will be 
determined firstly by the angular divergence of the electron emission as it 
leaves the cathode surface and secondly by the magnitudes of the initial 
transverse velocity components of the electrons, i.e. those parallel to the 
emitting surface. For the purpose of the present analysis, the following two 
simplifying assumptions will be made. 

(i) As far as the anode is concerned, the trajectories of the electrons field- 
emitted from a microchannel embedded in a dielectric medium (see Figs 
4.1(a) and (b)) will be made effectively the same as those emitted from an 
isolated spherically-capped cylindrical microprotusion, i.e. as illustrated in Fig 
5.9. 

(ii) Since the field-emitting properties of such microstructures are 
primarily determined by the radius, r of the emitting tip and the height h of 
the tip above the planar electrode, it is acceptable to use the analytical 
treatment developed by Chatterton [18] for an idealised emitter geometry 
consisting of a truncated cone. Under these circumstances, the emission angle 
t~ can be taken as 40*. 

Thus, following the analysis of Chatterton [18], and assuming to a first 
approximation that electrons are emitted normally to the cathode surface (i.e. 
neglecting their transverse velocity components), that there are no space 
charge effects, and that the electrons will follow the field lines, one has 

Ra =/~1 ~1/2 5.14 

or from equation 4.18 where h/r >> 2 

Ra -_ (h/r)l/2~ 5.15 

Here ~i is the radius of the emitting area, as shown in the inset of Fig 5.8. 

184 



5. Electron Emission Based Breakdown Mechanisms 

When account is taken of the initial transverse velocity components, which is 
essential in most practical situations, it can be shown that [ 18] 

Ra = ~1 /2~  -k- 2d 1/2 (fl~ sina) 1/2 5.16 

1 =  2Ra 1 
e" c" c" c- 

i 

C 

Microchannel Regime Equivalent Mlcroprotrusion 
Regime 

Fig 5.9 Illustrating the equivalent microprotrusion regime of a MIV emission 
structure and the geometrical relationship between this idealised regime and 
its associated anode "hot-spot". 

In fact, Ra is normally dominated by the second term so that 

Ra " 2dl/2(fl&inoO 1/2 5.17 

or finally, after substitution for sin ~ = ~5/r (see Fig 5.8), 

Ra = 2S (dfl/r) 1/2 5.18 

As an example ,  e lec t ron emiss ion  from a t r u n c a t e d - c o n e - s h a p e d  
microprotrusion, such as shown in Fig 5.8, with dimensions h = 0.5 ~tm, 
r = 5 nm and hence [3 = 100 (from equation 4.18), where it is assumed 

= 40 ° and 8 ~ r/2 -- 2.5 nm, the associated anode spot for a 2 mm gap would 
have a diameter 2Ra -- 30 ~tm. 

The surface volume of the anode electrode in which the beam energy is 
dissipated (shown shaded in Fig 5.8) will be determined by the electron 
penetration depth y which is given by the Thomson-Whiddington Law [29] as 
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~,= V 2 5.19 
C 

In this equation, V is the accelerating potential of the electron, which in this 
case corresponds to the gap voltage, and C is a constant defined by 

C = gpZ 
A 

where Z, A and 9 are respectively the atomic number, atomic weight and 
density of the target material,  with the fundamental  constant 
g = 7.8 x 1010 (eVm 2 kg-1). Thus, 10 and 50 kV electrons striking a copper 
anode would penetrate ~ 0.3 and 8 ~tm respectively, which illustrates the 
strong voltage-dependence of T. 

Two analytical approaches have been used to compute the steady state 
temperature distribution in the anode hot-spot resulting from a constant 
electron bombardment power loading. The first, as followed by Oosterkamp 
[27], is really a low-energy approximation applicable to gap voltages 
V < 25 kV. Here it is assumed that there is negligible electron penetration 
with Ra >> T,  so that the problem reduces to the classic thermal diffusion 
problem of a surface disc heat source of uniform power loading on a semi- 
infinite solid, i.e such as treated by Carslaw and Jaeger [30]. For the more 
realistic situation of an electron beam having a Gaussian current-density 
distribution, Vine and Einstein [28] gave the steady-state axial and surface 
temperature distributions, T(0,x) and T(R,0) respectively as 

T(O, x) = Too exp (x2/1.44 Rg2) erfc. (xll.2Rg) 5.20 

T (R,O) = Too exp (-r2/2.88Rg2) Io (r2/2.88 Rg2) 5.21 

where Too is the temperature at the origin of co-ordinates, i.e. on the beam 
axis in the surface of the target. Clearly, Too will correspond to the highest 
temperature reached in the "hot-spot" and is therefore a central parameter in 
the present discussion of anode initiated breakdown. The value of Too will be 
given by 

1 
[Too]l = 0.414W/rc2KRg 5.22 

In equations 5.20 to 5.22, W is the total beam power in watts, K is the mean 
thermal conductivity of the anode material over the temperature range being 
considered (Wm-1 K -1) and Rg is defined for a Gaussian beam as the radius at 
which the current density is half the maximum. To account for the power 
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losses through radiation and backscattered electrons, it is necessary to replace 
W by the actual absorbed power Wa in equations 5.20 to 5.22, where Wa can 
be conveniently expressed in the form 

Wa = a W  5.23 

In this relation, a is termed the power-retention factor and is a constant for a 
given material, ranging from 0.97 for the low atomic number element 
aluminium to 0.62 for the high atomic number tungsten [28]. Accordingly, 
the corrected steady-state temperature at the origin of co-ordinates [Too]2 will 
be given by 

[Too]2 = 0 . 4 1 4 a W / ~ I K R g  
5.24 

The second and more general treatment of the temperature distribution in an 
anode "hot-spot" is particularly relevant to high voltage electron beams 
(V > 25 kV) where electron penetration becomes significant, i.e. ~, ~ Ra, so 

that it is no longer permissible to use the surface disc heating model. Thus, 
from a detailed analysis by Vine and Einstein [28], which considered a 
volume-distributed heat source, the corrected temperature at the origin of 
co-ordinates in the surface of the anode is given by 

[Tool 3 = ~ [Too] 2 

= (0.25aW/rtK)') { log(  1 + 1.4~2/Rg2)/[1 - (0.8 Rg/)') tan -1 (1.2?'/Rg)] 

5.25 

where [Too] 2 has been substituted from equation 5.24. The complicated 

geometric function ~ will always be <1, i.e. [Too]3 < [Too]2 and has been 
computed by Vine and Einstein for a wide range of y/2Rg; however, 
Chatterton [18] has shown that it may be closely approximated by the 
simplified empirical functions" 

= 0.7 (2Rg/},)  0.77 

= exp (- 0.3),/Rg) 

for ?'/2Rg > 1 

for ~'/2Rg < 2 
5.26 

As an illustration of the differing predictions of the "approximate" disc 
heating model and the more complete latter model, where account is taken of 
electron penetration and backscatter losses, Fig 5. l0 compares their respective 
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normalised isotherms, [Tfroo]2 and [T/Too]3, for a 2 I.tm-diameter, 50 kV 
beam impinging on a copper target for which the penetration depth 

-- 15.5 ktm. From this figure, it is clear that the largest discrepancies occur 
within the penetration volume, where the disc model predicts much lower 
temperature gradients with, consequently, a higher temperature at any given 
point. 

2~m (R o =1 /,m) 
diameter 

-"~'--- R, ,u.m ~ I ~"~ R, p.m -----.~- 
le Iz 8 4 I~w ~ 4  8 ;2 16 

°'~4~)~7. / / / / I ' 1  / / 
/ t 

i J °  
a ~ 20-  b 

Fig 5.10 Computed normalised isotherms associated with the "hot-spot" produced on 
an anode (Z = 34) by a 50 kV, 2 I~m-diameter beam having a Gaussian 
current density distribution: (a) according to the disc heating model, and 
(b) when corrected for penetration and backscatter. (From Vine and 
Einstein [28], with permission.) 

To conclude this discussion, it should be noted that a more complete 
treatment of this topic would have to take into account the influence of the 
various electron scattering processes that occur in the target, with particular 
attention being paid to how the dissipation of the incident electron beam 
energy varies with depth. An early review of these considerations, as they 
apply to "massive" targets, was given by Spenser [31]. Subsequently, Bishop 
[32] used an analytical approach based on Monte Carlo simulation techniques 
to investigate the energy dissipation in targets of finite thickness such as are 
encountered in electron microscopy. Later, Vyatskin et al. [33] developed 
experimental techniques for directly measuring the energy dissipation in 
massive targets. The important fact revealed by these studies is that, as a 
result of electron backscattering processes, there is a characteristic depth for a 
given impact regime at which the rate of energy dissipation is a maximum; its 
value depending not only on the incident energy of the electrons, but also on 
the target material, since this determines the range of the electrons. 
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As an example, we can compare the cases of 20 and 30 keV electrons 
impacting on a copper target, where the maximum rate of energy dissipation 
will occur respectively at depths of--  300 and 600 nm [33]. The practical 
implications of this sort of finding become progressively more important at 
higher energies, i.e. higher gap voltages, where an increasing fraction of the 
electron beam energy will be dissipated at a greater depth from the surface. 
For instance, under these circumstances there is the possibility of an explosive 
"bubble-like" anode process involving the ejection of showers of molten 
microdroplets from the anode hot-spot such as required for the breakdown 
initiating mechanism to be described in Section 7.2.1 (iii). 

5.4 Thermal Response of Emission Regime to Pulsed Fields 

In this section we shall consider the transient thermal response of the cathode 
microemitting regimes and the associated anode hot-spot under non- 
equilibrium conditions; in particular, where a gap is subjected to a fast-rise 
pulsed voltage whose duration tp is comparable or less than the thermal 
response times of both the cathode and anode microregimes. By extending the 
analysis to the use of variable-length, over-voltage pulses, i.e. whose 
amplitude is sufficient to initiate a breakdown, it is possible to study the 
temporal evolution of the processes occurring in the gap. The practical 
importance of such a pulsed-field operational regime is that it offers the 
possibility of applying higher gap voltages than under DC conditions, and 
hence drawing higher emission current densities, since neither the cathode nor 
anode has time to rise to its critical temperature for the initiation of thermal 
instabilities. As will be described later in Chapter 6, this effect has been 
impressively demonstrated under controlled laboratory conditions for the case 
of a point-plane electrode geometry. In practice, it is used to advantage, for 
example, in high power "flash" X-ray tubes. 

5.4.1 Cathode Response 

This has been studied extensively by Mesyats and his co-workers [34-45] using 
both theoretical methods and the type of fast-rise, nanosecond over-voltage 
pulse technique referred to above. Their findings have led to a three-stage 
breakdown model involving, firstly, the heating of the cathode emitting site to 
the point of thermal instability and the onset of an "explosive" electron 
emission regime; secondly, the formation and expansion across the gap of the 
microplasma or "cathode flare" created from the vaporised cathode material; 
and thirdly, the subsequent formation of an "anode flare" that crosses the gap 
in the reverse direction, and thus helps to bridge it with an arc. A detailed 
account will be given in Chapter 6 of the experimental investigations into these 
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fundamental processes as they occur under controlled laboratory conditions 
with a microscopically well defined point-plane electrode geometry. For the 
present, it is sufficient to indicate that the total breakdown time tb, defined as 
the time taken for the gap voltage to collapse, can be expressed as 

tb = t l + t2 5.27 

where t l corresponds to the emitter heating time, and t2 to the time taken for 
the plasma to cross the gap and strike an arc. The parameter t2, which is often 
referred to as the "commutation time", is principally determined by the 
properties of the cathode-flare, with only a small correction included to take 
account of the contribution made by the secondary anode flares. 

Experimental studies [34] have established that the delay time t l to the 
initiation of pulse breakdown obeys the empirical relation 

j 2 t l = constant  5.28 

where the value of the "constant" depends on the cathode material. It 
therefore follows that t l will be very strongly influenced by the explosive 
electron emission current density j, and hence the gap voltage: typically, t l 
varies in the range 0.1-100 ns according to the level of over-voltaging. A 
close approximation to the commutation time t2 may be obtained 
experimentally by using high-speed optical techniques [35,36] to measure the 
time taken for a cathode flare to cross the electrode gap d, where in terms of 
the cathode flare velocity vf, 

t2 ~ d / v f  5.29 

Anode flares on the other hand have been shown by these techniques to 
develop at a time ~0.5d/vf (-__ t2/2) after the initiation of a cathode flare [35- 
38]. 

From such optical studies with both broad-area electrodes, and those to 
be described in Chapter 6 using a point-plane configuration, it has been shown 
that the magnitude of vf is principally determined by the space charge density 
within the flare which, in turn, is closely related to the explosive emission 
current I(t) that is feeding the flare. Since however in practice vf shows only 
a small variation over a wide range of experimental conditions, equation 5.29 
indicates that t2 will be very sensitive to the electrode gap d, typically varying 
between 20-500 ns for d-values in the range 0.5-10 mm; the corresponding 
flare velocity is ~ 2 × 104 ms -1. For most electrode regimes, I(t) will be 
space-charge limited and given by the expression [39] 
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I (t) = A [V(t)] 1.5 vf  t ( d -  vf t)-1 5.30 

where A-- 3 × 10 -5 AV -1.5 and V(t) is the gap voltage whose time-dependence 
will be governed by the external circuitry. By establishing an appropriate 
circuit equation, and solving this in conjunction with equation 5.30, it is 
possible to obtain an analytical expression for t2 [35,40]. For the cases 
considered, which are representative of most conventional experimental 
regimes, it emerges that 

t2 = (d/vf) f(Z, Vp) 5.31 

where f(Z,Vp) is a slowly varying function of an appropriate input circuit 
parameter Z and the over-voltage pulse amplitude Vp. However, since 
f(Z,Vp) is of the order unity, it follows that the approximation of equation 
5.29 was justified. An exception to this rule is where a large gap (>3 mm) is 
being fed from a discharging capacitor whose value is < 30 pf: in this case, 
the voltage collapse time is less than the commutation time, i.e. the capacitor is 
discharged before the gap is bridged by the plasma. It should also be added 
that equations 5.29 and 5.30 are also valid for DC breakdowns when the gap 
length is < 6 mm and the applied voltage is < 120 kV [41,46]. 

Returning to a further consideration of Equation 5.27, it must be 
pointed out that it is liable to become invalid with low over-voltage pulses, 
where it is frequently found that tb can exceed t l + t2 by several orders of 
magnitude, i.e. as calculated respectively from equations 5.28 and 5.29. 
Under these circumstances, it is believed that the initial emission current 
density is too low to cause significant vaporisation of the tip, but is high 
enough to lower the self-diffusion activation energy of its surface atoms to the 
point where they can migrate under the influence of the applied field and give 
rise to a tip sharpening mechanism, and hence the critical conditions necessary 
for the formation of a microplasma. The characteristic time ts associated with 
such a sharpening process is given by [42] as 

1 
~'s = 10roP 2 / E 5.33 

where ro is the initial radius of the emitter (cm), P the density of the cathode 
material (gcm-3) and E the macroscopic gap field (Vcm-1). Thus, taking 
ro = 10-5cm, P = 10 gcm-3 and E = 106 Vcm-1 as being representative of 
typical gap conditions, equation 5.33 predicts Xs ~ 10 -7 s, which is of the 
correct order to account for the high values found for tb with low over- 
voltage pulses. 

The first complete theoretical analysis of the temperature response of a 
field emitting micropoint is due to Litvinov et al. [42,43] and was based on a 
model that assumed the important thermal processes, and hence instabilities, 
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occur in the surface layers of an emitter. Accordingly, their approach was 
first to establish a differential equation describing the thermal balance in a 
surface volume following the application of a step-function impulse field, and 
then to solve this for a set of boundary conditions that closely approximated to 
those existing in typical experimental situations. To highlight the various 
physical processes involved, it is convenient to express the basic differential 
equation in the form 

~9--t- 5e °!_ 12- ~0o 
=- I + II + III 5.34 

Here, the left hand side corresponds to the nett heat gained per unit volume as 
a result of electron-phonon interactions, and is expressed in terms of the total 
thermal capacity C which includes both the electronic and phonon 
contributions, Ce and Cp respectively: thus 

pC (~)T/i)t) = Ce {~)Tel~)t) + Cp (3Tp/~)t) 5.35 

where Te and Tp are respectively the electron and phonon (or lattice) 
temperatures, with Te = Tp = T at t = 0 and as t ~ co. The right hand side of 
equation 5.34 accounts for the energy dissipating mechanisms in which term I 
corresponds to the Joulian heating with f~(T) being the temperature-dependent 
resistivity, and terms II + III represent the Nottingham heating effect 
discussed in Section 5.3.1(ii); i.e. where term II is the mean energy removed 
by electrons that are field emitted from the cathode surface and term III is the 
mean energy of the replacement or "supply" electrons (~o is the Fermi energy 
defined at T = 0). The detailed form of term II has been given as [42] 

Ze VTe = (2kTiJF/e) [u2kre2/4 (r) ri+ {Ure/2r } ctg (tt~e/2Ti} ] 5.36 

where Ti is the Nottingham inversion temperature defined by equation 5.13 
and ~t(T), the temperature-dependence of the chemical potential function, is 
given by 

~(7) =/.to [ 1 - (Tr 2/12) (kT/l.to) 2] 5.37 

in which I.to is the Fermi energy at T = 0. Equations 5.34 to 5.37 have been 
solved for the type of idealised microemitting geometries discussed in Section 
4.2.2(ii) where the temperature is sufficiently low for JF to be defined by 
equation 4.9 or its alternative form 

JTF = JOF (roTe~ 2Ti) sin (rtTe/ 2Ti) 5.38 
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At emission current densities < 1013 Am-2, it is found that both the electron 
and lattice temperatures, Te and Tp, approach equilibrium values with 
comparable time constants Xe "--Xp > 10 -10 s, i.e. indicating that under these 
conditions there is an efficient exchange of energy between the electrons and 
the lattice, so that it is therefore permissible to take Te = Tp = T and to treat 
the system as having a single thermal capacitance with Cp = C. However at 
emission current densities > 1013 Am-2, where Te can reach several tens of 
thousands of degrees, the above time constants assume values of Xe < 10 -12 s 
and Xp 10-11_ 10-10 s, thus indicating that there is a significant lag between the 
lattice and electron temperatures. However, when these times are compared 
with the values for the cathode response time t l measured experimentally, it is 
evident that lattice relaxation effects can be neglected in most practical 
situations. Applying this and a number of other simplifying assumptions, 
equation 5.34 may be solved [45] to yield .the following analytical expression 
for tl" 

j 2tl = apC/H ° 5.39 

Here, Ho = (f~(T)/T), p is the density and a is a material constant which 
depends weakly on the work function; in the case of tungsten, for example, 
a = 55. If the values of t l predicted by equation 5.39 are compared with those 
obtained from the empirical expression of Equation 5.28, established from 
experimental data, agreement is generally very good. Thus, taking again the 
case of tungsten, experiments give j2tl = 4 x 1017 A2sm -4, whilst equation 
5.39 gives 4.5 x 1017 A2sm -4. It should also be noted that a similar value for 
the thermal response time of a microemitter was obtained from a computer 
simulation study by Mitterauer and Till [47] that used a simplified model in 
which the influence of the Nottingham effect was ignored. 

5.4 .2  Anode Response 

The problem of extending the steady-state analysis of Section 5.3.2 to include 
the temporal response of the anode hot-spot temperature distribution under 
pulsed heating conditions has been considered by Charbonnier et al. [48], and 
in more detail by Dudek [49], who also conducted a complementary 
experimental investigation. However, to gain an insight into the essential 
features of the characteristic temperature response of this complex thermal 
regime, we shall refer here to the findings of the simplified approach of 
Charbonnier et al. [48] which is appropriate to conditions where the pulse 
length is less than or comparable to the thermal response time of the anode. 
In this treatment, the surface disc source diffusion model is solved for the 
special situation where times are short enough for the flow of heat to remain 
uni-directional, i.e. normal to the anode surface. The model was further 
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simplified by considering an idealised circular cross-section beam having a 
uniform power loading w, where space charge effects and backscattered losses 
are ignored. For such a regime, two functions may be defined that give the 
temperature increase in the anode. 

(i) For 0 < x < 7 i.e. for points within the electron range 7 of the target 
surface 

T 1 (X,t) = W 
2Ky 
~ [ ( y +  x}2f(oq)+(y-x)2f  (tx2)] 

5.40 

where f(51) and f (52) are complicated functions defined by 

f ( a ) =  [exp (-:~)] [o~2z) °'5] -1 + Ot -2 erJ(a) + erj(a)- 0.5 5.41 

with 
1/2 al = (y + x) (2Kt/Cp) 
-1/2 a2 = (y + x) (2Kt/Cp) 5.42 

In these equations, erf signifies the standard "error" function, whilst K, C and 
p are respectively the thermal conductivity, specific heat and density of the 
target. 
(ii) For x > 7, i.e. for points inside the bulk of the target and outside the 
electron penetration range 

T 2 (x,t)= 2K~ [{~'+ x) 2 j~O~l)- (x- ~2~0~2) ] 5.43 

The highest anode surface temperature will occur at the centre of the hot-spot 
(x = 0) which, from Equation 5.40, will be given by 

T 1 (0,t) = w 
2K)/' 

¢ f(0~01)+ ~'2j~0~02)] 

= K Yf(O~O) 5.44 

since or01 = 502 = 5 0  = 7(2Kt/Cp) -1/2 in this special case. It will be seen from 
equations 5.40 and 5.43 that the time-dependence of T1 and T2 only appears 
through the quantities 51 and 52 in equation 5.41 for f(tx), and that this is 
basically an exponential function in tz 2. Accordingly, the quantity 
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(y + x)2(2K/Cp) -1 can be identified as the heat spread parameter which 
determines how rapidly the thermal diffusion process can dissipate heat 
energy; alternatively, it is possible to define a local thermal time constant for 
any point x which gives a measure of the time taken for the temperature at 
that point to approach its steady-state value. Thus, at x = T, i.e. at the inner 
boundary of the disc heat source, we have from equation 5.42 that o~2 = 0 and 

2y2pC 5.45 
"t'y = .K 

Because of the dependence of xTon 7, it follows from equation 5.19 that 
a:7 o~ V 4 and is consequently very sensitive to the energy of the bombarding 
electrons, where typically, "c7-- nanoseconds for a 10 kV beam and 
- milliseconds for a 1 MV beam. The changing temperature distribution in 
the surface of the anode, as predicted by this pulsed heat source model, can be 
conveniently illustrated in terms of the normalised variables (x/y) and (t/xT). 
Thus, Fig 5.11 shows a family of normalised temperature distributions 
corresponding to increasing time intervals up to t = 16x 7 following the 
application of a heat pulse [48]. 

Finally, the model can be used to provide approximate expressions that 
indicate how the temperature rise in the surface of the anode depends on the 
duration of the heat pulse tp. 

)t T(~,,t) 
T ( O , t )  

°,1 i 
l , ,  _-- xly 2 3 4 5 6 ? 8 9 

Fig. 5.11 Normalised axial temperature distributions associated with an anode "hot- 
spot" formed by a pulsed electron beam of varying duration tp. (From 
Charbonnier, Bennette and Swanson [48], with permission.) 

For  very short  pu l ses  (t << x 7 ), there will be an adiabatic situation with 
virtually no heat spread, so that at the end of the pulse there will be a uniform 
temperature rise throughout the disc given by 

wtp 
T (O, tp) _ 5.46 

rcp 
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For intermediate pulses (t > x~, ), there will be an appreciable diffusion of 
heat into the anode with the surface temperature being given by equation 5.44. 
However, for situations where t is significantly greater than x~ t, so that 
~1 << 1, equation 5.44 can be approximated by [48] 

1_ 1_ 
Tl(O, tp) ~ 2W(tp) 2/(rcKCp) 2 5.47 

For very long pulses (t >> xv); equilibrium conditions will be approached and 
the anode temperature rise will correspond to the steady-state limit calculated 
by Oosterkamp [27] viz. 

Tl(O, tp)-- wRa/K 5.48 

5.5 Technical Implications 

Having considered in detail the causes of the thermal instability of both the 
microchannel and metallic microprotrusion emission regime, we shall now 
turn our attention to how these theoretical findings can be applied to two 
important technological issues. Namely, whether breakdown events are likely 
to be cathode or anode-initiated, and whether it is possible to predict the 
breakdown behaviour of a gap from its prebreakdown characteristics. 

5 . 5 . 1  Cathode" versus Anode-Init iated Breakdown Criteria 

This issue has been extensively studied in relation to the metallic 
microprotrusion regime, but not to the microchannel regime. In the 
following section we shall firstly discuss how the practical breakdown criteria 
are set for the former metallic regime, and then extend our analysis to the 
latter channel regime. 

5.5.1 (i) MM Microprotrusion Model 
As stated in the introductory remarks to this chapter, the basic criterion for 
the breakdown of a vacuum gap is that the temperature of either a cathode 
microemitter or anode hot-spot should approach their respective melting 
points. In the preceding sections, these critical conditions have been 
independently quantified for the anode and cathode processes. For example, 
equations 5.10 and 5.11 may be solved to determine the critical (i.e. 
maximum) emission current density JFC that may be drawn from a conical 
microprotrusion of known material and geometry before its tip temperature 
approaches to within ~ 0.8-0.9 of its melting point, i.e. when there is a high 
risk of breakdown being initiated through thermal or mechanical instabilities. 
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This value of JFC may then be used to find the corresponding critical field E 
from equations 4.9 to 4.18. Similarly, equations 5.24 or 5.25 may be used to 
define the critical power Wc that can be sustained at the associated anode hot- 
spot; furthermore, there will clearly be a critical emitter current, and hence 
cathode field, corresponding to Wc. 

The initiation of each of these breakdown mechanisms will therefore be 
associated with a critical gap field, say Ecl and Ec2, but the question however 
arises as to whether, for a given microemitter, breakdown will be initiated by 
an cathode or anode process, i.e. whether EclX Ec2. Qualitative reasoning 
suggests that long, thin and sharp protrusions will become thermally unstable 
before they can deliver sufficient emission current for the beam power at the 
anode to approach Wc, so that such a regime will give rise to cathode-initiated 
breakdown. On the other hand, short, thick-shanked and rounded protrusions 
will have good thermal coupling to their base electrode and will therefore be 
capable of sustaining the necessary emission currents for the beam power at 
the anode to approach Wc and so precipitate anode-initiated breakdown. This 
type of reasoning prompted Chatterton [18] and Charbonnier et al. [48], to 
recognise that there will be a critical emitter geometry, defined by a critical 
field enhancement factor 13c, which will set the boundary between the initiation 
of the two mechanisms. Thus, for [5 > 15c, breakdown will be cathode- 
initiated, whilst for 15 < 13c, it will be anode-initiated. Following the analytical 
approach of Charbonnier et a l. [48], which is based on a hemispherically- 
capped cylindrical protrusion, and uses the approximation of an anode disc 
heat source model referred to above, the steady-state anode power density is 
given by 

w _- I F V/ Ra 

which, after making the substitutions IF-- r~r2jF,  E = ~ ( V / d )  and 
Ra = 2([Srd) 1/2 becomes 

w -__ r JFE/4fl2 5.49 

Introducing now the limitations imposed by the critical current density JFC 
and associated critical field Ec (typically 6 × 1011Am-2 and > 5 × 109 Vm-1 

respectively) that can be sustained at a given cathode surface, together with the 
critical anode power loading Wc, equation 5.42 predicts that for ca thode -  
initiated breakdown, 

~ FCE c 

4]32 ~ 5.50 
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and for anode-init iated breakdown 

rj F cE c 

4fl2 5.51 

The boundary between the two processes will therefore be defined by 
rjFcEc/4I] 2 = Wc, which allows a critical value of the field enhancement factor 
[~c to be defined for which both processes would be simultaneously initiated, 
viz. 

!_ 

tic = (rjFCEc /4Wc) 2 5.52 

Noting that We ~ KTm/Ra from Equation 5.48 and Ra ~ 2(13ord) 1/2 from 
equation 5.18 with 8 = r, 13c, may be alternatively expressed in the more 
practical form 

tic = r [JFcEcdI/2/2KTm] 2/3 5.53 

A similar approach may be used to obtain equivalent expressions for ~c for 
pulse field operation [48], where it is generally found that these conditions 
favour cathode-initiated breakdown. Reference should also be made to the 
experimental investigation of Utsumi [50] which broadly confirmed the 
conclusions of the above analysis, viz. that high-[3 emitters ([3 > 500) 
invariably lead to cathode-initiated breakdown, whilst low-13 emitters (13 < 30) 
are found to precipitate anode-initiated breakdown. 

When considering the practical implication of the above limiting 
conditions, it should be noted that calculations of the critical cathode current 
density and anode power density only vary by a factor of ~ 5 over a wide 
range of electrode materials from say alumina to tungsten [48]. Accordingly, 
there will only be a small spread in the values of ~ 5, and hence the 
macroscopic breakdown field Eb (=Ec/I]c), among commonly used electrode 
materials. These considerations alone would suggest however, that high 
conductivity metals such as copper, that can dissipate heat rapidly, would be 
more effective as anode materials, whilst refractory metals such as tungsten 
are to be favoured for cathodes on the grounds of their having lower 
inversion temperatures [26] with consequently more stable emitting 
characteristics. 

Apart from the inherent approximations of this analysis of breakdown 
criteria, of which the neglect of space charge effects at high emission current 
densities is probably the most notable, the approach also suffers from the 
serious disadvantage of taking no account of emitter geometry; i.e. since there 
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can, in principle, be a wide range of geometries corresponding to a given 
~-value. This aspect was however considered by Chatterton [18] in a 
computational analysis that compared the critical behaviour of conical and 
cylindrical protrusions of similar tip radii r. The main conclusion to emerge 
from this investigation was that, whereas there is a large reduction in the value 
of ~c for the thinner cylindrical type of protrusion, with a consequent increase 
in the likelihood of cathode-initiated breakdown, the critical anode condition is 
much less sensitive to protrusion geometry. This is not perhaps a surprising 
finding when it is remembered that a conical protrusion has a better thermal 
coupling with its base electrode and will therefore be inherently more stable. 
In assessing the importance of protrusion shape in practical situations it has to 
be noted that most direct electron optical evidence of protrusions indicates that 
the conical geometry is very much more typical. For this reason, the 
analytical expression for ~c of equation 5.53 can still be regarded as a good 
approximation. 

Note should finally be taken of an important observation by Jtittner [46] 
that although the traditional criterion for anode-initiated breakdown used 
throughout this chapter is a fundamental requirement, it is not in itself a 
sufficient condition for there to be a 100% probability of a breakdown 
occurring. The reason for this is that, in order to explain the origin of the 
very high currents flowing during a breakdown (10-100 A), it is necessary to 
assume the occurrence of a secondary process involving the formation of an 
explosive emission cathode spot through a breakdown between the advancing 
anode plasma and the cathode surface: an event that could be expected to be 
extremely rapid, since it is known that cathode spots have nanosecond 
formation times [51]. However, the probability of this secondary process 
occurring is less than unity, as can be demonstrated by using a triggering 
spark to artificially produce an anode plasma in an electrically stressed gap, 
and noting that this does not always result in the breakdown of the main gap. 
In contrast, if a similar experiment is performed using a cathode triggering 
spark, the probability of a breakdown is unity. This observation therefore 
implies that a breakdown event initiated by an anode microplasma involves a 
more complicated mechanism than previously assumed, and that statistically, it 
is less likely to occur than a cathode-initiated event. 

5.5.1 (ii) M I V / M I M  Microchannel  Model  
Despite its technological importance, there has not to date been a detailed 
theoretical analysis to derive the critical breakdown criteria for the 
microchannel regime. The main reason for this is that very little quantitative 
information exists about the physical parameters that determine the properties 
of microchannels. However, it is possible to approach the question at a quasi 
quantitative level by a similar line of reasoning to that previously used in 
Section 5.5.1(i) for analysing the metallic microprotrusion emission regime. 
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Thus, as discussed in Section 5.3.1, the cathode-initiating breakdown 
mechanism is believed to be predominately controlled by ion-induced current- 
runaway. Accordingly, the critical condition for the onset of thermal 
instability in a typical microchannel will be when its axial temperature 
approaches a sufficiently high value to activate the dissociation processes 
discussed in Section 5.3.1; typically, this might correspond to ATe ~ 4000C. 
This condition will be associated with a critical current density JFC flowing in 
and emitted from the channel, an associated critical internal field and, in turn, 
a critical external gap field Ec. To obtain an analytical expression for this 
latter parameter, which is the only externally measurable quantity, equations 
5.4 and 5.5 are firstly solved to obtain an expression for AT C of the form 

ATc = constant XjF C Eic 5.54 

where the "constant" includes the material and structural parameters of the 
channel whose values can be realistically estimated by a "good guess" 
approach. Substituting for JFC in equation 5.54 from equation 4.27, and 
noting that Ec = erEic, one finally obtains an expression that can be solved 
analytically for Ec. In considering the critical conditions for anode-initiated 
breakdown, it is reasonable to assume that an emitting microchannel embedded 
in a dielectric medium behaves like the metallic hemispherically-capped 
cylindrical microprotrusion regime illustrated in Fig 5.9. Thus, equations 
5.24 and 5.25 may be used to define the critical power loading we that can be 
sustained at the associated anode hot-spot. With this known value of Wc, the 
corresponding critical current density and field may be found. To judge 
whether, for a given microchannel, breakdown will be initiated by a cathode 
or anode process, one would need to compare the critical fields for both cases. 
Thus, if the critical field for cathode process is higher, then breakdown is 
likely to be initiated by the anode process. 

At a more detailed level of analysis, it would be necessary to recognise 
that the conductivity of a microchannel will not be as high as a metallic 
microprotrusion of similar geometry. Accordingly, it can be anticipated that 
the field enhancement induced by the channel will not be as high as an 
equivalent metallic microprotrusion, and that it will vary with the electronic 
properties of the channel. It follows therefore that the critical field for a 
microchannel of given dimensions will be higher than the equivalent metallic 
microprotrusion. Any future theoretical analysis of the practical breakdown 
criteria for the microchannel regime should therefore examine more closely 
how the electronic properties of the channel affect the field enhancement 
factor 13. For example, how is the electron concentration in a channel related 
to the 13-factor. It would also be appropriate to investigate how the geometry, 
size and tip shape of an emitting channel influence its associated 13-factor. 
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5 . 5 . 2  Electrical Correlation Between Prebreakdown and 
Breakdown Characterist ics  

Details were given in Section 5.2 of the experimental evidence showing that 
DC prebreakdown emission from a non-metallic site is responsible for 
initiating a primary DC arc. Subsequently, in Section 5.3.1, two mechanisms 
were presented to explain the processes whereby thermal instability is initiated 
in the non-metallic emission regime. These early studies have led to a more 
technologically orientated investigation aimed at establishing if an electrical 
correlation exists between the prebreakdown electron emission characteristics 
of a gap and the subsequent threshold field at which breakdown occurs. 

Table 5.1 Experimental data showing the electrical and spatial correlation between 
prebreakdown and breakdown characteristics. 

Sample 

no. 1 2 3 4 5 6 7 8 9 10 

Parameter 

Switch-on 

field 

(MV/m) 

12 12 14 2 3 . 3  20.4 16 .8  17 .2  28.7 14 .8  19.2 

Breakdown 

field 10.9 17.8 8.8 15.6 20.7 15.2 14 18.4 10 .2  23.7 

(MWm) 

[3-value 399 173 661 242 171 181 201 198 578 158 

Correlation Y Y Y Y N Y Y Y N Y 

Thus, referring to the recent investigation conducted by Xu and Latham 
[2] using the same experimental set-up shown in Fig 5.1, two general 
conclusions can be drawn from their tabulated data of ~-values, switch-on and 
breakdown fields presented in Table 5.1" 

(i) 

(ii) 

the breakdown field of the first discharge is usually lower than the 
initial switch-on field of the corresponding prebreakdown emission site, 
and 
as shown in Fig 5.12, the higher the ~-value, the lower the 
breakdown field. 
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The first of these findings indicates that it is not a sufficient precaution to use 
the switch-on field as an upper limit for the operational field range. Rather, 
to be in a position to predict the achievable upper limit, it is necessary to 
measure the I-V characteristic, and hence the [~-value of the gap. Thus, if 
such a measurement is carried out on a group of devices under their specific 
operational conditions, a curve similar to that shown in Fig 5.11 can be 
constructed. Such a curve can then be used for technical guidance to predict 
an upper operational limit for each individual device. 

As a further precautionary note on the above discussion, it has to be 
emphasised that the correlation found by Xu and Latham [2] was based on a 
very limited set of data. Accordingly, similar experiments need to be carried 
out on a range of device types under their specific device operational 
conditions, before it will be possible to confirm the reliability of this 
predictive procedure. 
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Fig 5.12 Showing how the macroscopic breakdown field (or breakdown gap field 
Eb) decreases from low-[~ sites to high-[~ sites. (From Xu and Latham [2], 
with permission.) 

5. 6 References 

Q 

Q 

11 

Latham, RV., Bayliss, KH. and Cox, BM., J. Phys. D: Appl. Phys., 19, 
214-231, 1986. 
Xu, NS. and Latham, RV., to be published in J. Phys. D: Appl. Phys., 
1994. 
Xu, NS. and Latham, RV., Proc. of XVI- DEIV Conference, 60-63, 
1994. 
Lafferty, JM., Proc. IEEE, 541, 23-32, 1966. 

202 



5. Electron Emission Based Breakdown Mechanisms 

, 

, 

. 

8. 
9. 
10. 

11. 

12. 
13. 

14. 

15. 

16. 

17. 

18. 
19. 

20. 
21. 
22. 
23. 

24. 
25. 
26. 

27. 
28. 
29. 
30. 

31. 

32. 
33. 

Mesyates, GA. and Proskurovsky, DI., "Pulsed Electrical Discharge 
in Vacuum", Springer, Berlin, 1989. 
Latham, RV., "High Voltage Vacuum Insulation" The Physical Basis", 
Academic Press, London/New York, 1981. 
Ridley, BK., J. of Appl. Phys., 46, 998-1007, 1975. 
DiStefano, TH. and Shatzkes, M., J. Vac. Sci. Technol., 13, 50-54, 1976. 
Solomon, P., J. Vac. Sci. Technol., 14, 1122-1130, 1977. 
DiMaria, DJ. and Fischetti, MV., "Excess Electrons in Dielectric 
Media", edited by Ferradini, C. and Jay-Gerin, J-P., CRC Press, 
London/Boca Raton, 1990. 
Marsolais, RM., Cartier, EA., and Pfluger, P.,"Excess Electrons in 
Dielectric Media", edited by Ferradini, C, and Jay-Gerin, J-P, CRC 
Press, London/Boca Raton, 1990. 
Bayliss, KH. and Latham, RV., Proc. Roy. Soc., A403, 285-311,1986. 
Niedermann, Ph., "Experiments on Enhanced Field Emission", PhD 
Thesis, University of Geneva, 1986. 
Nicollian, E.H., Berglund, C.N., Schmidt, P.F., and Andrews, J.M., 
J. Appl. Phys., 42, 5654-5659, 1971. 
Kuhn, M. and Silversmith, DJ., J. Electrochem. Soc., 118, 966-971, 
1971. 
Charbonnier, FM., Strayer, RW., Swanson, LW. and Martin, EE., 
Phys. Rev. Lett., 13, 397-401, 1964. 
Dolan, WW., Dyke, WP. and Trolan, JK., Phys. Rev., 91, 1054-7, 
1953. 
Chatterton, PA., Proc. Phys. Soc., London, 88, 231-45, 1966. 
Martin, EE., Charbonnier, FM. and others, WADD Techn.Rep., 59-20, 
Linfield Research Inst., 1960. 
Levine, PH., J. Appl. Phys., 33, 582-7, 1962. 
Vibrans, GE., J. Appl. Phys., 35, 2855-7, 1964. 
Brodie, I., Int. J. Electronics, 18, 223-33, 1965. 
Swanson, LW., Crouser, LC. and Charbonnier, FM., Phys. Rev., 
151, 327-340, 1966. 
Slivkov, IN., Soy. Phys: Tech. Phys., 11, 249-53, 1966. 
Drechsler, M., Z. Naturforsch, 18a, 1376-80, 1963. 
Swanson, LW., Strayer, RW. and Charbonnier, FM., Surface Sci., 2, 
177-82, 1964. 
Oosterkamp, WJ., Philips Res. Rep. 3, pp. 49, 160, 303, 1948. 
Vine, J. and Einstein, PA., Proc. IEEE, 111, 921-30, 1964. 
Whiddington, R., Proc. Roy. Soc., 89, 554-9, 1914. 
Carslaw, HS. and Jaeger, JC., "Conduction of Heat in Solids", Oxford 
University Press, 2nd Edition, Oxford, 1959. 
Spenser, LV., "Energy dissipation by fast electrons", National Bureau 
of Standards Monograph, No.l, 1959. 
Bishop, HE., Brit.. J. Appl. Phys., 18, 703-15, 1967. 
Vyatskin, A.Ya, Kabanov, AN., Smirnov, BP. and Khramov, V.Yu, 
Rad. Eng. and Electron Phys., USA, 22, 80-4, 1977. 

203 



High Voltage Vacuum Insulation 

34. 

35. 
36. 

37. 

38. 

39. 

40. 
41. 
42. 

43. 

44. 

45. 

46. 
47. 
48. 

49. 
50. 
51. 

Kartsev, GK., Mesyats, GA., Proskurovsky, DI., Rotshteyn, VP. and 
Fursey, GN., Sov. Phys.- Dokl., 15, 475-7, 1970. 
Mesyats, GA. and Proskurovsky, DI., Sov. Phys. J., 11, 49-51, 1968. 
Bugaev, SP., Mesyats, GA. and Proskurovsky, DI., Sov. Phys. - Dokl, 
14, 605-6, 1969. 
Bugaev, SP., Koshelev, VI. and Timoleev, MN., Sov. Phys. J., 17, 
193-196, 1974. 
Baksht, RB., Kokshenov, VA. and Manylov, VI., Sov. Phys: Tech. 
Phys., 20, 1069-71, 1975. 
Bugaev, SP., Litvinov, EA., Lopatin, VV. and Mesyats, GA., 
"Nanosecond High Power Electron Pulses", Nauka, Novosibirsk, p.52, 
1974. 
Mesyats, GA., Zhurn, Tekhn. Fiz., 44, 1521-4, 1974. 
Proskurovsky, DI. and Urike, Ya., Proc. IV-DEIV, 78-81, 1970. 
Litvinov, EA., Mesyats, GA., Shubin, AF., Buskin, LM., and Fursey, 
GN., Proc. VI-DEIV, 107-111, 1974. 
Litvinov, EA., Mesyats, G.A., Proskurovsky, D.I. and 
Yankelevitch, EG., Proc. VII-DEIV, 55-67, 1976. 
Litvinov, EA., Mesyats, GA. and Shubin, AF., Sov. Phys. J, 13, 
537-40, 1970. 
Bugaev, SP., Litvinov, EA., Mesyats, GA. and Proskurovsky, 
DI., Sov. Phys. Usp., 18, 51-61, 1975. 
Jtittner, B., Private Communication, 1980. 
Mitterauer, J. and Till, P., Proc. VI-DEIV, 95-100, 1974. 
Charbonnier, FM., Bennette, CJ. and Swanson, LW., J. Appl. Phys., 
38, 627-33, 1967. 
Dudek, HJ., Z. Angew. Phys., 31, 243-50 and 331-7, 1971. 
Utsumi, T., J. Appl. Phys., 38, 2989-97, 1967. 
Jiittner, B., Beitrags Plasmaphysik, 19, 25-8, 1979. 

204  



6 ,I I II 

The Point-Plane Field Emitting Diode 

RV Latham 

6 . 1  I n t r o d u c t i o n  

6 . 2  

6 . 3  

F a b r i c a t i o n  of  Mic ropo in t  " T e s t "  Ca thodes  

DC Emission Characteristics 

6 . 4  Microsecond Pulse Measurements  

6.4.1 Experimental Regime 
6.4.2 Pulse Emission Characteristics 

6 . 5  Nanosecond  Pulse  Studies  of  Arc  In i t i a t ion  

6.5.1 
6.5.2 
6.5.3 
6.5.4 

Optical Measurement of Cathode Flare Velocities 
Measurement of Explosive Emission Currents 
Rate of Vaporisation of Emitter Material 
Oscillatory Instabilities with High Over-voltage Pulses 

6 . 6  R e f e r e n c e s  



High Voltage Vacuum Insulation 

6. 1 Introduction 

As a result of the long-standing importance attached to the microprotusion- 
based breakdown initiation model, previously discussed in Chapter 5, the past 
twenty-five years has seen a major effort devoted to investigating the field 
emitting properties of the filamentary structures that are believed to occur 
naturally on the surface broad-area HV electrodes [1]. More recently, the 
importance of these studies has been reinforced by a growing interest in the 
development of specialised electron tube devices employing cold-cathode 
structures designed for high-current pulsed-field "explosive emission" 
applications [2,3]. In this context it is also relevant to include the micro- 
engineered tip arrays that are being developed for vacuum micro-electronics 
applications [4]. Indeed, as will be discussed in Chapter 15, this same type of 
micro-emission regime is also assumed to play a key role in the formation and 
subsequent behaviour of the cathode spots that "drive" vacuum arcs. 

Since it is virtually impossible to perform rigorous measurements on 
the actual structures that occur randomly (in space and time) on broad-area 
electrodes, a controlled simulation approach has been followed in which an 
individual, laboratory-fabricated "test" metallic-micropoint emitter is 
configured as a point-plane vacuum diode. Apart from providing a well- 
defined field distribution, this electrode geometry also facilitates the use of 
complementary electric and optical diagnostic techniques for the dynamic 
study of gap phenomena. Equally, a micropoint cathode is clearly suited for 
detailed analytical studies into how its surface profile and structure are 
influenced by the breakdown process. For the reader who wishes to pursue 
this topic in greater depth than provided by the present text, Mesyats and 
Proskurovosky [ 1 ] have provided a comprehensive account of the outstanding 
Russian contribution to this subject. 

6.2 Fabrication of Micropoint "Test" Cathodes 

It is fortuitous that the technology for manufacturing such tips had previously 
been developed for the well known research techniques of field electron 
emission microscopy, pioneered by MUller [5], and later field ion microscopy. 
A wide range of metals have been studied using these techniques, and details of 
the various tip preparation procedures can be found in standard works on 
these subjects [6,7]. In the case of tungsten for example [8], which is one of 
the most widely studied materials, tips are electrochemically etched from a 
fine wire (typically ~ 0.1 mm diameter) in a 2M solution of sodium hydroxide 
using the arrangement of Fig 6.1. 

As illustrated by the inset, the etching process takes place at the 
meniscus, and as soon as the immersed section is "necked off", the etching 
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current drops and a fast acting electronic switch arrests the etching process 
before the tip is blunted. Fig 6.2 is a scanning electron micrograph of such a 
tungsten tip with an emitter radius o f - 5 0  nm, which is comparable with the 
values found for the fusion induced microprotrusions shown in Fig 3.6(b). 
Since these tips are extremely fragile, and hence difficult to handle, the short 
wire specimen is normally spot-welded to the tungsten "cross-bar" of a 
standard specimen mount before etching. 

Electronic 

beod Tip .J_ Corbon ~ ~ . ~  

_ -  _ . , /  - -  _ 

2M NoOH --=.-? - - : - -  0.1 rnm diorneter 
tungsten wire 

Fig 6.~ The experimental regime used for electrolytically etching micropoint 
emitters. 

Tio radius 
-50ram 

(a) (b) 

Fig 6.2 (a) Scanning and (b) transmission electron micrographs of a micropoint 
emitter that has been etched from a 0.1 mm diameter tungsten wire. 

The basic experimental regime required for studying the emission 
characteristics of these microtips is illustrated schematically in Fig 6.3. It is 
seen to consist of a point-to-plane diode configuration, where the microtip 
cathode C and metallic anode disc A can be heated in situ to high temperatures 
for their initial out-gassing treatment. This is achieved by passing an electric 
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current through the thermionic "cross-bar" filament TF which serves both to 
directly heat the cathode to _> 2500K, and to provide an emission of electrons 
for the bombardment heating of the anode; the latter being typically insulated 
via a suitable feed-through to - 10 kV. To obtain atomically clean electrode 
surfaces, the assembly has to be mounted in either a glass or metal UHV 
chamber capable of reaching pressures < 10-10 mbar. 

(a) 

r 7 I Phosphor-coated 
glass anode I 

[ Tip ', [/Viewport 
~;~ Module 

I I 
UHV chamber ] I 
p < I0 "tO m bar [ .._. __ _.J 

~10 e,~ 
- 

( b )  

m 

0 - 5  kV 
EHT supply 

+I 0A 
. . . .  ' . . . .  Q 

_.-..... 

( Point plane 
field emitting 
diode 

F ~  6.3 (a) A schematic representation of the UHV experimental facility, and (b) the 
associated electrical circuitry required for studying the field emitting 
properties of the micropoint emitter C: A is a planar anode and TF is a 
thermionic filament used for out-gassing both C and A. 

In order to give a quantitative interpretation of the data obtained from 
this experimental regime, it is essential to measure the radius r of the micro- 
emitter before its assembly in the specimen chamber. This is normally done 
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by mounting the tip module in a suitably modified specimen holder of a 
transmission electron microscope so that a high resolution profile image of the 
emitting surface can be obtained. Typically, such a microgap appears as in 
Fig 6.2(b), from which it is seen that the tip profile closely approximates to a 
section through a spherically-capped cone. However, the tip radius can also be 
estimated from empirical relations based on the operating characteristics of 
the emitter. For example, that of Drechsler and Henkel [9] takes the form 

r = 0.015¢-2V10(nm) 6.1 

where 0 is the work function of the emitter measured in electron volts and 
V l0 is the voltage that has to be applied across the diode to give an emission 
current of 10 I.tA. For this type of emitter, the enhanced electric field E 
acting at the spherical apex of the tip can then be closely approximated by the 
relation 

E = V/fr 6.2 

where V is the voltage applied across the diode and f is a complicated 
dimensionless geometric function of the tip dimensions and the d-spacing of 
the diode [10]: however, in cases where d >> r, such as in the field emission 
microscope, f can be taken as a constant having a value of-- 5 [6]. It must also 
be recognised that as one moves over the surface away from the apex of the 
emitter, the surface field E will fall-off rapidly from the maximum value 
defined by equation 6.2. As will be described in the following section, the 
actual surface distribution of E for a given emitter can be obtained from its 
profile electron micrograph (such as shown in Fig 6.2(b)) by firstly 
constructing the equipotentials in the immediate vicinity of the emitting 
surface and then using standard field plotting techniques to determine the local 
values of E over the tip [10]. Historically, the first quantitative investigation 
using this type of regime was due to Haefer [ 11] in 1940 with his classic 
experimental verification of the Fowler-Nordheim theory of field electron 
emission. However, with the growing interest in both the potential practical 
application of micropoint field emission electron sources, and their important 
role in limiting the insulating capability of high voltage vacuum gaps, Dyke 
and his co-workers published the first series of important papers describing 
their detailed fundamental studies on the properties of laboratory-etched 
micropoint emitters [12,13]. With the advantage of improved vacuum 
conditions (-- 10-12 mbar), and the introduction of sophisticated ancillary 
experimental techniques for comparing the DC and pulsed-field operational 
behaviour of such emitters, this work represented a major advance on earlier 
investigations. 

209 



High Voltage Vacuum Insulation 

6.3 DC Emission Characteristics 

The external electrical circuitry required for studying the DC current-voltage 
characteristic of a point-plane field emitting diode regime needs to be no more 
complicated than that shown in Fig 6.3. In this, a regulated EHT supply 
provides a variable DC voltage source, a picoammeter measures the total field 
emission current IOF, and a high series-resistance is included to limit the 
circuit current should a micro-discharge occur. In practice, it is usual to 
cautiously "build-up" the characteristic by progressively cycling the applied 
voltage V through an increasing range until the diode begins to show signs of 
instability. However, in order to obtain a stable and reversible current- 
voltage characteristic from the diode assembly shown in Fig 6.3, it is essential 
to follow an in-situ cleaning procedure before applying a high voltage. That 
used by Dyke and Trolan [13] involved thoroughly out-gassing both electrodes 
by heating them simultaneously to temperatures in excess of 1300 K until all 
desorbed gas has been re-absorbed by a tantalum gathering agent, and then to 
"flash" the emitter by heating it to ~ 2500 K under zero field conditions in 
order to remove all remaining surface contamination. With a field emission 
microscopic regime, such as illustrated in Fig 6.3, the effectiveness of this 
procedure can be directly assessed from the appearance of the emission image 
on the phosphor screen. For example, an atomically clean, [110] orientated 
single crystal tungsten emitter would give the characteristic four-lobed image 
shown in Fig 6.4(i); i.e. reflecting the small variation in work function 
associated with the specific crystallographic planes that intersect the emitting 
surface. With clean emitters, it is typically possible to draw stable emission 
currents of-- 8 ~tA and 20 t.tA from tips having radii of ~ 30 nm and ~ 230 nm 
respectively. Two alternative approaches have been used for presenting the 
stable current-voltage data obtained from such emitters. The first, which 
takes historical precedence, is based on the empirical relation 

I or = A exp (-B/V) 6.3 

where A and B are constants. This formulation was originally due to Millikan 
and Lauritsen [ 14] and, because of the excellent linearity of the experimental 
plots of log IOF against I/V, has subsequently been used by many authors 
including Dyke and Trolan [13]. It does however have the serious 
disadvantage that it has not been possible to satisfactorily relate the constants A 
and B to the physical parameters of the system. In contrast, the alternative 
approach has the advantage of being based on the well established Fowler- 
Nordheim electron emission theory; for this reason it has become more 
favoured by recent authors and will therefore be used in the present treatment. 
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(i) 

(ii) 

Fi~ 6.4 (i) The field emission image of an atomically clean tungsten micropoint 
emitter orientated with the [ 110] crystal direction parallel to the axis of the 
wire. (ii) The image of the same emitter, but at higher emission current 
densities where space-charge blurring is occurring. (From unpublished 
results of Jtittner.) 

Thus for the low-temperature emission regime described by equation 3.9 of 
Section 3.1(i), the total emission current from a micropoint emitter would be 
given by 

IOF = Ae JOF = Ae C1 E 2 exp (-C21E) 

in which JOF is the emission current density at the tip of the protrusion where 
the surface field E has the value defined by equation 6.2, and Ae corresponds 
to some "effective" emitting area. If however account is taken of the 
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IOF - f JoF dA 

emitting 
surface 

appreciable variation of E, and hence JoF, over the highly curved surface of a 
micropoint source, ioF should more correctly be expressed in the form 

6.4 

(i) 

To evaluate this integral for the typical microemitter geometry shown 
in Fig 6.2, and thereby obtain a more meaningful definition of the "emitting 
area", Dyke et al. [10] applied field plotting techniques to determine the 
variation of E over the emitter surface and then, assuming a constant work 
function, used equation 3.2 to compute the corresponding distribution of the 
low-temperature emission current density JoF. The general findings of these 
studies can be illustrated schematically with reference to the ideal spherically- 
capped conical emitter shown in Fig 6.5(i). 

o 
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(ii) 

-0  

I . O ~  Ee 
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Fig 6.S (i) The microgeometry of an idealised spherically capped conical emitter. 
(ii) The surface variation of (a) the normalised field distribution E0/Eo and 
(b) the low and high emission current density distribution (joF)O/(JoF) o. 
(From Dyke and Trolan [13], with permission.) 
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Assuming rotational symmetry, all points of constant field on the emitting 
surface can then be defined in terms of the polar angle 0 with an origin of co- 
ordinates located at the centre of curvature of the spherical cap of the emitter. 
The normalised field and FEE current density distributions, E0 and (JoF)0, 

then appear as shown in Fig 6.5(ii), where Eo and (JoF)o are respectively the 
maximum values of E and joF at the apex of the emitter where 0 = 0. From 
these plots, it can be seen that for all practical purposes, the emitting area Ae 
can now be defined as the region bounded by -50* < 0 < 50 ° which contributes 
-- 85% of the total emission, and over which the surface field E 0 varies by less 

than 10%, i.e. we can take 

Ae "- rcr 2 6.5 

Fig 6.5(ii) further indicates that with increasing (JoF)o, i.e. at higher fields, 
the total low-temperature emission current lot: can be closely approximated by 
the product of the peak FEE current density (JoF)o and this newly defined 
emitting area Ae,viz. 

f 
IOF = I JOF 

, t  

emitting 
surface 

dA = xr2 ~or) o 6.6 

Substituting for (JoF)O from equation 3.9, and for Eo ~ V/kr -__ V/5r from 
equation 6.2, we obtain finally 

IOF = 0.04 n:Cl V 2 exp (-5C2rlV) 6.7 

indicating that an F-N plot of the I-V characteristics of such an emitter i.e. log 
(IoF/V2) versus (I/V), will be linear with a slope of 5C2r and an intercept of 
0.04~C1 which, significantly, is independent of the emitter radius within the 
limits of the above approximations. 

Experimental plots are found to have the general form shown in 
Fig 6.6, thus confirming that there is a wide range of fields, viz. 
E _< 5 × 109 Vm-1 for which the characteristic is both linear and reversible [8]. 
Beyond this limiting field El however, the emission ceases to obey the Fowler- 
Nordheim relation but instead begins to follow the well known diode three- 
halves power law IOF = PV 1.5 ~: V1.5, where P is the perveance of the diode; 
i.e. indicating that at these high fields the emission is being space charge 
limited. From their experimental plots, Dyke and Trolan [13] showed that the 
limiting emission current density for the onset of these space charge effects is 
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(JF)I ~ 6 X 1010 A-2. They also established by a simple calculation that this 
controlling action occurs within a distance of 2 x 10-8 m from the surface of 
the emitter where the current density is highest. Under these conditions, the 
local crystallographic variations of emitter work function, as highlighted by 
the characteristic emission image of Fig 6.4(i), are smoothed out to give the 
more diffuse pattern of Fig 6.4(ii). 

i log 

Pulsed- field breakdown 

c breakdown 

I ! 
I I 
I I 
I I 

I 

" . . . . . . .  "(s,E) Eb I:'b Et 

Fig 6.6 The typical form of the Fowler-Nordheim plot of the current-voltage 
characteristics of a micropoint field emitting diode. 

As the field is increased beyond El, both the emission current and the 
associated emission image become progressively unstable until, as shown in 
Fig 6.6, a critical field Eb ~ 8 x 109 V m -1 and current density 
(JF)c ~ 5 x 1011 Am-2 is reached when the diode spontaneously breaks down. 

The instability associated with this high-field regime, which also manifests 
itself as a significant "scatter" in the measured values of Eb among emitters, is 
thought to result from the onset of some sort of time-dependent emitter 
contamination mechanism that locally modifies the effective work function and 
hence the emitting regime. Two favoured possibilities are the adsorption of 
contaminant atoms released from the anode by electron bombardment heating, 
or the field-assisted surface diffusion of contaminant atoms from the shank of 
the emitter. This latter type of process can also be activated by the 
bombardment of ions from the anode and has in fact been considered by 
Cavaille and Drechsler [15] as a means of promoting crystal growth through 
the self-diffusion of surface metal atoms to form microprotrusions on broad- 
area HV electrodes. If the profile of an emitter is re-examined in the electron 
microscope following a breakdown event, it will be found to have become 
grossly blunted as shown in Fig 6.7, with clear evidence of tip melting and 
vaporisation [16], as would follow an "explosive" surface process. As 
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discussed in Chapter 5, the initiation of such an instability will be 
fundamentally determined by the condition that the emission current density 
reaches some critical value (JF)c where its heating effect (Joulian and 
Nottingham) is sufficient to cause local vaporisation of the emitter surface and 
the consequent generation of a microplasma. 

(i) (ii 

Fig 6.7 A comparison of the profiles of (i) a virgin micropoint emitter and (ii) one 
that has suffered a breakdown event. 

6.4  Microsecond Pulse Measurements 

With the recognition that the electrical breakdown of these micropoint-emitter 
diodes was a sub-microsecond "explosive" phenomenon involving the thermal 
response of the emitter, it became evident that high-speed pulse techniques 
would have to be employed if more detailed information was to be obtained 
about the evolution of the breakdown mechanism. The early experiments 
were again pioneered by Dyke and his co-workers in the USA [13,16], who 
used microsecond pulse techniques to study how the growth of the emission 
current waveform depends on the magnitude and duration of the applied field. 
More recently, the Russian groups of Fursey and Mesyats [1,17-22] have used 
more refined nanosecond pulse techniques to resolve the sequence of events 
involved in the breakdown mechanism of these diodes. These investigations 
also incorporated synchronised high-speed optical recording techniques to 
study the development of the microplasma or "cathode flare" that is a 
precursor to the actual breakdown of the diode. 

6.4.1 Experimental Regime 

The practical requirements for this type of impulse measurement are 
principally dictated by the demands of high speed pulse technology. Thus, if 
nanosecond rise times are to be achieved, it is essential to minimise all stray 
capacitances, and to ensure that the external drive and detection circuitry are 
impedance-matched throughout. In the type of system developed initially by 
Mesyats et al. [ 18] and later by Fursey and Zhukov [19], which is illustrated 
schematically in Fig 6.8, these conditions have been satisfied in part by 
generally reducing the dimensions of the electrode assembly. More important 
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however, the planar anode of the DC experimental regime of Fig 6.3 has been 
replaced by a "transparent" earthed grid G, whilst an additional "collector" 
electrode C has been introduced immediately behind G. This new triode 
arrangement has the important advantage of reducing the anode-to-cathode 
capacitance and thereby minimising the interference from the displacement 
currents that must inevitably flow following the application of a voltage pulse 
and that would otherwise mask the true electron current. 
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Fig 6.S The experimental regime used for studying the electronic and optical 
processes associated with the pulsed-field breakdown of micropoint 
emitters. (From Fursey and Zhukov [ 19], with permission). 

The omission of an electron bombardment anode heating facility is acceptable 
for these fast impulse experiments provided the system receives a thorough 
external bake-out before sealing off the test diode. This is because the thermal 
response time of the anode is very much longer than the rise time of the 
emission current so that its surface processes can have no influence on the 
emitter behaviour. It was also found possible to eliminate the cathode heating 
arrangement of Fig 6.3, since emitters can be satisfactorily cleaned by a 
reverse-polarity field-desorption procedure. The orthogonally orientated 
optical monitoring systems I and II shown in Fig 6.8, incorporating focusing 
f, light-amplifying la and camera c modules, are used respectively for 
studying the reference electron emission image displayed on C (i.e. if 
phosphor-coated), and the photon emission from interelectrode microplasma 
processes. Referring finally to the associated electrical circuitry, the negative- 
going high voltage pulses that are applied to the micropoint emitter are 
derived from an EHT supply that is electronically switched by a fast acting 
three electrode switch S that is filled with nitrogen at a pressure of 15 atm. 
Oscilloscopes 1 and 2, that are synchronously triggered from the initial fast 
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pulse resulting from the charging of the transmission line, record respectively 
the total emission current and the collector current. For minimal pulse 
distortion, it is vital to impedance-match the transmission lines to the test 
diode assembly. 

6 . 4 . 2  Pulsed  E m i s s i o n  Character i s t i c s  

We shall consider first the earlier experiments pioneered by Dyke and his 
collaborators [13,16], and later developed by Fursey [23], that used ~t-second 
pulse techniques to investigate the thermal response of micro-emitters. These 
showed that for emission current densities JF < (JF)L (see Fig 6.6), the total 
current transient had the type of waveform illustrated schematically in Fig 
6.9(i), where the initial spike is due to the displacement current associated 
with the charging of the inter-electrode capacitance and the following 
constant-current plateau region is indicative of stable emission conditions. 

Current woveform 
, / IF ~- (iF)L 

f " I "  I 

2 3 4 5 
(i) 

. . . . . .  
I / I I I 

I 2 3 4 5 
(ii) 

/ 
Voltage 
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time (/~ s) 

Fig 6.9 (i) The pulsed-field current response of a micropoint emitter when JF < 
(JF)L" (ii) A family of similar measurements showing the onset of the "tilt" 
phenomenon as JF is increased from (JF)L to (JF)c • 

If the pulsed-field current-voltage characteristic of the emitter is now 
measured by this technique for the field range corresponding to 
JF < 0F)L, the data are found to give an identical F-N plot to the DC behaviour 
shown in Fig 6.6. When these pulse measurements are extended to higher 
fields, where the DC emission current density would exceed 0F)L, the current 
waveform begins to develop an upward "tilt" as illustrated in the traces of Fig 
6.9(ii); i.e. the current exhibits a spontaneous growth at constant field, 
approaching a saturated equilibrium value with a time constant I : -  1-2 Its. 
Provided these saturated emission current values are used, the F-N plot of the 
emitter continues to closely follow the DC behaviour of Fig 6.6 into the non- 
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linear region. However, with pulse experiments, breakdown is more 
predictable and generally occurs at a somewhat higher field Eb corresponding 
to a pulsed-field critical emission current density (JF)c ~ 7.8 x 1011 Am -2. 

(i) 

(it) 

Fig 6.10 (i) The space-charge blurred emission image with associated "ring" 
phenomenon that occurs when JF ---> 0F)e, and is coincident with the onset 
of the "tilt" phenomenon illustra-ted inFl'g 6.9(ii). (From Fursey [23], with 
permission.) (ii) The characteristic "necked" structure of an emitter that has 
been overloaded and become thermally unstable. (From Dyke, Trolan, 
Martin and Barbour [16], with permission.) 

The associated emission image, as recorded by the open-shutter camera of 
optical system I in Fig 6.8, is found to have the same general form as found 
with DC experiments, including the space charge "blurring" effect of Fig 
6.4(ii) that occurs when JF > (JF)L" There is however an additional feature that 
develops at the highest pulse fields used, i.e. just prior to breakdown and 
coincident with the onset of current "tilt". As illustrated in Fig 6.10(i), this 
takes the form of a bright ring structure, or halo, that skirts the emission 
image and can reach intensities considerably in excess of the rest of the image 
[16]. Subsequently, Fursey [23] showed that this halo could in fact be resolved 
into several well-defined concentric rings. 

The evident correlation between these "tilt" and "ring" phenomena led 
Dyke et al. [16] to attribute them to a thermally enhanced field electron 
emission mechanism, viz. T-F emission as discussed above, which begins to 
contribute significantly to the total emission current as local regions of an 
emitter reach temperatures > 2000 K. This explanation was supported by the 
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observations that the profile of emitters that had previously exhibited these 
effects were characterised by having a "necked" structure as shown in 
Fig 6.10(ii), and that the electrons forming the ring came from the relatively 
low-field shaded region situated very near the neck of the emitter where the 
internal current density, and hence the Joulian heating effect, will be a 
maximum; i.e. creating a particularly favourable location for the onset of T-F 
emission. However, more recent scanning electron micrographs of tips that 
have become thermally unstable, i.e. such as shown in Fig 3.14, have indicated 
rather that the surface of the shaded neck region of Fig 6.10(ii) acquires a 
corrugated or "bellows-like" structure whose periodic field enhancing 
properties could well account for the multiplicity of the rings forming the 
halo surrounding the emission image shown in Fig 6.10(i). It also follows 
from this model that the characteristic 1-2 txs rise time xt of the "tilt" current 
must be related to the establishment of a thermal equilibrium in the emitter. 
An impressive check on this assumption can be made by observing how the 
maximum stable emission current density depends on the duration tp of the 
applied voltage pulse, particularly when the pulse length is reduced to the 
situation where tp < 0.2xt < 0.5 Its, so that the temperature increase of an 
emitter will be limited to well below its maximum equilibrium value. The 
earliest experiments of this kind using microsecond pulse techniques [16] 
confirmed that (JF)c could be increased by an order of magnitude to 
-- 5 x 1012 Am-2: however, the more recent nanosecond experiments to be 
discussed in the following section showed even more dramatic increases of 
(JF)c approaching-- 1015 Am -2. 

6.5  Nanosecond Pulse Studies of Arc Initiation 

Although the above microsecond pulsed field investigations had shown that the 
vacuum arc is established within a time of < 10 -8 s, they were unable to 
provide information about the final stages of the physical mechanism that leads 
to the arc. In particular, it was not possible to resolve the time-dependence of 
the "explosive" growth of the emission current through two to three orders of 
magnitude, such as occurs from the plateau region on the highest current trace 
of Fig 6.9(ii) to breakdown. It is not surprising therefore that a fundamental 
misconception arose in the early understanding of the phenomena; viz. that the 
arc stemmed from a regenerative T-F emission process that led to a rapid 
vaporisation of emitter material which, after being ionised, progressively 
neutralised the electronic space charge that had previously limited the emission 
current and so created the conditions for a s m o o t h  but rapid avalanche 
build-up of the diode current to breakdown. However, with the introduction 
of pulse techniques having a nanosecond resolution, it was soon shown that the 
current waveform accompanying arc formation had a quite different form 
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from that predicted by the above model. This finding therefore stimulated the 
development of new diagnostic techniques for obtaining more information 
about the physical processes involved and hence a revised explanation of the 
arc initiation mechanism. 

6.5.1 Optical Measurement of Cathode Flare Velocities 

The "cathode flare" model, which has now become widely accepted, was based 
on complementary measurements of the light emission and current growth 
accompanying the establishment of an arc across an electrode regime such as 
shown in Fig 6.8. Thus the optical system II, incorporating an open-shutter 
high speed streak camera SC, records the temporal evolution of all pre-arc 
optical processes occurring in the gap, whilst oscilloscopes 1 and 2 record 
respectively the associated emitter and collector currents. The amplitude of 
the arc-inducing over-voltage pulses used in these experiments is carefully 
chosen so that "explosive" emission will be initiated just as the pulse reaches its 
maximum value. From this type of optical observation, Mesyats et al. [24] 
were able to establish that an arc is initiated from a pin-point of light that 
appears at the tip of the microemitter and then, as shown in the sequence of 
Fig 6.11, rapidly develops into a luminous spherically-shaped flare that grows 
across the gap to establish an arc. The underlying physical mechanism that is 
now thought to be responsible for this process in the case of an isolated 
micropoint emitter [17,23] is as illustrated in the more detailed sequence of 
Fig 6.12. 
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Fig 6.11 A schematic illustration of the initiation and growth of a "cathode flare" until 
it bridges the electrode gap. 

A breakdown event starts with the generation of a localised micro- 
plasma (electrons and positive ions) that surrounds the micro-emitter 
following the ionisation of cathode material that has been thermally vaporised 
as a result of a high T-F electron emission current density. This microplasma 
then begins to spontaneously expand, but because its constituent electrons have 
very much higher thermal velocities than the heavy metallic ions, its envelope 
will rapidly become populated predominantly by electrons. These outer 
electrons now come under the influence of the gap field and so break away 
from the plasma sphere to be collected by the anode. 
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Fi~ 6.z2 An illustration of how it is possible for a charge separation to occur in the 
expanding microplasma, and hence an enhanced cathode field due to the 
accumulation of positive space charge. 

As a result of this charge separation, the emitter will experience a greatly 
enhanced field due to the uncompensated positive space charge remaining in 
the expanding flare, and this, in turn, will lead to an increase in both the 
emission current density and rate of evaporation of emitter material to levels 
that are more than adequate for sustaining the growth of the flare until it 
reaches the anode and establishes an arc across the diode. From a knowledge 
of the d-spacing of the diode and the photographically measured time for the 
flare to cross the electrode gap, it was estimated that the expansion velocity of 
the flare envelope was ~ 10 4 ms -1. It should also be noted that the value of 
this parameter is determined almost entirely by the space charge density; i.e. 
the externally applied field has very little influence. 

6 .5 .2  Measurement of Explosive Emission Currents 

According to the model illustrated in Fig 6.12, an electron current would be 
recorded at the collector of the experimental regime shown in Fig 6.8 both 
before and during the time that the flare is crossing the gap: in fact, with a 
grid that is effectively transparent to electrons, this current could be identified 
with the total emitter current. However, with the establishment of an arc 
between the emitter and grid, the gap field would collapse and with it the 
collector current ic(= iF); the grid current on the other hand, which would 
previously have been minimal, will now increase by several orders of 
magnitude. This behaviour has indeed been confirmed experimentally by 
complementary electrical studies of the flare phenomenon, where Fig 6.13 
illustrates the typical relation between ic and the applied voltage V. 
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Fig 6.13 The general form of the applied over-voltage waveform and the resulting 
"explosive emission" current transient, showing the emitter heating time tl 
and the commutation time t2. 

The characteristic initial plateau of the ic wavcform corresponds to a quasi- 
stable temperature-assisted FEE regime whose duration tl is very sensitive to 
the over-voltage coefficient of the applied pulse O~v, defined as the ratio of the 
amplitude of the pulse being used to the slow-rise DC voltage that would just 
maintain stable emission. This regime is terminated at t = tl by the onset of 
explosive emission where the current rapidly increased by two or more orders 
in a time --1 ns to a new value IEE whose magnitude is also very sensitive to 
CZv. There then follows a second plateau region of duration t2, the 
"commutation time", that can be identified as the time during which the 
cathode flare is expanding across the gap. Hence, from a knowledge of the 
emitter-to-grid separation, these measurements were able to confirm that 
cathode flare velocities are in the range 2-3 x 104 ms-1 and, as anticipated, are 
almost independent of the gap field. 

As already illustrated in Fig 6.7, this type of event inevitably leads to 
severe and irreversible damage to the emitter. It follows therefore that if 
quantifiable information is to be obtained about the dependence of tl and lEE 
on the over-voltage coefficient O~v and the applied field E, it is necessary to 
conduct single-shot experiments on a series of similar emitters whose initial 
tip profiles have been electron optically recorded for subsequently calculating 
E as described in Section 6.2.1. To minimise space charge effects, it is also 
desirable to use the sharpest possible emitters with tip radii < 100 nm. With 
this technique, Fursey and Zhukov [19-21] were able to compile families of 
explosive emission characteristics such as illustrated in Fig 6.14. As will be 
seen, these transients correspond to only a limited range of 0~v from ~ 1.2 to 
1.4 and therefore clearly highlight how very sensitive both t] and lEE are to E; 
for example, lEE can readily increase from ~ 0.5 A to ~ 100 A for a 20% 

increase in E. 
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Fig 6.14 A family of idealised "explosive emission" current transients illustrating the 
strong influence of the over-voltage coefficient ~v of the applied pulse. 

It must however be re-emphasised that this sort of dramatic response can only 
be obtained when fast-rise pulses are used; i.e. indicating that the explosive 
electron emission mechanism (EEE) must depend on the rate at which energy 
can be supplied to the system, or more specifically to the flare plasma, since it 
has proved impossible to explain this finding in terms of the emitter behaviour 
alone. 

This dependence of lEE on E also implies that there should be a 
corresponding relationship between lEE and JF; indeed a similar indication 
follows from a consideration of the important ionising role played by the 
electron emission in initiating the formation of a microplasma. Accordingly, 
Fursey and Zhukov [19] were able to show that a plot of log lEE against the 
emission current density JF, as calculated from the Fowler-Nordheim theory 
(equation 3.2) using values of Em computed from the initial emitter profiles 
and applied voltage, yielded the good straight line of Fig 6.15 within the 
measured range 1012 < JF < 1013 Am-2, indicating an empirical relation of the 

form 

lee ~ exp (kjF) 6.8 

where k is a constant. From a knowledge of IEE and the dimensions of the 
enlarged emitting area, as given by the exploded tip profile of Fig 6.7(ii), it 
can further be shown that the mean explosive emission current density JEE is 
typically -- 1011_ 1012 Am-2, which is an order of magnitude lower than the 
corresponding FEE current densities drawn initially from undamaged 
emitters. This rather surprising finding can however be plausibly explained 
on the basis that lEE is not in fact uniform over the surface of an exploded 
emitter, but rather reaches very high values at a multiplicity of sub-sites 
where the tip profile locally enhances the surface field. 
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rig 6.~5 Illustrating the exponential dependence of the explosive emission current 
IEE on the electron emission current density JF" (From Fursey and Zhukov 
[ 19], with permission.) 

Although this detailed discussion of the breakdown processes that occur 
in a point-plane diode was justified on the grounds that it provided a valuable 
insight into the mechanisms occurring in the more complicated regime of a 
broad-area gap, there is one important respect in which the model developed 
in these last two sections has to be qualified. It will be recalled from the 
discussion in Section 3.4.1 that, with broad-area electrodes, the explosive 
emission current during the commutation period is space-charge limited and 
given by equation 5.30. This therefore implies that the degree of charge 
separation, and hence cathode field enhancement, envisaged by Fig 6.12 cannot 
occur with this type of regime: indeed, as already pointed out in this section, 
it is only with the sharpest emitters (r _< 100 nm) that space-charge effects can 
be neglected. The absence of an excessive positive space-charge field in the 
vicinity of an emitter on a broad-area electrode has also been verified 
experimentally by Proskurovsky and Puchkrov [25] by showing that the sheath 
voltage between the cathode and plasma flare is only ~ 50 volts, i.e. of the 
same order as in DC arcs. 

6.5.3 Rate of Vaporisation of Emitter Material 

From pairs of micrographs such as shown in Fig 6.7, it is clear that cathode 
material has been vaporised to "feed" the cathode flare of an explosive 
emission event. The question however arises as to how the rate of 
vaporisation of emitter material varies with the evolution of the flare. To 
obtain this sort of detailed information, and thereby gain further insight into 
the explosive emission mechanism, a special pulse-arrest technique was 
developed by Bazhenov et al. [26] and later extended by Proskurovsky 
et al. [29] and Zhukov and Fursey [20,21]. Starting with a series of freshly 
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prepared emitters having similar initial profiles, each of them was then 
subjected to progressively longer over-voltage pulses of constant amplitude so 
that the explosive emission mechanism was arrested at various stages in the IEE 
current transient of Fig 6.13. These "partially exploded" emitters were then 
re-examined in an electron microscope and from the change in their profiles it 
was possible to estimate the mass of material vaporised at each stage. A 
typical sequence of superimposed profiles might appear as illustrated in 
Fig 6.16, from which it may be concluded that the highest rate of vaporisation 
of emitter material occurs during the initial rapid increase of the explosive 
emission current; thereafter, although the micro-profile may change in detail, 
with the appearance of numerous sub-micron protrusions extruded from the 
molten surface of the emitter by the applied field, the macro-profile becomes 
relatively stabilised with material vaporisation falling off rapidly to a very 
much lower and nearly constant rate. It should be added that the formation of 
these sub-micron protrusions and their subsequent role in initiating emitter 
"side flares" is a very important mechanism in the successful operation of 
commercial devices such as portable "flash" X-ray tubes and electron 
accelerators that use explosive emission cathodes. (See also Chapter 10.) 

¢ 'X  

i t 

# i 

Fig 6.16 A schematic illustration of how the end-profile of a tip is progressively 
blunted following a succession of over-voltage pulses. (After Fursey and 
Zhukov [ 19].) 

6.5.4 Oscillatory Instabilities with High Over-Voltage Pulses 

If the amplitude of the over-voltage pulse being applied across a diode is 
increased beyond the level discussed in the previous section, there is a further 
dramatic rise in the explosive emission current. This therefore leads to an 
inevitable increase in the physical complexity of the processes occurring in the 
gap" this is particularly true with broad-area electrode configurations such as 
exist, for example, in a practical device like a power X-ray tube, where the 
current levels can temporarily approach the kA or MA range. A 
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characteristic feature of this type of regime is the occurrence of a wide variety 
of effects associated with the onset of plasma instabilities. Although this topic 
is of considerable technological importance, an adequate review of its 
extensive literature is beyond the scope of this book. Accordingly, the 
interested reader is referred to such standard introductory texts on arc 
phenomena as those cited in Chapter 15. 

iEE 
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Fig 6.17 A schematic illustration of the oscillations that can appear on the "explosive 
emission" current transient at high over-voltages. (After Korop and 
Plyutto [27,28] and Proskurovsky et al. [29].) 

It is however relevant to refer briefly to one type of investigation which 
is a direct extension of the experiments described in the previous sections. 
Thus, if the explosive emission current transient measurements of Fig 6.14 are 
extended to even higher over-voltage pulses [27-29], perhaps > 100 kV for 
micronradius tips, a new mechanism comes into operation that gives rise to an 
oscillatory instability in the current transient. This is illustrated in Fig 6.17, 
where the amplitude of the superimposed 30-60 nanosecond current spikes can 
be typically 2-5 times greater than the level of the "plateau" current shown 
dotted in Fig 6.17. It was also established by mass spectrometry techniques 
that these current spikes coincide in time with intense bursts of high-energy 
ionic bombardment of the emitter. More specifically, these ions were also 
identified as having originated from the vaporisation of emitter material, and 
that they had subsequently been re-accelerated back towards the cathode to 
acquire energies comparable with the gap potential. To account for these new 
experimental observations, it was necessary to revise the simple cathode-flare 
model of the explosive emission mechanism. Thus, recognising that the 
expanding flare plasma is electrically neutral and represents an equi-potential 
volume at virtually cathode potential, it follows that the external voltage V 
applied across the diode will be dropped across a diminishing "effective" gap 
bounded by the advancing flare envelope and the anode. This means that by 
the time the flare has half crossed the "real" gap, a very high field will be 
acting at its surface; sufficiently high in fact for it to penetrate the plasma and 
create a flux of "hot" electrons that further depletes the envelope region of 
negative charge and thereby greatly enhances the charge separation mechanism 
existing with the simple flare model. This process will therefore leave a 
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highly localised positive space charge density in the vicinity of the plasma 
envelope and a consequent re-distribution of the gap potential as shown in 
Fig 6.18(i) and (ii). The resulting positive potential peak, which can approach 
~ 0.8 of the voltage applied across the gap, therefore gives rise to a strong 
electric field that will accelerate the positive ions in its vicinity back to the 
cathode [27,28], with energies approaching the maximum they could require 
from the total gap voltage. 
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Fig 6.18 To illustrate how a potential "peak" can form at the envelope of the 
expanding plasma flare where charge separation has occurred. (After 
Korop and Plyutto [27,28].) 

This flow of energetic ions then heats the emitting surface to a very high 
temperature and so gives rise to the initial current peak observed in 
Fig 6.17. However, at this stage, the thermally enhanced electron flux is 
sufficient to neutralise the positive space charge, so that the potential hump of 
Fig 6.18(ii) collapses and, with it, the heating effect of the positive ions. The 
emission current therefore falls until it reaches a value where the potential 
build-up for the next current peak can again be initiated. It follows that these 
oscillations will continue until the flare has crossed the gap. 
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7 .1  Origin and Characteristics of Microparticles 

An inevitable consequence of the standard electrode preparation procedures 
described in Chapter 2 is that a pre-operational electrode surface will be 
characterised by having a finite number of microscopic particles loosely 
adhering to it. These will originate from the various stages of mechanical 
polishing, and may be in the form of either partially embedded impurity 
particles of the polishing medium (e.g. alumina or diamond) or filamentary 
structures that have been torn from the surface: some idea of the complex 
microscopic structure of a typical "virgin" electrode is given by the scanning 
electron micrograph of Fig 2.15. Alternatively, they can be merely dust 
particles that become attached to an electrode surface by Van der Waals forces 
during the many handling manipulations of its final assembly. Another 
important source of microparticles that has to be added to this list are those 
originating from thermal instabilities at either the cathode or anode "hot 
spots" associated with the electron emission based processes discussed in 
Chapter 5. However, for "commercially" polished electrodes, it could 
reasonably be argued that embedded impurities and dust particles probably 
provide the most prolific source of microparticles: this is particularly true 
with large gaps where electron emission currents are generally vanishingly 
small. The electrode geometry can also have an important influence in 
determining the origin and multiplicity of microparticles. Thus for a 
symmetric plane-parallel gap formed by identically prepared electrodes 
having a separation d and supporting a voltage V there will be a uniform gap 
field E = V/d, so that each electrode will, on average, donate a similar number 
of microparticles per unit area. Consider on the other hand the case of an 
asymmetric electrode pair that has a non-uniform gap field, say a sphere-to- 
plane geometry with an axial separation d and supporting a similar voltage V; 
it is clear that the higher field on the surface of the sphere will result in a 
selectivity for microparticles to originate from this electrode. It must be 
added however that this simple argument breaks down if dissimilar materials 
are used for the electrodes, or their methods of surface preparation differ in 
any way. 

7.1.1 Early Theories 

The important role that can subsequently be played by such microparticles in 
initiating the electrical breakdown of a vacuum gap was first appreciated by 
Cranberg and quantified in his famous "clump" hypothesis [1], which was the 
name he coined to describe such microparticles. He recognised that in the 
presence of a high gap field there would be strong electro-mechanical forces 
tending to detach such protruding microfeatures from their highly charged 
parent electrode and that if this occurred they would enter the gap as charged 
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particles to be accelerated to high velocities during their transit to the opposite 
electrode. At impact, these micro-projectiles would dissipate their kinetic 
energy Uk as either heat or mechanical shock energy and that if the impact 
energy density exceeds some critical value, dependent on the colliding 
materials, there would be sufficient vaporisation of the particle and target 
electrode to form a localised microplasma that could initiate the breakdown of 
the gap. Thus, for a particle of given charge Qp and mass Mp crossing a gap d 
to which the applied voltage is V 

Me 0e v 
7.1 

where vi is the terminal or impact velocity. It follows that if the cross- 
sectional area of the particle is A, the impact energy density Uk/A will be 
given by 

Uk _ QpV 

A A 

where Qp/A is the charge density on the particle. Now as will be discussed 
shortly, the charge density acquired by a particle will be proportional to the 
macroscopic field E, (i.e. Qp/A ~ E), and since in general E ~ V, the above 
can be expressed as 

e v  = c ' e v  vk 
A A 

where C' is a constant. In the particular case of a plane-parallel gap E = V/d 
so that 

Uk = c , E  2 _ _ C'V2d 
A d 

For a critical impact, where the impact energy density approaches some 
critical value (Uk/A)c with E ~ Eb and V ~ Vb, Eb and Vb being respectively 
the breakdown field and potential, Cranberg's hypothesis will be expressed as 

o r  

Uk 
> C'E b V b > C'dE~ > C'V~Id 

A 

1 

Eb > Cc-~d 2 7.2(i) 
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1_ 
and Vb > (Cc d) 2 7.2(ii) 

where Cc = (1/C'(Uk/A)c is the critical constant as originally defined by 
Cranberg. The value of Cc clearly involves several numerical constants, 
including a factor to account for any local field enhancement at the electrode 
surface where the particle became detached: it will also vary somewhat with 
the mechanical and thermal properties of the electrode surface. However, a 
typical value quoted by Cranberg as being appropriate to a wide range of 
experiments was Cc ~ 10 (MV)2m-1 for d measured in metres and Vb in 
megavolts. 

In support of his theory, Cranberg [1] collated several sets of 
independent breakdown data and showed that Vb had the required mean d 1/2 
dependence. He also cited some AC breakdown measurements previously 
referred to in Section 2.6, where a 2800 MHz, 2 MV source was applied 
across 5 cm gaps and resulted in very much higher breakdown voltages than 
could be achieved with a similar amplitude DC voltage" a finding that can be 
readily explained when it is appreciated that in such an experimental regime, 
particles would have insufficient time to be accelerated across the gap during 
any half-cycle of the applied field so that particle-initiated breakdown would 
tend to be suppressed. Another important feature of this theory noted by 
Cranberg was that it satisfactorily accounted for the spontaneous breakdown 
events observed with large gaps where there was no measurable prebreakdown 
currents and hence no possibility of electron emission based breakdown 
mechanisms operating. 

The basic Cranberg hypothesis just described was further refined by 
Slivkov [2] who introduced two physical constraints to make the model more 
physically realistic. Firstly, he assumed that the particle must have sufficient 
energy to be totally vaporised on impact: this implies that there will be a 
critical impact velocity and hence a maximum particle radius Rmax for which 
this requirement will be satisfied. Secondly, he proposed that the impact must 
generate sufficient vapour to create the necessary conditions for initiating a 
localised discharge: this requirement therefore indicates a particle radius Rmin 
for breakdown to be initiated. The precise numerical values of Rmax and Rmin 
will inevitably depend upon the particular experimental regime being 
considered; however their probable range for typical experimental conditions 
will be discussed in greater detail later in this chapter (see Section 7.3). With 
the above two constraints incorporated in the basic particle impact model, the 
modified Slivkov breakdown criterion takes the form 

Vb = Cs d 0.625 7.3 

where Cs is again a constant whose value depends on the experimental 
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conditions. Comparing this relation with equation 7.2, it will be seen that the 
Cranberg and Slivkov gap dependencies of Vb ~ d 1/2 and Vb ,,~ d respectively, 
are very similar and consequently difficult to discriminate between 
experimentally. The available experimental evidence does however generally 
support the above theoretical prediction that Vb should show a power law gap 
dependence of the form Vb ~ d tx, although there is a very considerable scatter 
in the values found for the power t~. From a review of typical experimental 
data [see Section 2.5.3 it is found that in most cases t~ lies in the range 
0.4-0.7, so that a mean practical formulation of the Cranberg-Slivkov 
breakdown criterion becomes 

Vb = Ccs d 0'55 7.4 

Although the formulation of these early theories of microparticle initiated 
breakdown was subject to some criticism, the existence of the physical 
phenomenon became widely accepted. It was not surprising therefore that a 
second generation of more refined theories evolved that considered in very 
much more detail the three main aspects of the mechanism, viz, the origin of 
microparticles, their in-flight behaviour and their subsequent impact 
properties. 

7 .1 .2  "Primary" and "Secondary" Microparticles 

In the context of the present discussion on the initiation of breakdown by 
naturally occurring microparticles (i.e. as opposed to those artificially 
introduced into a gap for experimental purposes), the term "primary" refers 
to those isolated microparticles that initiate the chain of events that culminates 
in breakdown: they are in fact the same loosely attached microstructures or 
embedded impurity granules referred to earlier in this chapter that are 
inevitably present on a virgin electrode surface. "Secondary" microparticles 
on the other hand are those that are created as a consequence of a micro- 
discharge or breakdown event involving the local fusion of electrode material 
such as occurs in the electron emission-based breakdown-initiating 
mechanisms discussed in Chapter 3, or from a Cranberg type of explosive 
impact of a "primary" microparticle in which a shower of molten droplets is 
produced by the "coronet" effect discussed in the following section (see Fig 
7.2(b)) which solidifies to form "secondary" microparticles. It follows that 
once a population of secondary microparticles has been generated in the gap 
they will subsequently represent a serious hazard to its stability since each of 
them is potentially capable of initiating a secondary breakdown. The 
following sections of this chapter are devoted to an analysis of the physical 
properties of microparticles. 
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7.1.3 Microparticle Charge Acquisition and Electromechanical 
Detachment Criteria 

The charge carried by a free microparticle is derived from the field-induced 
surface charge existing on the original microfeature immediately before its 
detachment from the parent electrode. Now since the surface charge density 
at any given point is directly proportional to the local microscopic field acting 
at that point, i.e. o = eoE, it follows that at a protruding microstructure where 
the surface field is locally enhanced, there will be a correspondingly enhanced 
surface charge density. This observation implies that the charge acquired by a 
particle originating from such a feature will be strongly dependent on its 
shape, with rounded structures having generally lower charge-to-mass ratios 
than elongated structures. Equally, the electromechanical forces tending to 
detach such surface structures Fd will induce varying internal elastic stresses 
that will again depend on their shape, with the most vulnerable structures 
being those that are only attached to the parent electrode by a constricted stalk 
so that there is a stress enhancement. These conclusions can be quantitatively 
illustrated with reference to a detailed theoretical analysis by Rohrbach [3] of 
the charge acquisition and detachment processes as applied to the idealised 
geometries of Fig 7.1, i.e. similar to those used for microemitter models in 
Chapter 3. Thus, for spherically based structures such as Fig 7.1(c) and (d), 
where ~, (= h/r) > 5, 

. . . . . . . . . .  r a m . - - . . .  

(a) (b] (c) (d) (el 

Fig 7.1 A selection of idealised electrode surface microstructures that have been 
analysed as potential microparticles. (After [3].) 

we can use the approximation of equation 4.17, viz. ~(T) = 2 + h/r, in which 
case the charge acquired by the resulting microparticle would be 

3) E 
Qp (~ = 4]reo h (fl- 2) 2 

7.5 

where, as usual, E is the uniform macroscopic field in a plane-parallel gap. 
For geometries where h -- r, such as for the cases illustrated in Fig 7.1 (a) and 
(b) of a spherical particle that is either half-embedded or resting on the 
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electrode surface, the particle charge would be given by 

Qp (~ - Zrceor2E 7.6 

where Z is a numerical factor that has to be computed for individual values of 
h/r [4,5], taking the respective values of 3 and 6.6 for the geometries of 
Figs 7.1(a) and (b). In the case of the semi-ellipsoidal microfeature of Fig 
7.1(e), whose geometry is defined by the ratio ~, = h/b, and for which the field 
enhancement [~(~) is defined by equations 4.15-417, the resulting particle will 
acquire a charge of 

~reo h 2[3 
Op(Z)= z 2 e 

7.7 

The corresponding expressions for the electromechanical detachment forces 
Fd acting on these two types of microgeometry are given by [3] 

4/reoh 2 (~,_ 1) 
E 2 Fa ( ~ = ~,2 

7.8 

for the spherically-based geometries and 

/rEoh 2 f{Z) 
Fd( ~ = E 2 

~2 
7.9 

for the ellipsoidal geometry, where 

2(/],) 2 logl]2 
~k,) = 2~2_ 1))~2~ 1 -1 

To establish the critical conditions for microparticle detachment, the 
electromechanical stress imparted to the attachment cross-section of the 
microstructure is equated with the yield stress of the electrode material. Thus, 
for geometries (a) and (d) of Fig 7.1, the required condition will be 
Fd(y)/rtr 2 > C~y, or 

4Co (~'- 1)E 2 > Cry 7.10 
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and for the more vulnerable structure (c), F(~,)/~r2 > ~y, or 

4e ° ( r / r ' ) ( ~ -  1) E 2 >_ Cry 7.11 

For the ellipsoidal feature (f) of Fig 7.1, the corresponding condition will be 
Fd (~,)/~b2 > t~y, which from equation 7.9 becomes 

eof(Z ) E 2 > Cry 
7.12 

However, in this last case, it has to be noted that, because of its changing 
cross-sectional area, there is a considerable variation in the stress along the 
length of the protrusion, reaching a maximum value at its apex where the 
detachment criterion is 

l e  ]~2(Z)E 2 > Cry 7.13 
2 ° 

To illustrate the practical implications of these expressions, we can take the 
example [3] of a 1 cm plane-parallel gap formed by titanium electrodes and 
supporting a voltage of 600 kV, i.e. E = 6 x 107 Vm-1, and assume there to be 
a fairly blunt microfeature present on one of the electrodes whose [3-value is 
6. From equations 3.15 to 3.18, this could correspond either to the 
hemispherically capped cylindrical geometry of Fig 7.1(d) with h = 0.4 I.tm 
and r = 0.1 ~m (i.e. Y = 4), or to the semi-ellipsoidal geometry of Fig 7.1 (e) 
also with h = 0.4~m and r = 0.1 (i.e. X = 2.0). It then follows from equations 
7.5 and 7.7 that the surface charges concentrated on these alternative 
structures, i.e. those that would be carried away by them if they became 
detached, are respectively 2.0 x 10-16 and 4.4 x 10-16 C. From volume of 
revolution calculations and a knowledge of their density, the respective masses 
of these potential microparticles would be 1.9 x 10-17 and 1.8 x 10-16 kg, so 
that their corresponding Q/M values would be 10 and 2.0 C.kg-l; i.e. higher 
for the narrower cylindrical geometry as would be expected from qualitative 
reasoning. 

However, from equations 7.10 and 7.12, the corresponding mechanical 
stresses existing in the base cross-section of the protrusions are respectively 
3.8 × 105 Nm-2 and 1.6 x 105 Nm -2 for the cylindrical and ellipsoidal 
geometries. If these values are then compared with the yield strength of 
titanium at room temperature, viz. 4.4 x 108 Nm-2, it clearly follows that such 
microstructures would be mechanically stable under these field conditions. In 
fact, it is only with more needle-like geometries (13 > 100) or the lower-13 
"necked" type of structure of Fig 7.1(c) where there is an internal stress 
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amplification of r/r' that internal stresses approach the yield strength of 
typical electrode materials and provide the possibility of microparticles being 
launched into the gap. It also follows that such an extrusion process would 
give rise to the filamentary structures illustrated in Fig 7.2, and hence the 
possibility of a potentially unstable field emitting microprotrusions if the 
particle originates from the cathode. This reasoning also provides strong 
grounds for assuming that naturally occurring microparticles are likely to 
have tail-like structures. 

MicroparticlePrimary - /  l 

t t 
/ Microparticles 

A ,~ ~ ~ I-'r,mary 
T'/" I / ~ / F ' / "  Microporticle 

Fig 7.2 

(a) (b) 

A schematic representation of the creation of (a) a "primary" microparticle 
by the field-stripping of a protruding microfeature, and (b) the "coronet" 
effect in which a shower of "secondary" microparticles result from a high- 
velocity impact of a primary microparticle. 

It will be appreciated that the above analysis only applies to one possible 
source of microparticles, viz. those that originate from microfeatures that are 
physical extensions of the bulk parent electrode. An equally important source 
is that arising from partly embedded impurity granules or dust particles that 
are attached to an electrode surface through adhesive forces. Boulloud [6] for 
example has considered the effects of Van der Waals forces and shown that, 
for large particles, they can be very considerable. For the simple case of a 
sphere of radius Rp resting on a planar electrode surface, the Van der Waals 
force Fvw is given by 

Fvw = 2A vwRp 7.14 

where Avw is a constant of value -0.2 Nm -1. This implies that only particles 
having dimensions < 0.5 ktm will be lifted from the surface of an electrode by 

the electrostatic force of equation 4.8 for the typical operational field of 
E ~-6 × 107 Vm -1 considered in the previous example. The importance of 
surface adhesion forces on the microscopic scale is also highlighted by the 
recent detailed studies of Pollock [7,8] using a micropoint surface probe 
technique, where it was established that the mean adhesive pressure acting 
across the contact area can approach - 108 Nm-2; i.e. comparable with the 
compressional yield stress of many common electrode materials. It should be 
noted however that these adhesive forces can be significantly reduced by the 
presence of surface contamination, as for example is commonly associated 
with poor vacuum conditions. Apart therefore from thermally activated 
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microparticles, such as may be released from anode "hot spots", or those that 
originate from "necked" microstructures, it can be concluded from this 
discussion of particle detachment that the majority of "primary" 
microparticles are likely to have sub-micron dimensions. In addition, the 
contamination of electrode surfaces by adsorbed gas under poor vacuum 
conditions will tend to lower surface adhesive forces, which suggests that the 
potential number of microparticles per unit electrode area is likely to be 
significantly higher with "commercial" vacuum gaps (p ~ 10 -6 mbar) than 
with UHV regimes. 

7 . 2  Dynamic Properties of Microparticles 

Having discussed the origin of naturally-occurring microparticles, it is now 
necessary to enquire whether their subsequent acceleration across the gap by 
the applied field is a "passive" or "active" event: i.e. whether or not the 
particle can act as an agent for the initiation of breakdown. 

7 .2 .1  In-Flight Phenomena 

Consideration will now be given to possible in-flight mechanisms that would 
lead to a loss of particle charge and mass; i.e. since all breakdown mechanisms 
are initiated by some form of charge exchange process (i.e. a discharge) with 
associated material vaporisation. It must also be appreciated that even if such 
processes do not actually initiate a discharge, they will still have an important 
influence on events through their control over the final impact velocity vi 
acquired by a particle, and hence the nature of its interaction with the target 
electrode surface (see Section 7.4). 

7.2.1(i) Particle Charge Modification by Electron Emission 
Here, the basic question to ask is whether the initial charge acquired by a 
particle at detachment Qp will be conserved during its flight between the 
electrodes, or whether the local electric field on its surface can reach a 
sufficiently high value (i.e. _> 3 x 109 Vm-1) for there to be in-flight charge 
exchange between the particle and electrode by field electron emission (FEE). 
The possibility that such a mechanism might indeed occur was first suggested 
from the findings of experiments by Udris [9], Rosanova [10] and 
Olendzkaya [11] where, by introducing artificial particles into the vacuum 
gap, it was demonstrated that in-flight microdischarges could occur between a 
particle and electrode. The mechanism was subsequently formalised as the 
"trigger discharge" and will be discussed in detail in the following section. 
However, it has to be stated at this stage that the experiments indicated that the 
mechanism only operates for relatively large particles (> 100 ktm diameter) 
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and then only at very close distances of approach to an electrode. This 
observation was subsequently explained by the theoretical analysis of 
Martynov [12], which showed that it was only when the particle was one- 
diameter from the electrode that the microscopic field associated with a 
charged particle can approach the threshold o f -  3 x 10 9 V m -1 necessary for 
field electron emission to occur. Consideration must also be given to the 
alternative analysis of Hurley and Parnell [13] whose presentation was 
contemporary with that cited above. Although the approach of these authors 
was less rigorous, in that they ignored the positional dependence of the 
particle in the gap, they introduced the important new concept that the 
microscopic field between a particle and electrode could be additionally 
enhanced by a factor ~l due to the presence of microasperities on the particle 
surface such as would result from the extrusion process illustrated in Fig 7.2. 

Fig 7.3 An idealised spherical microparticle having a subsidiary conical protrusion 
that gives rise to a greatly enhanced electric field at its tip and the possibility 
of in-flight field emission (After [ 13].) 

According to this model, the microscopic field Em acting at the tip of the 
approximately conical asperity attached to the spherical particle of radius Rp 
shown in Fig 7.3 would be given by 

Em = fl(3E-Qp/4~g. ° R 2) 7.15 

where E is the macroscopic gap field. This expression illustrates how Em is 
the resultant of a component 3E arising from the enhancement of E by an 

uncharged conducting sphere and a second component Qp/4~e o R 2 arising 

from the actual charge carried by the particle. This expression should 
however be subsequently compared with equation 7.17 which gives the more 
exact expression for Em at close distances of approach. Computations based 
on equation 7.15 above show that such surface features can have a dramatic 
influence on the mechanism and could therefore be an important consideration 
in practical situations where particles are likely to acquire a "necked" 
structure during their detachment such as in Fig 7.2. Attention was also 
drawn by this analysis to the fact that a positively charged cathode-bound 
particle which does not field emit will acquire a higher single-transit impact 
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velocity than a similar particle originating from the cathode that loses charge 
by in-flight FEE: indeed, computations showed that micron-sized anode 
bound particles with field enhancing asperities could even have their velocity 
reversed by this mechanism. The polarity discrimination implied by these 
observations will be referred to again in Section 7.2.3 when considering the 
initiation of breakdown by the impact of naturally occurring high velocity 
microparticles. 

However, in the absence of any direct experimental evidence confirming 
the predictions of this approximate theory it has to be concluded from the 
more exact calculations of Martynov [12] that in-flight FEE is unlikely to play 
a significant role with naturally occurring micron and sub-micron particles 
found in typical high voltage gaps. This therefore implies that the initial 
charge Qp can be tentatively assumed to be conserved in the calculations of 
final impact velocities given in Section 7.2.3. 

7.2.1.(ii) The "Trigger Discharge" Breakdown Mechanism 
As indicated in the last section, this breakdown-initiating mechanism was 
originally proposed by Udris [9] and Olendzkaya [11] following their 
experiments with mm-sized ion spheres that had been artificially introduced 
into a test high voltage gap. The mechanism is based on the concept that as a 
charged particle approaches an electrode, the localised electric field associated 
with it can reach a sufficiently high value to cause field electron emission and 
hence the possibility of a "cathode"- or "anode"-initiated discharge (see 
Chapter 5) being struck between the particle and electrode; i.e. involving the 
vaporisation of either particle or electrode material. A particularly attractive 
feature of this mechanism is that it provides an explanation for the type of 
microparticle-based electrode damage and breakdown events described, for 
example, by Slivkov [2], where it is positively known that the terminal 
velocity of particles is too low (< 200 ms-l) to give rise to the impact-initiated 
breakdown mechanism discussed in Section 7.2.3. In fact, it was concluded by 
Olendzkaya [ 11 ] from her experiments with mm-sized spheres that with such a 
mechanism it is the gap field rather than the kinetic energy acquired by a 
particle that determines the breakdown condition. 

The trigger-discharge hypothesis was first treated analytically by 
Martynov [12] for the idealised geometry of a charged sphere approaching a 
planar anode such as shown in Fig 7.4(a): subsequently, Chatterton et al. [14], 
following a similar approach to that used earlier by Hurley and Parnell [ 13], 
extended the model to the geometry of Fig 7.4(b) where a positively charged 
sphere is approaching a field-enhancing boss or asperity on an otherwise 
planar cathode; i.e. an attempt to more closely approximate the real 
microtopography of an electrode surface. In both analyses, the central aim 
was to determine the microscopic field Eg existing in the gap between the 
particle and electrode at close distances of approach. Thus, recalling from the 
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previous section that Eg will be the resultant of a component E1 arising from 
the enhancement of E by the particle and a component E2 arising from the 
charge Qp on the particle, Martynov [12] 

(a) (b) 

Fig 7.4 The pre-impact particle-electrode regimes used by (a) Martynov [ 12] and 
(b) Chatterton et al. [14] in their analyses of the trigger discharge 
mechanism. 

obtained the following relation for the variation of Eg with gap separation g 

Eg= E1 + E2 
7.16 

Here, E is again the uniform macroscopic gap field and Es is the field on the 
surface of the charged particle in the absence of E and the conducting 
electrode, i.e. Es = Qp/4r~eoRp2 whilst fl and f2 are geometric functions that 
determine how the proximity of a conducting electrode influences E1 and E2. 
At close distances of approach (g -- Rp) they increase rapidly and, for 
g/Rp < 0.3, can can be approximated by fl ~ (r~2/6)f2 ~ 1.29(Rp/g)0.8 so that 
equation 7.16 becomes 

Eg = 1.29(Rp/g)O.8(E+ 3Qp/2ZC3eoR 2) 7.17 

In this treatment by Martynov, no account was taken of the curvature of the 
particle and it was assumed that when g ~ 0.3R a uniform field existed in the 
particle-electrode interspace. The corresponding expression for Eg in the 
regime of Fig 7.4(b), where the boss is characterised by a field enhancement 
factor ~l and g << R, is given by Chatterton et al. [14] as 

Eg fl/g [(Rp + g)E + Qp/4tceoRp] 7.18 

where Qp was taken as the charge acquired by a spherical particle in contact 
with a plane electrode (Fig 7.1), which from equation 7.6 is 
Qp = (2n3/3)EoR2E = 6.58neoRpE. Also, the field enhancement factor I] will 
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clearly vary with g for the geometry being considered and therefore has to be 
represented by the Miller expression [15] 13 = 13oo (l-h/g), where 13oo is the 

value of [3 for g >> h. 
From numerical evaluations of equations 7.17 and 7.18, it becomes 

evident that the implicit supposition of the trigger hypothesis, viz. that a 
discharge is struck between the particle and electrode, can only occur at close 
distances of approach when Eg exceeds a value of ~ 3 x 109 Vm-1 when 
significant field emission can occur. It also follows that the critical gap 
separation at which this occurs will increase with increasing particle radius 
through the dependence of Eg on both the ratio Rp/g and Qp (~:R2). In the 
case of the Martynov model [12], computations confirm the associated 
experimental observations [16,17] that particles have to be _> 100ktm in 
diameter for the phenomena to occur: however, with the modification 
introduced by the theoretical model of Chatterton et al. [ 14], it would appear 
that the mechanism can operate with ~ 20 ~tm diameter particles if the 
microasperity is assumed to have a 13-value of ~ 5-10. 

This more recent analysis of Chatterton et al. [14] contained two further 
important developments in the theory of this discharge model. Firstly, by 
taking account of the diminishing value of Qp in equation 7.18 that follows the 
onset of field emission, it has been shown by computation for a given particle 
radius that there is a particular gap separation g at which the microscopic gap 
field EG passes through a maximum: for example, in the case of 40 and 
80 l.tm radius particles moving in a macroscopic field E = 2 x 107 Vm-1 and 
approaching a boss with a ~-factor of 7, E reaches maximum values of ~ 6.5 
and 7.0 × 109 Vm-1 at g ~ 1 and 2 ~m respectively. Secondly, the "anode" 
versus "cathode" breakdown criteria discussed in Chapter 5 were applied to 
the microregime of Fig 7.4(b) in an attempt to establish more precisely how 
the discharge is initiated. It was generally concluded from these computations 
that whereas "cathode"-initiated breakdown, i.e. the vaporisation of the field 
emitting microasperity, was unlikely except for large particles of radius 
>500 ktm, the necessary condition for "anode"-initiated breakdown, i.e. the 
vaporisation by electron bombardment of material (either gas or metal) from 
the surface of the incident particle, appears to be satisfied for particle 
diameters > 20 ~m. This analysis, in common with that of Martynov [12], 
highlights how sensitive this breakdown-initiating mechanism is to the particle 
radius Rp: thus, for say aluminium particles in a 1 cm gap, the breakdown 
voltage is only ~ 40 kV for Rp = 80 ~tm but increases to -- 200 kV for 
Rp = 20 ~tm. It should be added that this prediction provides one explanation 
of why arced electrodes, with their profusion of large microparticles formed 
from droplets of molten metal, have generally lower breakdown voltages. 
Although the above analyses of the in-flight electron bombardment process 
indicate that the local temperature rise of small microparticles with radii 
< 10 ~tm is too low for the initiation of breakdown by the trigger discharge 
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mechanism, it was nevertheless recognised by Beukema [18] that there is an 
alternative mechanism whereby even a sub-critical heating of a particle could 
create the necessary conditions for a subsequent breakdown event. This 
assumed that the local temperature of the electron-bombarded surface region 
of a positively-charged, cathode-bound microparticle could be raised 
sufficiently to cause melting and and the consequent welding of the particle to 
the electrode on impact. Under these circumstances, it follows that such a 
feature would give rise to a local enhancement of the surface field with the 
associated possibility of it becoming a new emission site that could 
subsequently initiate a breakdown if the microscopic field exceeded the critical 
value of-- 7 x 109 Vm -1 discussed in Section 5.3.1. It was also pointed out 
that the creation of such a site would be even more likely if the impacting 
microparticle had a surface asperity that further enhanced the field. From a 
practical stand-point, such a mechanism would clearly play an important role 
in determining the voltage hold-off properties of real gaps, since it applies to 
particles having micron-size dimensions that are thought to be typical of those 
occuring naturally. 

The validity of this concept was investigated by Beukema from both a 
theoretical and experimental point of view [18]. In the first place, he set up a 
theoretical model based on a sphere-plane impact regime and showed that the 
predicted local temperature rise for the range of gap fields and particle 
geometries appropriate to practical systems were sufficient to promote particle 
welding. On the experimental level he developed an ingenious technique 
involving the use of various combinations of conditioned and unconditioned 
electrodes that provided convincing corroborative evidence for the existence 
of this microparticle process. Thus, it was demonstrated for example that the 
emitting properties of a fully conditioned cathode, as measured by its l-factor 
defined in Section 4.2.2(i), could change dramatically when it was used in 
conjunction with an unconditional anode; typically, the application of a 
relatively low gap field could result in an increase of 13 from say --- 40 to 100. 
From other supportive evidence, such as obtained from SEM studies of 
electrode surfaces and the observation that there is frequently a correlation 
between the occurrence of current pulses and the changes in [3, it was also 
possible to infer that material in the form of microparticles is transferred 
from an unconditioned to a conditioned electrode on the first application of a 
gap field; a conclusion that was subsequently to be confirmed by the direct 
experimental techniques described later in Section 7.3.2. 

7.2.1 (iii) The "Particle Vaporisation " Breakdown Mechan i sm 
From a theoretical consideration of the anode processes resulting from 
localised electron bombardment [19] and the subsequent experimental 
observation described in Section 7.3.1 that neutral electrode vapour 
originating from the anode is liberated in a gap a few microseconds before its 
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breakdown [20], Davies and Biondi developed their "heated-anode-particle" 
model [20,21] illustrated schematically in Fig 7.5. In this a field-emitting 
microprotrusion on the cathode, characterised by an enhancement factor 13 and 
emitting radius r, gives rise to an anode hot-spot as described it is then 
assumed that thermal instability occurs first at the anode, such that a semi- 
molten droplet is extruded from its surface by the applied field and in passing 
through the "necked" structure shown in Figs 7.1 and 7.2 will acquire a high 
initial positive charge Qp that will cause it to be accelerated towards the 
cathode. 

Cathode Anode 

~ " . .  _ _ ~R o 
. .  

Anode 

X=O x-d 

Fig 7.5 A schematic illustration of the "heated-anode-particle" breakdown initiating 
model; the idealised spherical microparticle is created at the anode hot-spot 
formed by the electron emission from a cathode microprotrusion having a 
geometrical field enhancement factor I~. (From Davies and Biondi [21,22], 
with permission.) 

Since however this microparticle will be moving in the path of the on-coming 
electron beam it will simultaneously experience a progressive charge 
neutralisation (which will have the effect of prolonging its transit time) and a 
rapid increase in temperature as a result of electron bombardment heating. In 
the limit, this latter process could lead to the mid-gap vaporisation of the 
particle with an associated increase in the local vapour density that is 
sufficiently high for the onset of regenerative electron-atom ionisation 
processes and the consequent breakdown of the gap. It follows therefore that 
the mechanism is really a development of the "anode"-initiated breakdown 
process described in Section 5.3.2, where the microparticle is behaving as an 
anode. 

A complete theoretical analysis of this model [22] involves the solution 
of the following set of six inter-related time dependent differential equations. 
The first accounts for the thermal energy exchange processes at the particle, in 
which the heat gained by electron bombardment is equated with that lost by 
surface evaporation, radiation and the well known thermionic emission 
cooling UTh [23], 
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dTdT = 1 
7.19 

Here T is the temperature of the particle; t is its flight time after leaving the 
anode; F1 and F2 are respectively the fraction of the total cathode field 
emission current iF intercepted by the particle and the fraction of the incident 
bombardment energy retained by the particle after back-scattered and 
secondary emission losses (largely determined by the electron range in the 
particle as given by the Widdington Law [24]; G is the rate of loss of mass per 
unit area; Vp is the potential of the particle relative to the cathode; k and ~s 
are the Boltzmann and Stephan constants; C, L and p are respectively the 
specific heat, latent heat of vaporisation and density of the particle material, 
and Mp (= 4rtpRp3/3) is the particle mass" it follows therefore from the 
definition of G that 

e p  _ _ G  
- 7.20 dt P 

Next, if iTh is the current emitted thermionically from the particle determined 
by the Richardson-Schottky relation [25], and if ic is defined as the fraction of 
the intercepted field emission current that is actually collected after secondary 
electron emission, the net rate of accumulation of negative charge will be 
given by 

d Q  dQ ~ = ic _ iTn 7.21 
dt dt 

Finally, the velocity and acceleration of the particle will be respectively 

dx _ d t -  Vp 7.22 

and 

dvp = E Qp(t) 

dt Mp 
7.23 

where Qp(t) = Qp - Q - (t) + Q + (t), being the particle charge at any given 
instant after detachment. After making appropriate substitutions for Vp, Fl, 
F2, iF, ic, iTn and UTh in equations 7.19 to 7.23, they have been solved 
numerically for the contrasting cases of a non-refractory copper particle of 
radius 0.5 ~m and a similar sized refractory molybdenum particle [22]. The 
findings are illustrated in Fig 7.6 where it has been assumed that at t = 0, 
T = To = T, the boiling point of the particle material. 
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Fig 7.6 
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Collated data showing how the mass Mp, charge Qp, velocity v and 
temperature T of the microparticle involvedin the "heated-anode particle" 
model vary as it crosses the gap from anode to cathode: (a) corresponds to 
the case of a copper particle, and (b) to a molybdenum particle [22]. From 
Davies and Biondi [22], with permission.) 

These computations were also specially chosen to fit some previous 
experimental breakdown measurements [19,26] where, for Cu, the 
microscopic breakdown field was calculated from a measured ~ value of 130 
to be Eb = 7 x 109 Vm-1, whilst for Mo, where 13 = 100, Eb = 6.8 x 109 Vm-1. 
When interpreting the data presented in this figure it should be noted that we 
are dealing with a cathode-bound particle where the conventional positions of 
the cathode and anode shown in Fig 7.5 have been transposed in order to have 
a left-to-right reading. 

Thus, for both materials, these plots clearly show that after a few 
microseconds, as the particle approaches the cathode, Mp begins to fall off 
steeply as T ~ Tmax, indicating a rapid vaporisation process and a consequent 
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pressure rise in the gap that would create the necessary condition for an arc to 
be initiated. The more rapid increase of T with the Mo particle can be 
attributed to its lower thermal capacity. 

From an extensive analysis of this model covering a wide range of 
values of the variable parameters, it has been concluded that breakdown can be 
initiated by this mechanism for particle sizes of Rp < 3 ~tm. With larger 
particles io always exceeds iXh so that they become negatively charged and 
return to the anode before their temperature reaches a high enough value for 
significant vaporisation to occur. 

7 .2 .2  Single-Transit Impact Phenomena 

The physical nature of the interaction between a microparticle and an 
electrode surface is principally determined by the impact or terminal velocity 
vi of the particle which, from equation 7.1, is given by vi = (~/2QpV/Mp) 
where Qp and Mp are respectively its initial charge (assumed conserved) and 
mass of the particle, with V being the gap voltage. To gain some insight into 
the range of impact velocities likely to be encountered in practice, the above 
equation may be evaluated for the idealised particle geometries analysed in 
Section 7.1.3 Thus, considering for example the case of a semi-ellipsoidal 
microstructure, the particle charge will be given by equation 7.7, its mass by 
Mp = 27th3p/3~,2 (P being the density of the particle material), so that 

1 

vi = hpd  V = ~rZ2pd]  v 7.24 

since the radius of curvature of the tip r = b/~, or h = r~, 2. The practical 
implication of this equation can be illustrated [3] by considering the three 
typical high voltage gap regimes of d = 1, 10 and 100 mm with V = 20, 100 
and 1000 kV respectively, where in all cases the electrode material is titanium 
(p = 4.5 × 103 kg m -1) and the vulnerable surface microstructure is 
characterised by [~(~,) = 6 and r = 0.1 ~tm. We find that vi increases from 
180 ms-1 for the 30 kV low voltage gap (E = 2 x 107 Vm-1) through 280 ms-1 
for the intermediate voltage 100 kV gap (E = 107 Vm- 1) to vi = 900 ms- 1 with 
the 1 MV high voltage gap (E = 107 Vm-1). A similar range of impact 
velocities are obtained from estimates based on a spherical microparticle 
geometry [27]. It must however be pointed out that this type of estimate is 
very sensitive to the [3 and r values chosen for the initial microfeature: 
sharper structures will be more highly charged and hence acquire very much 
higher impact velocities. This therefore implies that there is likely to be a 
large variety in the types of particle/electrode interaction in most practical 
situations. 
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7.2.2(i) Low Impact Velocities (Vi < Vc) 
These are defined as the range for which permanent plastic deformation of 
either projectile or target is absent, so that there will be a semi-elastic non- 
destructive bouncing impact. The limiting value of v i for this type of event, 
defined as the critical impact velocity Vc, will depend on the material constants 
of the colliding surfaces; for the case of similar materials, which is likely to be 
appropriate to most high voltage gap situations, its value has been given by 
Cook [28] from a hydrodynamically-based theory as 

1_ 

vc 7 2 5  

where (yy is the yield strength of the colliding materials and p their density. 
Introducing appropriate material constants into this equation [29] predicts 
values of Vc ranging from ~ 200 ms -1 for a "soft" material such as copper 
( t3y = 5.5 × 10 7 Nm-2) through ~ 500 ms- 1 for stainless steel 
(Cyy = 2.8 x 108 Nm-2) to as high as ~ 1 kms-1 for t i tanium 
(~y = 8 × 108 Nm-2) a material commonly used for high voltage electrodes. 
Whilst these predictions appear to be in reasonably good general agreement 
with the findings of the controlled microparticle impact studies described in 
Section 7.4, it should be pointed out that they differ by over three orders of 
magnitude both from the values of Vc predicted by classical elastic impact 
theory [30] and those found from the corresponding macroscopic sphere-plane 
impact experiments [31] where typically Vc ~ 0.05-0.1 ms-1. This discrepancy, 
which is discussed in greater detail later in this chapter, can however be 
explained on the basis that impact events on the microscopic scale have to be 
thought of as single crystal collisions, whereas on the macroscopic scale 
collisions will be between poly-crystalline systems whose elastic modulii have 
been found by Gane [32] to be significantly lower. 

It has also been pointed out by Menon and Srivastava [29] that for any 
given operating gap where V is constant, particles will have to be smaller than 
some critical dimensions if their impact velocities are to exceed Vc. Thus, for 
the ideal case of a spherical particle resting on a plane electrode, we have 
from equation 7.6, Qp = 6.6r~eoER ~, which, when substituted into equation 

7.1, gives Rp--- 10e ° + v2pd V 2. This therefore implies that there will be a 

critical particle radius (Rp)c o~ V2 /d  below which vi > Vc. For a 1 cm gap 
supporting 200 kV one finds (Rp)c varies from 0.7 I.tm for copper electrodes 
through 0.14 ~tm for stainless steel to 0.05 I.tm for titanium. 

In the absence therefore of any direct impact damage, and excluding the 
possibility of the conventional trigger discharge mechanism described in 
Section 7.2.2(ii) operating for the anticipated particle dimensions of < 5 lam, 
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there remains only one other mechanism by which a low-velocity 
microparticle (vi < Vc ) could directly initiate a breakdown. This is by the 
"hot-welding" model of Beukema [18], also described in Section 7.2.2(ii) in 
which a positively charged particle is heated in-flight by electron 
bombardment and, as a result, sticks to the cathode to form a potentially 
unstable field emitting site. Apart from this, there is however another indirect 
mechanism to be discussed in Section 7.2.4, whereby a particle undergoing a 
semi-elastic bouncing impact could initiate a breakdown following a 
subsequent transit of the gap. 

7.2.2 (ii) Intermediate Impact Velocities (Vc < vi < 5vi) 

In this velocity range, it is assumed that most of the incident kinetic energy of 
the particle will be dissipated irreversibly in the permanent mechanical 
deformation of the colliding surfaces. This type of particle impact event will 
therefore be highly inelastic, giving rise either to identation microcraters in 
the surface of the target electrode, or a protruding microfeature if a particle 
becomes impacted or welded to the surface. A direct experimental 
demonstration of these processes may be obtained from the controlled 
laboratory studies of microparticle impact phenomena to be described later in 
this chapter. In both cases, if such a particle impacts on the cathode electrode, 
there is the possibility of creating an "instantaneous" electron emission site, as 
would be evidenced by an abrupt change in the I-V characteristic of the 
gap [18]. It follows that if this were to occur it would bring with it the 
subsequent risk of breakdown being initiated by any of the mechanisms 
discussed in Chapter 5. In the case of target indentation, such emission sites 
will tend to be located around the rim of the microcrater where the electrode 
surface is most distorted; for the embedded microparticle situation, any 
electron emission will occur at the sharpest point of the newly formed 
protruding microfeature. 

Whilst corresponding impact events on the anode electrode will cause 
similar surface damage, they cannot of course give rise to electron emission 
processes: accordingly anode-bound microparticles must be regarded as less 
dangerous from a breakdown point of view. This discrimination is also 
reinforced by the in-flight field emission considerations of Section 7.2.2(i), 
where it was pointed out that anode-bound particles are more susceptible to 
charge loss and will hence have lower impact velocities for a given gap 
voltage. For these reasons, it could be anticipated that with gaps having non- 
uniform geometries, there would be a polarity effect in their voltage hold-off 
capability, with the more stable regime being that where the higher surface 
field is arranged to act on the cathode, since this would favour the detachment 
of anode-bound particles (see Section 7.2.1). It must also be pointed out 
however, that as with low-velocity impacts, there remains the possibility of 
particles undergoing inelastic "reflections" and multiple transits of the gap (see 
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Section 7.2.3), thus masking the polarity effect just outlined. 

7.2.2(iii) High Impact Velocities (v >_ 5Vc) 
At these high velocities, corresponding to the conditions covered by the 
Cranberg hypothesis, an ever increasing fraction of the incident kinetic energy 
of the particle will be dissipated irreversibly in thermal processes, particularly 
the vaporisation of particle or electrode material. In this connection, 
Cook [28] has shown that the extreme situation of complete vaporisation of the 
particle will occur when 

1__ 7.26 
v i > 4 (Lv)2 

where Lv is the latent heat of vaporisation of the colliding materials. For 
titanium, as an example, where Lv ~ 7MJ kg-1, this would correspond to an 
impact velocity of ~ 10 kms-l. It must be emphasized however, that 
experimental evidence from simulation studies (see Section 7.4) strongly 
suggests that the necessary local rise in vapour pressure for initiating 
breakdown can occur for particle impact velocities significantly lower than 
10 kms -1. For refractory metals such as molybdenum the critical velocity is 
probably ~ 5 kms -1, but could be as low as 1.5 kms -1 for non-refractory 
metals such as copper. Sub-critical impact events are assumed to be observed 
as microdischarges as opposed to complete breakdown. Direct confirmation 
of this vaporisation of particle or electrode material has been provided by 
mass spectrometry analyses of the species of metallic ions (both charged and 
neutral) that are present in the gas burst that accompanies a simulated high- 
velocity microparticle impact (see Section 7.4). 

On this picture, the localised cloud of metal vapour resulting from a 
high velocity impact event will be rapidly ionised by a combination of thermal 
and field-based mechanisms so that a microplasma is formed in the vicinity of 
the impact zone. At this stage regenerative processes come into play that 
allow the microplasma to expand under the applied field to fill the gap and so 
initiate breakdown by the formation of an arc between the electrodes. In fact, 
the latter stages of this mechanism closely resemble the sequence of events 
operating in the electron emission induced breakdown mechanism discussed in 
Chapter 5. As with "intermediate velocity" impact events, it is important to 
note that cathode-bound particles will again have a greater probability of 
initiating breakdown by this mechanism since the regenerative ionisation 
processes that sustain the growth of the microplasma are likely to be 
considerably enhanced by electron emission from cathode sites created by the 
impact. An impressive experimental demonstration of this selectivity was 
obtained by Slattery et al. using artificially generated charged 
microspheres [33]. This and other simulation studies of the impact ionisation 
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and electrode microcratering processes will be fully described later in this 
chapter. Before concluding this discussion, the reader should be reminded 
that the critical condition of this type of microparticle-initiated breakdown is 
determined by the voltage across the gap rather than the field, i.e. as required 
by the Cranberg hypothesis of equation 7.2. Experimental details of this type 
of behaviour are given in Section 2.5.3. 

7.2.3 Multi-Transit Impact Phenomena 

7.2.3(i) Particle Bouncing 
The phenomenon of particle bouncing between the high voltage electrodes of a 
vacuum gap was first demonstrated experimentally by Olendzkaya [11] using 
mm-sized steel spheres that had been artificially introduced into the gap. She 
showed that below the breakdown voltage of such a gap these particles would 
oscillate between the electrodes and give rise to a measurable current in the 
external circuit, although no details were given of how its magnitude was 
related to the particle charge, velocity, or its oscillation frequency. However, 
the potential importance of the contribution from such a charge transfer 
mechanism to the total prebreakdown current was subsequently considered by 
Boulloud [6] and shown to be far too small to account for the magnitude of 
typical prebreakdown currents. The experiments of Olendzkaya [11] also 
showed that whilst the breakdown of the gap is prematurely initiated by the 
presence of these particles, it was by a trigger discharge mechanism rather 
than by a "total voltage" effect as would be required by the Cranberg impact 
hypothesis. 

7.2.3(ii) Particle Kinetic Energy Enhancement 
The concept that particle bouncing could also provide the basis of a 
mechanism for enhancing the kinetic energy of a microparticle once released 
in a vacuum gap was first formulated by Latham [34] as a model for 
explaining how a Cranberg type of impact-initiated breakdown mechanism 
could operate in low voltage (< 15 kV) gaps where single-transit impact 
velocities are well below the threshold for generating adequate impact 
ionisation (see Section 7.2.2). An important feature of such a mechanism is 
that it would be particularly relevant for micron and submicron sized particles 
where breakdown could not be prematurely initiated by the trigger discharge 
mechanism of Section 7.2.1(ii): in fact, this observation is strongly supported 
by microcratering evidence discussed in Section 7.3. 

The two basic requirements of this energy enhancing model are that 
during a bouncing impact there is an efficient reversal of both the particle 
momentum and particle charge. Thus ensures firstly, that a particle is 
launched into a second transit of the gap with a high initial velocity and 
secondly, that such a "reflected" particle will be re-accelerated by the applied 
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field. Thus, referring to Fig 7.7, which illustrates the principle of the model, 
it will be seen that a particle of initial charge Qp and mass Mp acquires an 
initial single-transit impact velocity V l = (2QplV/Mp) 1/2, a rebound velocity 

of evl (where e is the coefficient of restitution between the particle and 
electrode) and, assuming conservation of particle mass, a second-transit impact 
velocity of v2 = [(evl) + 2VQp2/Mp] 1/2 where Qp2 is the magnitude of the 
"reversed" charge acquired by the particle during its contact with the 
oppositely charged electrode. For energy enhancement at this second impact 
we evidently require Iv21 > Iv ll which reduces to the condition 

e2+ 
Qpll 

>1 7.27 

It follows that if v2 is still less than the critical impact velocity Vc, defined by 
equation 7.25, there can be further bouncing impacts until the particle velocity 
builds up to a value in excess of vc, when one of the previously discussed 
breakdown mechanisms can be initiated. 

Cathode Anode 

| 

v2 v s 

e v a  . _ ,  

Fig 7.7 An illustration of the progressive kinetic energy enhancement model of 
Latham [34], in which a microparticle undergoes successive bouncing 
impacts with associated momentum and charge reversal. 

The criterion defined by equation 7.27, which is a general relation 
applying to any of the subsequent bouncing events illustrated in Fig 7.7, 
highlights how this energy-enhancing mechanism depends firstly on the 
mechanical properties of the electrodes through e, and secondly, on the 
electrical properties of their surfaces through the ratio Qp2/Qpl which is a 
useful measure of their control over the charge reversal process. An 
attractive feature therefore of this model is that it provides a physical 
explanation of why certain materials provide more stable electrode pairs than 
others. For example, the well established technological practice of using 
stainless steel rather than say copper electrodes, could be anticipated on the 
basis of the present model since these materials are characterised by having 
surface oxide films that are respectively insulating and semiconducting [34]; 

252 



7. Microparticle Phenomena 

i.e. the contact charge exchange process and hence the energy enhancing 
mechanism would tend to be more inhibited with stainless steel than copper. 
In Section 7.4, laboratory simulation experiments with artificially generated 
charged microspheres will be described that provide an impressive 
confirmation not only of the energy enhancing mechanism itself, but also of 
the importance of the atomic state of an electrode surface in controlling the 
charge exchange process. 

7.2.3 (iii) Theoretical Basis of Charge Exchange 
To gain further insight into the fundamental physical processes that occur 
during a semi-elastic particle impact event, we shall now analyse the 

/ 
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S[ Target 

(a) Before impact 

Fig 7.8 

<b) After impact ~---2= =-~ 

The idealised model used for analysing the mechanical and electrical 
interaction between a metallic microsphere and a planar target having 
respectively surface oxide layers of thickness Sp and ST." (a) before impact 
(t < 0), (b) during impact (t ~ tc/2). (From Latham and Brah [37], with 
permission.) 

mechanical and electrical impact response of the idealised sphere-plane 
geometry shown in Fig 7.8(a): in fact, as will be seen from Fig 7.30, this is a 
good approximation of the microregime associated with the simulation studies 
of this phenomenon (see Section 7.4.5). As a further simplification of the 
model, it will also be assumed that the particle and electrode are the same 
material and hence covered by identical semiconducting or insulating surface 
oxide films of thickness s, which is typically 30-50 ,~ (i.e. s << Rp). 
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Mechanical Considerations: 
At the instant of maximum depression during a semi-elastic impact, i.e. when 
the particle is momentarily at rest, the contact surfaces will be reversibly 
deformed as shown schematically in Fig 7.8(b), where Az << Rp. This regime 
is described by the well established equations of classical impact theory, as 
originally derived for macrosystems by Hertz (see Andrews [35]). Thus, if Y 
is Young's modulus of the impacting material and F is the mean force 
transmitted to the target during its elastic deceleration, the radius of the circle 
of contact will be 

aa(~Rp/Y) t 7.28 

Now for an initial impact velocity vi and total contact time t, the mean force F 
acting during a uniform deceleration period (tc/2) will be approximated by 

F -- Mpv i / (t c / 2) 7.29 

1 
where vi = (2QpV/Mp) 2 and, from the analysis of Hertz 

1)0' 4 
tc ~ 4.5 5Mp ! ~:YR 2 vi0.2 7.30 

From discussions in Section 7.4, and by Latham et al. [36] elsewhere, it 
emerges that when these equations are applied to microsystems where impact 
events are likely to be between single grains, it is more appropriate to use 
"single crystal" values for the elastic constants which can exceed the 
corresponding "bulk" (i.e. macroscopic) values by factors ~ 25. Hence for the 
example of a 1 l.tm copper microsphere impacting on a copper electrode with 
a velocity of 50 ms -l, one finds tc ~ 10-9 s and a ~ 3 × 10 -8 m. It should 
however be added that the recent micro-contact experiments of Pollock et al. 
[7] indicate that the above estimate of a is probably too low, since no account 
was taken of possible plastic deformation arising from the additional 
compression of the surfaces caused by contact adhesive forces: for similar 
reasons, the estimate of tc is also likely to be too low. 

Electrical Considerations: 
For the ideal case of Fig 7.8, where both the spherical particle and planar 
electrodes are atomically clean, charge exchange during contact would only be 
limited by the relaxation time x of the metal which is typically ~ 10-14 s. Since 

254 



7. Microparticle Phenomena 

therefore, x << t ,  it follows that QPl = Qp2 = Qp3 etc. in Fig 7.7 and will be 

equal to the equilibrium charge Q. acquired by a spherical particle resting on 

a planar electrode; i.e. Qo = ~  2r~2 R2Eo )E = 6.6 R2~:o as given by equation 7.6. 

However, referring to Fig 7.8(b), it will be seen that, in practice, transitory 
electrical contact is established between the particle and electrode via an oxide 
junction whose surface area will vary continuously between zero and a 
maximum of 7ta 2 during the compression and recovery stages of the impact. 
To a first order of approximation therefore the mean area of the junction 
during the time of contact tc can be taken as r~a2/2 and, if the oxide films are 
assumed to be incompressible, the junction thickness can be taken as 2s. For a 
regime such as this, charge may be exchanged between the particle and 
electrode by either direct ohmic conduction through the composite film or 
quantum mechanical electron tunnelling across the junction. However, from a 
detailed consideration of the electrical properties of surface oxide films and 
the relative efficiencies of these alternative mechanisms, it was shown by 
Latham and Brah [37] that the process is dominated by the tunnelling 
mechanism: it follows therefore that we are dealing with a metal-oxide-metal 
(MOM) tunnel junction situation whose DC properties have been thoroughly 
analysed for example by Simmons [38-40]. The electrical behaviour of this 
type of tunnel junction is conventionally described in terms of its DC tunnel 
resistivity pt(f2m2) defined as 

P t = Vp/j  t 7.31 

where Vp is the potential of the particle relative to the planar electrode, i.e. 
the bias voltage existing across the junction, and jt is the tunnel current 
density: it follows therefore that the instantaneous current flowing across this 
junction will be 

it = 7ra2jt = ~za2Vp/Pt 7.32 

Although Pt is a complicated function of the thickness and electrical properties 
of the oxide [38-40], it may be approximated for the present purposes by the 
exponential dependence [37] 

Pt = Pot exp ( -KVp)  7.33 

where K is a constant (--2 f~m2V-1) that can be taken as independent of the 
oxide material, and Pot is another constant that depends on the thickness, band- 
gap and dielectric properties of the oxide film [38-40]. In applying this 
steady-state model to estimate the total charge QT transferred by the transient 
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tunnelling current flowing during a bouncing impact, it is necessary to 
integrate equation 7.32 over the interval t = 0 to t = tc, i.e. 

fo' fo' QT = itdt = zr (aVp (t)/pt) dt 

- Ia,,I + Ia,  7 .34  

at the first bouncing impact of Fig 7.7. If now Vp(t) is assumed to decay 
according to an exponential relaxation law, we shall have 

Vp {t) = Vop exp (-tlzt) 7.35 

where Vop is the initial potential of the particle at the instant of contact and xt 
is the time constant associated with the tunnelling charge exchange process: 
the value of xt can be assumed to be < tc since it has been shown from 

controlled laboratory studies of this phenomenon (Section 7.4) that the charge 
reversal process approaches completion during such a bouncing impact. 
Hence, assuming a mean contact area ha2/2 and substituting for Pt and Vp(t) in 
equation 7.34 from equation 7.33 and 7.35, and integrating we find 

QT --[=2 Zt exp (gVop)]/2pot g 7.36 

Finally, the field calculations described earlier in Section 7.2.2(ii) in 
connection with the impact trigger discharge mechanism may be used to 
evaluate Vop. Thus, from equation 7.17, which gives the axial field Eg in a 
vacuum gap between a particle and electrode, we have for the present oxide 
gap of dielectric constant e. 

Vop = 2s. Eg 
7.37 

From an inspection of these last two equations, it will be apparent that the 
efficiency of this charge reversal process, as measured by QT, will be 
determined by the properties of the oxide film through the inverse dependence 
of QT on Pot and e. Thus an insulating film (large band gap and hence a large 
Pot) having a high dielectric constant e can be anticipated to promote the 
process much less efficiently than say a low band gap semiconducting film. It 
follows therefore that the likelihood of breakdown being initiated as a result 
of successive energy-enhancing transits of a gap will be much higher for 
electrode pairs having semiconducting oxide films (e.g. copper) than for those 
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having insulating films (e.g. stainless steel). 
As a specific example of the application of this theory, consider a 1 ktm 

diameter microsphere moving in a 1 mm electrode gap across which there is a 
potential of 10 kV (or E = 107 Vm-1) and assume that its initial detachment 
charge QPl --- Q°= 2.5 x 10 -16 C as calculated from equation 7.6. If the 
thickness s of the oxide films on the particle and the electrode surfaces are 
taken as 30 ~, their dielectric constant as 3, their band gap as -- 1 eV (i.e. 
semiconducting), and the tunnelling resistivity Pt is approximated from the 
published data of Simmons [38-40] as --5 x 10 -2 f2 m2 computations using 
equation 7.37 then show [37] that Vop ~ 7 V. Substituting finally these values 
into equation 7.36 with "l:t--tc---3 x l0 °9 s (from equation 7.30) we find 
QT : 3.5 x 10-16 C. If this value is now compared with that associated with an 
"ideal" impact between atomically clean surfaces where QT -- 2Qo = 5 x l0 -16C 
it follows that the charge reversal process will be -- 70% completed during a 
"real" impact with such an oxidised surface: under these circumstances, it can 
also be inferred from equation 7.27 that there will be a high probability of the 
kinetic energy of the particle being enhanced during its "return" transit of the 
gap. As will be described in Section 7.4, these predictions are in good 
agreement with the direct findings of laboratory simulation studies [37] with 
charged microspheres impacting on copper electrodes whose ambient oxide is 
known to be semiconducting: on the other hand, comparable studies with 
stainless steel electrodes whose ambient oxide film is insulating, have 
confirmed that both the charge exchange process and energy enhancement 
mechanism are significantly inhibited. This type of evidence is therefore 
taken as lending strong support to this tunnelling explanation of how charge is 
exchanged during the bouncing impact of a microparticle and how the 
electrode surface properties play a vital role in controlling the process. 

7 .2 .4  Microparticle Behaviour with Impulse Voltages 

Before concluding this review of microparticle-initiated breakdown 
mechanisms, it is necessary to consider what additional factors have to be 
taken into account when, instead of DC voltages, fast and linearly rising 
impulse over-voltages, such as illustrated in Fig 7.9, are applied across large 
gaps (> 2 mm) where microparticles are thought to play a dominant role. 

7. 2.4(i) Impact-Initiated Breakdown 
Following the analysis of Farrall [41], a particle is assumed to become 
detached from an electrode at some time td on the rising edge of the pulse, 
where td is small compared with the rise time tr of the pulse: the voltage Vd 
corresponding to t = td is also identified with the Cranberg DC breakdown 
voltage given by equation 7.2. Because of the finite transit time tt of the 
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particle, the impulse breakdown event will be delayed by this time interval and 
be experimentally observed at a time tb, where tb = td + tt. This reasoning 
therefore explains how the impulse breakdown voltage v' b of a given gap can 
be higher than its corresponding DC value. It also follows from this model 
that if the duration of the pulse is less than the transit time of the particle, 
breakdown cannot occur by this mechanism since the impact event will occur 
under zero-field conditions where any resulting microplasma will expand 
"passively" without any possibility of an arc being struck between the 
electrodes. 

Since the Cranberg relation has been shown to provide a useful guide 
for predicting the breakdown behaviour of DC gaps, it is important to enquire 
how its form has to be modified when using impulsed over-voltages. 
Accordingly, Farrall [41] has analysed the cases of pulses having either a 
constant rise rate dV/dt or constant rise time tr, where it is assumed that 
breakdown is initiated by single transit impacts. Under these circumstances 

! 

therefore, Fig 7.9 indicates that the impulse breakdown voltage Vb will be 
given by 

! 

Vb = Vd + tt d V 7.39 
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Fig 7.9 Impulse voltage waveform, showing the typical relation between the DC 
and impulse breakdown voltages, Vb and Vb respectively, for a given gap 
regime. 

In this equation, dV/dt is a known experimental variable and the transit time tt 
is determined from the equation of motion of the particle across the gap, viz. 

d2x Qp i 
Mp = [Vc 

dt 2 d 
+ t 7.40 

where for a spherical particle initially in contact with a planar electrode 
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= 4 3 To obtain the Qp 2 rt3 R 2 eoE (see equation 4.6) and Mp = 3~:pRp. 

theoretical dependence of Vb on d and other experimental parameters, these 
last two equations may now be independently solved for the two impulse 
regimes referred to above. For "typical" experimental conditions, such an 
analysis [41] shows that to a good approximation, constant rise rate pulses 
result in 

5/6 1_ 
Vb ~ R 3d 7.41 p 

and for constant rise time pulses 

1 5/2 

Vb~ Rp3d 7.42 

It will be seen that the gap dependence in both of these expressions differs 
significantly from Cranberg's DC relation Vb ~ d 1/2. they also indicate a size- 
dependence which was not accounted for in the original Cranberg hypothesis. 
Since the examples of complementary experimental impulse data are very 
limited, it is difficult to give a reliable appraisal of the validity of this theory. 
However, from a review of impulse breakdown data covering a range of ill- 
defined operating conditions, Farrall [41] concluded that the gap-dependence 
of V b does in fact show a variation from d 0.4 to d 1.9 which is in reasonably 
good agreement with the maximum predicted theoretical range of d 0.5 to d 2.5. 

7.2.4 (ii) The "Detachment" Trigger Discharge 
Another important phenomenon that can only occur with impulse voltages is 
the initiation of breakdown by a trigger-like discharge that is struck between a 
negatively charged particle and its parent cathode-electrode almost 
immediately after detachment. The phenomenon was demonstrated 
experimentally by Poshekhonov and Solov'yev [42] by introducing artificial 
microparticles into a gap and observing the delay in the incidences of 
breakdown associated with both cathode and anode-launched particles. Apart 
from typical delay times of 0.5-2 m found for both polarity particles, which 
can be satisfactorily explained in terms of particle transit times, there was also 
a very high incidence of breakdown events associated with cathode-launched 
particles that had delay times of only 1-3 gs after the onset of the voltage 
pulse; such events were therefore identified as being initiated by this 
alternative type of trigger discharge. 

These same authors [42] were able to provide a physical explanation for 
this detachment trigger mechanism in terms of the local microscopic field Eg 
existing in the gap between the particle and its parent electrode immediately 
following separation. The microgeometry of this ideal sphere-plane regime 
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will be identical to that shown in Fig 7.4(a), so that the resultant field Eg will 
again be given by the sum of the two components E1 and E2 of equation 7.16, 
defined for the analysis of the "impact" trigger discharge given in 
Section 7.2.1(ii). However, in the present case, where the particle is leaving 
the electrode, these two components will be oppositely directed so that 

Eg = El-E2 
= 1.29(Rp/g)O.8(E-3Qp12rC3eoRp2 ) 7.43 

where Qp is the particle charge and E is the macroscopic gap field. In the 
absence of any in-flight charge exchange, Q will be the charge acquired by the 

spherical particles in contact with the planar electrode, viz. Qp = 2 r~3eoR~ so 
3 

that in a DC situation where E is constant, the above equation indicates that E 
- 0, i.e. no discharge can occur. However, for fast-rise impulse voltages, E 
will no longer be constant with time, being now defined by 
E(t) = (1/d)(dV/dt), and consequently Eg ~: 0. It follows therefore that if 

Eg --> 109 Vm -1, electron emission will occur between the cathode and particle, 
thus providing the possibility of the same breakdown-initiating vaporisation 
processes discussed in Section 7.2.1 (ii) for the impact trigger mechanism. 

An obvious consequence of this electron emission mechanism is that the 
negative charge on the particle will increase during its flight from the cathode, 
thereby promoting an associated increase of E2. It therefore follows from 
equation 7.43 that this effect will exert a controlling influence on Eg, limiting 
it to some maximum value (Eg)m --- l09 V m -1 set by the field emission 
threshold. The actual charge carried by the particle will in fact increase from 
its initial detachment value Qp = ~;3eR~E at t = t c to a maximum value (Qp)m 

at a time to after detachment when the charging current (i.e. the electron 
emission) ceases to flow. The value too can be determined from the condition 
dQ/dt = 0 whilst (Qp)m will be given to a good approximation by 

] 744 3 -d (td + to)-1.29 (Rpg)0.8 

(dv/ 
As would be expected from the time-dependence of E, viz. E(t) = 1/d ~ ,  
experiments confirm [42] that the probability of breakdown being initiate~d~y 
this mechanism increases rapidly with the rate of rise of the impulse voltage 
(dV/dt). In addition it was found that the present "detachment" trigger 
discharge mechanism, like the "impact" mechanism, only plays a significant 
role in the initiation of breakdown where particle diameters are in excess of 
100gm. An explanation for this observation has been provided by 
computations of the duration t of the charging current. These show that this 
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parameter falls off rapidly with decreasing particle diameter so that below 
some limiting value of to -- 3 kts the trigger discharge cannot be sustained for a 
sufficient time to initiate an arc across the main gap. For the typical pulse rise 
rates of (dV/dt) -- 1010  V s -1 used in the experiments cited [42], calculations 
have confirmed the experimental finding that this limit can only be exceeded 
for particle diameters > 100 ~tm. 

It should be finally noted that in a "real" gap situation, microparticles 
are likely to have been torn from an electrode surface with the associated 
formation of the field-enhancing filamentary structures illustrated in Fig 7.2. 
Therefore, since such a microgeometry represents a more favourable field 
emitting regime, and since also both the emitter and effective anode have very 
much lower thermal capacities and consequently more liable to vaporisation, it 
follows that the threshold conditions for this type of trigger mechanism to 
operate are likely to be significantly lower than for the artificial sphere-plane 
regime. 

7 . 3  Experimental Studies of Microparticle Phenomena in 
HV Gaps 

Since the early 1950s, when Cranberg [1] formulated the first theory of 
microparticle-initiated breakdown (see Section 7.1), there has been a sustained 
effort to devise experimental techniques for detecting the presence of the 
hypothesized high-velocity charged particles. In fact, this has proved to be a 
very challenging problem and it is only very recently that direct evidence of 
their existence has become available through the development of in-flight 
detecting systems. Prior to this, it was only possible to refer to indirect 
evidence which mostly took the form of observing changes in the 
microtopography of electrode surfaces that were attributable to the impact of 
such particles. 

7.3.1 Particle Detection by Indirect Techniques 

The earliest experiments of this type were those aimed at obtaining positive 
evidence of material transfer between electrodes following breakdown events. 
Two techniques have been employed, although both share the common 
approach of using an electrode gap formed by dissimilar electrode materials. 
In the first, such as was used by Anderson [43], positive identification of the 
phenomenon has been obtained from an optical spectroscopy analysis of the 
elemental composition of electrode surfaces which revealed traces of "foreign" 
elements corresponding to the complementary electrode material. In the 
second approach, radioactive tracer techniques [44] were used to detect 
material transfer. Neutron activation analysis is another technique that has 
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been used to obtain evidence of material transfer across a gap [16,46], 
whereby one of the electrodes is made artificially radioactive by the 
bombardment of fast neutrons so that any traces of it can subsequently be 
detected on the unradiated electrode. In the case of copper electrodes, for 
example [16], it is possible to use the 13 + activity (T 1/2 = 9.8 min)of 62Cu 
produced by the reaction 63Cu(n,2n)62Cu. It must be added however, that the 
technique lacks spatial resolution and has a minimum mass detection limit of 
~ 10 -13 kg which probably corresponds to upwards of 50 microparticles. 
Nowadays, with the ready availability of the scanning X-ray microprobe 
surface analysis technique, it is a relatively routine experiment to confirm 
these earlier findings; also, with the high spatial resolution of these 
instruments (< 1 I.tm2), it is possible to establish that "foreign" species are 
highly localised on an electrode surface, as would be expected from the 
microparticle impact model. 

The other major source of indirect evidence for microparticle 
phenomenon also stems from the advent of scanning electron microscopy as a 
readily available analytical technique. With this facility it is possible to study 
the microtopography of electrode surfaces both before and after breakdown 
events and thereby respectively identify the characteristic structural changes 
resulting from microparticle impact processes. 

Fig 7.10 A scanning electron micrograph of a 0.25 l.tm diamond polished copper 
anode showing the type of microcratering damage that typically follows a 
breakdown event. (From Latham and Braun [45], with permission.) 

There have been several such reports in the literature [16,47] whose general 
findings can be typified by the micrograph shown in Fig 7.10 which shows the 
localised "splash" microcratering damage on a planar anode used in 
conjunction with the hairpin cathode of the experimental system previously 
described in Section 3.3.1 Fig 7.10 is of particular significance to the present 
discussion since it is possible to identify embedded microparticles at the centre 
of these craters, i.e. strongly suggesting that they originated from either the 
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high velocity impact or trigger discharge process discussed in Section 7.2.1 
(ii). Both of these explanations are however open to some doubt, since on the 
one hand the estimated single-transit impact velocities of micron sized 

particles in the present regimes are too low (< 300 ms-l) to cause the observed 
fusion cratering [45], and on the other hand, theory indicates that a trigger 
discharge is unlikely to occur with such small particles. Despite these doubts, 
it is nevertheless difficult to discount a microparticle-based explanation for at 
least some of this microcratering since, as discussed above, considerable 
evidence has been accrued from investigations using dissimilar electrodes 
suggesting that relatively large numbers of particles are in fact exchanged 
between electrodes. Another important feature of the micrographs of Figs 3.8 
and 7.10 is the distribution of loosely adhering "secondary" microparticles 
that have evidently been formed from molten droplets generated during the 
fusion process. On the basis therefore of the various microparticle 
mechanisms discussed elsewhere in this chapter, it is reasonable to anticipate 
that such secondary microparticles could play an active role in the subsequent 
operation of the gap. 

In another novel approach for obtaining indirect evidence of 
microparticle processes, Theophilus et al. [48] devised the experimental 
regime illustrated in Fig 7.11 in which any particles generated between the 
high voltage electrode assembly L1 and L2 during a prebreakdown voltage 
cycling can escape from the gap through small perforations in L2 to become 
attached to the collecting plate P. 

I..! 

I- t 

P 

Fig 7.11 An electrode regime used for collecting the naturally occurring 
microparticles that are active in a gap during the initial application of a high 
voltage. (After Theophilus et al. [48].) 

By examining this plate before and after an experiment in an SEM, these 
investigators were able to show that a large number of microparticles having 
dimensions that were typically -- 3 I.tm had been active in the gap during the 
prebreakdown phase. However, since the experiment was conducted in poor 
vacuum conditions (-- 10 -5 mbar) with a consequently greater likelihood of the 
occurrence of microdischarge events, some doubt must exist as to whether the 
collected sample of particles can be reliably assumed to be passively-launched 
"primary" microparticles. The interpretation of the findings was somewhat 
complicated by the presence of insulating ceramic particles among the 
collected sample; these could either have been derived from the alumina 
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polishing medium, or have indicated that the insulating mounting of the 
electrodes was playing an active role in the experiment. 

7 .3 .2  Particle Detection by Direct Techniques 

The earliest attempts to record the actual transit of naturally occurring 
"primary" microparticles across a high voltage gap relied on the fact that they 
would be electrically charged and that it should therefore be possible to use 
fast electronic techniques to detect them as a charge transient superimposed 
upon any continuous prebreakdown current. Such a transient could then be 
used to directly characterise the microparticles in terms of their charge, mass 
and velocity. However, whilst this approach was conceptually very attractive, 
it had to be abandoned since no conclusive evidence was obtained, presumably 
due to the limitations of the electronic detecting systems which demanded the 
incompatible specifications of the highest charge sensitivity and the fastest 
response time. 

HV 

Amplifier Drift tube detector Microparticle collector Grid 

Fig 7.12 

Triggering cylinder Guord cylinder 

An experimental regime for dynamically recording the charge and velocity 
of naturally occurring microparticles generated in a high voltage gap. (From 
Texier [49], with permission.) 

Recently however, Texier [49] has developed an alternative electrical 
technique for the dynamic detection of charged microparticles. In this system, 
illustrated schematically in Fig 7.12, one of the electrodes of a plane-parallel 
gap is replaced by a stainless steel grid and is followed by a capacitive drift 
tube detector system, similar to that later described in Section 7.4, for 
recording the charge and velocity of any microparticles that escape from the 
HV gap. In addition, there is a plate for collecting these particles so that their 
size and shape can be checked in a complementary SEM analysis. It was found 
that when a slowly increasing voltage is initially applied across the gap 
between the grid (cathode) and a freshly polished anode electrode A, large 
numbers of loosely adhering particles, typically ranging in size from 1-81.tm, 
are extracted from the gap well before breakdown is approached, and that a 
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further cycling of the gap voltage over this sub-breakdown range yielded no 
further particles; i.e. indicating that the initial voltage application had 
"electrostatically cleaned" the anode electrode of all loosely adhering 
"primary" microparticles. 

A complementary elemental analysis of this sample of particles yielded 
the important but somewhat unexpected result that they were principally 
composed of the material used for the anode electrode A; unlike the findings 
of Theophilus et al. [48] described above, particles of the alumina polishing 
medium appeared to be of only secondary importance. Another interesting 
finding was that the size of the collected particles decreased with the applied 
voltage, which is in general agreement with Boulloud's theoretical reasoning 
as to the role played by Van der Waals adhesion forces [50]. As an extension 
of the technique, it was found, not surprisingly, that if the gap voltage is 
subsequently increased to breakdown, fresh bursts of "secondary" 
microparticles are detected whose characteristics appear to depend somewhat 
upon the target material. Whilst this technique undoubtedly represents an 
important new tool for the in-situ study of microparticle phenomena, more 
reliance could be placed on the findings of any future application if it were 
(i) operated under UHV rather than the present "commercial" (-- 10 -5 mbar) 
vacuum conditions, (ii) incorporated some form of prebreakdown 
current/microdischarge monitoring facility to ensure that the apparent 
"primary" microparticles were not associated with electrical instabilities and 
(iii) reversed the polarity of the electrodes so that the field-enhancing fine 
grid wires [51 ] could not play an active role as a source of electron emission. 

An alternative approach to the dynamic detection of in-flight 
microparticles has been to use a laser-based optical scattering technique to 
detect the light scattered by microparticles as they cross an electrode gap. 
Here again however, the findings from early investigation [52,53] were 
inconclusive and it is only comparatively recently that Jenkins and Chatterton 
[54] have succeeded in obtaining reliable results from an improved 
experimental regime employing higher laser power and an improved detection 
efficiency. In the system used by these authors, illustrated schematically in 
Fig 7.13, a 4 W laser beam, with 1.6 W in the 514.4 nm line, is directed 
between the electrode gap to impinge on a suitable light dump so that only 
scattered radiation is collected by the lens and recorded by the photomultipler 
PM. To obtain quantitative information about the particle size, the facility 
was calibrated by measuring the magnitude of the signal produced by the light 
scattered from particles of known diameter, artificially introduced into the 
system" particle velocities were estimated from the duration of the light pulse, 
which corresponded to the time taken for a particle to cross the known 
diameter of the laser beam in the gap. The initial findings of this study 
showed that the first AC voltage application to virgin electrodes is 
characterised by the passage of large numbers of "slow" particles having 
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Fig 7.13 

velocities in the range 15-30 ms -1, thus confirming the findings of Texier [49]. 
By using an impulse voltage technique, it was also demonstrated that a 
breakdown event is typically precursed by the detection of a microparticle 
crossing the gap ~ 5 Its before the voltage collapse; however, unlike the "slow" 
particles referred to above, this latter type have very much higher velocities 
(80-800 m.s-1) and smaller diameters (0.1-0.2 l.tm). 
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(i) The general lay-out of a laser facility for detecting the transit of 
microparticles across a planar high voltage gap, and (ii) the detailed 
electrode geometry. (From Jenkins and Chatterton [54], with permission.) 

Although not conclusive, this correlation between particle and breakdown 
events must be regarded as direct evidence in support of the general premise 
that breakdown can be microparticle initiated. This investigation also 
confirmed that as spark conditioning proceeded, there was the expected rapid 
fall off in the number of particles crossing the gap. An unfortunate limitation 
of the present form of the technique is that it cannot discriminate between 
anode and cathode launched particles, or verify that they are electrically 
charged. 

Finally, in this discussion of in-flight microparticle detection, it will be 
recalled from Section 7.2.2(iii) that Davies and Biondi proposed a mechanism 
whereby microparticles can be vaporised by electron bombardment during 
their transit between electrodes and thereby induce breakdown. To obtain 
some experimental verification of this model, these same authors developed a 
spectroscopic technique for recording transient increases in the density of 
metal ions in a gap immediately prior to a breakdown [55]. Copper resonance 
radiation from an external source is focussed into a narrow beam to pass 
through the 1 mm gap formed between a pair of plane-parallel copper 
electrodes. 
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Fig 7.14 An optical spectrometry facility for detecting and discriminating between the 
generation of anodic or cathodic metal vapour in a high voltage gap during a 
breakdown event. (From Davies and Biondi [56,57], with permission.) 

The transmitted light then enters a monochromator coupled to a 
photomultiplier so that it is possible to record rapid intensity variations in a 
given line of the copper resonance radiation. Such an "open shutter" system 
therefore provides a sensitive means of detecting transient increases in the 
vapour density of copper atoms in the inter-electrode gap, since the latter will 
constitute a strongly absorbing medium for the copper resonance radiation. 

To investigate the temporal correlation between the detection of metal 
vapour and the incidence of electrical discharge events as the gap voltage is 
gradually increased, the output signal from the photomultiplier, and that 
derived from a potentiometric resistor chain of 10 kf2 and 50 f~ carrying the 
total gap current in the low-voltage side of the circuit, are simultaneously 
monitored with a twin-beam oscilloscope. With this system it was established 
that a burst of neutral metal vapour is commonly liberated into the electrode 
gap -- 2-3 microseconds before a breakdown or microdischarge event. 
Since this relatively long time period is inconsistent with the anticipated delay 
time of several nanoseconds for the avalanche growth of ionisation processes 
that would follow an "explosive" breakdown initiating event, Davies and 
B iondi were able to interpret these findings as strongly supporting their 
"heated-anode-particle" breakdown mechanism discussed in Section 7.2.2(iii); 
i.e. in which a microparticle extruded from an anode "hot-spot" is vaporised 
by electron bombardment during its subsequent flight between the electrodes. 
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Further evidence for the anodic origin of the initial vapour release was 
obtained from a development of this technique [56,57] illustrated in Fig 7.14, 
in which dissimilar electrode materials (copper and chromium) were used in 
conjunction with twin monochromator detecting systems tuned respectively to 
the resonance lines of Cu and Cr. With this system these authors were able to 
establish that, although both anode and cathode vapour are liberated at a 
breakdown, the anode species consistently appears in the gap ~ 30-150 
nanoseconds before cathode vapour; i.e. consistent with the model of 
breakdown being initiated in the vapour medium generated from the anode 
particle, followed by erosion of the cathode by the ensuing discharge. 

7.4 Stimulation Studies 

From the discussion of Section 7.2, it is clear that microparticle initiated 
breakdown is a well established concept. However, for most of the theoretical 
mechanisms considered, it is very difficult to obtain more than indirect 
supportive evidence for their occurrence, since the degree of control that can 
be built into direct measurements made on the complex microscopic system of 
an extended-area high voltage gap is very restricted. A more profitable 
approach for verifying the predictions of these theories has been to devise 
experimental techniques in which microparticle phenomena are studied in 
isolation under controlled laboratory conditions that simulate those existing in 
operational high voltage gaps. As will be discussed in Chapter 14, these same 
techniques have been exploited in space-orientated technologies to simulate the 
effects of micrometeorite impact damage. 

The simplest type of experiment merely involves placing micron-sized 
particles either directly on the surface of pre-assembled electrodes, or in some 
form of specially prepared reservoir in the surface of an electrode [58-60], 
and showing that the voltage hold-off capability of such a gap is significantly 
lower than an identically prepared control gap that is free of artificial 
microparticles. In a very much more sophisticated version of this approach 
that was developed for studying the trigger discharge mechanism discussed in 
Section 7.2.1(ii), Martynov and Ivanov [16] used single 100 ktm diameter iron 
spheres that were electro-magnetically held to an electrode surface until the 
gap was suitably stressed. Upon release, a charged sphere is accelerated across 
the gap and, on approaching the opposite electrode, is discharged through a 
visible microspark or "trigger discharge" that is temporarily correlated with 
the breakdown of the gap. By reversing its charge during the ensuing impact, 
the sphere subsequently oscillates between the plane-parallel electrodes, giving 
rise to a succession of trigger discharge and associated breakdown events. 
Although this technique provided an impressive demonstration of this 
breakdown mechanism, its findings are only of limited relevance to most 
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practical gap regimes since, as discussed in Section 7.2.1(ii), the mechanism 
can only operate with large particles (>100 ktm diameter) which must be 
considered to be extremely rare occurrences following modern electrode 
polishing and cleaning procedures. 

An alternative approach, that has subsequently proved to be very much 
more valuable for studying the impact behaviour of the micron and submicron 
diameter particles thought to be responsible for initiating breakdown events in 
operational gaps, employs the concept of using "externally" generated 
microparticles of known size, charge and velocity, that can be either injected 
into a high voltage gap or used in other experimental regimes for studying 
such phenomena as impact ionisation and impact damage. The findings from 
these and other studies based on this approach will now be reviewed in the 
following sections of this chapter. 

7 .4 .1  The Dust-Source Microparticle Gun 

Since the basic requirement for this type of investigation must clearly be some 
form of microparticle "gun", it was fortuitous that at about the same time that 
these microparticle-based breakdown theories were being established, an 
almost ideal particle source had been independently developed for 
micrometeorite simulation studies in connection with the American space 
research programme. 
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Fig 7.15 Schematic representation of the dust-source microparticle gun and drift-tube 
capacitive detecting system. (After Shelton et al. [61] and Friichtenicht 
[62].) 

The original design of this device, which is so named because the particles are 
derived from a reservoir of fine powder, was due to Shelton et al. [61], with 
subsequent developments by Friichtenicht [62]. Its operational principle can 
be understood with reference to Fig 7.15, which shows the electrode 
configuration of the device. The powder, which normally consists of readily 
available carbonyl-iron microspheres of 0.1-5 ,~tm diameter, with 
corresponding masses of 1 0  -16 - 10  -11 kg, is contained in a re-entrant cup- 
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shaped reservoir electrode R into which projects a bull-nosed snout from the 
charging electrode C maintained at a fixed positive potential VI. To "fire" the 
gun, a negative-going pulse of ~ 10 kV amplitude and 10-20 ms duration is 
applied through an external capacitor to R, thereby establishing a temporary 
electric field within the powder reservoir. As a result, the particles become 
positively charged by contact with the inner surface of R and, because of the 
mutually repulsive forces between them, "explode" to fill the reservoir, with a 
few escaping through the extraction holes H into the high-field gap between C 
and the accelerating electrode A held at potentials V I and V2 respectively: 
typically, the "gun voltage" Vg (- V2 - VI) is ~ 10-15 kV with V2 set at earth 
potential. The "extracted" particles execute bouncing excursions between C 
and A, and as a result, a few acquire a high positive charge by coming into a 
glancing contact with the tip of the charging needle N located at the 
geometrical centre of the hemispherical aperture in A of radius 1-2 mm. 
These positively charged particles therefore experience a radial accelerating 
field so that those with approximately paraxial trajectories emerge from the 
exit aperture a of the gun into a field-free space; a supplementary collimating 
aperture a is also included to further select only those particles with axial 
trajectories. The needle itself is typically etched from a tungsten rod into a 
conical end profile with an approximately hemispherical tip of radius 
Rt-- 25 I.tm. If, therefore, the charging geometry is taken as a small sphere of 
radius Rp in contact with a larger sphere of radius Rt, an order of magnitude 
estimate of the equilibrium charge Q acquired by the microsphere can be 
made using the relation [61 ] 

Qp = 2/r3 eo (v2 -v1)  Rp2 Rt 7.45 
3 (R, + R,,) 

where for a 1 ~tm diameter microsphere accelerated through 15 kV we find 
Qp ~ 10 -15 C; in practice, however, Q will be significantly less than this since, 
with a glancing contact, the charging process will be incomplete. It should 
finally be noted that although the device could, in principle, be used for 
generating negatively charged particles, by simply reversing the polarity of 
the electrode voltages, this mode of operation is not to be recommended since 
a negative needle voltage gives rise to high field electron emission currents 
that rapidly destroy the sharp tip of the needle and cause electrical breakdown 
of the gun. 

The charge and velocity of the axial particles generated by this device 
are measured by a capacitive detector module [61] consisting of a coaxial 
drift-tube D faced with transparent metal grids that is connected to an external 
voltage-sensitive preamplifier of gain g followed by a storage oscilloscope. 
As indicated above, the overall charge sensitivity of this detecting system 
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should be < 10 -16 C, which nowadays can readily be achieved with a FET 
input operational amplifier used in the non-inverting mode as illustrated in 
Fig 7.16. When a particle of charge Qp enters the detector an equal charge 
will be induced on the drift tube, so that if the capacitance of the tube to earth 
is CD, the voltage AV appearing at the output of the preamplifier is g(Qp/CD). 
Thus knowing g and CD, which are constant parameters of the system, and 
measuring AV on the oscilloscope, Qp may be determined. 

Fig 7.16 

i "" - "-"'-i 
Vi (RI+R2) 

The FET input operational pre-amplifier used for observing the voltage 
produced on the drift-tube detector by a charged microparticle. 

A typical trapezoidal-shaped signal obtained with this arrangement is shown in 
Fig 7.17. (Had the facing grids been omitted from the drift tube, the pulse 
would have been more rounded with less steep leading and trailing edges.) 
The length of the pulse tt represents the transit time of the particle through the 
drift tube, so that knowing its length 1, the particle velocity v is given by 1/tt. 

. ~  . . . . .  t t . . . . .  ~ .  

Fig 7.17 The trapezoidal-shaped signal resulting from the passage of a single 
positively charged microparticle through the drift tube detecting system 
shown in Fig 7.15. 

Finally, if the particle charge is assumed to remain constant throughout its 
passage from the charging needle N, energy conservation requires that 

1 Mpv 2 = apV1 7.46 
2 

from which the particle mass Mp can be calculated. Alternatively, the particle 

4 ~¢R3 p for radius RP can be determined if its density p is known, since M =-~ 
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these spherical particles. From an analysis of a large sample of the type of 
single particle traces shown in Fig 7.17, it is found that this type of gun 
delivers a spectrum of microspheres ranging from those with sub-micron 
dimensions that have typical charges and velocities of-- 10 -16 and 1.5 kms -1 to 
the largest 5 Bm diameter spheres that can have charges approaching 
~ 5 x 10 -13 C and velocities as low as ~ 100 ms-l. 

(i) Oil 

Fig 7.18 Histograms illustrating (i) the distribution of particle charges N(Qp) and (ii) 
velocities N(v) delivered by a dust-source gun using a carbon fibre charging 
arrangement. (From Brah, A.S. and Latham, R.V. [63], with permission.) 

In a more recent UHV version of this dust source gun, which was 
specially developed within the author's research group for obtaining a 
spectrum of low-velocity particles [63,64], the needle electrode was replaced 
by a slightly splayed bunch of 7 Bm diameter carbon fibres. With this 
charging system, the operating voltage of the gun can be reduced from the 
10-15 kV necessary for the needle charging system to only 0.5-1 kV for a 
similar spectrum of particle charges; i.e. representing over an order of 
magnitude improvement in the charging efficiency of the gun. This therefore 
has the important consequence that the particle velocity spectrum is reduced to 
a range of ~ 20-150 ms -1. Another significant advantage of this fibre 
charging system is that it provides a much more efficient device in terms of 
the probability of obtaining a paraxial particle per activating pulse. To 
illustrate the type of performance characteristics obtained from dust source 
guns, Figs 7.18(i) and (ii) give respectively the charge and velocity spectra for 
a typical sample of 200 consecutive particles produced by this recent low- 
velocity carbon fibre gun: the spectra obtained for the needle charging guns 
have a similar form, although the velocity spectrum is naturally shifted to a 
higher range. It is also possible to further expand the range of particle 
velocities obtained from any basic gun module by using either post 
acceleration or post declaration facilities. 

Thus, with a megavolt Van der Graaff powered accelerating and 
focussing module interposed between a needle-type gun and the drift tube 
detecting system, as shown schematically in Fig 7.19(i), hypervelocity 
particles may be obtained; e.g., 2 MV acceleration can give particle velocities 
up to ~ 40 km-1 [61,62,65-67]. 
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Fig 7.19 Dust-source microparticle gun systems incorporating (i) post acceleration 
and (ii) post deceleration. 

Alternatively, with a two-tube decelerating lens used in conjunction with a 
carbon fibre based gun as illustrated in Fig 7.19(ii), it is possible to obtain 
particle velocities -- 1 ms-1. To this list of ancillary facilities, there should 
also be added the post-gun particle mass and velocity selecting system 
developed by Rudolph [68]. 

7.4.2 Particle Injection Experiments 

The most direct and convincing laboratory demonstration that the breakdown 
of a stable high voltage gap can be initiated by the impact of a high velocity 
microparticle was provided by a technique originally developed by Slattery et 
al. [33]. In this, positively charged microspheres are accelerated to the 
hypervelocity range of -- 2-6 kms -1 by the type of 2 MV system shown in 
Fig 7.19(i) and then injected into the 10-30 kV plane-parallel high voltage gap 
regime illustrated in Fig 7.20. The stainless steel electrodes of this 
1-2 mm gap were inclined at 45 ° to the incident particle direction in order that 
their impact zone is shifted from the surface region where the electric field 
lines are most distorted due to the presence of the 1 mm diameter aperture in 
the low-voltage electrode. Particle-initiated discharges were detected with an 
oscilloscope by monitoring the current transients flowing in the 0.1 f2 resistor 
connected between the low-voltage electrode and earth. The findings of this 
investigation indicated that for a given gap voltage V there was a minimum 
particle radius (Rp)min and impact energy U below which breakdown initiation 
was very rare. For example, when V = + 15 kV results showed that (R)min -" 
0.9 ktm and Umin -" 0.8 × 10 -7 J; if, however, V was increased, (Rp)min and 
U min were significantly lowered, indicating that smaller particles were 
producing discharge events. It was also found that these thresholds were 
dramatically lowered if the polarity of the target electrode was reversed: thus, 
in the above example, if V = -15 kV, both (Rp)min and Umin are halved. The 
authors provided a qualitative interpretation of their data in terms of the 
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Cranberg-Slivkov particle impact model discussed in Section 7.1, which 
imposes the constraint that, before a particle can initiate breakdown, it must 
have a minimum energy sufficient to produce a gas cloud that is large enough 
to permit charge multiplication while simultaneously satisfying the conditions 
at the Paschen minimum. No explanation was proposed at the time for the 
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Inclined electrode regime used for studying microparticle initiated 
breakdown in a plane-parallel high voltage gap. (After Slattery et al. [33].) 

polarity effect; however, in the light of more recent experimental findings 
discussed later in this section, and the concepts discussed earlier in Chapters 5 
and Section 7.2, three possible mechanisms might be considered. Firstly, the 
gap field will give rise to a final acceleration or deceleration of the particle, so 
that the impact velocities for a negative high voltage electrode are likely to be 
significantly higher than when it has a positive polarity. Secondly, the 45* 
angle between the incident particle direction and gap field means that a 
particle trajectory will depend on the polarity of the target electrodes which 
could similarly affect the final impact angle could be similarly and hence the 
amount of impact ionisation generated [67]. Thirdly, the impacting 
microparticle could give rise to a new field- emitting microprotrusion at 
which the local microscopic field is enhanced beyond the critical value 
associated with "cathode" initiated breakdown. In a more recent experiment 
of this type, Chakrabarti and Chatterton [69] investigated in more detail how 
particle-induced discharges and the associated electrode damage are related to 
the size and velocity of the incident particle, and to the target electrode 
material. They used the cylindrical electrode geometry shown in Fig 7.21, in 
conjunction with a 50-60 kV microparticle gun (see Fig 7.19) that delivered 
positively-charged iron microspheres with diameters and velocities ranging 
between 0.5-150 lam and 600-10 ms-1 respectively. The 0.05 mm diameter 
central cathode wire, which was the target electrode, was either gold or 
tungsten and maintained at 0-60 kV with respect to the 3 cm diameter 
concentric stainless steel anode: the cathode wire could also be externally 
retracted to provide a changing impact region for any given sequence of 
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experiments. A photomultiplier was also included for determining whether 
specific discharge events gave rise to an emission of light from the gap. For 
the range of cathode fields used in these experiments, viz. up to around 4 x 
107 Vm-1, it was found that microdischarge and breakdown events with an 
associated light output were only observed for low-velocity microparticles 
having diameters ~ 10-25 ktm: a complementary SEM examination of the 
relevant impact region of the cathode wire also revealed that such events were 
linked with the occurrence of fusion induced microcratering. 

Fig 7.21 
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Electrode regime used for studying microparticl= initiated breakdown in a 
cylindrical high voltage gap. (After Chakrabarti and Chatterton [69].) 

Since however this damage could not be realistically explained on the basis of 
a Cranberg-Slivkov impact process with such slow particles, the authors 
concluded that this type of breakdown event was most likely initiated by the 
trigger discharge mechanism discussed in Section 7.2.1(ii). Although there 
was considerable evidence of particle melting and/or electrode indentation 
damage for the smaller particles with higher velocities, no incidence of 
discharges or breakdowns were recorded. This was a somewhat surprising 
finding, particularly in the case of the softer gold target wire, where the 
damage was more pronounced and appeared to include many microfeatures 
that could give rise to the type of unstable FEE processes discussed in 
Chapter 5. 

7 .4 .3  Impact lonisation Measurements 

Although the basic assumptions of the Cranberg-Slivkov particle impact 
breakdown initiating mechanism discussed in Section 7.1 are widely accepted, 
it is nevertheless clearly desirable to have direct corroborative evidence of the 
associated phenomena, particularly the ionisation processes. In fact, there 
have been several major laboratory investigations directed at measuring the 
transient ionisation that accompanies the impact of high velocity 
microparticles [62,65-67,70,71]. In all cases, these were conceived as 
simulation studies of micrometeorite impact phenomena, and used the type of 
hypervelocity,  posit ively-charged microsphere facility illustrated in 
Fig 7.19(i). Most of these measurements were however made with a low-field 
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impact regime, and so it must be recognised at the outset of this discussion that 
their findings may not be strictly relevant to the high voltage gap situation, 
where the high electric field and electrode surface charges could well 
influence both the ionisation mechanisms and the development of the plasma. 
It is possible, for example, that as a result of charge separation, there could be 
a build-up of positive space charge in the vicinity of the impact zone which 
might give rise to a burst of "explosive" electron emission and associated ions, 
such as occurs during the development of the cathode flare described in 
Section 5.3: i.e. the level of ionisation associated with a "passive" very low 
field impact event is generally likely to be significantly lower than that 
associated with an equivalent event in a high-field impact regime. 

Our discussion of the main features of this type of investigation will be 
based on the work of Smith and Adams [71] as providing a recent and 
representative study of the phenomenon. Their experimental facility is shown 
schematically in Fig 7.22, in which, for convenience, the two alternative 
operational regimes have been combined on the same figure. An incident 
particle with a velocity in the range 0.05 to 10 kms-1 is first characterised 
during its transit through the electrostatic drift tube detector Dt; it then 
impacts on a slatted molybdenum target T which allows any impact ionisation 
products to escape in the forward direction through the electrically insulated 
grid G2. 

Fig 7.22 
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Schematic diagram of a combined apparatus for: (a) measurements of the 
ionisation resulting from the impact of hypervelocity microparticles, and 
(b) time-of-flight mass spectrometry studies of the ionisation products: GI 
are the screening grids, Dt is the capacitive drift-tube detector, G2 the 
charge extraction grid, G3 the deceleration grid, Ds the drift space, EM1 and 
EM2 the electron multipliers, I an insulating ring, A the amplifier, O the 
two-channel storage oscilloscope and P are the power supplies. (From 
Smith and Adams [71 ], with permission.) 
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However, by biasing G2 either positively or negatively with respect to the 
target, it is possible to extract either negative or positive ions respectively 
from the impact-generated plasma. The quantity of charge extracted from the 
target region is measured in terms of the resulting change in potential of the 
target as recorded by the amplifier A, which is also used to monitor the 
potential of the drift tube detector D. With this arrangement, the storage 
oscilloscope O records the sequential signals from Dt and T, which appear as 
in Fig 7.23(i) and (ii) for negative and positive ion collection respectively: in 
both signals, the particle of charge Qp enters and leaves the drift tube at tl and 
t2, and finally impacts on the target at t3. The liberated charge qi is then 
obtained from these oscilloscope traces by subtracting the charge deposited on 
the target by the particle (viz. Qp) from the total target signal, electron 
multiplier EM1 provides an alternative facility for monitoring qi which, 
because of its greater sensitivity (~ 10 -17 C), is particularly valuable for 
extending the range of measurements to the low levels of ionisation found for 
low-velocity impacts that are beyond the charge detecting threshold of the 
target amplifier (-- 10 -15 C). By reducing the viewing resistor of EM2 so that 
its response time was < 10-7s, the facility could be put to the further valuable 
use of measuring the rate at which charge was collected from the impact 
region. 
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Variation in the potential of the capacitive detector tube and target as a 
function of time when the potential of grid G2 (see Fig 7.22) is (i) positive 
and (ii) negative with respect to the target, t l, t2 and t3 indicate the times at 
which the hyper-velocity particles enter and leave the cat~acitive detector and 
impact on the target respectively. (a) M --- 6 x] 10-1~kg, v = 2.8 kms-l; 
(b) M = 1.6 × 10 -13 kg, v = 3.4 km s -j. (From Smith and Adams [71], 
with permission.) 

It was concluded from this [66,71] and similar  types of 
investigation [67,70] where refractory metal targets were used, that both the 
positive and negative charges released by impact ionisation processes follow an 
empirical relation of the form 
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qi oc M ~  v~ 7.47 

where, to a first approximation, tx and I] can be taken as constants; several 
investigators [66,70,71] have in fact detected a second-order velocity 
dependence of ct. This relation was based on data derived from particles 
impacting normally on the target; however, if qi is measured as a function of 
the angle of particle impact 0, Dietzel et al. [67] found that there is a favoured 
value of 0 (300-50 °) at which qi can approach four times its value at normal 
incidence for a given impact velocity. Accordingly,  a more correct 
representation of equation 7.46 would be 

qi ~ f(O) M~ vfl 7.48 
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Fig 7.24 qi/Mp and qi/R 3 plotted against particle velocity for the impact of spherical 
iron particles on molybdenum (closed circles). Also included are the data of 
Auer et al. [70] (dashed line and open circles) and of Friichtenicht [62] 
(solid line) for the impact of iron particles on W. The solid line also 
represents a straight line least squares fit to the present data. (From Adams 
and Smith [66], with permission.) 
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The "maximum" associated with this angular effect has been explained 
qualitatively by these authors in terms of the compromise between the 
enhanced ionisation to be expected from the increase in contact area that 
occurs with increasing 0, and the reduction in the normal component of the 
particle momentum relative to its transverse (i.e. non-destructive) component 
that also occurs with increasing 0. A quantitative form of equation 7.46, for 
the case of normal incidence (f(0) = 1), was determined by Smith and Adams 

[71 ] from the type of log-log plot of qi/Mp or qi/Rp 3 against v shown in Fig 

7.24 as 
qi ~ M1"33 v3"2 for 0.5 < ~ v < ~ 1 kms-1 

7.49 
qi ~: --Mp 0"85 v3"2 for v > 1 kms-1 

where 0.5 kms -1 is the velocity threshold below which impact ionisation 
becomes vanishingly small. 

The increased scatter of data points on Fig 7.24 at lower velocities is a 
common feature of microsphere impact experiments and will be highlighted 
again in the following section. In the present context, its origin is discussed in 
terms of the partition of the incident kinetic energy, typically 10 -11 to 10-7J 
(or 108-1012 eV), among the various dissipating mechanisms available at 
impact, e.g. heat conduction, elastic compression, fusion and vaporisation 
processes (the latter giving rise to the measured ionisation products). Thus, 
there are two explanations for this scatter that appear particularly plausible: 
firstly, at lower velocities, contact times become longer, so that a relatively 
larger fraction of the incident energy is dissipated irreversibly by thermal 
conduction processes, and secondly, at lower velocities, certainly below 
0.5 kms -1, semi-elastic bouncing impacts begin to occur (see Section 7.4.5) 
where a large fraction (possibly 30-50%) of the elastic strain energy is 
recoverable [72] and so is no longer available to "feed" the other dissipating 
mechanisms that can give rise to ionisation. It is also significant that both of 
these low-velocity phenomena would tend to produce an increase in the mass 
power index a, as is in fact found experimentally. The ionisation collection 
time measurements made by Smith and Adams [71] show that there is a 
variable build-up time for the ionisation in the range 5-20 kts as the potential 
of the extracting grid G2 is changed from 300 to 60 volts. Although it is 
tempting to speculate that the low-field value of 20 kts might reflect the 
duration of the particle impact process, the authors tend to discount this 
possibility but rather attribute it to the influence of VG2 in controlling the 
growth and extraction of the plasma. 

Referring again to Fig 7.22, the second type of measurement made with 
this apparatus [71] used a 3-5 amu resolution time-of-flight mass spectrometry 
facility to identify the ion species present in the impact generated plasma. In 
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this regime,  the grid G2 has to be maintained at a potential  ~ -300 v to obtain 

an efficient  extract ion of  ions. Since, however ,  this potential  gives the ions 
too high energies  for operat ing the mass  spec t rometer  facil i ty at m a x i m u m  
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Fig 7.25 (i) Relative abundances of the elements in the iron projectile material. (ii) A 
histogram of the relative abundances of ions produced at the impact of eight 
iron projectiles in the velocity range 2 to 4 kms -! on a molybdenum target. 
The broken lines connect the two mass scales at some of the important 
masses. Note that the ordinate in (a) is logarithmic whilst that in (b) is 
linear. (From Smith and Adams [71 ], with permission.) 
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resolution, a decelerating field is provided between G2 and G3 so that they 
enter the 50 cm long field-free drift space between G3 and G4 with energies of 
several tens of electron volts. The distributed ion current, resulting from the 
separation of the ion species in the drift space, is recorded on the electron 
multiplier EM2. 

A typical spectrum of the relative abundancies of the recorded ion 
species for a particle velocity range 2-4 kms -1 is shown in the histogram of 
Fig 7.25(ii) for comparison, the chemical analysis of the particle material 
obtained by a spark-source mass spectrometer is shown in Fig 7.25(i). The 
important conclusion to be drawn from this result is that the predominant ion 
species present in the impact plasma is the Fe + peak at 56 amu derived from 
the particle, with a barely significant contribution from the molybdenum 
target material at 92-100 amu. 

This type of finding is in agreement with the earlier investigations of 
Hansen [65] and of Auer and Sitte [73], using similar incident particles, but 
with tantalum and tungsten targets respectively, who also concluded that the 
target plays a relatively unimportant role in the impact ionisation processes 
for velocities < 10 kms -1. It is only when the incident particle velocity 
approaches -~ 20 kms-! that the recorded spectra begin to show evidence of 
target material being ionised: in fact, it is this property that has been exploited 
in satellite-borne detection systems for analysing the elemental composition of 
micrometeoroids [74,75]. 

To explain this somewhat unexpected selectivity, it is necessary to refer 
to hydrodynamic projectile impact theories such as have been discussed by 
Dietzel et al. [67] and Smith and Adams [71] in connection with hyper-velocity 
microsphere impacts. This topic will be considered in more detail in the 
following section, but it can be stated at this stage that for the combination of 
materials and impact velocities used in all the cited investigations, theory 
predicts that the impacting particles will be preferentially "shocked" and thus 
lead to the selective ionisation processes found experimentally. To observe the 
opposite effect, where the target material is ionised, it would be necessary to 
use, say, a copper target with the same iron microspheres. 

The identification of the subsidiary peaks appearing in the spectra of 
Fig 7.25(ii) that don't directly correlate with those in Fig 7.25(i) has been the 
subject of considerable qualitative discussion [65,70,71]. However, there is a 
consensus among these investigators that the two most likely explanations are 
firstly, the existence of multiply charged ions, and secondly, the general 
lowering of ionisation potentials due to the action of the strong space-charge 
based electric field that could exist in the localised impact microplasma (cf. the 
conditions prevailing in the cathode flare regime discussed in Section 5.3). In 
connection with the quantitative application of the spectroscopic impact 
ionisation data to the development of a space-launched micro meteoroid 
detector, there has also been extensive discussion as to whether the ion spectra 
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of Fig 7.25(ii) are representative of their relative concentration in the initial 
impact microplasma [65,67,70,71]. This hinges upon the temperature and 
density of the initial microplasma, since the magnitude of these parameters 
will determine whether recombination processes are likely to play an 
important role in degrading the plasma before its composition is measured. 

In fact, the evidence is somewhat conflicting on this point. On the one 
hand, estimates of the initial plasma temperature [65], based on measurements 
of the relative concentrations of the ions ejected from the plasma, are in the 
range 3-20 x 103 K for impact velocities of 1-40 kms-1 which, if the initial 
microplasma volume is assumed to be comparable with the indentation 
volume [75], strongly suggests that recombination effects would be important, 
particularly at higher impact velocities. On the other hand, there is no 
evidence to suggest that the collected charge qi departs significantly from the 
empirical relation of equation 7.47 at high velocities, as would be expected if 
recombination processes began to operate. To resolve this contradiction, it 
has to be assumed that the initial plasma volume is considerably larger than the 
indentation volume, so that the initial plasma density will be sufficiently low to 
prohibit significant recombination. Support for this conclusion is provided by 
the work of Dietzel et al. [67], who developed a scanning X-ray microanalysis 
technique for a detailed study of how the particle debris is topographically 
distributed about the impact zone on the target surface. Their results show, 
for example, that for impact velocities > 5 kms -1, particle material is deposited 
over a surface area that is more than twice the cross-sectional area of the 
particle. 

7.4.4 Impact Damage 

From the earlier discussion of Chapter 5 and Section 7.2 it is clear that any 
physical process that changes the microtopography of an electrode surface in 
such a way as to create field enhancing microfeatures must be regarded as a 
potential agency for initiating one of the main breakdown mechanisms. Thus, 
microprotrusions formed on the cathode can become unstable field electron 
emitters and lead to either cathode- or anode- initiated breakdown (see 
Chapter 5), whilst anode protrusions, for example, can greatly increase the 
probability of the trigger discharge mechanism occurring if microparticles are 
present in the gap (see Section 7.2). In both cases, such microfeatures are 
frequently loosely bound to their parent electrode and therefore offer the 
possibility of being torn off by the electro-mechanical forces of the applied 
field to become potentially energetic "secondary" microparticles. The detailed 
nature of this impact damage, and how it depends on the physical parameters 
of the colliding surfaces has also been the subject of extensive microsphere 
simulation studies. In fact, this formed an important aspect of several of the 
investigations cited in the previous section. 
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The least drastic type of permanent electrode damage is the smooth- 
profiled indentation microcrater shown schematically in Fig 7.26(i) that is 
formed when particle impact velocities only marginally exceed the critical 
value Vc beyond which elastic recovery of the interacting surfaces is 
incomplete; i.e. plastic flow takes place. For the experimental regimes studied 
to date, which mainly consist of iron microspheres impacting on a wide range 
of mechanically polished electrode materials [67,72,75] it has been generally 
concluded that 150 < Vc < 350 ms-l; significantly, a similar order of 

magnitude is predicted from the theoretical approach of Cook [76] referred to 
in Section 7.2.2. 

Apart from the possibility that the microparticle involved in such an 
impact event might "stick" to an electrode surface by some form of cold-weld 
process and so create a field enhancing feature, it can otherwise reasonably be 
assumed that the type of damage associated with this velocity range poses little 
direct threat to the stability of a high voltage gap. However, at velocities in 
excess of -- 500 ms -1, the work of Rudolph [75] and later Dietzel et al. [67] 
showed that, in addition to severe plastic deformation, with the particle 
becoming partly or completely embedded in the target, localised melting of 
the impacting surfaces progressively contributes to the damaging process, so 
that the crater profile now begins to take the form illustrated in Fig 7.26(ii). 
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Fig 7.26 Microcrater regimes produced by microparticles whose impact velocities 
(i) only marginally exceed the critical value v ( <,.. 300 ms-1), and (ii) are 
well in excess of Vc, such that there is extensive plastic deformation and 
progressive melting of the impacting materials. (After Rudolph [75].) 

Viewed from above with a scanning electron microscope, these craters appear 
as shown in the micrograph of Fig 7.27; i.e. very similar to the familiar 
"splash" micro craters found on electrode pairs that have broken down (see 
Figs 7.10 and 7.27), and whose subsequent high voltage hold-off capability is 
drastically reduced. From a detailed analysis of how the dimensions of the Fig 

283  



Fig 7.27 

7.26(ii) type of crater depend on the incident particle radius Rp, mass Mp and 
impact velocity vi for a given target material, Rudolph [75] established the 
following empirical relations. 

A scanning electron micrograph of the type of high impact velocity 
microcrater illustrated in Fig 7.26(ii). 

High Voltage Vacuum Insulation 

For vi < 1 kms -1 

D ~ 2Rp (i) 

whilst for 1 kms- l < vi < 10 km. s- 1 

D o~ Rp vi 2/3 (ii) 7.49 

or o~ Alp 1/3 vi2/3 

(H + h) o~ D (iii) 

Da oc 1.5D (iv) 

where the constants of proportionality in equations 7.49(ii) and 7.49(iii) are 
functions of the target material, and are tabulated for Pb, Cd, Ag, Cu and A1 
[75]. The change in the form of these relations at vi - 1 kms -1 was identified 
with the onset of visible deformation of the embedded particle: a conclusion 
that was also supported by X-ray microanalysis studies of the distribution of 
projectile material over the target surface [67] and the velocity threshold for 
the detection of impact ionisation [66]. 

An understanding of the physical mechanisms that determine the 
character of microparticle impact damage may be had by considering the well 
established hydrodynamically-based theories of projectile impact. These 
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broadly deal with how the material constants and velocity of the colliding 
media determine the partition of the incident kinetic energy between the 
projectile and the target, and hence their respective shock responses. From a 
discussion by Dietzel et al. [67], dealing with the impact of iron microspheres 
on a range of target materials (Fe ---) Au, W, Cu, AI and basalt), data were 
presented showing how the immediate post-impact energies of the target and 
projectile are divided between "kinetic" and "internal" (e.g. elastic strain 
energy) components. Thus, for Fe --~ Au and Fe ---) W, the Fe projectile 
retains -- 55% of its initial kinetic energy with ~ 10% appearing as kinetic and 
~ 45% as internal" for basalt and A1 the reverse situation applies, whilst Cu 
has intermediate properties. In all cases at higher impact velocities, an 
increasing fraction of the trapped internal energy of the projectile is converted 
into irreversible heating, where the heating of the projectile is shown to be 
approximately proportional to its initial kinetic energy. 

In a complementary discussion, Smith and Adams [71] considered the 
behaviour of the shock waves that are generated around the perimeter of the 
contact disc, i.e. at s in Fig 7.26(i). These will remain attached to this contact 
circle whilst its velocity along the interface during the compression process 
exceeds the velocity of the shock waves in either of the colliding materials. 
This will generally be true in the initial stages at low contact angles 0, but, for 
a given impact velocity, a point is reached where this inequality reverses for 
one of the materials. When this happens, its shock wave will become detached 
and result in highly shocked, high-energy material being exposed to the 
surface with the consequent ejection of vaporised and ionised material with 
accompanying crater formation. Theory shows for example, that for Fe ---) W 
or Mo, this detachment first occurs for the Fe-projectile, whilst for a 
Fe ---) Cu or A1 combination the target shock wave is the first to become 
detached. 

7.4.5 Particle Bouncing 

As discussed in Section 7.2.3(ii), Latham proposed a further development of 
the original Cranberg-Slivkov single-transit, impact-initiated breakdown 
mechanism whereby the kinetic energy of a microparticle can be enhanced to a 
critical value during a multi-transit bouncing sequence between the electrodes 
of a high voltage gap in which there is a reversal of particle charge and 
momentum at each impact (see Fig 7.7). 

An associated theoretical analysis of the proposed model further showed 
that the effectiveness of this energy enhancing mechanism would be strongly 
dependent on the microscopic electrical and mechanical properties of the 
electrode surfaces. To test the validity of this concept, a laboratory 
investigation was established to study the bouncing impact behaviour of 
charged microspheres under controlled experimental conditions that closely 
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F~g 7.ZS (i) A schematic representation of the experimental regime used for studying 
the particle bouncing phenomenon: it shows the drift-tube detector, the 
high-field test gap and the incident and reflected particles (Q], u]) and (Q2 
v2) respectively. 
(ii) The sequential trapezoidal signals obtained from such a bouncing even 
(From Latham et al. [36], with permission). 

simulate those existing in a high-voltage gap. 
The basic principle of the experimental technique used for these 

measurements is shown in Fig 7.28. A positively charged microsphere with 
an initial charge Qpl (~ 10 -15 C) - or Q1 to simplify the notation in this section 
- and velocity Ul (~ 1-10 ms-l), derived from the low-velocity source 
illustrated in Fig 7.19(ii), is recorded on its first transit through the drift tube 
detector as a trapezoidal pulse of height yl and length tl. It then enters a high 
field gap d (~ 1.5 mm) formed between a transparent stainless steel earthed 
grid G and the negatively-charged target electrode T maintained at a negative 
potential -VT, typically ~ 5-10 kV. If, after being accelerated across the gap 
to an impact velocity v l, the particle then bounces off the target with a 
reversed negative charge -Q2 and rebound velocity u2, it will be re-accelerated 
by the gap field to acquire a final velocity v and be recorded as a sequential 
negative-going trapezoidal pulse of height -v2 and length t2. Since the 
magnitude of v2 will depend upon both IQ21 and u2, which in turn are 
determined by the mechanical and electrical interactions of the impacting 
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surfaces, it is convenient to study the bouncing phenomenon in terms of the 
two dimensionless parameters: (i) Q21/IQll - the ratio of reversed to incident 
charge, which is a measure of the charge exchange during impact, and (ii) 
Iv~l/lu21 - the ratio of the rebound to incident velocities (i.e. the coefficient of 
restitution e), which is a measure of the momentum exchange during impact. 
In these experiments, the IQ21/IQll value is obtained directly from the detector 
signal as (y2/yl), whilst the e-value has to be computed indirectly. Thus, 
noting from Fig 7.28 that U l = L/h and v2 = Lit2, one has 

v 12 = u22 + 2Q 2VT/Mp 7.50 

which after substituting for Mp from equation 7.45 gives 

7.51 
V 1 = U 1 (1 + VTV1) 2 

where V1 is the effective accelerating voltage of the gun (see Figs 7.15 and 
7.19). Similarly 

v22 = u22 + 2Q2VTIM p 7.52 

which after substituting for Mp from equation 7.46 becomes 

v22 = u2 2 + Ul 2 (Q1/Q2) (VT/V1) 7.53 

so that finally from equations 7.51 and 7.52 

e = [u~/IVll 

1_ 
= {[(L/t2) 2-  (y2/Yl)(VT/Vl)(Lltl)2]/ [(L/tl} 2 1 + (VT/V1)]} 2 

7.54 

The UHV experimental facility that was developed by Brah and 
Latham [63,64,77,78] for this investigation is shown schematically in 
Fig 7.29. It is based on the low-velocity microparticle module described in 
Section 7.4.1, incorporating a carbon fibre dust-source gun Mg, decelerating 
electrostatic lens El ,  gravity-correcting deflector plates Pg and drift tube 
detector Dt with its associated amplifier A. To give the reader some 
perspective of the microregime involved in these experiments, Fig 7.30 shows 
a 4.2 btm diameter microsphere resting on a 0.25 ~tm diamond-polished 
electrode surface. 
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Fig 7.29 The UHV experimental facility for studying the bouncing !mpact of 
positively charged microspheres in a high voltage gap. An argon ion gun Ig 
provides in-situ cleaning of target surfaces, whilst optical ports Op permit 
the ellipsometric monitoring of their atomic state. (From Latham and Brah 
[78], with permission.) 

Trace A of Fig 7.31 shows a typical example of a trapezoidal pulse 
obtained from this system for the passage of a single positively charged 
microsphere. After leaving this module, the particle enters a high voltage gap 
d formed between the earthed grid G and target electrode T which is 
maintained at a potential -V T via a spring contact and an insulated lead- 
through to an external EHT supply; typically d ~ 2 mm, -V  T ~ 2 -10 kV so that 

the gap fields are in the range (1-5) x 10 6 V m -1. There is also an in-situ 
choice of the pre-selected targets mounted on ceramic insulating supports Cs 
that form the arms of an eight-spoke externally rotatable turret assembly. 
With this arrangement, a given target can be rotated from a "service" position 
in the lower part of the vacuum chamber, where an argon ion gun provides an 
in situ etching facility for cleaning electrode surfaces, to the "test" position in 
the upper part of the chamber, where it is on the axis of the microparticle 
source. 
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Fig 7.30 A scanning electron micrograph of a carbonyl-iron microsphere resting on 
the 0.25 ~m diamond-polished surface of a titanium electrode. 

l fc~ 

Fig 7.31 

2m$ 

Oscilloscope traces illustrating the important micro-particle events. In each 
case, positive particles have been used with an oscilloscope time base 
setting of 2 ms/division and an equivalent charge sensitivity of 1 
fC/division. A, a single paraxial particle of velocity 10 ms- 1 and charge 2.5 
fC; B, in-flight momentum reversal IVTI > IV l I; C, bouncing impact with 
charge modification IVTI > IV l I; D and E bouncing impacts with charge 
reversal and velocity enhancement IVTI < 0 (From Brah and Latham [63], 
with permission.) 
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The experimental chamber also includes optical ports Op for an external 
ellipsometry assembly [79] that is used to monitor the state of oxidation of a 
target surface whilst it is in the "service" position. Full details of this 
technique are beyond the scope of this text, and can be found in the literature 
[80,81]. Very briefly, however, it depends upon the fact that if a beam of 
plane polarised light from the polariser assembly is incident on a conducting 
surface, in this case the target T, it will be reflected as elliptically polarised 
light, where its ellipticity, as measured by the analyser assembly, is 
determined by the wavelength of the light and the optical constants of the 
surface, viz. its complex refractive index n. From a knowledge of the n- 
values for the metal substrate and its surface oxide, it is then possible to 
determine the thickness of the oxide film: in its most sophisticated form, the 
technique can be made sensitive to the detection of less than a monolayer 
coverage. However, for the experiments described here, the facility is only 
used to measure the thickness of the ambient oxide film present on untreated 
electrode surfaces, and to determine when it has been removed by the argon 
ion electrode cleaning facility; viz. as indicated by the ellipticity of the 
reflected light approaching a constant value with time of etching. Depending 
on the potential of the target VT relative to that of the charging electrode V1, 
three types of particle "reflection" can occur. 

(i) For VT > V 1, a particle will be decelerated by the gap field and brought 
momentarily to rest in mid-gap before being re-accelerated on its return 
transit. Consequently, there will be complete in-flight momentum reversal 
with conservation of charge, so that the detector will see two sequential pulses 
of identical shape as shown in trace B of Fig 7.31. 

(ii) For 0 < VT < V l, the particle will again be decelerated by the gap field 
but will now impact on the target to loose some of its incident momentum and 
charge. Thus, although the "return" particle will be re-accelerated across the 
gap after impact, its final charge and velocity will both be reduced, as 
indicated by the sequential pulses of trace C of Fig 7.31. 

(iii) For VT < 0, a positively charged particle will be accelerated by the gap 
field and impact on a negatively charged target, so that there is now the 
additional possibility of the charge on the particle being wholly or partially 
reversed during a bouncing impact. If this occurs, it will then again 
experience an accelerating field for its return transit of the gap with the 
possibility of its kinetic energy being enhanced as previously hypothesized in 
Section 7.2.4(ii). Two examples of this type of event, first recorded by Brah 
and Latham [63,77], are shown in traces D and E of Fig 7.31, and clearly 
constitute an experimental demonstration of the proposed model. These traces 
also illustrate the wide variation in charge reversal efficiency and velocity 
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enhancement that can occur; in trace D, whilst Q2/Q1 ~ 0.5 the velocity has 
only been enhanced by a factor of ~ 1.6, whereas in trace E, with Q2/Q1 ~ 
0.25, there has been a three-fold velocity enhancement. It is clearly this latter 
type of event which has a major significance in the discussion of micro- 
particle-initiated breakdown, and has therefore been the subject of a detailed 
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Fig 7.32 The electrical and mechanical impact data obtained from a range of target 
materials, showing the influence of the electrode surface preparation: in 
each case, curves, 1, 2 and 3 correspond respectively to copper, stainless 
steel and titanium targets. (After Brah, Mohindra and Latham [82].) 

To illustrate the important conclusions to emerge from these 
measurements, we shall compare the bouncing interaction of carbonyl iron 
microspheres on 0.25 ~tm "commercially" polished targets of titanium, 
stainless steel and copper; the first two of these materials being known to 
provide stable high voltage electrodes, with the third being acknowledged to 
be unsuitable for this use. In addition, we shall highlight how the surface state 
of a target has an important influence on the bouncing mechanism by 
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contrasting the above characteristics with those obtained from the same targets 
when their ambient oxide coverage has been removed; i.e. where the 
microspheres are impacting on atomically clean surfaces. 

Since, as previously explained, the response of a surface is most 
profitably characterised in terms of the IQ21/IQ~I and e-values of the particle 
interactions, it is then appropriate in the context of the high voltage vacuum 
gap to investigate how these parameters depend on the macroscopic electric 
field acting on each of the target surfaces, which in this case corresponds to 
the gap field. Accordingly, Fig 7.32 is a unified presentation of the mean 
trends of the IQ21/IQ11 and e-values for the "commercially" polished (state A) 
and atomically clean (state B) surfaces of each target material, as computed 
from extensive experimental data [64,78,82]. It is however important to 
emphasise that these measurements are characterised by a very large scatter 
among the individual bouncing events recorded at a given field [72]. This is 
not perhaps a surprising finding when it is appreciated how complicated and 
varied are the local microscopic properties of the type of polycrystalline 
electrode surface used for targets in the present experiments. For example, 
there will be a non-uniform oxide coverage that will give rise to a wide 
variation in the microscopic electrical properties of the surface, an irregular 
microtopography that will result in complicated particle contact regimes, and 
varying degrees of work-hardening that will have a large effect on the local 
mechanical properties of the surface [17]: in addition, there is the spread in 
particle diameters (0.1-5 l.tm) which is likely to compound with these other 
factors. 

The most obvious conclusion to be drawn from the plots of Fig 7.32(i) 
and (ii) is that the IQ21/IQII values of all surfaces and hence the charge reversal 
mechanism, are very sensitive to the macroscopic gap field E. 

For low .fields E < 5 × 105 Vm-1, which is a regime where breakdown is not 
normally encountered and therefore of little significance to the present text, 
the incidence of charge reversal is generally very rare, although it has been 
observed for titanium [64] and a limited number of other target materials [28]. 

For intermediate fields 5 × 105 < E < 5 × 106 Vm-1, charge exchange becomes 
more significant through a complex field-dependent mechanism that is also 
strongly influenced by the choice of target electrode material and its surface 
state. 

At high fields E > 6 x 106 Vm -1, all experimental regimes tend to approach a 
common charge reversal characteristic that shows only a slow variation with 
applied field and no longer depends significantly on the physical properties of 
the target electrode. Under these high field conditions, it has been suggested 
[78] that the charge acquired by a rebounding particle will approach the 
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equilibrium value it would acquire if it remained in contact with the electrode; 
i.e. as defined by equation 7.6. It should also be noted that the restricted 
range of macroscopic E-fields for which measurements are possible with state 
B surfaces is a consequence of the well known gap instability that results from 
the ion etching surface cleaning treatment of electrodes. For example, whilst 
10 kV can typically be supported across a 1 mm gap with a state A target, only 
-~ 5 kV can be used for a state B target if breakdown is to be avoided. A quasi 
quantitative physical explanation of the main features of such a family of 
charge reversal characteristics shown in Fig 7.32(i) and (ii) is provided by the 
theoretical model of the process developed in Section 7.2.3(ii), where it was 
shown how the electron tunnelling between target and particle is determined 
by the local microscopic field Eg and the properties of the intermediate oxide 
film. In a situation where the particle and target have different work 
functions, ~)p and ~)Y' as in the present experiments, there will be an additional 

"internal" contribution to Eg that can either enhance or oppose the "external" 
contribution to Eg derived from the gap field and charge on the particle. This 
effect will therefore give rise to either a "forward" or "reverse" biasing of the 
junction and be most evident in the lower field ranges when the external Ee 
and Ei contribution to Eg are comparable. On this picture therefore, three 
types of tunnelling regime are possible: 

(i) Eg = Ee, corresponding to ~p = OT where Ei = 0 

(ii) Eg = Ee + El, corresponding to  Op > (~T SO that the junction is 
"forward-biased" 

(iii) Eg = Ee - Ei corresponding to ~)p > ~)T so that the junction is "reverse- 
biased". 

In considering the interpretation of the data of Fig 7.32(i) and (ii) it has first 
to be noted that the mean values of the quoted work function for the three 
materials under ambient conditions (i.e. equivalent to state A) are 

C~c u .-. 4.45 eV, OFe "~ 4.47 eV, ¢St .St .  ~ 4.5 eV, CTi " 3.95 eV 

It therefore follows from the above discussion that since ~)Fe "" ~)Cu ~ 0 S t . S t ,  

the impact data obtained from the copper and stainless steel targets correspond 
to tunnelling regime (i) and that the enhanced charge reversal observed for 
State B targets has to be interpreted in terms of the reduced thickness of the 
intermediate oxide film as discussed by Latham and Brah [78]. In the case of 
the State A Ti-target, the tunnelling junction will be "forward biased" since 
~)Fe > ~)Ti' and this will give rise to an enhanced charge reversal response that 
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is clearly evident in the experimental characteristics of Fig 7.32(i). The 
increase of the IQ21/IQll ratio for the State B Ti-target, which is in sharp 
contrast to the behaviour of the other materials can only be explained if it is 
assumed that the ion etching process has resulted in a significant increase in 
the Ti work function so that the tunnelling regime is altered from being 
"forward" to "reverse" biased: this effect is then assumed to predominate 
over the enhancement expected from the reduction of the oxide thickness. In 
support of this explanation, reference can be made to measurements which 
confirm that the necessary changes in the work function of Ti can occur 
following Ag-ion etching, the effect being attributed to ion 
impregnation [84,85]. As a final observation on the plots of Fig 7.32(i) and 
(ii), it should be noted that the absence of charge reversal events at low fields 
can largely be explained by the fact that under such conditions particles 
invariably "stick" to the target surface [86]; a phenomenon that is thought to 
result from some form of particle-discharge welding process such as that 
proposed by Beukema [87] and described in Section 7.2.1(ii), or that 
associated with electron scattering processes in the oxide layer of the MIM 
junction contact regime. 

Referring now to Fig 7.32(ii) and (iii), the significant lowering of the 
e-values for all three materials between their state A and state B surfaces can 
readily be explained in terms of the influences of the ambient surface oxide 
film which is generally known to be mechanically harder than its substrate 
metal. In addition, the reduction of the e-values with increasing impact 
velocity follows the behaviour associated with macrosystems and has been 
discussed elsewhere by Latham et al. [72]. 

In considering the implication of these findings to the practical problem 
of the breakdown of commercially polished (state A) high voltage electrodes 
by microparticle impact following multiple bouncing discussed in Section 
7.2.4, it has to be assumed that particles will generally be of the same 
materials as their parent electrodes, so that Op = ~T and there will be no 
"forward" or "reverse" biasing effects: the charge reversal mechanism will 
therefore be controlled by the properties of the ambient oxide film [78]. If 
however the operational gap field exceeds ~ 6 x 106 Vm-1, which is frequently 
the case in practice, Fig 7.32(i) indicates that all state A surfaces approach a 
common charge reversal response. Under these conditions any differences in 
the velocity enhancement from the bouncing mechanism must therefore arise 
from differences in the e-values. It would therefore appear that mechanically 
harder surfaces, such as would be provided by the refractory metals, would be 
more likely to promote the mechanism than the softer non-refractory metals. 

Before concluding this discussion on microparticle bouncing 
phenomena, reference must be made to the investigations of Texier [83,88,89] 
who, using a similar simulation technique, but with higher impact velocities 
(50-200 ms-l), has also studied the mechanical and electrical impact behaviour 
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of micronyl iron microspheres on a comparable range of mechanically 
polished target materials (A1, Cu, Ni, Au). These measurements were 
however made under "commercial" vacuum conditions (~ 10-5 mbar) without 
any in-situ monitoring or treatment of the target surface state: also, they were 
restricted to an impact regime having a relatively low target field of 
-2 x 105 < E < + 2 x 105 Vm-1. The mechanical interaction was studied in 
terms of the coefficient of restitution and the dimensions of the associated 
indentation craters on the target surface, and shown to follow a semi-elastic 
type of impact behaviour as originally described by Tabor [90] for macro- 
systems. In common with the approach of Latham and Brah [78], the 
complementary electrical interaction between a particle and target was 
investigated by comparing the charge carried by an incident and reflected 
particle: however, the resulting data were interpreted using a simplified model 
based on the contact potential difference existing between the colliding 
surfaces. 
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High Voltage Vacuum Insulation 

8. 1 Introduction 

Insulators are used in many applications which require them to support 
significant voltage differences while exposed to vacuum. The voltage hold-off 
capability of a solid insulator in vacuum is usually less than that of a vacuum 
gap of similar dimensions and depends upon many parameters. These include 
(a) the properties of the insulator itself- material, geometry, surface finish, 
attachment to electrodes; (b) the applied voltage waveform- duration, single or 
repetitive pulse and (c) the history of the insulator-processing - operating 
environment, nature of previous voltage applications. 

In practice, the vulnerable area is the surface of the insulator, since its 
bulk voltage hold-off capability is normally better than that of a similar-sized 
vacuum gap. Accordingly, this review will concentrate on experimental results 
relevant to voltage breakdown along the surface of an insulator in vacuum 
(surface flashover). For the interested reader, there have been several previous 
reviews of the electrical behaviour of insulators in vacuum [1-4]. 

The content of this chapter is broadly divided into three sections covering 
the theoretical, experimental and discussional aspects of the subject. 
Accordingly, the opening Theory section reviews the established models that 
have been developed to explain the phenomena of surface flashover, with 
particular emphasis being placed on the physical mechanisms responsible for 
the initiation, development, and final growth of the discharge. A detailed 
discussion of more recent theories of surface flashover that are based on 
insulator charging effects may be found in Chapter 9. The Experimental section 
presents and discusses some experimental results pertinent to surface flashover. 
Subsequently, the Discussion section presents some implications of theory and 
experiment for practical applications of insulators where surface flashover is a 
potential threat. Several suggestions are made regarding how to choose the 
material, geometry, and processing when designing an insulator for a particular 
application. Also, some specific techniques are recommended for improving 
the hold-off voltage of insulators. 

8.2 Theory-Mechanisms of Surface Flashover 

From a traditional perspective, the initiation of a surface flashover is widely 
assumed to begin with the emission of electrons (generally by field emission or 
thermally assisted field emission) from the cathode triple junction (i.e. the 
interface where the insulator, cathode, and vacuum are in close proximity). 
While there is general agreement among this genre of theory on this initiating 
mechanism of surface flashover, there is considerable disagreement concerning 
the details of the intermediate or development stage of the discharge. The final 
stages of surface flashover are predominantly thought to occur in desorbed 

300 



8. Characteristics of Solid Insulators in Vacuum 

surface gas or in vaporised insulator material. (An excellent recent review by 
Anderson concisely presents the main details of various theories concerning 
surface flashover of insulators in vacuum [5]). 

Probably the most generally accepted mechanism for the intermediate 
stage is an electron cascade along the surface of the insulator [1,2,6], as 
illustrated in Fig 8.1(a). According to this, electrons field-emitted from the 
triple junction strike the surface of the insulator producing additional electrons 
by secondary emission. Some of these secondary electrons will again collide 
with the insulator surface producing tertiary electrons. Continuation of this 
process results in a cascade along the surface of the insulator that develops into 
a secondary electron emission avalanche (SEEA). This secondary electron 
emission avalanche, in turn, leads to a complete breakdown. The term (SEEA) 
is frequently used to refer to this electron cascade mechanism. 

Metallic cathod al'lic anode 
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An illustration of (a) The electron hopping mechanism thought to be 
responsible for initiating SEEAs. (b) The mechanism by which gas 
molecules are desorbed from the surface of the insulator by electron- 
stimulation and subsequently ionised by electron impact. (After Anderson 
and Brainard [6].) 
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Most SEEA theories predict that significant surface charging of the 
insulator is associated with the SEEA. The initial electron cascade produces 
surface charging which can strongly affect the further development of the 
SEEA. 

As illustrated in Fig 8.1(b), Anderson and Brainard postulated a 
development of this model whereby a SEEA could lead to a complete 
breakdown [6]. The surface of a ceramic in vacuum is normally covered with a 
layer of adsorbed gas, amounting to a monolayer or greater. The SEEA 
electrons bombarding the surface of the insulator desorb some of this adsorbed 
gas, forming a gas cloud which is then partially ionised by the electrons in the 
SEEA. Some of the resulting positive ions drift towards the cathode to enhance 
the electric field at the triple junction. This then results in an increased electron 
emission from the triple junction and thus increases the current along the 
surface of the insulator. Consequently, a regenerative process occurs that leads 
quickly to surface flashover of the insulator. In this model, desorption of 
adsorbed surface gas (or vaporised insulator material for organic insulators such 
as PMMA-polymethylmethacrylte) is a key process leading to the surface 
flashover of an insulator. 
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Fig S.2 Relationship between the prebreakdown time delay and the applied 
electric field for PMMA insulated, d = 6.4 mm [6]. (From Anderson and 
Brainard, [6], with permission.) 

Anderson and Brainard also used their model to predict the behaviour of the 
time delay between the application of a voltage pulse and the flashover of the 
surface: they found that, for nanosecond voltage pulses, this time delay should 
be proportional to the inverse square of the applied electric field. 
Experimentally, they observed the predicted behaviour for short (nanosec) 
voltage pulses, but as the voltage pulses became longer, a point was reached 
where, as illustrated in Fig 8.2, the breakdown field became much less 
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dependent on the pulse length. They attributed this break to an effect of the 
masses of the major positive ions involved in the flashover mechanism. In the 
short-pulse range an increase in pulse duration means that more positive ions 
are produced, with the overall electric field acting to sweep positive ions 
towards the cathode. However, if the pulse length is less than the transit time of 
ions in the gap, then more positive ions can accumulate at or near the insulator, 
which accumulation lower in turn results in the required breakdown field. 
When the pulse duration has increased to a length where ions could be swept 
from the gap as rapidly as new ions are produced, then further accumulation of 
ions in the gap is greatly decreased; thus, once the pulse duration has reached 
this critical value a further increase in pulse duration have much less effect on 
the breakdown field. With bipolar waveforms (alternating square waves) the 
inverse-square dependence of flashover delay on applied electric field continued 
for pulse durations of hundreds of nanosec [7]. This is a consequence of the 
alternating voltage waveform allowing some of the ions to remain for times 
long after they would have been swept away by a unidirectional voltage, thus 
allowing the accumulation of charge to continue. 

A similar, but not identical, mechanism for surface flashover was 
postulated by Cross [8]. Emission from the triple junction initiates a SEEA that 
charges the insulator surface, and produces an additional electric field that acts 
to increase the electron emission from the cathode. However, in this model the 
surface flashover is triggered by the emission of a large burst of electrons from 
the triple junction which charge successive areas on the insulator negatively, 
and thus causes the next electrons in the burst to strike the insulator closer to the 
anode. This process continues until electrons from the burst strike the anode. 
At this point, a channel of excited gas exists from the anode to the cathode, and 
the final flashover occurs along this channel. In this context Nevrovskii 
suggested that the electron cascade in a SEEA should be divided into two 
regions [9]. A region near the surface where low energy electrons create 
secondary electrons, heat the surface, and cause the thermodesorption of gases, 
and a region further away from the surface where electrons gain sufficient 
energy to ionise the desorbed gas. 

Several investigators have presented mechanisms other than the SEEA 
for explaining the surface discharge development process. Bugaev and 
colleagues [ 10,11] believed that breakdown occurred within the adsorbed gas 
layer. Electrons emitted from the triple junction induce a gas discharge 
avalanche in this layer of desorbed gas, producing a plasma and thus 
breakdown. This breakdown mechanism is similar to that of a streamer in a gas 
discharge. In this theory the electron avalanche occurs in the gas layer, not at 
the surface of the insulator. 

Avdienko and Malev's explanation for breakdown of high resistivity 
insulators (p > 1013 ohm-cm), again took the initiating event as electron 
emission from the triple junction, with the final surface flashover occurring in 

303 



High Voltage Vacuum Insulation 

desorbed surface gas [ 12,13]. However, they postulated that, in uniform fields, 
the original electrons emitted from the triple junction are enough to desorb 
sufficient gas to promote the prebreakdown process. Thus, SEEAs are not 
necessary, and surface charging has only a slight effect on surface flashover. In 
non-uniform fields, SEEAs may be necessary, but only to produce a positive 
charge on the surface that is sufficient to keep the travelling electrons striking 
the surface and desorbing gas. 

In contrast, Avdienko and Malev [12] explained flashover across 
insulators of moderate resistivity (p > 1012 ohm-cm) with long (> 1 millisec) 
voltage pulses in terms of thermal breakdown in a thin surface layer of 
insulator; thus, for this type of surface flashover, desorbed gas was not 
necessary. 

Another postulated mechanism for the intermediate phase of surface 
flashover is the propagation of electrons in the conduction band of an insulator 
that is under the influence of the applied field [14,15]. According to this model, 
the electrons gain kinetic energy and, as soon as this exceeds the band gap of 
the insulator, they begin to undergo inelastic collisions, and thus create an 
electron cascade along the surface (but just inside the insulator). A fraction of 
these cascade electrons will be emitted into the vacuum, whereupon the external 
electric field derives them towards the anode. From an external point of view, 
one sees a steadily increasing flow of electrons along the insulator. This is 
similar to a SEEA, but its cause is quite different. This model also predicts the 
formulation of a positive surface charge on the insulator. The sub-surface 
cascade of electrons will produce a number of holes in the valence band, some 
of which are trapped to form a positive surface charge. The ionisation cascade 
also stimulates desorption of surface gases, which are assumed to be adsorbed 
in traps at or near the surface of the insulator. Unlike the SEEA, where the 
surface gases are desorbed by external electron impact, in this model the 
electrons cascading just inside the insulator's surface make inelastic collisions 
with the traps, transferring enough energy to liberate the adsorbed gas 
molecules. Final flashover then occurs in the desorbed surface gas, as in other 
models. 

A similar mechanism, based on collisional ionisation occurring in a 
surface layer of the insulator, was presented by Jaitly and Sudarshan [16]. 
Because collisional ionisation in a material normally requires electric fields 
much higher than those at which surface flashover is observed, they made the 
reasonable assumption that, since the insulator-vacuum interface represents a 
discontinuity in the structure of the insulator, the conduction mechanisms in the 
surface layer of the insulator are different from those in the body of the 
insulator. Conduction in a thin surface layer is facilitated by the presence of 
defects, unsaturated bonds, traps, etc. which allows collisional ionisation to 
begin in this layer at a much lower electric field than would be required in 
deeper layers of the insulator. Their theory postulates that at sufficiently high 
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voltages, carriers are produced at the cathode triple junction. Then, because of 
the relatively low bulk conductivity, a negative space-charge region is produced 
near the cathode. However, since the thin subsurface layer has a higher 
conductivity, the majority of the injected current flows in this layer. Collisonal 
ionisation then produces positive surface charges in the subsurface layer. As 
the applied voltage increases, the collision-ionisation process becomes more 
efficient, which enhances the field at the triple junction and thus increases the 
current injected into the surface layer. At a critical value of the applied electric 
field, this electron emission/collision-ionisation feedback process becomes self- 
sustaining, resulting in a high conductivity plasma in the surface layer. This is 
the final stage of surface flashover. Note that, in this model, final flashover 
does not require desorbed surface gas, rather it occurs in a regeneratively 
established high conduction plasma in the surface layer. 

All subsurface electron cascade models presumably depend upon the 
effects a dielectric-vacuum interface can have in modifying the properties of a 
surface layer of a dielectric relative to the properties of the bulk material; i.e. as 
discussed above and in more detail elsewhere [ 16]. 

As discussed in detail in the following chapter, Blaise and Le Gressus 
also assume the presence of a subsurface electron cascade (avalanche); 
however, they consider such an avalanche, while essential to the initiation of 
surface flashover, as playing a minor role in its development [17,18]. The 
primary mechanism whereby the flashover develops is attributed to rapid charge 
detrapping from localised sites, and the corresponding relaxation of energy of 
polarisation, via a collective many-body process. This theory also predicts the 
observed slight time delay (nanosec) observed experimentally [19] between the 
initial rise in luminosity and the initial rise in current. 

Most work concerning surface flashover in vacuum has considered the 
cathode-initiated flashover mechanism just discussed. However, under 
appropriate conditions, a surface flashover may be initiated at the anode, and 
will then develop differently from a cathode-initiated flashover. Anode- 
initiated surface flashover is thought to involve bulk breakdown in a way 
related to treeing failure of insulators [5]. Anode-initiated surface flashover has 
been mainly considered by Anderson [20], who describes his model as follows: 
"Flashover initiation is assumed to require the generation of small area plasma 
adjacent to the insulator surface. The plasma is maintained near the anode 
potential, either from being connected to the anode electrode or through 
electron emission. As a result, the edge of the plasma contributes a strong 
electric field component parallel to the insulator surface. Filamentary branches 
develop because the electric field at their tips presumably exceeds the dielectric 
strength of the material. Localised breakdown at the branch tips, the cause of 
the surface damage, generates the new plasma necessary to carry the field 
enhancement forward. The growth of filaments into the bulk of the insulator is 
assumed to be arrested when the surface plasma advances past their point of 
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entry, and the electric field is reduced. Photoemission, photodesorption or 
photoconductivity may play a role in this flashover mechanism since ultraviolet 
light is undoubtedly produced". 

It seems quite probable that no single theory is capable of explaining all 
cases of surface flashover in vacuum (as pointed out by Anderson [5]), but 
rather that depending upon specific experimental conditions (geometry, 
dielectric material, voltage waveform) a particular mechanism could dominate 
the surface flashover. 

8.3 Experimental Insulator Performance 

This section will review a range of experimental investigations aimed at 
understanding how an insulator responds to an applied electric field. It will 
therefore be of direct interest to both the research community and those 
involved in the design of practical high voltage insulators. 

8.3.1 Surface Charging 

Surface charges on insulators have been observed by many 
investigators [21-28] and have been measured for both DC and pulsed voltages. 
It is generally proportional to the applied voltage and positive, though negative 
charging has been seen in experiments which could resolve the charge 
distribution over small areas. Surface charging seems to occur fairly rapidly, 
though different charging times have been seen [22-24]. These variations in 
charging time may reflect differing experimental conditions. It seems quite 
likely that while single avalanches can charge surfaces in nanoseconds, they 
may only charge a narrow strip and thus many avalanches could be required to 
achieve a final surface charge state [29]. Indeed it should be noted that a 
voltage pulse which does not cause breakdown can still produce a residual 
charge on the surface of an insulator. 

8.3.2 Applied Voltage Waveform 

Waveforms which have been used for investigating the surface flashover 
characteristics of insulators include rectangular (trapezoidal) pulses, lightning 
impulses, DC, AC (with frequencies from power to rf), and bipolar (alternating 
pulse polarity). Generally, with pulsed voltages, the surface flashover voltage 
decreases with increasing pulse duration in the nanosec region, as shown in Fig 
8.3. This decrease of hold-off voltage with pulse duration can continue out to 
DC voltage, or go through a minimum at a particular pulse duration and then 
increase for DC voltage. Experimental results displaying both behaviours have 
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been obtained [30-34], where often the lowest breakdown voltages occur for 
power frequency AC (50/60 Hz). 

V 

~% ,,,,,p~,s X 

n$ .uS ~s I dc 
PULSE 50160 Hz 

Fig 8.3 Typical behaviour of the flashover voltage versus voltage duration. 

8.3.3 Pre-stress 

The application of a DC voltage to an alumina insulator before applying an 
impulse voltage was found to have a strong effect upon the flashover 
voltage [35]. If the DC pre-stress was applied with the same polarity as the 
subsequent impulse voltage (1/50 its), then the flashover voltage was increased, 
being nearly doubled for a pre-stress just below the flashover voltage. 
Conversely, if the DC pre-stress had the opposite polarity, the flashover voltage 
was decreased, being quite low for an opposing pre-stress just below the 
flashover voltage. Cross and Srivastava [35] found that the effect of the pre- 
stress decayed rapidly, disappearing within 50 lxs after the pre-stress voltage 
was removed. This explained why an AC (60 Hz) pre-stress produced results 
depending only on the location on the AC waveform where the impulse voltage 
was applied. The effect of the pre-stress disappeared if the junction of the 
insulator with the electrodes was recessed, which led these authors to attribute 
their results to charge injection at the electrodes. Similar results for the effect of 
DC pre-stress on impulse (1.2/50 its) flashover were found using sapphire and 
glass-ceramic insulators [36]. 

Pillai and Hackam investigated the effect of DC pre-stress on subsequent 
DC or AC flashover [37]. There was a 60 to 90 s interval between the removal 
of the DC pre-stress and the application of the AC or DC breakdown voltage. 
They found an aiding DC pre-stress had no effect upon the DC flashover 
voltage, but an opposing pre-stress reduced it significantly. They attributed 
these results to the surface charges left on the surface by the DC pre-stress. 
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Such charges would be expected to decay very slowly on high resistivity 
materials such as the PTFE, quartz, and glass-ceramic insulators that they used. 
Such DC pre-stresses had no effect on a subsequent AC flashover. However, if 
the DC pre-stress was maintained when the AC voltage was applied (producing 
a DC + AC waveform), then the flashover voltage was increased significantly, 
to about the value for DC voltage alone. 

8 .3 .4  Conditioning 

It is frequently found that after a surface flashover has occurred, subsequent 
flashovers occur at higher voltages. Most investigators in surface flashover 
have recognised the existence of such a "conditioning" in effecting their work. 
Usually they have reported the fully conditioned voltage values, but some have 
given the first and conditioned voltage values, or sometimes even a whole 
sequence of conditioning data [34,38-43]. 

First flashover data are needed for applications where the level of the first 
flashover voltage is important. It has been found that if a conditioned insulator 
is left unstressed by voltage for a long enough time, its flashover voltage will be 
less than the fully conditioned value. Thus, for applications where an 
unstressed insulator has to suddenly withstand a voltage, one cannot usually 
depend on the conditioned value of voltage, but must adopt a more conservative 
rating. Conversely, applications where the insulator is under continuous voltage 
stress, or where it is allowed to recondition itself, the conditioned value can be 
utilised. In practical terms, conditioning has been attributed to the removal of 
breakdown sites, surface gas, or surface contaminants. 

Conditioning can also occur without actual flashover, but under such 
circumstances it is usually slower than when flashovers are allowed to occur. 
However, such non-breakdown conditioning offers the significant practical 
advantage that it is much less likely to damage the surface of the insulator [39]. 
As will be discussed in Chapter 9, Le Gressus et al. [44] explained conditioning 
with stepped voltage increases, but without flashover, as polarisation of the 
insulator by the electric field, thus decreasing its instantaneous response to a 
subsequent increase in electric field. Conditioning with power frequency AC 
has been found to be quite effective in increasing the subsequent flashover 
voltages for impulse, DC, or AC [40], in fact, it is more effective than 
conditioning by impulse or DC flashovers themselves [34]. 

8 .3 .5  Discharge Delay 

As discussed previously, and shown in Fig 8.2, the relationship between the 
minimum applied electric field which will cause surface flashover, and the time 
delay until surface flashover occurs, is of the form Emin ~ t la for short times, 
with Emin becoming fairly independent of t for longer times. The point at 
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which the E vs t plot departs from a straight line is a function of the length of 
the insulator, with longer insulators the break occurs at later times [6]. Another 
way of expressing the relationship between E and t is: if a voltage pulse with a 
fixed duration is used, then as the applied voltage is increased above the 
minimum value necessary to cause flashover, the associated time delay 
decreases as the overvoltage increases [ 10,11]. This delay can reach seconds 
for very long pulses (DC). 

8 .3 .6  Discharge Speed 

It has generally been observed that surface flashover begins with a luminous 
front travelling from the cathode to the anode. When this luminosity reaches 
the anode, then a much brighter luminosity starts from the anode and proceeds 
to the cathode, usually at somewhat higher speed than the initial cathode 
anode luminosity. 

One of the earliest measurements of surface flashover velocity was made 
by Bugaev, Iskol'dskii, and Mesyats [10]. They used fast-rise(< 1 ns) pulses 
with ceramic insulators. The surface flashover began with a luminous front 
travelling from the cathode to the anode at a speed > 2.7 x 105 m/s. Upon the 
arrival of this front at the anode the flashover was completed in less than a 
nanosec. In this context, Anderson [45] measured initial cathode --, anode 
propagation velocities of 2 x 107 m/s along a PMMA insulator. These were 
probably the velocities of the fastest electrons, i.e. electrons leaking off the 
leading edge of the propagation avalanche [29]. 

Cross investigated DC flashover along alumina insulators [8], and 
measured the velocity of the initial cathode-anode front to be 4 x 107 m/s; the 
return anode-cathode front was slightly faster, 4.8 x 107 m/s. This work was 
later extended to include impulse (1/50 Its) flashover [46], where the initial 
cathode-anode velocity was 1.5 x 106 m/s, i.e somewhat slower than for DC 
flashover; the anode-cathode return front velocity was --107 m/s. 

Thompson et al. [47] observed flashover velocities for pulsed (10 
nanosec) flashover along KDP (potassium-dihydrogen-phosphate), measuring 
an initial cathode-anode speed --107 m/s, with the anode-cathode return speed 
> 2.5 x 107 m/s. With a +45 ° insulator they observed a different behaviour. 
The field distortion started at the anode and travelled to the cathode at a slower 
speed of 8.3 x 106 m/s. Significantly, this slower speed for nonuniform fields 
was also observed by Bugaev and Mesyats [ 11 ]. 

The roughness of the surface also has an effect upon the discharge speed. 
Anderson [48] found that roughening the surface of a PMMA insulator with 
sandpaper reduced the propagation velocity of the "leading edge electrons" (i.e. 
those at the front of the developing electron avalanche) from 2.1 x 107 m/s to 
1.6 x 107 m/s. As will be discussed in Section 8.3.10, surface roughness also 
influences the response of an insulator to a magnetic field. 
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8.3.7 Geometry 

8 .3 .7 ( i )  S h a p e  

The exact shape of an insulator can have a strong effect upon its surface 
flashover behaviour [36,39,43,49-53]. Some typical insulator geometries are 
shown in Fig 8.4, where the simplest shape, a cylinder, generally has lower 
hold-off voltages than do more complex shapes. The poorest insulator 
performance seems to be for cones with slight negative angles. To illustrate 
this, the effect of cone angle on flashover voltage is shown in Fig 8.5 for 50 and 
10 nanosec pulses [50,54]. 

Fig 8.6 shows the effect of adding a needle in contact with the anode or 
cathode end of the insulator to serve as a copious source of electrons. The 
presence of such a needle reduces the breakdown field to a flat minimum from 
0 ° to -40°; at more negative angles it then tends upwards as (cos 0)-1, i.e. in 
proportion to the component of the applied field parallel to the surface of the 
insulator. The extra source of electrons lowers the flashover field for almost all 
angles, though it has less effect for large angles (> 70*). At positive angles > 
65 ° the flashover voltage is less for an anode needle than for a cathode needle. 
These results strongly suggest that (at least for nanosec pulses) changing the 
cone angle affects the flashover field (or voltage) by modifying the local field at 
the triple junction, as well as by changing the conditions for electron 
propagation along the insulator. 
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Fig 8.6. Surface flashover field vs insulator angle for insulators with a needle 
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rise/10 nanosec delay to flashover. (After [54].) 
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Some representative results for the surface flashover voltages of 
cylinders, -45* cones, and +45* cones as a function of voltage waveform are 
given in Table 8.1. These results indicate that the effect of cone angle is 
greatest for short voltage pulses, but the more modest increases seen for DC and 
power frequency AC voltages could be significant in practical applications. 

One method of changing the fields near the insulator, especially at the 
triple junctions, is to put metal inserts into the ends of an insulator 
[28,39,55,56]. This procedure can significantly increase the surface flashover 
voltage of the insulator compared to a plain cylinder of the same material [55]. 
A related method of improving insulator performance is by shaping the 
electrodes, so that the ends of the insulators are recessed into the electrodes 
[27,53,55,57-59]. This significantly reduces the fields at the triple junctions. 
Similar field reductions can be obtained by the use of shields, which often serve 
not only as field modifiers, but to prevent particles, ultraviolet, soft X-rays, etc. 
from striking the surface of the insulator [60]. Chamfering the cathode end of 
the insulator can be effective in increasing its voltage hold-off performance 
[52]. This probably occurs because electrons accumulating on the surface of 
the chamfer reduce the electric field at the cathode triple junction [52,61 ]. As 
mentioned previously, the flashover voltage varies with the length of the 
insulator, usually according to a power law V ~ La, where tt is typically near to 
0.5 [33,40,43,50]. 

8.3.7(ii) Area 
The flashover voltage of insulators decreases with increasing insulator diameter. 
This was observed for 1.2/50 las impulse, DC, and 60 Hz AC voltages [33], and 
probably occurs because the increasing length of the triple junction provides 
more relatively weak points for the initiation of surface flashover. A similar 
explanation would apply to the observed reduction in 50 Hz AC flashover 
voltage of a coaxial gap as the number of insulating spacers across the gap is 
increased [62]. This behaviour is analogous to the variation of vacuum 
breakdown voltage with electrode surface area. However, both groups of 
experimenters were careful to keep their electrode areas and gap lengths 
constant, thus ensuring that their observed phenomena reflected insulator effects 
only. Cross and Mazurek [63] attributed this effect to an increase in available 
flashover energy (i.e. increased local capacitance), rather than to an increased 
number of potential flashover sites. 

8.3.8 Material 

Considerable work has been done on the effect of the insulator material on 
surface flashover [34,40,41,50,55,58,64-70], showing that the material can have 
a strong effect on surface flashover for pulsed, DC, and AC voltage waveforms. 
Different investigators have found ratios of 2:1, or better, when comparing 

312 



8. Characteristics of Solid Insulators in Vacuum 

flashover voltages among various materials. Unfortunately, they haven't always 
agreed on the relative positions of different materials. For both organic and 
inorganic materials, the degree of homogeneity of the material seems to be 
important, with the more homogeneous materials tending to make better 
insulators. It has also been demonstrated that there is an inverse relationship 
between the relative permittivity (dielectric constant) ~: of a material and its 
flashover voltage [41,58,70]. (The relative permittivity ~: is defined as the ratio 
of the permittivity of the material e to the permittivity of vacuum e0, i.e. 

= e/e0.) 

(i) 
Io 

An ideal contact 

(ii) 

With a small void 

(iii) 
tO 

Fig 8. 7 

With a small void and a graded dielectric constant 

Equipotential plots illustrating the importance of voids at the triple 
junction. 
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Table 8.1. Surface flashover voltages of-I-45 ° cone insulators for various voltage 
waveforms, relative to the values for cylindrical insulators. 

Reference Voltage Material Relative flashover voltage 
waveform 

Cylinder -45°cone +45°cone 

Anderson[54] 

Watson[49] 

10 ns PMMA 1 3~ 4.0x 

30 ns 7740 glass 1 + 3% 2.2x 

7070 glass 1 + 12% 2.2x 

30 ns Epoxy resin 1 3x 5x 

PMMA 1 - 3x 

Glass 1 - 1.6x 

50 ns PMMA 1 +15% 2¼x 

75 ns Epoxy resin 1 2~-x 3.0x 

0.75 ~s Oiled PMMA 1 1.7x 2.4x 

Smith[92] 

Milton[50] 

Watson [49] 

Golden 
Kapentanakos [ 51 ] 

Smith 0.8 ~ts 

Pillai/Hackam[55] 1.2/50 ~ts 

Yamamoto et a1.[43] 2/50 ~ts 

Milton [50] 5 Ixs 

Avdienko[64] ~ 10/50 Bs 

Shannon et a1139] DC 

Pillai/Hackam DC 

Jaitly/Sudarshan[52] DC 

Khamidov et a1.[27] DC 

Lee et al. [53 ] 60 Hz 

Mazurek/Tyman[103] 60 Hz 

Pillai/Hackam[55] 60 Hz 

Hamidov et al.[104] 50 Hz 

Khamidov et a1.[27] 50 Hz 

PMMA 1 2x 

Glass 1 + 15% 

Glass-ceramic 1 +10% 

PMMA I 2~× 
7740 glass 1 3x 

PMMA 1 5x 

Polycarbonate 1 4x 

Polystyrene 1 3x 

PMMA 1 2½x 

7740 glass + 10% 

7070 glass - 1 

Glass-ceramic 1 Little effect 

PMMA 1 +60% 

Ceramic 1 +24% 

PMMA I 

porcelain 1 -.+25% 

Glass-ceramic 1 Little effect 

1 +55% 

Ceramic 1 +65% 

3× 

2x 

+27% 

3½x 

6x 

6x 

6 

3½× 
3x 

+10% 

+27% 

+30% 

+38% 

+ >67% 

(Corrugated 
cylinder) 

(Convex 
cylinders) 

3 1 4  
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Thus Fig 8.7(i) shows the equipotential lines for an ideal triple junction, 
and highlights how they run parallel to the electrode and are uniformly spaced. 
In contrast, Fig 8.7(ii) shows a triple junction for a practical case, where very 
small voids can exist at the junction between the insulator and conductor. Note 
that the presence of such a small void strongly concentrates the equipotential 
lines, i.e. it greatly increases the local electric field. The degree of 
concentration depends upon the relative permittivity (dielectric constant) of the 
insulator; that shown in Fig 8.7 is alumina with the relative permittivity taken as 
~: = 10. Fig 8.7(ii) graphically illustrates why the triple junction is often a weak 
point in real insulating systems, whilst Fig 8.7(iii) shows the effect of a graded 
relative permittivity at the triple junction. 

It is apparent that such grading significantly reduces the field 
concentration effect of a small void at the triple junction. This effect explains 
why the insertion of a layer of an insulating material (with a relative 
permittivity greater than that of the main insulator) between the conductor and 
the main insulator can improve the performance of an insulating system [71 ] .  
It also explains why it is desirable to use a penetrating metallise at the face of an 
alumina insulator which will be joined to an electrode to form a triple 
junction [72]. Fig 8.7 suggests that the mechanism for the observed strong 
effect of ~: upon the hold-off voltage of an insulator is that higher values of 
intensify the adverse field magnification effects of small voids at the triple 
junction. 

Blaise and Le Gressus [ 17] attribute the better performance of materials 
with lower values of ~c to an increased trap energy, and therefore an increase of 
the field required to initiate dielectric relaxation and subsequent flashover. 
These two explanations are not contradictory, but complementary. The 
~:-effect, in conjunction with the material homogeneity effect, may explain the 
tendency for many organic materials and glasses to have higher flashover 
voltages than alumina ceramics. 

8.3.8(ii) Silicon 
Silicon is discussed separately because surface flashover for silicon appears to 
occur in a manner unlike other dielectrics. Nam and Sudarshan [73,74] 
observed three distinct phases in flashover of silicon (using 0.39/10 ~s double 
exponential pulses). Their first phase was conduction (leakage current) in the 
bulk insulator. The second phase was a partial breakdown occurring at many 
sites on the cathode. Direct injection of electrons at these sites produced 
extremely high localised fields. This bulk injection mechanism initiated the 
final surface flashover. Peterkin et al. [75] working with shorter pulses (20 
nanosec rise, 250 nanosec duration), concluded that the surface flashover 
current in silicon flowed primarily inside the semiconductor's surface, with the 
accompanying luminosity coming from a plasma located just outside the 
surface. The surface flashover required intense localised heating of the silicon, 
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which led to a filamentary distribution of the flashover current. Thus, unlike 
most materials where the final stage of surface flashover occurs in a region of 
desorbed surface gas or vaporised insulator material just outside the surface, in 
silicon this final stage occurs in a thin layer of solid silicon at the surface. 

8.3.9 Illumination Effects 

Surface flashover of insulators is usually accompanied by bright luminosity, but 
such luminosity has typically been considered to be a consequence, rather than 
a cause of surface flashover. Some recent work suggests that in specific cases, 
shortwave (9~ < visible) radiation can have a strong influence on surface 
flashover. The exposure of angled polymer insulators to an ultraviolet laser 
light pulse was found to trigger surface flashover for sufficiently intense light 
(fluence --10-100 mJ/cm 2) [76, 77], with the critical fluence being a function of 
material, geometry, and electric field. In this context, the presence of X-rays in 
plain and insulator-bridged vacuum gaps was observed to contribute an 
appreciable photoelectric component to the prebreakdown current [42]. 

8.3.10 Magnetic Field Effects 

Magnetic fields can strongly influence surface flashover. In the presence of a 
magnetic field normal to the insulator surface (and thus also normal to the 
applied electric field), the breakdown paths are inclined to the electric field as 
shown in Fig 8.8; a behaviour analogous to the Hall effect, as pointed out by 
Anderson [48]. 

]o o 

f 

0%' 
0 

i ; ' i ' ' ~ . . . . .  I ' 

POLYMETHYL vf/c • O. 14 
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" • smooth o~e" " 
o rough J ~ ~ . . . ~ . . . ~  

" 8 

1 2 3 4 5 6 
celt  

Fig 8.8. Deflection of the flashover path by a magnetic field, showing the effect of 
surface roughness on the electron propagation velocity, d = 19 mm. 
Nanosecond voltage pulses. (After [29].) 
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With B oriented such that the E x B force would drive the electrons into 
the surface of the insulator, the surface flashover voltage was reduced [64]. 
Korzekwa et al. [78,79] investigated the effects of magnetic fields on surface 
flashover for glass and several organic insulators using 0.6/50 gs voltage pulses. 
The flashover voltage increased by 25-120% with E x B driving electrons away 
from the insulator, while with E x B electron drift into the insulator there was 
an initial decrease (0 to 40%) followed by an increase in flashover voltage as B 
increased [79]. This effect seemed to be concentrated at the cathode end of the 
insulator, since a permanent magnet, which produced an appreciable magnetic 
field only near the cathode, still increased the flashover voltage. Magnetic 
fields are also helpful with angled insulators, although the effect may be greater 
for negative angles than for positive angle insulators [80]. It must also be noted 
from Fig 8.8 that surface roughness also has a major influence of the effects of 
magnetic fields. 

8.3.11 Surface Treatment 

If an insulator is made of a material with an inherently smooth surface (such as 
glass or quartz), then roughening the surface of the insulator, especially the part 
of the surface near the cathode, can raise the breakdown voltage significantly 
for DC [65], 50 Hz [59], and microsecond pulse [32] voltages. Polycrystalline 
ceramics are often ground to shape or size after firing, and so the possible 
effects of such grinding on surface flashover should be considered. A 99.9% 
alumina insulator, with an as-fired surface roughness of 0.8 gm, had its 
flashover voltage lowered considerably when the surface was ground to a 
0.25 gm finish. Further polishing to a 0.05 gm finish increased the flashover 
voltage, but it didn't reach the original value [81]. The initial decrease in 
flashover voltage was attributed to the creation of additional surface defects by 
the grinding operation, and the partial recovery to the removal of some of the 
severely damaged layers by the final polishing operation. 

The application of a more conductive (or semiconductive) coating to the 
insulator surface has also been found helpful [30,31,59,82-89]. Coatings which 
penetrate into the outer layers of the insulator are often preferable to those 
which remain on the surface, since insulators with such doped surface layers are 
generally more resistant to surface damage. Most surface coating treatments 
have involved inorganic materials, usually ceramics. A surface treatment Which 
increased the surface flashover voltages of organic insulators was presented by 
Hatfield et al. [69,78]. 

Jaitly et al. [90] found that firing certain alumina insulators in wet 
hydrogen significantly reduced their flashover voltages, while subsequent firing 
in dry hydrogen raised the flashover voltage again, in some cases to higher than 
the initial values. These effects presumably reflect changes in surface 
chemistry of the alumina insulators. 
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The effectiveness of surface treatments is dependent on the coating 
materials and technique, the material of the insulator, and the condition of the 
surface to which it is applied. Several possible mechanisms by which surface 
treatments could increase the surface flashover voltage have been postulated: 
(i) decrease the secondary electron emission coefficient of the surface; (ii) in 
making the surface dielectrically more uniform; (iii) decreasing the surface 
resistivity [1-3,83], (iv) decreasing the amount of gas adsorbed onto the surface, 
or increasing the adsorbing energy [6]; (v) allowing controlled detrapping of 
space charge from the surface layers [ 17]. 

It is generally desirable to clean the surface of an insulator to remove 
possible contaminants. Such cleaning may include chemical etching, solvent 
washing, plasma cleaning, glow discharge cleaning, vacuum or hydrogen firing, 
etc. Bake-outs of the assembled system are generally desirable if the insulator 
can tolerate the necessary temperatures. 

A surface flashover can damage the surface of an insulator. In some 
cases this damage is so severe that the insulator can no longer perform its 
function. Such damage can occur in a single flashover, but more commonly is 
the cumulative effect of several (up to hundreds) of surface flashovers. 
Insulator surface damage has plagued most workers in this field, and a few 
papers which specifically address it are cited in the following references [34,39- 
41,50,66,69,91]. It should also be noted that surface treatments can also 
decrease the likelihood of the insulator suffering permanent damage from 
flashover [50,92]. 

8.3.12 Surface Gases 

Most theories of surface flashover predict that the final stage of flashover 
involves gas desorbed from the surface of the insulator. Therefore, one would 
expect to see a burst of gas accompanying flashover of an insulator, and indeed 
such gas bursts have frequently been observed. Similar quantities of gas are 
produced by DC and Its pulse flashovers [94]; thus, referring to Table 8.2, 
2.5 - 6.5 x 1013 molecules are desorbed from DC surface flashover on alumina 
[93] and 2.5-5 x 1013 molecules from 20 ~ts pulses on alumina or Pyrex TM 
7740 glass. 

Table 8.2. Total quantities of gases released by normal surface flashovers, and by similar 
voltage pulses which did not cause flashover; results are given for unbaked and baked 
insulators (glass and alumina), and for 20 ~ts voltage pulses [94]. 

........ QIJANTITiES O F  GAS DESORBED 
(1012 molecules) 

Flashover No flashover 

Baked 25-32 -0.07 
Unbaked 48 1.8-8 
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Note in Table 8.2 that, while there is a large difference between baked 
and unbaked insulators in the quantities of gases evolved by 20 kts voltage 
pulses which did not cause breakdown, the quantities evolved by surface 
flashovers on baked or unbaked insulators were within a factor of two. This 
suggests that the quantity of adsorbed surface gas which must be desorbed in 
surface flashover is relatively independent of the amount of gas present. That 
is, assume that for a particular insulating system a quantity of gas Q (assumed 
to be desorbed surface gas, but could include vaporised surface material) had to 
be released from the surface for a surface flashover to occur. Now consider an 
identical insulator, but with less gas (or more tightly bound gas) on its surface. 

Then, to release the same amount of gas Q, a more energetic voltage 
pulse (higher voltage) would have to be applied. Thus the insulator with more 
easily released surface gas would have the lower surface flashover voltage. 
This would explain why baking an insulator, cleaning it with UV, glow 
discharge etc., or just pumping on it for longer periods before applying voltage 
[95], can significantly improve its hold-off voltage. Such treatments would 
reduce the amount of adsorbed surface gas. Therefore, if originally a particular 
voltage would release enough gas to induce surface flashover, after treatment an 
increased voltage would be required to release the same quantity of gas. 

The compositions of the gases produced by DC prebreakdown currents 
and surface flashovers have also been investigated and are discussed in detail 
elsewhere [3,94]. Some investigators attribute the source of these gases to 
adsorbed background air and oil vapour [67,96]. However, in clean systems, 
the surface gas was not attributed to adsorbed background gas, but rather, gas 
which was attached to the insulator surface during processing and 
handling [94]. This conclusion was based upon the differences in composition 
between the system background gas and the gas produced by surface flashovers, 
i.e. as shown in Table 8.3. In special cases, as when the insulator surface was a 
crystal freshly cleaved in vacuum, gas produced by the surface flashover would 
be adsorbed background gas [97]. 

Table 8.3. The maximum range of gas fractions observed in the system background and in 
the gas bursts produced by surface flashovers resulting from 20 Its voltage pulses applied to. 
alumina or glass samples, where the - insulator surface was cleaned with UV-Ozone or 
Plasma [94]. 

GAS FRACTIONS (%) 
Gas , ,  BaQkcJrOund, 
CO2 3-7 
CO 4-7 
H2 16-21 
CH4 3/4-1 
N2 52-64 
H20 8-13 
Ar 2.5-3 
He 1/3-2/3 
Pressure 0.7-1.2 
(× 10 -7 torr) 

Flasho.yer 
32-50 
20-30 
23-30 
3-8 
0-5 
1-4 
0 
0 
3.4-4.4 
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8.3.13 Temperature 

Decreasing the temperature of an insulator has been shown to increase its 
flashover voltage [96,98]. Experiments with cooling one end of the insulator 
suggest that the temperature effect is mainly at the cathode end [46]. The 
increase in flashover voltage is attributed to the effect of the lowered 
temperature on the adsorbed surface gas [46,96,98]. Heating a ceramic from 
273 K to 873 K can lower its flashover voltage by a factor of five [99], which 
was attributed to the change in surface resistivity of the ceramic with 
temperature. 

8.4 Discussion-Technological Implications 

While theories of surface flashover differ considerably in their mechanisms and 
assumptions, their predictions, concerning the important physical factors in 
flashover, agree on several critical points. These predicted critical points, and 
the experimental confirmation thereof, are listed in Table 8.4, and can be quite 
helpful in choosing or designing insulators for use in vacuum. 

Table 8.4 Theoretical predictions and experimental confirmation of methods to reduce 
surface flashover of insulators. 

Theoretical predictions .... "Experimental results 

importance Of Cathode triple junction '" 

A. Decrease macroscopic field 

B. Decrease microscopic field 

Shape rlectrodes 
Recess insulator 
Install metal inserts in insulator 
Use external metal shields 
Minimise coids at junction 
Pressure on soft insulators 
Smooth interfaces 
Bonded interfaces 
Graded permittivities 

Importance of desorbed gas for final stage of surface flashover 

A. Minimise quantities of adsorbed Gas 

B. Minimise sites available for adsorption 

C. Maximise binding rnergy of adsorbed 
gas 

Fire insulators before assembly 
Bakeout dystem 
Condition insulator 

Original formation of insulator 
Minimise surface damage during fabrication 

Chemical treatment of insulator 
quasimetallizing 
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In the opinion of this author, the experimental results confirm the 
importance of field emission from the cathode triple junction as the primary 
initiating mechanism of surface flashover of insulators in vacuum; however, in 
particular cases, bombardment of the insulator surface by electrons or ions 
originating elsewhere in the system could be more important. Indeed, with 
suitably non-uniform fields, the flashover could originate at the anode triple 
junction. Thus, conditions at both triple junctions are very important in 
controlling the surface flashover of insulators. It follows therefore that 
geometrical modifications which weaken the electric field at the triple junctions 
can sometimes be helpful in reducing surface flashover. 

The final flashover is believed to occur in gas desorbed from the surface 
of the insulator. Possible contributions of vaporised insulator material, 
specially for organic insulators, have also been observed. Thus, minimising the 
quantity of gas adsorbed on the surface of an insulator, or causing the gas to be 
bound more tightly to the surface, can contribute to improving the voltage hold- 
off performance of insulators in vacuum. 

In designing insulators for a specific application, perhaps the first 
question to ask is "has the system to be baked out to high temperature 
(>300°C)? '', i.e. since such bake-outs usually require the use of inorganic 
insulators. If an inorganic material is required, then the mechanical and thermal 
requirements of the application will suggest the use of a glass or a ceramic. If 
organic materials can be used, then it is preferable to choose a homogeneous 
material, and one with a relatively low vapour pressure. PMMA is often 
chosen, probably because of its relatively good performance, and the practical 
advantage in some applications of using a transparent insulator. In applications 
where surface flashovers may occur during operation, an insulator material 
strongly resistant to damage may be preferred to one with a higher surface 
flashover voltage. Whether the final choice of material is organic or inorganic, 
a fabricated insulator with low densities of defects (traps, voids, etc.) would be 
desirable. With all materials, care should be taken to keep them as clean and 
free from contaminants as possible. Baking out of the system (including the 
insulator), even if only to 100°C is usually desirable, if possible. 

Next, the geometry of the insulator should be chosen. Sometimes this is 
specifically determined by the application, but if not, geometries other than a 
plain cylinder offer advantages. A cone with a +45 ° angle gives the highest 
flashover voltage, several times greater than a cylinder for nanosec pulses. 
There is considerably less advantage for longer pulses, DC, and AC voltages, 
but such cones can still sustain higher voltages than cylinders. However, cones 
take up more space than cylinders, unless the small end of the cone is made 
much smaller than the equivalent cylinder diameter, which is a disadvantage for 
many applications. Thus, one must balance the gains from choosing a more 
complex geometry against the additional effort and expense involved. 
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In any case considerable care should be taken in attaching the insulator to 
the electrodes, so as to minimise the electric fields at the triple junction. With 
glass, the glass-metal seal can be buried in the glass. With other materials, the 
use of recessed electrode-insulator interfaces, shields, or conducting inserts in 
the insulator ends have proven helpful. Another possible method of lowering 
the fields at the triple junction is by grading the relative permittivity (dielectric 
constant), which can be done by, (a) inserting a thin layer of material (with a 
permittivity higher than that of the insulator) between the insulator and the 
electrode (done mainly with organics) or, (b) doping the region of the insulator 
at the triple junction so as to grade its permittivity (done mainly for ceramics, 
specially aluminas, where a penetrating metallise may be used). 

Appropriate surface treatments can increase the surface flashover voltage 
or the damage resistance of a material. Properly oriented, magnetic fields can 
significantly increase the surface flashover voltage. Again, in particular cases, 
the possible improved performance must be balanced against the cost and 
complication of the treatments or magnetic fields. 

The conditioning of the insulator can be useful in many cases. If the 
system can be conditioned (or reconditioned), before use, this is quite helpful. 
Even if the application is one where the insulator must be idle for long periods 
before sustaining voltage, initial conditioning can be helpful, perhaps by 
removing surface contaminants or destroying initiating sites at the triple 
junction. 

Though, in particular cases, operating an insulator at an elevated 
temperature may help in keeping contaminants from accumulating on the 
surface, the surface flashover voltage of insulators tends to decrease as the 
temperature is increased. 

Insulators are not generally used in isolation, but as part of a system. 
Thus, surface flashover, while important, is only one factor to be considered in 
choosing an insulator. Economic factors, such as size and cost, and other 
considerations such as vacuum breakdown, bulk insulation, etc. are often 
critical. Examples of where insulators are considered as parts of systems e.g. 
for use in klystrons and travelling wave tubes, are found in [89,100-102]. 

8.5 Summary and Conclusions 

This chapter has reviewed the nature and consequences of surface flashover of 
insulators. It has presented a brief sketch of theoretical mechanisms of surface 
flashover, mainly emphasising pertinent experimental results and implications 
of theory and experiment for practical applications of insulators where surface 
flashover is involved. Field emission from the cathode triple junction is 
believed to be the primary initiating mechanism of surface flashover of 
insulators in vacuum although, with suitably non-uniform fields, the flashover 
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can originate at the anode triple junction. The flashover then develops either by 
a secondary electron emission avalanche (more probable for short pulses) or by 
a subsurface electron cascade (more probable for DC flashover). The final 
stage of flashover occurs in desorbed surface gas (or possibly in vaporised 
insulator material), although for materials such as silicon, the final stage may 
occur in a highly conducting surface layer. It was shown that the hold-off 
voltage of insulators depends upon many parameters, including (a) the 
properties of the insulator itself- material, geometry, surface finish, attachments 
to electrodes, (b) the applied voltage - waveform, duration, single pulse or 
repetitive, and (c) the history of the insulator processing, operating 
environment, and previous applications of voltage. Several suggestions have 
been made regarding how to choose the material, geometry, and processing 
procedures when selecting an insulator for a particular application. Also, some 
specific techniques for improving the hold-off voltage of insulators have been 
recommended. 
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High Voltage Vacuum Insulation 

9. 1 Introduction 

Traditionally, the origin of the surface flashover and bulk breakdown of a 
dielectric has been considered to be different because the consequences of these 
phenomena appeared different: inter-electrode discharge and tracks observed 
on insulators in vacuum are associated with flashover whereas, partial 
discharges, treeings and punchthrough are associated with bulk breakdown. 
Thus, it is not surprising that different models have been proposed to explain 
flashover and bulk breakdown. However, as the formation of a space charge 
has been recognised as having a determining influence on the breakdown and 
ageing of insulators [1], a number of questions have emerged relating to the 
capability of theories and of characterisation techniques to provide pertinent 
information on charging. For example: 

What is a trap and what is the charging mechanism? 
Do the current theories of trapping allow the charging properties of 
well defined materials to be predicted? 
Is a low charge concentration in the range of 10 -6 to 10 -9 charge/atom as 
usually measured after breakdown or after poling, representative of the 
charging properties of a material, knowing that the dipolar rupture field 
is attained at concentrations in the range of 10-2-10 -3 charge/atom? 
What is the nature and density of the defects required to interpret the 
size effect of the breakdown field; i.e., is the dependence of the 
breakdown field on sample size? 
How can the charge density be linked to factors that change the 
breakdown probability, such as the shape of electrodes and the wave 
form of the applied field? 
How does charging modify the internal energy of the material? 
Is the breakdown process pre-determined by atom and ion diffusion, 
chemical reaction, phase nucleation and phase transition? If it is, what is 
the relationship between the characteristic times of these various 
processes and the time of failure? 
Do long delay times to failure (> 10 -8 s), compared to typical electronic 
collective processes (10 -15 s), support the contention that intrinsic 
breakdown is electronic in nature? A distinction is made in reference [ 1 ] 
between intrinsic breakdown and defect dominated breakdown. 

All of these questions converge on one fundamental question, which is to know 
whether the space charge is the cause or the consequence of breakdown. 
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A unified explanation of breakdown has been recently proposed, and 
supported by: 

the development of a space charge physics [2] in which the description of 
the trapping phenomenon allows the nature of the breakdown motive 
force to be elucidated. 
the development of a space charge characterisation technique giving the 
relevant breakdown parameters [3]; significantly, the technique does not 
require the application of an external electric field, which proves that 
the motive force of breakdown cannot be found in the effect of an 
applied field on electrons. 

Furthermore, the proposed model confirms that surface treatments for 
improving the breakdown strength [4] have significant effects on the relevant 
breakdown parameters [5]. 

In formulating this radically new approach it has been necessary" 

to recognise the limitations of the current breakdown theories (section 
9.2. 
to investigate the dielectric polarisation/relaxation mechanisms,(section 
9.3. 
to investigate the secondary electron emission mechanisms in order to 
confront the new approach with the well accepted idea that the 
secondary electron yield ~5 and the breakdown strength VB are 
correlated: i.e. the higher ~i, the lower VB (section 9.4). 
to develop a technique (i) for verifying the space charge physics 
principles, (ii) to measure the secondary electron yield, (iii) for 
controlling the various stages of the breakdown process, (iv) for 
measuring the pertinent high voltage parameters, (v) for showing the 
effect of various surface treatments on the flashover strength (Section 
9.5). 

9.2 Review of Breakdown Models 

The oldest flashover model [6], called the "secondary electron cascade model 
(SEC)", appears to be unsatisfactory from a theoretical point of view, because, 
(i) it does not reflect all the physical processes involved in electron-insulator 
interactions as, for example, trapping, charge spreading and related energetic 
phenomena [7], (ii) there are other desorption processes than the electron 
stimulated desorption (ESD) mechanism described by the model for example, 
thermal desorption and electric field stimulated desorption [8]. 
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Having been thoroughly investigated for adsorbed layers on metals [9], 
ESD has been accepted as a cause of insulator damage via inter-atomic Auger 
transition processes [10]. In fact it has been demonstrated that many-body 
effects due to charge detrapping is the major mechanism of damage [26]. 

The SEC model is also unsatisfactory from a several practical points of 
view because: 

(i) The surface charging of the insulator does not prove that it has been 
irradiated by electrons: Poling, ion neutralisation and metastable de-excitation 
are also causes of charging [12]. Furthermore, there is a lack of experiment 
data relating the secondary electron yield to the surface potential 

(ii) Many practical observations are not explained: e.g. anode-initiated 
discharges, the time lag between the application of the field and the occurrence 
of breakdown, the probability of breakdown when the field is switched off, the 
desorption of gas embedded in deep layers [4]. 

To counter the controversy associated with the "secondary electron cascade" 
model, another model derived from the pioneering work of Fr6elich [13], 
namely the "ionisation-collision cascade" model (ICC) is often cited [14]. 
However, a remarkable review showing the impossibility for the theory to fit 
practical observations has been made in reference [1]. As no new 
experimental result has been found to refute the conclusion of this review, 
there is no reason to persist in interpreting flashover with the ICC model. 
However, two results obtained in the context of the ICC development deserve 
to be discussed. 

1. Since it has been demonstrated that hot electrons cannot gain enough 
energy to ionise the valence band of wide band gap insulators, it has been 
proposed that they could generate defects [15]. The question then arises as to 
how a hot electron behaves in the vicinity of an intrinsic defect, i.e., does it 
become trapped or does it ionise the defect? 

2. Photon emission around 300-500 nm which occurs in an electrically 
stressed insulator, has been attributed to hot electron-defect interactions and to 
charge carrier recombinations involving defects [16]. But, photon emission 
cannot be used as unequivocal evidence of ionisation-collision effects because 
photons are also emitted when insulators are subjected to any other type of 
stress. The luminescence spectrum comprises two types of lines: broad lines at 
300-500 nm attributed to charge carrier recombination and sharp lines which 
are characteristic of impurities (e.g. chromium in alumina). Moreover, recent 
results [ 17] have shown that broad lines which are sensitive to the crystal field, 
are also modified in shape and energy by a space charge field. This illustrates 
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the complexity of luminescence phenomena: probably, the luminescence 
combines charge carrier recombination and structural modification of highly 
stressed materials since it has been predicted by theorists that dielectric 
relaxation could also produce photon emission [ 11 ]. 

9 . 3  The Charging of Insulators 

9.3.1 Ohmic Charging 

The ohmic charging of a dielectric is often discussed in terms of the time 
constant x = pe (p being the resistivity and e the dielectric constant) which 
characterises the charge decay of a short-circuited parallel-plate capacitor 
filled with the dielectric. In this case, the charge decay is controlled by the 
flux of free charge carriers available in the material. As the intrinsic density 
of free charge carriers is extremely small, the resistivity is large. The wide 
range of resistivities, varying from some 105 f~ cm to 1018 fl cm means that x 
can vary from some 10 -7 s to several days. As a consequence, ohmic charging 
is only expected to occur in insulators having very high resistivities. 

In fact, the problem of ohmic charging is not related to the flowing of 
intrinsic charge carriers, as is the case in a shorted capacitor, but to the 
flowing of injected charge carriers. So ~ is not a relevant parameter for 
describing the charging of a dielectric, rather the relevant parameter is the 
mobility kt. We shall now look at the problem of ohmic charging with a new 
approach which takes kt into account. Let us consider a one-dimensional 
metallised and grounded slab of dielectric of thickness L receiving a uniform 
flux of charge on its free side (Fig 9.1). 

Injection of Charges 

e" e" e" 

1101 

F i g  9.1 

Space Charge 
n(x) 

V - ~ t ~ ~ t ~ t ~  
Metal 

E(x} 

Ohmic charging in a slab subjected to an electron beam; n(x) is the space 
charge density. 
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In the absence of any trapping, ohmic charging is measured by the potential V 
which appears on the front side exposed to the flux of charge, and is due to the 
induced space charge of density n(x). For convenience, the situation is 
considered where the injection of electrons has a uniform density of jAm-2; 
furthermore, the grounded electrode is assumed to be neutral (i.e. not 
hindering the passage of charges) and the intrinsic conduction of the medium 
is neglected. Assuming that the slab is a perfect parallel-plate capacitor, the 
potential is given by" 

1 

v= - 5L--Eft j 
9.1 

and the carrier-transit time tc from the front side to the grounded electrode is: 

1 

tc L'-~"J 9.2 

Numerical calculation of V and tc is performed taking a current density 
j = 10 A cm -2. The sample is supposed to be a very pure o~A1203 oxide slab, 1 
mm thick, having a dielectric constant e = 10E 0, a resistivity in the range of 
1018 f~ cm and an electron mobility at room temperature ~- 200 cm2/Vs, 
which is typical of the magnitude found for metals [ 18]. With these numerical 
values we find V = 70 V and tc -- 1 Its. 

These figures clearly show that ohmic charging is extremely low under 
the very severe conditions mentioned above, and that no durable charging is 
expected since the space charge will decay in a few Ixs once the injection of 
charge is stopped. 

Does this work for any insulator? Combining typical electron mobilities 
~t = 10 cm2/Vs with a relative dielectric constant ranging from 1 to about 
1000, and a sample thickness varying from ~m to cm, we can find ohmic 
charging in some extreme cases. However, by a judicious choice of 
experimental conditions, ohmic charging will be avoided in most cases and, in 
no way, will a durable charging state be obtained. From this discussion we are 
bound to conclude that the charging mechanism of insulators is definitely not 
ohmic. 

There is a general agreement that the charging of insulators is 
attributable to the trapping of charge-carriers at defects present in the 
material. In a classical band structure model, trapping levels produced by the 
multiple imperfections of the material are located in the band gap. Trapping 
is described as in doped semiconductors: an electronic charge-carrier moving 
in the conduction band is captured on a level located in the band gap. The 
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release of the trapped charge occurs through an activation process which 
propels the charge in the conduction band. A distinction is made between 
shallow traps at some tenth of an eV and deep traps at ~ 1-2 eV. In fact the 
evidence for or against any of these two categories of traps is, for most 
materials, weak: for example thermally stimulated discharge experiments often 
lead to the assumption of quasi-continuous distribution of traps extending to a 
depth of about 2 eV. 

Such a quasi-continuous distribution of traps in polymers is justified by 
the randomness in their structure which in turn, causes a randomisation of the 
trap depth. However, charging based on the argument of the randomness of 
the structure is less valid in inorganic crystallised dielectrics and not at all 
justified in single crystals of stoichiometric composition. 

There is no doubt about the fact that structural modifications are responsible 
for deep trapping sites for which activation energies exceed 1 eV (E' centre 
for example). Thus, experimental data on deep levels are clear, but on 
shallow trap levels they are not yet well understood. 

9.3 .2  Charging Under Electron Irradiation 

When insulators are bombarded by an electron beam having an energy of a 
few keV, the net implanted charge is the difference between the primary 
current Ip and the total secondary electron current I~ due to backscattered and 
secondary electrons emitted from the sample. As a result the charging can be 
positive or negative depending on the variation of I~ with the energy of the 
primary beam, as illustrated in Fig 9.2. Correspondingly, the stabilisation of 
the surface potential, as observed experimentally under the special conditions 
when an electrokinetic steady state is attained, requires the conservation of the 
current. This means that the sample current, given by: 

ls= Ip- Icr 

is flowing to ground through the insulator. Under these circumstances, the 
stabilisation of the potential has been attributed to the ohmic charging 
produced by I~, as described before. However, this interpretation has not 
received a quantitative justification and, furthermore, it does not explain why 
some single crystals such as MgO and A120 3 do not charge at room 
temperature (Table 9.1). 

Charging has also been attributed to charge carriers trapped at defects 
present in the insulator. According to the rigid band structure model, 
trapping occurs on energy levels localised in the band gap. This description of 
trapping is also not satisfactory since, as illustrated in Table 9.1, it does not 
explain why single crystals, having similar crystallographic structures and 
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very similar band gap widths, charge differently. Furthermore,  it does not 
explain the effect of charging on the internal properties such as the variation 
of the heat capacity [7], or the change of the crystalline structure [19]. 

Table 9.1 Charging behaviour of common single-crystal insulating materials 

Crystal Structure 

, ,  , | ,  i J l  

MgO , Cubic 

Y203 Cubic 
S iO2  Hexagonal 

A 1203 Hexagonal 

, , ,  , , ,  

ermlttivity Band gap 
width in eV 

, . , ,  , ,  

--10 
, i ,  , , ,  , ,  

-6 
, ,  , 

--15 -6 
. . . . . . . . . . .  

~4 ~10 
~10 --9 

Charging at room 
temperature 

n o  
. . . . . . .  

yes 
...... y e s  

n o  

/ - , - - , ' - - - ~  + + + + +  I / I~, 

, - 

; i : 

; ; ! eVs • IVs 
< 0 

= . . . . .  

.... ! E o ,  ( 2 )  > 

r~g 9.z The conventional approach of insulator charging is based on the 
dependence of the total yield curve o" as function of the primary electron 
energy E 0. When the yield is larger than unity between Ec 1 and Ec 2, it is 
accepted that secondary electrons are attracted by the positively charged 
surface. The insert illustrates the decrease of the yield when the surface 
potential is positive. However, the parallel between a positive charging 
and a high yield is not a general rule. For example, pure MgO single 
crystal does not charge and yet the maximum yield is about 20. When the 
primary beam energy is larger than Ec 2 the sample charges negatively, 
producing a deceleration of the incident electrons until point D is reached. 
This is not a general rule because for high energy beam charging increases 
until the beam is reflected by trapped charges. 

A completely different approach to charging has been developed [2], based on 
the concept of the polaron, as originally used by Mott to describe the 
conduction properties of insulators [20]. This approach has the advantage of 
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providing a general description of the trapping process which is in better 
agreement with experimental characteristics. 

9 .3 .3  A N e w  D e s c r i p t i o n  o f  a C h a r g e d  M e d i u m .  

9.3.3 (i) Charge Trapping. 
Let us consider a point charge q moving at a velocity v in a polarisable 
medium characterised by an optical vibrational frequency co (dispersion is 
neglected). Due to the movement of the charge, the polarisability of atoms 
varies with their distance from the charge, as illustrated in Fig 9.3. At a 
distance larger than v/0~, the charge appears as static, producing a polarisation 
with a static dielectric constant e(0). At distances less than v/to, the rapid 
movement of the charge makes the polarisation purely electronic with a high 
frequency dielectric constant e(oo). 

Fig 9.3 

7~. s - !  

! 
: i 

Electronic Static 
Polarisation Polarisation 

The variation with distance of the dielectric response of a medium to the 
field of a moving electron. Close to the charge, the electronic response 
dominates (electronic dielectric response e(~)) whilst far from it, the static 
response dominates (static dielectric response e(0)). 

An important consequence of the variation of the dielectric constant with 
distance is the presence of a polarisation charge whose density is given by 

Exyz 
pp = -d ivP  = - e 0  1 + Zxyz gradZxyz 9.3 

where P = e0 Z xyz Exyx, is the polarisation induced by the Maxwell field Exyx 
which in turn, is produced by the charge q and the resulting polarisation 
charge. In equation 9.3 we have introduced the susceptibility Z xyz as a 
function of space co-ordinates. If the charge is now localised in an orbital of 
spherical symmetry the field at a distance r from the centre of the orbital is 

1E o 
Er = 4zre o e(~)q+Qp(r)  9.4 
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where Qp(r) is the polarisation charge contained in a sphere of radius r. 
Combining equations 9.3 and 9.4 we obtain 

[, 1] 
Qp(r) = e o e(r) e(¢~) q 

where e(r) is the dielectric function at distance r from the charge. The 
potential energy between the charge q and polarisation charge contained within 
two spheres of radius and ra is rb will then be 

l 1 
W= 4 ; e  ° ra r 4 ~  a r Le-~j 9.5 
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Polarisation 
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Fig 9.4 Illustrating the binding effect of the polarisation charge that surrounds a 
charge localised in an atomic orbital. 

As a first approximation, the polarisation charge is supposed localised on a 
sphere of radius rp as shown in Fig 9.4 so that: 

e ( r ) = e ( ~ )  r<rp  

e(r) = e(O) r > rp 

Using this approximation we finally obtain: 

1 1]a0 
e(oo) e(o) r e 

9.6 

where ER = 13.56 eV is the Rydberg energy and a 0 the Bohr radius. As 
e(oo) < e(0) always applies, W is negative and a binding effect is predicted 
from equation 9.6. 
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The quasi-particle formed by the charge surrounded by the polarisation 
charge is called a polaron. The distance rp defines the radius of the polaron. 
Equation 9.6 also clearly shows that the binding effect comes from the 
effective dielectric constant Ep defined by: 

1 1 1 
ep e(oo) e(O) 

9.7 

which characterises the variation with distance of the dielectric response of the 
medium to the field of the charge. 

Quantum polaron theories are based on the coupling of the charge with 
the longitudinal phonon, neglecting dispersion. They all use equation 9.7 as 
the starting point of the binding effect. Their advantage over the very crude 
electrostatic model outlined here lies in the calculation of the radius rp of the 
polaron. Two types of theories have been developed leading to the large and 
small polaron. 

Large polaron: When the effective mass m* of the charge moving in a rigid 
lattice is not too high, the extension of the orbital of the charge, represented 
by the radius rp exceeds the interatomic distance. It follows from equation 9.6 
that the binding effect will be extremely small, so that the polaron moves 
easily, as a free charge [21]. This is the case in semiconductors in which 
m*<m 0 (m 0 being the electron mass) and the mobility kt = ex/m* is high; 
typically, kt >> 1000 cm2/Vs at room temperature. 

Small polaron" When the effective mass m* is high, the radius rp of the 
polaron becomes somewhat less than interatomic distance. Then, the binding 
effect becomes large and the overlapping of the wave functions associated with 
polaron sites is so small that, as illustrated in Fig 9.5, it leads to the formation 
of a narrow energy band of width 2Jp called a polaron band [20-21]. At low 
temperatures, the polaron behaves like a heavy particle moving in a narrow 
band. At high temperatures it is easier for the polaron to move by a thermally 
activated process over the potential barrier WH, rather than by the band 
mechanism of Fig 9.5 At room temperature, the mobility ~ is typically 
(/l = 10-100 cm 2 /V.s.i which is one or two orders of magnitude smaller than 
in the case of semiconductors. 

The small polaron theory was used by Mott to interpret the conduction 
properties of metal oxides [21]. In this approach, conduction is described 
through a polaron band structure which is not coupled to the ordinary band 
structure of the rigid lattice. As a consequence, the binding effect can be 
studied independently of the rigid band structure. 
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Fig 9.5 
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Illustration of (a) the potential wells associated with polaron sites and the 
polaron band produced by the overlapping of polaron orbitals, and (b) the 
trapping effect that is produced on a polaron site where the local electronic 
polarisability is smaller than the average electronic polarisability of the 
surrounding medium. 
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Fig 9.6 Electron trapping-detrapping process as described in reference [33] 
(a) compared to the process described in the polaron band model, 
(b) mutatis mutandis for holes. 

However, we must speculate how to represent the binding energy due to 
the polarisation in the classical band energy diagram. The reasoning is simple. 
If the medium was not polarisable (e(oo)=e(0)=e 0) an electron "at rest" 

would be at the bottom of the conduction band. Taking the polarisation into 
account, the electron level is lowered by an amount equal to the binding 
energy, and consequently falls into the band gap, as shown in Fig 9.6. Let rj 
be the position of a polaron site and e(oo, rj) be the local dielectric function of 

atoms forming the cell surrounding the charge. The concept of the small 
polaron can be used to describe the trapping process provided the dielectric 
constant e(oo) is replaced in equation 9.6 by e(oo, rj). As e(oo, r j )<< e(0) in 

340 



9. Charge Trapping-Detrapping Processes and Related Breakdown Phenomena 

many materials, the binding effect is essentially governed by e(oo, rj) that is by 

the electronic polarisability of atoms attached to the immediate environment of 
the charge. Let us now consider a medium of uniform static dielectric 
constant e(0). If e(oo, rj) is independent of rj, that is independent of the 

polaron site, the binding energy W given by equation 9.6 is constant. We now 
have to deal with the classical polaron described by Mott, moving either by 
hopping at high temperature or by a band mechanism at low temperature. 

Suppose now that there is a slight variation Ae(oo, r k) in the electronic 
dielectric function at a polaron site located at point rk. Ttie potential well on 
this site will consequently vary by an amount 

AW k = 2E R a° Ae(°°'rk) 9.8 
rp g2(oo, r) 

If A8 < 0, that is, if the electron dielectric function is locally reduced, the 
binding effect is reinforced. If AW. >> kT, the trapping of the charge occurs 
and the site located at point r k constitutes a polaron trap. By relating AE to the 
local variation of the electron polarisability, through the generalised Clausius- 
Mosotti expression for example, we can interpret the trapping as due to a local 
decrease of the electronic polarisability of the surrounding medium. In that 
sense, these polaron sites, which have an electron polarisability smaller than 
the average value, can be considered as "defects". Thus, in this approach, 
"defects" that are responsible for charge trapping take the universal meaning 
of polarisability defects; that is, defects associated with local variations of 
polarisability. 

This concept of polarisability defects being responsible for charge 
trapping is not in conflict with the well accepted idea that trapping is due to 
defects. On the contrary it gives a clear insight into the nature of these defects 
that were not previously well understood. Furthermore, it is compatible with 
the following situations typically encountered in insulators. 

(i) Structural defects in crystalline polymers are so numerous and dense 
that the variation of the electronic polarisability attached to these defects gives 
a quasi-continuous distribution of polaron traps. 

(ii) In inorganic materials, such as ceramics, point and extended defects are 
the source of anomalies in electronic polarisability; as are grain boundaries, 
and vacancies due to non-stoichiometry, concentration gradients, segregation, 
clustering. All these anomalies can give rise to polaron traps. 

(iii) In stoichiometric single crystals, the cause of trapping must be 
investigated in the lattice structure itself. At least two sites, having different 
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electron polarisabilities, must be found: a normal site ensuring the conduction 
of polarons and a polaron trap site of lower electron polarisability. 
Consequently, (i) MgO, in which all cation sites are equivalent, does not 
charge, (ii) Y203, where yttrium atoms are embedded into two types of 
oxygen octahedrons [22] charges very strongly, (iii) A1203 where the half of 
the octahedron sites are filled with AI atom charges at low temperature, (iv) 0~ 
quartz, which is composed of tetrahedral grouped to form helices, charges 
very strongly. 

It is risky to give a numerical estimate of the trapping energy from 
equation 9.8, since because most of the parameters of this equation are not 
known with accuracy. But it is obvious that local variations of polarisability 
will be small in most cases, from which trapping energies are expected to vary 
from a few 1/100ths to a few 1/10ths of an eV. This trapping energy range is 
in agreement with the fact that detrapping of charges occurs in most insulators 
at temperatures ranging from liquid nitrogen to few hundreds of deg. C. 

As equations 9.6 and 9.8 are independent of the sign of the charge, the 
same argument as that used to explain the trapping of an electron is valid for 
the trapping of a hole: i.e. a hole is trapped on a polaron site where the 
electron polarisability is smaller than in the surrounding medium. Thus, 
polaron traps are capable of fixing positive and negative charges. The fact 
that polaron traps can fix positive or negative charges equally well allows one 
to describe, in a very symmetrical way all the charging and polarising 
phenomena observed in dielectrics, whatever the sign of the electrostatic space 
charge. 

To close this section, the trapping-detrapping process described in 
reference [33] with the rigid band model is compared in Fig 9.6 with the 
polaron band model. The main difference is that, in the first one, trapping- 
detrapping involves electron and hole exchange between the rigid band 
structure and discrete levels localised in the band gap, whereas in the second 
one, the trapping-detrapping process is entirely contained in a polaron band 
which results from the polarisation properties of the medium, independently 
of the rigid band structure. 

9.3.3.(ii) Energy Stored in a Dielectric 

The energy stored in a dielectric polarised by a static applied field comprises 
two terms: 

(i) 

(ii) 

A mechanical energy, which results from ion and electron displacements 
under the applied field, i.e. corresponding to the mechanical 
deformation of the structure due to polarisation. 
An electromagnetic energy, which is the consequence of the dipoles 
formed by the displacement of charges. 
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One might consider that the first term is included in the second one since 
charges have to be displaced to produce the polarisation field. However, that 
is not at all the case, as illustrated in the following example, which simulates 
the situation in a dielectric. 

In order to simplify the problem, let us consider the perfect parallel 
plate capacitor, shown in Fig 9.7 having one electrode fixed and the other 
hanging on a spring with no damping. With no charging, the mobile electrode 
is, at rest, at a reference position zero. When the capacitor is charged the 
mobile electrode is misplaced by a distance x 0 closer the other, with the final 
separation of the two electrodes being d. 

\ k \  ~ , \ \  ~ , k \ k \ x k  

. . . . . . . . . . . . . .  . . . .  

x o 

v _  + O  
I 

E 

Fixed Electrode 

Fig 9.7 Mechanical and electromagnetic energy stored in a parallel-plate capacitor, 
having one electrode that is suspended from a spring. This device illustrates 
the two energy terms of a polarised dielectric" the spring simulates the 
mechanical energy due to the polarisation of the medium, whilst the plate 
capacitor simulates the electromagnetic energy stored in a polarised medium. 

The total energy stored in the system after charging will comprise the 
following two components: 

(a) The mechanical potential energy, corresponding to the stretching of the 
spring: 

1 cx2 ° Wp =-~ 

where C is the constant force of the spring. 

(b) The electromagnetic energy contained in the capacitor 

1 
Wem = -~ eE 2 dS 
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where E is the field between the conducting plates and S their surface area. 
Here, the stretching of the spring corresponds to the formation of dipoles in 
the dielectric, whilst the electromagnetic energy of the capacitor simulates the 
electromagnetic energy stored in the dielectric. Now we imagine that 
electrons are released from the fixed electrode by a thermal emission process, 
and that when they strike the other electrode their kinetic energy is converted 
into heat. As electrons are emitted, the capacitor becomes discharged and the 
mobile electrode moves towards its initial reference position. It is supposed 
that the process is slow enough to prevent the mobile electrode from acquiring 
kinetic energy. After discharging, the mechanical potential energy of the 
stretched spring is restored to the system, whereas the electromagnetic energy 
is converted into heat. A simple calculation shows that the amount of heat just 
equals the electromagnetic energy Were stored in the capacitor after charging. 
In other words, the energy dissipated in a real electric circuit (including now 
dielectric losses) during the discharging of a capacitor filled with a dielectric 
is the electromagnetic energy available in the capacitor. Thus, the mechanical 
potential energy plays no role in the process. 

The question is "What would happen if charges were instantaneously 
removed from the two plate electrodes of the capacitor?" To answer this 
question, it is first necessary to calculate the two energy terms. 

(a) Electromagnetic Energy 
The electromagnetic energy per unit volume stored in a medium of dielectric 
constant e is given by: 

1EmD= I Wen ='~ ~?-,E 2 9.9 

where D = e0Em + P is the electric displacement. In order to simplify the 
presentation, we consider a slab of dielectric with the applied field Ea 
perpendicular to the surface. From the continuity requirement of the electric 
displacement between the vacuum and the dielectric D = e0Ea = eEm, we 
deduce: 

Consequently equation 9.9 can be re-written as 

1 eoE2_ 1 Wen =~ ~PEa 9.10 

Equation 9.10 is quite general, as demonstrated in Ref. [23]. The first term in 
equation 9.10 represents the electromagnetic energy due to the applied field in 
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the vacuum, whilst the second is associated with the polarisation. The minus 
sign in the second term indicates that the system is more stable when it is 
polarised that when it is not. The energy contained in equation 9.10 is the 
electromagnetic energy that is dissipated partly in an electric circuit connected 
to the capacitor filled with the dielectric, and partly in the dielectric itself (the 
dielectric loss). 

(b) Mechanical Energy 
A dipole is formed by the action of the local field against internal forces. 
Under static conditions, the mechanical potential energy stored in the medium 
per unit volume is: 

1NoCx20= 1 W p = -~ -~ PElo c 9.11 

where NO is the atomic density and Eloc the local field. In this context, 
attention is drawn to the possible confusion between the term 1/2 PEa in 
equation 9.10 and 1/2PEloc in equation 9.11 which, though having a similar 
waveform, involve different fields. 

As an application, equation 9.11 has been used to calculate Wp for the 
case of a non-polar medium [2]: 

1 ( l+zy)  
Wp=-~eoZ( l+Zy)E2=Z ~I+Z ) Were 9.12 

where ~, is the Lorentz' coefficient equal to 1/3 in cubic structures [2]. 

This indicates that when X becomes large, that is Z ~/>> 1, we have : 

Wp ._ Z~" >> 1 
Wem 

In other words, for non-polar materials having a high susceptibility the 
mechanical potential energy stored in the medium can be much higher than the 
electromagnetic energy. We have, therefore, a reservoir of energy which has 
not yet been investigated. 

Note: a complete analysis of the stored energy would also require taking the 
entropy into account, that is the degree of disorder. This energy component 
corresponds to the so-called electrocaloric effect in polar dielectrics (see Ref 
[23], p.75, and Ref [24], p.9, ),but is generally a very small effect that will not 
be considered in the following treatment. 
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(c) Mechanical Energy Around a Charge Due to Polarisation 
Let us first approach the subject with the assumption that the Lorentz method 
is acceptable for calculating the local field around the charge. 

a o 

1-= 

2/3"! Up 
Self Consistent 

Calculation 

1/3 
U L 

(0) 

Fig 9.8 Mechanical energy surrounding a charge versus static susceptibility Z(0). 
The curve marked UL is the energy based on the Lorentz method for 
calculating the local field. The curve marked Up has been obtained by a 
direct self-consistent calculation of the field. (Aft6r [25].) 

By integration of equation 9.11 from the distance a of the first neighbours to 
infinity we obtain for the mechanical energy UL stored around a charge 
(subscript L means calculated using the Lorentz method) 

( l+z7]  2 
vL=L i;Z ) Vo 9.13 

1 o o  

eoNoOt d ~aEq(R)4~R2dR= NoOtaE R a~° a represents where U0= ~ the mechanical 

energy due only to the applied field Eq (R); here Otd is the polarisability. The 
variation of UL with 2 is qualitatively represented in Fig 9.8 for cubic 
crystals. When the value of Z is such that the condition Z7 >>1 is fulfilled, 

equation 9.13 reduces to UL = 72U0. 
For non-polar cubic crystals, where 7 = 1/3 and N0otd = 3 for Z >>1, 

the maximum of UL is 

1 
U L = ~U 0 = 1.5eV 
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As we know, the validity of the Lorentz method is questionable. Using the 
direct calculation of polarisation developed above, we can express the 
mechanical energy w(i) associated with the formation of a dipole i as 

1 
W i :'~PiEloc (i) 

Thus the total mechanical energy U r stored per charge is 

Up = ~,i w(i) 

which can be rewritten as" 

Up = K(ad)U 0 9.14 

where K(O~d) is determined by numerical computation. 
In cubic crystals we have found that K varies from 1/4 to 1/2 depending 

on the structure, when X >> 1, [25]. Taking the average value K -- 1/3 we 
obtain 

Up = Er a°  -- 5eV a 

This value of Up seems to be close to the maximum of the mechanical energy 
available in cubic crystals, when the Clausius-Mosotti relation is taken into 
account. The energy Up is plotted in Fig 9.8 as a function of X, from which it 
will be seen that Up is about 3 times higher than the mechanical energy 
calculated by the Lorentz method. 

Using Onsager's dielectric constant theory in a polar medium, we have 
derived an expression for Up of the form 

a0 Up = XK(,,~)E R ~ 3zK(z )  9.15 

where preliminary calculations indicate that the energy predicted by equation 
9.15 can generally exceed the 5 eV obtained in non - polar cubic crystals. 

The conclusion is that a non-negligible quantity of mechanical energy is 
stored around a charge and therefore a significant change of internal energy 
has to be expected in a charged dielectric. This change has been confirmed by 
measuring the variation of the heat capacity as function of the amount of 
charges [7]. The internal energy stored in a charged dielectric can be at the 
origin of damage [26] when trapped charges are released. This is why we are 
now examining the two problems of the space charge dynamics and of the 
relaxation associated with charge detrapping. 
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(d) Space Charge Dynamics 
The space charge dynamics resulting from the injection of charges into 
insulators is controlled by a competition between trapping and detrapping 
processes. Trapping is characterised by a trap density np whereas detrapping 
is function of the internal field E(~), which is composed of the applied field 
plus the space charge field. If E(~) is smaller than a critical detrapping field 
Ed, which is function of the trap energy, we can assume that charges cannot be 
detrapped. In this case a static space charge is formed, perfectly stable in time 
if the injection of charges is stopped. Continuing the injection of charges 
results in the expansion of the space charge if E(~)> E d and then leads to the 
establishment of a propagating regime of charges through the dielectric, 
characterised by a steady state current resulting from an equal number of 
trapped and detrapped charges per unit time. 

A preliminary theoretical description of the space charge dynamics in a 
parallel-plate capacitor, including the parameters mentioned above, has been 
proposed [27]. When E(~)> E d the detrapping rate is described by a function 

f[E(r)] in which ~ is the detrapping rate for the field Ed and f is a 
rd rd 

dimensionless increasing function of the total field. Let J(x,t) be the flux of 
charged particles at point x and time t, and n(x,t) be the density of trapped 
charges. The continuity equation requires 

dn(x,t)_ dJ(x,t) 
~ m  

dt dx 
9.16 

and the variation of J is given by: 

dx "¢d 
9.17 

Transport equations are proposed in Ref. [33], p. 118 and [136] to calculate the 
current emitted during a thermally stimulated discharge experiment. They 
differ from equation 9.17 in the sense that only trapping-detrapping processes 
are considered as affecting the mobility of charges, whereas 9. 17 is used to 
calculate the detrapping rate in order to evaluate the energy released. In the 
present case equations 9.16 and 9.17 have been used in addition to classic field 
equations, to calculate (a) the amount of charges detrapped in a parallel-plate 
capacitor as a function of the applied field and (b) interpret the breakdown 
process observed near both electrodes as it is described in Refs. [4-29]. 
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(e) Energy Release Associated with Charge Detrapping 
The field around the trapped charges distorts the lattice which, in turn, locally 
results in an increase in mechanical potential energy. This situation is 
maintained as long as the charges remain at fixed positions. If, however, the 
charge distribution is suddenly detrapped, the lattice loses equilibrium locally. 
This results in a mechanical relaxation process in which the energy of 
distortion is converted into phonon waves which dissipate the energy. The 
question that arises is whether the energy is released through dipolar 
transitions and their coupling to the phonon bath, or through the formation of 
shock waves. To answer this question we have to estimate the temperature 
produced by the relaxation process which follows the detrapping of a charge. 

More than 80% of the mechanical energy, is concentrated around the 
charge within a sphere of radius R = 5a < 10 A which contains about one 
hundred atoms. We have to estimate the temperature increase of this sphere 
and that of the surrounding medium resulting from a dipolar relaxation 
process. If we define the characteristic time x of heat propagation as the time 
required to cover a distance R outside the sphere we have 

R 2 

K" 

where r /pc is the diffusivity of the material (K being the thermal conductivity, 
p the density and c the specific heat). Taking R--10 A and 
~: = 6 x 10 -2 cm2s -1, we find x = 10 -12 s. That means the thermal energy 

should appear in the sphere of radius R in times <<10-12s to produce a 
temperature increase of several thousands degrees necessary to form a plasma. 
This result is inconsistent with individual Debye relaxation processes of 
dipoles in which times range from 10-9-10 -3 s. It is also inconsistent with a 
co-operative process of dipolar transitions by tunnelling (=10 -12 s) [11], 
followed by the transfer of the energy to the phonon bath within a 10-9-10 -6 s 
range. 

Thus, it becomes clear that a global increase of the temperature of the 
surface cannot result from the release of the mechanical energy. If we want to 
produce some catastrophic event from the release of this energy we have to 
consider the formation of the thermal shock waves around each source that 
dissipates energy. Accumulation of theses waves in some regions of the 
surface should induce the formation of plasmas whose expansion would 
eventually constitutes the breakdown itself. 

Let us mention that calorimetric experiments have clearly demonstrated 
the exothermic character of the lattice relaxation accompanying the detrapping 
process [7]. 

349  



High Voltage Vacuum Insulation 

9.3 .4  Breakdown as a Consequence of Charge Detrapping 

If it is accepted that the breakdown mechanism originates from the 
destabilisation of the space charge, the problem is to determine whether 
breakdown must be attributed to the expansion of the space charge itself or to 
the relaxation of the polarised lattice after charge detrapping. If breakdown 
is to be attributed tO the sudden expansion of the space charge, it is the 
electromagnetic energy which has to be considered as the source of energy 
dissipated in the process. If, on the other hand, it is the relaxation of the 
polarised lattice, we have to consider the mechanical energy stored in the 
lattice as the cause of breakdown. 

The first process can be rejected on the basis of a very simple argument. 
The electromagnetic energy around a point charge is given by 

1 a0 
Wem=I÷ZER--~" 

which shows that the smaller this energy, the higher the susceptibility. This 
suggests that breakdown should preferentially affect dielectrics of low 
susceptibility, which is not true at all. Since, in addition, we must consider the 
transfer of the electromagnetic energy to the lattice as a necessity to produce 
breakdown (transfer ensured by electron-phonon coupling for example), it is 
quite certain that the process is ineffective. It is therefore to be concluded that 
the second breakdown process, based on the release of a mechanical energy 
appears to be the only one possible. 

9.3.5 Breakdown by Destabilising a Static Space Charge 

The equilibrium of a space charge is very fragile. Many factors can initiate 
instabilities which eventually lead to the complete destabilisation of the space 
charge. Some possible causes of instabilities are: 

(i) 
(ii) 
(iii) 
(iv) 

a temperature increase, 
a small positive or negative increment of the external applied field, 
a mechanical stress, 
a new phase nucleation or a phase transition related to the increase of the 
material internal energy. 

Whatever the cause of the destabilisation, the initiation of a detrapping process 
in a small region of the space charge produces a local electric field increase 
which, if strong enough, is capable of detrapping additional charges. 

When the destabilisation takes place at the edge of the space charge, a 
propagation of the detrapping from the edge to the centre of the distribution 
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occurs. If the velocity of propagation of the detrapping process is slowed 
down, the detrapped charges are trapped again in new sites surrounding the 
initial space charge distribution. If the destabilisation process is accelerated, 
all the charge distribution collapses, producing damage of the lattice when a 
critical energy density is released. 

It is interesting to note the analogy that exists between the destabilisation 
process of the space charge and that of a pyramidal heap of sand. As the 
grains of sand are removed around the base of the pyramid, just a slight shift 
of sand along the slope is produced. Conversely, if the pyramid is vertically 
truncated close to its core, then the whole pyramid collapses. One can 
conclude then, that breakdown is triggered every time the space charge is 
rapidly destabilised. 

9 .3 .6  Breakdown Induced by the Trapping-Detrapping of 
Flowing Charges 

Let us consider a parallel-plate capacitor subjected to a total field that exceeds 
the detrapping field Ed. A steady state current regime is established in which 
an equal number of charges are trapped and detrapped per unit time. Each 
detrapped charge produces a local release of energy, and breakdown 
conditions are achieved when, by increasing the applied field, a critical density 
of energy Wc is released per unit time. Blaise [27] has shown that the 
breakdown field Ec which results from these conditions is given by • 

1 
Ec (s) --- e-~ + Ec(o,,) 9.18 

which shows that Ec is inversely proportional to the permittivity e (which is 
confirmed by experiment [4]) and depends on the length s of the dielectric 
spacer through the size factor n related to the space charge distribution. This 
approach stresses the importance of the trap distribution and energy stored in 
the vicinity of electrodes, on the field strength. 

9 .3 .7  Is Flashover Relevant to a Dielectric Relaxation 
Process? 

The secondary electron cascade model proposed to interpret the surface 
flashover of insulators is supported by the correlation between the secondary 
electron yield ~5 and the flashover strength: the higher ~5, the lower the field 
strength. It was also observed that a magnetic field [30] improves the 
flashover voltage. As the yield ~5 and the influence of a magnetic field are not 
included in the breakdown process described in the previous section, we must 
pose the question as to whether there are two different breakdown processes: a 
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bulk breakdown relevant to the dielectric relaxation process and a flashover 
relevant to the secondary electron cascade model. To resolve this issue the 
secondary electron emission of insulators must be properly investigated. In 
the Monte Carlo simulation [31] represented in Fig 9.9, the secondary electron 
emission due to inelastic scattering processes has been studied by taking into 
account the effect of the space charge. In this context, the following 
characteristics have been obtained: 

(i) Charges implanted with a gaussian electron beam having 10 nm 
diameter, spread into a very large volume whose average cross section greatly 
exceeds the area covered by the incoming electron beam. The smaller the 
trapping energy Wp, the more significant is the spreading extension of the 
space charge. 

(ii) A double layer of charges is obtained, consisting of (a) a positive surface 
layer, typically 25 nm thick, due to the emission of secondary electrons, and 
(b) a negative in-depth layer due to implanted charges, whose maximum 
density is located at a depth that is much smaller than the electron range of 
primary electrons in an uncharged material. The effect of this charged double 
layer is to increase the secondary electron yield 8 in proportion to the strength 
of the electric field but, there is no straightforward relationship between 8, 
Wp and the defect distribution. 

There is another electron emission process that is related to the 
dielectric relaxation of the lattice after charge detrapping and also leads to an 
increase of 8 when it occurs at the surface [32]. This effect of charge 
detrapping on 8 occurs during the expansion of the implanted charge, and can 
continue during irradiation to regulate the surface potential. The sensitivity to 
detrapping is controlled by the trapping energy Wp, where the lower is Wp, 
the easier in the detrapping. 

Finally, it has to be pointed out the correlation between 8 and the 
flashover field expresses nothing else but the sensitivity of these two 
parameters to the charging up phenomenon: the ability for a material to 
charge and to release its internal energy by detrapping makes 8 large and the 
flashover field low. The conclusion therefore is that flashover is also relevant 
to dielectric relaxation processes as will be experimentally demonstrated later 
in this chapter. It is also clear that the measurement of the intrinsic electron 
yield of a material requires a special attention to the charging effect. 

A possible explanation of the effect of a magnetic field on flashover 
could be as follows. Flashover experiments are usually achieved under low 
vacuum condition (10-6 torr) in which metastable states of molecules of the 
residual atmosphere, produced by the impact of electrons emitted from the 
cathode, can be de-excited on the insulator surface with generation of positive 
charges. Thus, we can suppose that a properly oriented magnetic field will 
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certainly modi fy  the surface charge densi ty and therefore  the f lashover  
strength. Once again, it is not sufficient to argue the effect of a magnetic field 
on the flashover strength cannot be used as unequivocal evidence in support of 
an electron cascade model. 
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Fig 9.9 (a) A Monte Carlo simulation of the charge distribution in SiO 2. 
The simulation conditions are: an incident electron beam of energy 5 keV, a 
beam diameter of 10 nm, and a number of simulated trajectories of 106. (b) 
The variation of the positive charge density as a function of the depth along 
the normal to the surface. The simulation made with four different numbers 
of trajectories (104-106) shows that the depth of positive charges does not 
depend very much on the number of incident electrons. (c) In-depth 
distribution of negative charges obtained in the same conditions as in (b). 
Showing how the simulation reveals that the distribution depends very 
much on the dose. (After [31].) 
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9.4 Applications of Space Charge Physics 

In this section we shall review some of the important experimental evidence 
that reveals how space charge behaves when implanted in an insulating sample. 

9.4.1 Space Charge Characterisation 

Charge implantation and charge characterisation techniques have been 
developed for many very different purposes: e.g. the formation of electrets, 
the investigation of thermally stimulated phenomena (current, luminescence, 
etc.), the investigation of breakdown phenomena related to space charge 
formation, the investigation of charging effects related to chemical analysis 
and research into remedies of charge prevention during analysis. Charge 
trapping is considered either as a still poorly understood phenomenon by some 
people or, on the contrary as well understood by others. The reasons for this 
differing appreciation is reflected not only by the differing responses of 
insulators to charging, as shown in Table 9.I, but also, a lack of fundamental 
knowledge. 

9. 4.1 (i) Choice of Samples 
The quality of the sample is an essential prerequisite for verifying the 
fundamental analysis presented in the previous sections. This is the reason 
why results reported here are selected from experiments conducted on well 
defined materials. To complement these, the charging properties of surface- 
contaminated samples have also been examined. This set of samples has 
provided the opportunity to investigate the difference of charging properties 
on i) crystal structure (cubic or hexagonal), ii) crystal properties 
(piezoelectric), iii) electronic structure (the band gap of SiO2 is about twice 
that of Y203), and iv) type of defects (chemical or structural), including 
multiphases and internal stresses related to the presence of dopants, interfaces 
between materials having different permittivities and different conductivities. 

9.4.1(ii) Techniques for Charging an Insulator 
Charges can be injected under the influence of an electric field (poling), by 
using an electrostatic charger or by irradiation with ionising beams. Poling 
procedures that require the deposition of metal electrodes change the insulator 
surface characteristics by either chemical reaction at the interface or by 
interatomic diffusion. Extrinsic Maxwell-Wagner domains, and defects at 
metal-insulator interfaces, favour the formation of space charge. 

Electrostatic chargers are often used under atmospheric pressure by 
applying a high voltage to a tip that is facing the sample. Provided the voltage 
is kept below the critical breakdown value of the gas, the sample is charged to 
a maximum potential equal to the potential of the tip. The charge distribution 
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depends on the sample trap characteristics and on the space charge field. Until 
now, no attention has been paid to the charge dynamics during implantation. 

Irradiation by ionising beams has been used for a long time to form 
"electrets" [33]. In most cases, samples are polymer sheets, and little attention 
is paid to the effect of the surface contamination layers or microcracks on the 
charge distribution. Under electron beams of a few tens of kV, the insulator 
can reach a maximum potential equal to the implanting beam.potential.  
However, on thin films (20-100 ~tm for example) mounted on a grounded 
metal support, a steady state current is often observed. In such a case the 
maximum potential is lower than the implanting beam potential. As before, no 
attention has been paid to the charge stability conditions and to the 
consequence of an energy release due to charge detrapping. 

9.4.1(iii) Charge Detection. 
Since it has been recognised that breakdown is related to the formation of a 
space charge, many space charge characterisation techniques have been 
developed. Electro-optic methods [34-35] are based on the birefringence of 
high voltage stressed materials. They are powerful methods requiring 
transparent insulators. 

Charge Distribution Analysis (CDA) [36] is a contact free technique, 
which consists of measuring the force acting on a dielectric in a static electric 
field gradient. CDA allows the measurement of charge sign and density, 
electric field and carrier mobility. CDA appears to be a powerful and 
promising method for detecting changes in the permittivity of surface layers 
and large space charge field variations related to the occurrence of phase 
transitions. 

Charge detection by the scanning capacitance microscope [37] is based 
on the same principle as CDA, and combines the capabilities facilities of the 
atom dorce microscope technique, allowing the observa,'ion of charge 
distribution with both high sensitivity and high spatial lateral resolution. 

Measurements of induced charge variations produced on a reference 
electrode by the propagation of a thermal wave [38-39] or by a mechanical 
pressure wave [40], are the methods most commonly used to investigate 
insulator charge distribution. These methods have some disadvantages, related 
to heat diffusion and sound velocity; thus, deconvolution techniques are needed 
to determine the charge distribution. Another limitation of these techniques is 
the available spatial resolution: there is no possible lateral resolution, and the 
resolution in the direction of the propagating wave is in the range of 
micrometer. 

In most techniques, the space charge field is deduced from a 
measurement of the total charge distribution, ignoring the nature of charges 
(electronic, ionic, polarisation charges, etc.) and their origin (injected from 
electrodes, produced by electrodiffusion or electrochemistry). 
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Therefore, in the absence of a physical guideline the interpretation of 
experimental data is very complex. However, one attempt has been made to 
correlate the density of charge/cm 2 injected by poling, as a function of the 
applied field. The variation has sometimes been found linear, the slope having 
the dimension of a permittivity [41]. However, a comparison of these 
experimental data with the insulator permittivity has not been achieved. 
Generally speaking no pertinent space charge parameters and no one-to-one 
correlation of the space charge characteristics with the breakdown field have 
been demonstrated. It seems that not enough attention has been paid to the 
sequence of experimental procedures: charge injection, charge propagation 
and energy relaxation. Due to the overlapping of these three steps, there is no 
further possibility of extracting from the experimental results the specific 
parameters associated with each step. 

9.4.2 The Mirror Method for Space Charge Characterisation 

An electrostatic method called the Mirror Method (MM) has recently been 
developed in an SEM [42]. The method is simple and samples of different 
shapes and sizes are acceptable; furthermore, the sample does not need 
electrode deposition. It is charged and examined under vacuum or under ultra 
high vacuum conditions, and can be analysed at a variable temperature. 

S 

° I 

rm rrn/2 :3" 

Fig. 9.10 

Implanted 
Charge 

The "Mirror effect" due to negative charge being implanted by a high energy 
eV 0 electron beam, and observed with an electron beam of lower energy 
eV m. Equipotential -V m, formed by the implanted charge, acts on the 
electron beam as a convex electrostatic mirror. In the gaussian 
approximation, the mirror gives a virtual image S' of the objective lens 
aperture S. S' appears as the virtual electron source forming the image of 
the microscope chamber. For a quasi-punctual implanted charge, the radius 
rm of equipotential -V m is deduced from the objective lens image by the 
relation rm = 40' A'.O'S'/OA. 
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Moreover the method allows the space charge formation to be linked to the 
secondary electron yield and therefore, offers a way to link space charge 
characteristics with breakdown parameters. The principle of the technique is 
to use the electron beam of an SEM at different energies to first charge the 
sample, and then to work with it as an electrostatic probe to measure the 
potential distribution around the charge. The electron source of the SEM is at 
a variable negative potential denoted -V (V > 0), and negative charges are 
implanted by using a beam of high energy eV0-- 30 keV. The charged sample 
is then scanned with the same electron beam after lowering its energy to eVm 
< eV0. In the gaussian approximation, equipotential -Vm/2 produced by the 
implanted charges constitutes a convex electrostatic mirror which, as shown in 
Fig 9.10, forms a virtual image source S' of the objective lens aperture S. This 
is why the method is called "Mirror Method" (MM). 

In the gaussian approximation, a simple relationship exists between the 
radius rm of an equipotential Vm measured along the optical axis of the 
incident beam, the objective aperture size Oobjective, the size Oimage of the 
image, the working distance L of the microscope and the image magnification 
G, namely 

! = G ~objective ~1 9.19 
rm ~ image 4 L 

Fig 9.11 

I/r m 
Monte Carlo]Simulation 

Point iharg e / I l l /  
\ II 

sta'ffe Simulation 
Ext!nded Charge! 

i i c  !V~ i Vs 
:~ Vm 

Plot of 1/rm = f (Vm). Due to the double layer, charge recombination or 
charge spreading occurs when the potential reading beam reaches a critical 

c value V s . 
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The space charge characterisation is deduced from a plot of 1/rm = f (Vm). 
Such a plot is represented in Fig 9.11 corresponding to the space charge 
simulation represented in Fig 9.9. The origin of distance rm is taken at the 
centre of the negative charge distribution. Three domains of this plot have to 
be considered: 

(i) Outside the sample (part 1), there is a linear variation of Vm as a 
function of 1/rm having the form 

Vm = al Oi 
rm 

9.20 

Here, Qi is the implanted charge and A l the inverse of an "effective dielectric 
constant" having the form: 

where 

A t = AooK(/) 

Aoo ~--- 
4~eo(e r + 1) 

and K(l) is a function of the thickness I of the sample [43] (K(o,,)----> 1). 

The implanted charge Qi is deduced from the difference between the 
incident charge Q0, the backscattered charges Qrl and the charge Q~5 of 
secondary electrons, that is 

Qi =Qo-Q.-% 

In practice, Qrl is very low for materials of low atomic numbers and will be 
neglected here, so that the secondary yield ~i is: 

e/ 
9.21 

From the plot of equation 9.20 we can deduce the slope 

1 0 - 9.22 
AIQ i 
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which after substitution in equation 9.21 gives 

4rCeo(er + l) 
6 = 1-  9.23 

2K(/)OQ 0 

(ii) When the electron beam touches the surface and penetrates slightly into 
the sample (part II), a change in the slope of the linear variation is observed, 
due to a change in the constant A~. The point of rupture of the slope 
corresponds to the value of the surface potential Vs. 

(iii) When the electron beam becomes closer and closer to the centroid of the 
space charge, a Monte Carlo investigation shows that the potential inside the 
insulator follows part III of the full curve. 

The first two domains of variation are well observed experimentally. 
Of course, the investigation of the potential inside the sample is restricted to 
the surface layers because when the electron beam penetrates into the sample it 
is scattered and new positive charges are produced on the surface. As a 
consequence the field in the double layer increases until it reaches a critical 
value E c large enough to detrap the negative charges implanted deeply at 
=30 keV Spreading and recombination of charge occur, producing the 
dashed curve represented in Fig 9.11 beyond the critical potential Vs c which 
corresponds to E c. In fact, Es c characterises the detrapping field which is 
related to the trap energy Wp: the higher Wp, the higher E~. 

The mirror method has also been applied to investigate space charge 
dynamics [44]. Work is still in progress but the preliminary results have 
shown that the size factors deduced from experiment and calculated in the 
geometry of the mirror experiment agree very well with technological results. 
The size factor is found to be close to 0.5, but this is not a universal value 
because it depends both on the permittivity and on the spatial distribution of 
traps. 

Note: the spatial effect of the distribution of the traps on the size factor is also 
discussed in reference [1] page 500, Fig 5-41. 

The coupling of the mirror method with calorimetric experiments [7] 
gives access to the polarisation energy Up as a function of the charge 
concentration, and to Uc the critical energy density released to produce bond 
breaking and indirectly to the measurement of the trap energy Wp. It is 
proposed that these three parameters are deterministic of the breakdown 
strength. 
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9.4.3 The Mirror Method for Verifying that Flashover is 
Triggered by Charge Detrapping 

The description of the breakdown process proposed in Section 9.3 involves the 
propagation of two types of waves: 

(i) an electric wave associated with the detrapping of the space charge, 

(ii) a thermal shock wave attributed to a many-body relaxation process of 
the polarisation mechanical energy stored in the medium. 

The second wave, which must occur a few nanoseconds after the first one, 
initiates a plasma whose expansion is accompanied by ion, electron and photon 
emissions. This interpretation is well supported by time-resolved experiments 
showing that photons begin to be emitted a few nanoseconds before the 
complete development of breakdown. It is also in agreement with bulk 
breakdown experiments showing that the zone where the plasma is formed is 
preceded by a zone where the voltage drops. Finally we should note that the 
plasma formed at the surface of the insulator can expand in vacuum to trigger 
a vacuum breakdown event. 

!IIL iVLi Ir,Lk i!iiiii! i!!! k ...... L 

Fig 9.12 Treeings formed in contamination layers are characterised by a low contrast 
of the secondary electron image obtained in a scanning electron 
microscope. 

We have seen in Section 9.3, that the flashover process can be broken into the 
three steps (i) charging, (ii) rapid destabilisation of the space charge, 
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(iii) relaxation of the mechanical energy. The mirror method offers the 
possibility of very carefully controlling these various steps and to verify the 
various aspects of flashover process in relation to different types of charge 
distributions [ 19,32]. 

When the sample is covered with contamination layers, the flashover 
propagates in these layers and forms the type of surface treeings shown in 
Fig 9.12 [45]. An experiment conducted in a scanning Auger microscope has 
allowed us to show that the number of atoms evaporated during detrapping 
[19] is in good agreement with the theoretical prediction derived from 
equation 9.15. 

In the absence of surface contamination (or in absence of grain 
boundary segregation) charges are distributed below the surface and as seen in 
Fig 9.13(a) and (b), the flashover produces thermal etched pits due to 
outgassing of gas embedded in the material, the melting of the sample, treeings 
and mechanical fractures inside or outside the plasma tracks [ 19]. 

Fig 9.13(a) An optical micrograph showing treeing tracks left by flashover on the 
surface of a freshly annealed (1200°C) stoichiometric Y203 polycrystalline 
sample. The sample was charged with a 30 kV electron beam and 
breakdown was produced at 3 kV. 

For polycrystalline ceramics with grain boundary segregation, charges 
are preferentially trapped at interfaces [19] and detrapping can sometimes 
produce grain ejection as shown in Fig 9.14 which typically looks like punch- 
through, and sometimes a combination of grain ejection and surface treeing 
tracks, as shown in Fig 9.15. The mechanism, and examples of punchthrough 
have also been proposed by others [46]. 
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Fig 9.13(b) A scanning electron micrograph treeing tracks left by flashover on the 
surface of a freshly annealed (1200°C) Stoichiometric Y203 polycrystalline 
sample. The sample was charged with a 30 kV electron beam and 
breakdown was produced at 3 kV. Scanning electron micrograph. 
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Fig 9.14 Damage left by breakdown of a Y203 polycrystalline sample stored for 
three months under air at room temperature. Two grains are pulled away. 
Charges are trapped in grain boundaries, where segregation of impurities 
(Ca, K, C) had occurred during the ageing of the sample. 
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Fig 9.15 Damage left by breakdown of a Y 2 0 3  polycrystalline sample stored for 
three months under air at room temperature. The result of the breakdown is 
both to pull grains away and to form surface treeing tracks. Also, it is likely 
that the breakdown was partly developed beneath the surface without 
producing apparent damage. 

9.5 Applications of the Mirror Method to Technological 
Problems 

In this section, we shall illustrate how the mirror method described above can 
be used to investigate technological problems. 
9.5.1 Surface Finishing Effect on Alumina Flashover Strength 

The mirror method has been applied to demonstrate the effect of machining on 
the trapping properties of alumina. Thus, machining generates defects (F + 
centres) which have a trap energy a little higher than that of intrinsic defects. 
However, it is probable that in relation to the insulator structural modification 
which occurs under electrical stress (F+ centres transform in F0 centres [47]) 
machined samples have a lower breakdown strength than high temperature 
annealed samples. 

9.5 .2  Surface Contamination Effect on the Flashover Strength 

Contamination layers on alumina, due either to machining or to exposure to 
atmosphere (hydroxide and carbonated layers) form Maxwell-Wagner  
domains where charges are preferentially trapped. Such layers are 
decomposed at a temperature higher than 400°C, which explains the effect of 
vacuum tube outgassing on the flashover strength. 
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9.5.3 Effect of Doping on the Ceramic Flashover Strength 

Dopants can produce high energy traps depending on their electronegativity 
and size. For example, a low concentration of transition metal dopants in 
single crystal alumina increases Wp by about a factor of two. Also, ~5(30 keV) 
is decreased by doping [48]. 

9.5.4 Flashover on Metal Covered with a Contaminated 
Dielectric Layer 

The interpretation of breakdown on the basis of space charge relaxation also 
finds an application in vacuum breakdown and its relation to electrode 
contamination. In this case, the electrode is covered with a dielectric film 
where charges can be trapped. In the following example (Fig 9.16) the 
electrode was a copper-zinc alloy where the anode was bombarded with very 
high energy electrons and very high current (1000 A). Treeings are formed 
during high power pulses [49]. 

Fig. 9.16. An optical microscope image of the anode of a high power pulse generator. 
Published by courtesy of M. Devin, Centre d'Essais Techniques 
d'Aquitaine, Commissariat ~t l'Energie Atomique, Le Barp, France. 

9.5.5 Effect of lonising Radiation on the Flashover Strength 

Finally, it should be noted that glass and alumina subjected to X rays or ~, 
radiation, have shown a lowering of Wp [50]. Also, it is known that any 
ionising radiation lowers the breakdown strength [51]. 
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9. 6 Conclusions 

Experiments have confirmed the existence of a breakdown process in which 
the energy is supplied by the charged medium itself, rather than by any 
external energy source. This central feature is not relevant to classical 
theories of breakdown proposed up to now, which generally attribute the 
motive force to the action of an external applied field on electrons. 

The new interpretation of breakdown is forged on the idea that the 
movement of space charge in a dielectric medium is accompanied by a 
mechanical relaxation of the lattice. Under certain circumstances this, 
produces a local heating that is high enough to melt or to sublimate the solid. 

The first fundamental point to be discussed regarding this process was to 
elucidate the nature of defects acting as trapping centres. In place of the 
classical interpretation of trapping based on levels located in the band gap, we 
have substituted an approach based on the polarisable property of the material. 
The concept of defects, related to local variations of the electronic 
polarisability, gives a universal explanation of charge trapping in pure and 
crystallised oxides, as well as in any heterogeneous and chemically complex 
material. This description of trapping is not in conflict with the classical 
trapping model, but is different in the sense that polarisable defect trapping 
centres are independent of the band structure and are not specific to the species 
of charge carrier. 

The second point of importance in the description of the process is the 
introduction of the mechanical energy that is related to the polarisation 
produced by trapped charge. In this respect, a clear distinction is made 
between electromagnetic and mechanical energies. Both are a consequence of 
polarisation, but the energy source of breakdown lies in the relaxation of the 
mechanical energy. 

The third point deals with the relaxation mechanism of the stored 
mechanical energy. It is likely that the relaxation occurs via a many-body 
process, but its theoretical description is still a problem requiring much 
further work. However, from a qualitative point of view, the mechanism is 
described as follows. The polarisation produced by the trapping of a charge 
involves mechanical energy to be "pumped" to the medium in a quasi- 
reversible way, whereas the energy released during the detrapping process is 
returned to the medium in an irreversible way, producing a local heating. 

Having addressed, in the Introduction, the question of whether space 
charge is the cause or the consequence of breakdown, experiments reported 
here demonstrate with no ambiguity, that a breakdown process exists whose 
cause is the presence of space charge. Thus, it is proposed that the primary 
cause of breakdown in dielectrics subjected to an electric field applied between 
the electrodes, can be attributed to the formation of a space charge. From this 
perspective, the applied field is seen as just a possible cause of space charge 
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build up or of space charge destabilisation, i.e. it is not seen as the driving 
force, as has been proposed up to now. Furthermore, any particle emission 
from insulators subjected to electric or mechanical strains can be interpreted 
as a consequence of the relaxation of the mechanical energy stored in the 
charged medium. 

In the course of this work it has also been found that the secondary 
electron emission from the insulator may be a complex process. The 
measurement of the yield requires careful experiments and there is not a 
simple relationship between the yield and the breakdown strength. 

In conclusion, the relaxation of the mechanical energy in a charged 
medium allows one to give a consistent description of a number of phenomena 
observed in dielectrics. Thus, it is proposed that studies of the properties of 
dielectrics are broader based, to include studies of the charge mechanisms 
involved in electromagnetism, fracture mechanics, and tribology. 
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High Voltage Vacuum Insulation 

10. 1 Introduction 

The end of the cold war brought with it intense pressure to turn swords into 
plough shares. How do we get a peace dividend from the enormous progress 
that has been made in pulse power technology developed to meet defence 
specifications over the last 40 years or so? How do we exploit the opportunity 
for technology transfer from defence to industrial/commercial applications? 
The answers to these questions are not easy to find and they motivate much of 
the current research and development effort in pulse power technology. 
Commercial applications require levels of cost effectiveness, reliability and 
specifications as demanding as any of those established in defence applications. 
Indeed, many envisaged commercial applications require even greater powers 
and energies to be delivered to the load than has been the case in defence. The 
requirements of particle accelerators for higher and higher energies at lower 
and lower costs also push hard for greater efficiencies and effectiveness of the 
pulse power technologies used. Shift from National Laboratories and Defence 
Research Laboratories to Industrial Research Laboratories inevitably enlarges 
the pool of pulse power users and brings the necessity for a wider and deeper 
understanding of pulse power engineering and the processes of the transfer 
from vacuum insulation to conduction. Newcomers to pulse power 
engineering may find R J Adler's 1989 "Pulse Power Formulary" useful [1]. 

10.1.1 General Concepts 

Pulse power is a subset of power electronics in which the terms pulsed power 
and pulse power are synonymous, as are the terms repetitive rate pulse power 
and power modulator. Hence, the principal sources of theory, technology and 
applications are the published volumes of the biennial series of the IEEE 
Pulsed Power Conferences and the IEEE Power Modulator Symposia which 
are held in alternate years. Other valuable sources are the many published 
proceedings of Accelerator Conferences sponsored by IEEE and others from 
time to time. 

Pulsed power systems start with an energy source and end at an 
interface with a load (laser, microwave, radio frequency, x-ray, particle 
beam) which is where vacuum breakdown problems generally arise. Thus, 
pulse power is not an end in itself, it is an "enabling technology" in that it 
enables particular loads to be exploited. Many applications require the load to 
be pulsed for optimum operation, indeed many lasers will only operate at all if 
they are excited by pulses. 

The purpose of a pulse power source is usually to produce very high 
powers at very high voltages by using a source of much lower voltage and 
power. To do this, the energy to be delivered by a pulse must be stored over a 
time which is much longer than the duration of the pulse. If the energy is 
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stored capacitively, the switch used is a "closing" switch (this is the most 
common); if the energy is stored inductively, the switch must be suitable to 
act as an "opening" switch. To control the pulse repetition rate and the timing 
of the transfer of energy from the "store" to the load, a switch is necessary; 
thus, switches feature as key components in all pulse power systems. From an 
operational point of view, Levy et al [2] identify four advantages of pulsed 
power over DC power. 

(i) Nonlinearity 
High peak powers can drive the normally linear response of a material into a 
strongly nonlinear regime, which often leads to saturation, such as with the 
ferromagnetic materials used in magnetic switching. Combined non-linear 
dielectric and magnetic effects are exploited in lines used for pulse 
compression which aim to decrease the rise-time of a propagating pulse. 

(ii) Time isolation 
Pulses with a rise-time shorter than the response times of charge carders can 
establish conditions which are independent of charge carrier mobility (but for 
a short time only); for example, intense electron beams are often established, 
and produce their desired effects before the plasma which leads to gap closure 
develops in the electron gun. A classic case occurs in the laser process which 
enables an eyeball to be "machined" to correct for myopia, etc. For this 
process, the pulsed laser radiation is of such power that each pulse evaporates, 
or ablates a surface layer so quickly that there is no heat transferred to the 
underlayer to cause "bum" damage. 

(iii) Efficiency 
A high power modulator can have higher efficiency than a DC power supply 
of the same average power. This is largely due to the nonlinear properties of 
most pulsed power switches, gaseous or solid-state. Relative switch losses are 
less as the power per pulse is increased, so switch losses are less for the same 
average power. 

(iv) Adiabatic Heating 
The basis of this advantage lies in the relatively slow thermal propagation 
velocities. Thus, the advantages of high peak powers may be enjoyed without 
the penalties created by thermal effects if low duty cycles are used. Without 
careful thermal management, the size of a high power unit can be prohibitive. 
In practice, the usual size limiting factor for pulsed systems is insulator 
flashover, rather than overheating. 
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10.1.2 Pulsed Power and Vacuum Breakdown 

Components with which pulsed power systems are implemented include the 
following: capacitors, pulse transformers, inductors, resistances, diodes, 
varistors. For each of these devices, the problem of vacuum breakdown can 
severely limit performance. The all-important switches include thyratrons 
(the principal work-horse), ignitrons (fast being replaced by solid state devices 
except at the very highest energies), spark gaps of one form or another, 
crossatrons, pseudospark devices, backlit-thyratrons (BLTs), magnetic 
switches based on the saturation of ferromagnetics, and many other new solid 
state and optically triggered switches. Vacuum switches and triggered vacuum 
gaps continue to give sterling service in routine and esoteric applications. 
Vacuum switches and some of the new solid state switches can act as both 
closing and opening switches. The "product" of a pulsed power system is 
generally a plasma, a particle beam, a microwave beam, or electromagnetic 
radiation. 

The properties of vacuum-surface combinations, as they occur in the 
above range of devices, are sufficiently diverse to make them exploitable in 
both insulating and conducting contexts. Thus, the same processes, regarded 
as breakdown in one case, may be cultivated deliberately in another. For 
example, field emission processes must be suppressed when vacuum is 
required to be an insulator, but much effort has been devoted to ways of 
enhancing field emission when a high power electron beam is required. Many 
pulse power applications rely on the ease and speed with which a transition 
from the insulating state to the conducting state can be induced, and vice versa. 
Included in these applications we have vacuum switches, triggered vacuum 
gaps, field emitting vacuum electronic devices, and field switched ferroelectric 
cathodes. 

10.1.3 Applications of Pulsed Power 

The principal thrusts of pulsed power during the past 20 years or so have been 
associated with the simulation of nuclear generated EMP, and the development 
of accelerators and pulsed radar. Significantly, the technology and 
information processing developed for pulsed radars is now exploited in such 
commercial systems as Computer Aided Tomography (CAT) scanners. 
Indeed, a comprehensive review of commercial applications for modulators 
and pulse power technology has been given by Levy et al. [2]. Other areas of 
research and development of applications for pulse power include treatment of 
flue gas, disinfestation of food, food preservation and processing, surface 
processing, metal forming, joining and cutting, sterilisation of infectious 
waste, toxic waste processing and other matters of environmental clean-up, 
and a wide range of particle and photon based radiation therapies for medical 
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purposes. Several companies already have commercial products in these areas. 
In assessing the viability of a given process in a commercial context, it is 
found to be useful to place the process in one of the following categories: A- 
Commercially used (Established); B-Proof of principal obtained (verified, but 
not commercially developed); C - New ideas which do not violate the laws of 
physics (possible). 

To make the next generation of microchips even smaller and faster, 
X-ray photolithography, based on intense pulses of X-radiation, is being 
developed for commercialisation. With their status of enabling technologies, 
"pulse power" and vacuum insulator properties will play an increasingly 
crucial role in improving and maintaining our standard of life. 

Pulsed power systems of the highest energies and powers operate in 
accelerator and beam fusion programmes which respectively aim to produce 
beams at 1012 eV and 1014 W. A general system for particle beam fusion, 
Fig 10.1, described in a review by Toepfer [3], consists of a Marx generator, 
a pulse forming network followed by a magnetically insulated vacuum 
transmission line to a load which may be an e-beam, an ion-beam, or an 
imploder to deliver the power/energy to the target. The so-called vacuum 
transmission line usually consists of a coaxial, water-insulated transmission 
line which leads to a solid transition region and thence to a vacuum diode. 

. . . . . . . . . .  

I 

MARX [ PULSE VACUUM LOAD 
GENERATOR ! NETWORK FORMING LINE TRANSMISSION 

Oil insulated I Water insulated Magnetically Electron Beam 
capacitive I with gas and/or insulated Ion beam 
energy stor e I water switches _ Imploding liner 

Fig 10.1 Block diagram illustrating the general requirements for a particle beam 
fusion driver system. 

As an example of how pulse power technology may be implemented in the 
design of a high power microwave facility with minimum microwave 
breakdown problems, we cite some recent work by Moreland et al. [4]. They 
describe an investigation of non-uniform-amplitude backward wave oscillators 
(BWOs) in which a high current, high power, relativistically repetitively- 
pulsed electron beam accelerator (Sinus-6) injects an e-beam into a variety of 
BWO structures over a wide range of input parameters. Sinus-6 starts with a 
Tesla transformer and pulse forming line which steps up the voltage from 
300 V to 700k V. A nitrogen spark gap (18 atmos) then switches the voltage 
to an oil-filled adiabatic line which matches the 22 ohm input to a 100 ohm 
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output consisting of a magnetically insulated coaxial vacuum diode with a cold 
explosive-emission graphite cathode. The emitted electron beam is confined 
by a magnetic field of 2.6 T produced by a pulsed solenoid system. The 
e-beam produced is 12 nsec FWHM at a current up to 5 kA. The tube is 
overmoded and the extraction of power through the volume mode minimises 
microwave breakdown problems. The above exemplifies a general method 
whereby an accelerator injects an e-beam into the microwave system to be 
investigated. 

10.2 Breakdown-Initiating Processes 

The technological problems associated with insulating high voltages or fields 
in high frequency (HF) or pulsed field (PF) devices feature prominently in this 
text. Thus, Chapter 1 i focuses on the design criteria of travelling wave tubes 
(TWTs), whilst Chapter 12 discusses the operational requirements of 
superconducting RF cavities. In this section, consideration will be given to a 
range of breakdown initiating processes that arise to a greater or lesser extent 
in all such HF and PF devices. 

(a) 

VIRTUAL CATHODE 
i 

> . . . . . . .  . . . . . . . .  

. . . . . .  CATHODE 
_ _ ,,\ . . . . . .  ~ - - -  

INSULATOR 

WINOOW 

(b) 

VIR'nJAL CATHODE 

INSULATOR ANOOE 

WINCX~W 

Fig 10.2 Geometries of two principal types of virtual oscillator: (a) reflex triode. 
(b) vircator with axial-extraction. (After Benford and Swegle [5].) 
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An ideal vehicle for focusing this discussion is the "vircator", or virtual 
cathode oscillator, since this simple type of microwave tube may be used to 
visualise the fundamental genetic phenomena to be described in the following 
paragraphs. 

The vircator is a device which exploits space charge effects. Thus, 
referring to Fig 10.2, when an electron beam is injected into a drift space and 
its current exceeds the space charge limited current appropriate in the drift 
space, a so-called "virtual cathode" develops [5]. As the beam travels away 
from the anode through which is has passed, it loses kinetic energy and gains 
electrostatic potential energy so that, ultimately, the beam is reflected by the 
virtual cathode and an oscillation of charge occurs within the potential well 
developed between the virtual cathode and the anode which transmitted the 
beam. The oscillation of charge generates microwaves of the same frequency, 
given by 

COp = [4nne-beam e2/)m]l/2 10.1 

where ne-beam is the electron density of the beam at the point of injection, 7, is 
the relativistic factor at injection, and m is the electron mass. It be further 
noted that the microwave emission has also been explained by Mahaffey et al 
[6] in terms of phase bunching of electrons reflecting inside the self-potential 
well. 

10.2.1 Gap Closure 

Ideally, in most anode-cathode vacuum devices, the emission of particles 
should be confined to the anode and cathode surfaces; all other surfaces 
should be non-emissive. However, even in these ideal conditions, we find that 
the anode-cathode conduction processes can leave their desired parameter 
space and develop new characteristics which can have disastrous consequences. 
Such developments are inherently time dependent as, for example, is the case 
of gap closure which occurs in relativistic magnetrons and other microwave 
devices when plasma from either or both electrodes expands into the 
interelectrode gap. In a relativistic magnetron, the duration of the microwave 
pulse is limited by gap closure. Typical velocities of closure are about 5 
cm/~tsec. A form of the Child-Langmuir equation for electrons given by 
Toepfer [3] is 

I/A = 2.34 x 103 V 3 / 2 / d  2 10.2 

where V is in megavolts, d is the geometrical interelectrode gap in 
centimetres, I is the current in amperes and A is the cathode area. The ratio 
I/V 3/2 is known as the perveance, P of an electron gun of given geometry 
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A/d2. If A and d remain constant, then P is a fixed property of the gun. 
However, if d or A change, then the value of P changes. When plasma forms 
in a vacuum breakdown process, it expands into the gap (gap closure) with 
velocity Vex p, so that the effective gap def t at time t after the plasma formation 
by the explosion of a field emitting point (say), becomes 

deft= d - Vexpt 10.3 

For this case, def  t should replace d in equation 10.1 and the perveance becomes 
a function of time. Parker et al. [7] have measured the perveance of an 
electron gun at times covering the range 20-100 nsec and produced the data 
shown in Fig 10.3. 

- - , - -  - -  T . . . . . . . .  I ~ - -  J : " I ¢ . . . . . .  I . . . . .  

5.0 

~', 4.0 
¢ , q  

3.0 

~. 2.0 

1.0 

Fig 10.3 

Experimental perveance ............................... 
Theoretical perveance / , f  

Child - Langmuir perveance .... , /  ............... 

f ,  

Flare expansion velocity = 2.5 x 106cm/sec ....................... 

........................ Plane and Edge 
. . . . .  . j , . . " J " " "  f 

..... Edge 

20 

_ .  ± • . . .  • . . . .  • . _  • . . . . . . . .  : . _  • . . . .  1 _  _ • 

30 40 50 ;60  70 80 90 100 

Time, n sec 

Perveance comparison for the diode formed by positioning a 
5.08 cm-diam graphite cathode a distance of 6.05 mm from a 
planar anode (After Parker et al [7].) 

The gun consisted of a 5.08-cm-diameter graphite cathode located 6.05 mm 
from a planer diode. They deduced that the plasma velocities were 
2-3 cm/~tsec. For the interested reader, the properties of electron guns used in 
microwave devices are further discussed in Chapter 11. 

10.2.2 Explosive Emission 

As noted by Parker et al. [7], and later by Mesyats [8], pulsed vacuum 
discharge phenomena, and possible gap closure, develop in the diodes of high 
current electron accelerators. As previously discussed in Chapter 6, the basic 
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process of explosive electron emission is where Joule heating of an emitting 
micropoint produces a blob of plasma at the exploding point. As the field 
emission process at a cathode point develops to explosion of the point and 
plasma formation, the current moves from pure field emission to a space 
charge limited flow governed by the Child-Langmuir equation. However, the 
ions produced, together with those from the anode or elsewhere, act to reduce 
the space charge in the gap, and hence a greater current, which further heats 
the electrodes to cause yet more plasma with its ions; i.e. a "nmaway" situation 
is created. A potential difference of several tens of volts then develops over 
the Debye length between the metal of the cathode emitting site and the 
plasma. The resulting electric field is sufficient to produce further intense 
electron emission from the metal to the plasma. 

! 1 / ! 1 / / ! / / / . / / . .  l / / / ! , / ' I / I /  
_ f Electron 

Anode Flow 

Control Equipotentials 
Electrode " ~  / 

• : i ' ! . . . .  ~ "  ~--- : == ' '  ' , ,  L '  

/ l / / /  l t / / l / / /  / / / l / l  i / f  7 

Fig 10.4 Illustration of field enhancement and electron emission from a needle- 
shaped emitter. 

Whilst each explosive emission site, with its plasma, is a source of an 
intense electron beam, the emission sites are not uniformly distributed, so that 
the individual beamlets together form a somewhat non-uniform total electron 
beam. However, as will be discussed in a later section, the exponential 
increase of the field emission current with applied voltage, coupled with the 
capability of achieving current densities up to about 108 amp/cm2 from a 
single point emitter, makes an array of such emitters a very attractive 
propo3ition for cathodes in large e-beam systems, including accelerators and 
microwave tubes. A major effort is also being made to exploit this type of 
emitter in microelectronics applications, based on the principle shown in 
Fig 10.4. It should be noted however that the review by Toepfer concludes 
that high current electron beams appear to be limited to about 10 TW/cm 2. 
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A diode with a plane cathode and a plane anode separated by distance d 
has a space charge limited current given by the Child-Langmuir relation of 
equation 10.2. However, the assumptions on which the equation is based 
include no account of either the expanding plasma from the explosive emission 
process or the non-uniform distribution of emission sites. To allow for the 
expanding plasma (so-called "gap closure"), d is replaced by d - vt, where v is 
the expansion velocity and t is the elapsed time from the initial formation of 
the plasma. With regard to non-uniformity of emission site distribution, it has 
been shown by Mesyats et al. [8] that, when an emission site is formed, the 
electric field at the cathode surface is rapidly decreased in the neighbourhood 
of that emission centre; this therefore has the effect that micropoints close to 
the emitting site do not explode to form another site. This so-called 
"screening effect" is attributed to the space charge of the electron beamlet 
from the emission site. In this context the non-relativistic equation for the 
screening radius rs due to a beamlet current i, is given by Mesyats [8] as 

rs = 5 x 10 2 i 1/2 V-3/4 d 10.4 

where i, d, and V are, respectively, in amperes, centimetres and volts. 
relativistic version of this equation is 

The 

rs = [8mcd2i (),2.1)1/2](eV2)]112 10.5 

where ~, = 1 - eV/(mc2). 

10.2.3 The Multipactor Effect (Classical) 

Multipactoring is an important mechanism that can lead to the development of 
vacuum breakdown in high power RF and microwave systems. The 
phenomenon was first described by Famsworth [9], the word deriving from 
"multiple electron impact". 

The strong RF fields present in many vacuum systems accelerate 
charged particles (e.g. field and photoemitted electrons, ionisated residual gas 
molecules etc.) towards dielectric surfaces (walls or windows) which then 
deteriorate under the bombardment. The number of charged particles 
involved depends upon the gas pressure within the system. If the bombarding 
particles acquire enough energy to produce secondary emission, the secondary 
particles (usually electrons) may find the RF field normal to the dielectric 
surface and in the correct phase to accelerate them to bombard another surface 
which again emits secondary electrons. This "bouncing" back and forth 
between surfaces is the multipactor effect. When the secondary emission 
coefficient is greater than unity, the electron density and the power delivered 
to the surfaces increase exponentially, usually ending with catastrophic failure 
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such as melting or fracture. Even if the power transferred by the multipactor 
process is too small to cause thermal damage or arcing, the process may cause 
surface charging which sets up local electric fields which may in turn exceed 
the dielectric strength of the material. To mitigate this possibility, dielectric 
surfaces are sometimes coated with a conducting film (e.g. graphite). 

In summary then, multipactoring develops by secondary electron 
multiplication between two opposed surfaces when a cyclic voltage is 
maintained between them, and if (a) the primary electron energy at collision 
with the wall results in a secondary emission coefficient greater than unity, 
and (b) the RF electric field is in the correct phase. 

Basically, the same processes as have been described above can also 
occur between metal surfaces, especially if the surfaces have patches of thin 
dielectric films such as oxide or pump oil. For the multipactor effect to 
develop, we require a non-uniform RF field of high intensity. A particle 
always gains more energy during the half cycle in which it is travelling 
towards the region of weaker field than it loses in travelling towards the 
region of stronger field during the reverse half cycle. An equation given by 
Gittins [ 1 0], previously derived by Boot et al. [ 1 1 ], for the time averaged force 
acting on a particle is 

F = (e2/4to2m) A IE21 10.6 

where 03 is the angular frequency of the oscillating field. 
As a multipactor discharge develops between two opposing surfaces, a 

thin electron cloud forms as a sheet approximately parallel with the two 
surfaces. The current carried by the electron cloud at each half cycle 
increases exponentially to a limit set by the perveance of the gap. This 
perveance limit is probably due to spacecharge repulsion which causes some 
electrons to fall out of phase with the applied RF field, thereby limiting the 
maximum electron density attainable by the electron cloud. A simple analysis 
of the classical multipactor effect has been given by Gallagher [12] whose 
work we shall now follow. The equation of motion for a particle of mass m 
and charge e moving in a gap d in an RF field given by E = (V0/d) sin wt is 

d 2 x  - eV° sin(tot + q~) 
dt 2 ----m--c[ 

10.7 

where ~ is the field phase at electron emission. In practice, the relativistic 
equation of motion is more appropriate when field strengths are as high as 
they are in some high energy accelerators, klystron cavities, superconducting 
cavities, and the like. Thus, relativistically, Gallagher [ 13] has shown that 
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d(6x)_ eV 0 sin(tot + ~) 
dt md 10.8 

where 
1 

This equation is most conveniently solved by a binomial expansion of 

1 

[l+(eV 0 ' tomcd)2{cost#-cos(tot+t#)}2] -~ 

which appears in the equation for dx/dt. The expansion is followed by term- 
by-term integration rather than by using integral tables, such as those by 
Grobner and Hofreiter [ 14]. 

Continuing classically, we may integrate equation 10.7 to obtain 

e V°. (totcos~-sin(tot +$)+sin#) x= to2m d 10.9 

To have gain, the transit time must be an odd number of half-cycles, so we 
have 

tot = 2n + 1 

with equation 10,9 becoming 

eV 
.. 0 [(2n + 1)trcos~ + 2sin q~] x:  to2m d 10.10 

Since the particle motion must be within the range 0 < x < d, the phase range 
in equation 10.10 must be restricted to 

2 
0 < 0 < arctan [z ''~ n+ t)"Tr 10.11 

Finally, with x = d, equation 10.10 gives 

( d ) eVo[(2n+l)lrcos#+2sin# ] 
/2 - c2 L ............... . . . .  

10.12 
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The strongest multipactor effect occurs in the first order, so we have 

(d)_ eVo 
~---/2" m c  2 10.13 

If we now assume that the primary electron with an impact velocity of v i 
produces a secondary electron with an emission velocity v (noting that a high 
secondary emission coefficient implies a low emission velocity), appropriately 
specified boundary conditions change the coefficient (2n + 1) ~ to 

K - l ( 2 n + l ) g  10.14 
K + I  

where K is the ratio vi/v. It follows that the phase range given by equation 
10.14 changes similarly. Finally, it should be noted that experimental results 
obtained by Hatch and Williams [ 15] agree well with the predictions of the 
above classical theory. 

1 0 . 2 . 4  Surface Flashover 

As discussed at length in Chapters 8 and 9, there is always a serious risk of 
breakdown occurring along the surface of insulators separating conductors or 
electrodes. Frequently, it is initiated by the bombardment of insulators by 
charged particles such as can occur in space, in RF equipment 
(multipactoring), and in beam machines. 

Technological experience indicates that surface flashover generally 
involves the presence of surface inhomogeneities in the structure of the pure 
dielectric occurring at sites on the surface, or in the solid close to the surface. 
Possible inhomogeneties have been identified as lattice defects, impurities, and 
absorbed gases. The traditional interpretation assumes that when a sufficiently 
high electric field is applied between the electrodes bridged by the insulator, 
electrons are emitted at the triple junction formed by the cathode-insulator- 
vacuum combination. These are then assumed to "hop" along the insulator 
surface towards the anode following paths of least resistance between the 
randomly distributed sites, changing the solid state, surface state and vacuum 
state characterising each site with which the electrons interact [16,17]. 
Definitively detailed models of exactly how the various stages of a complete 
flashover develop from prebreakdown currents, through circuit limited 
discharge current, to full recovery have yet to elucidated. However, recent 
ideas discussed in Chapter 9 indicate that the relaxation of trapped charge 
could play a crucial role. 

In a recent survey, Asokan et al. [ 18] used streak photography to record 
surface flashover caused by pulsed electric fields across an insulator-vacuum 
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interface at a streak speed of 1 nsec/mm. An interesting feature of this 
detailed study is the planar geometry of the electrode-insulator configuration, 
as shown in Fig 10.5. The more usual geometry for flashover studies is 
cylindrical, whereby a cylinder of dielectric bridges the inter-electrode gap. 

6 
D 

_ - .  - I  , , , , ,  , . . . . . .  

rig lo.5 Side view of electrode configuration used for surface flashover studies [ 16]. 
1 and 2 - electrodes, 3 - streak camera, 4 - phototube. (After Asokan et 
al. [18].) 

However, a cylindrical geometry is quite unsuitable for photographic studies 
because only the near half of the cylindrical area is observable by the camera, 
the far half is hidden by the dielectric itself. Also, the aspect of a flashover 
channel which is observed by the camera changes according to the location of 
the channel on the semi-cylindrical face presented to the camera. Such 
changes can lead to interpretational ambiguities. The planar geometry of 
Asokan et al. [18] avoids these problems. Their electrodes are clamped onto 
one of the flat surfaces of a dielectric disc (crystal quartz, 25.4 mm diameter x 
5 mm thickness) so as to give a uniform inter-electrode spacing of 1 cm. The 
plane to which the flashover is thereby constrained is arranged to be normal to 
the optical axis of the streak camera. A typical sequence of events observed 
during flashover by Asokan et al. [18] is as follows. Visible light of high 
intensity originates at the cathode followed, about a nanosecond later, by 
visible light of high intensity originating independently at the anode. The 
anode and cathode light emitting regions then propagate towards the opposite 
electrode at about 3 x 108 cm/sec. They also observed that, in two-day tests, 
the greater flashover voltages were achieved on the second day and attributed 
this to the formation of negative charges at trap sites on the insulator surface 
during the first day test. 
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At voltages above a few tens of kV, the voltage hold-off of insulators is 
proportional to the square root of the insulation thickness; thus a ten-fold 
increase of voltage requires a hundred-fold increase in thickness of insulation 
for hold-off. By using n metal grading rings, separating insulating discs of 
thickness x, to create a uniform potential gradient between the anode and 
cathode, the hold-off for each stage can be such that the total hold-off voltage 
can become linearly proportional to total insulator thickness. In general we 
can write 

Vh ~ n Vn 

where Vh is the voltage hold-off of a single ungraded insulator of thickness X, 
and nx = X. As a practical illustration, Fig 10.6 shows how a vacuum 
insulator is built into a typical system for generating an e-beam for injection 
into a microwave generator. Each insulator annulus is separated from its 
neighbour by a metal annulus. The slope of the inner surface of each insulator 
is cut at the angle which gives maximum hold-off voltage. 

~!iiiiiiiiiiiiiiil!ilii!i!!!iil 
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or step-up transformer Insulating oil 
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output s~tch 

Ma I~Set:i:t~ insul!ed 
transmission line 

Fig 10.6 Schematic of a typical pulse forming line system employing a graded 
insulator to isolate the load. 

More recently Elizondo [19] has reported how much greater vacuum surface 
flashover voltages can be achieved by forming a so-called microstack of thin 
metal discs alternating with thin insulator discs. Samples with the optimum 
configuration failed by dielectric bulk breakdown at 400 kV/cm rather than by 
surface flashover. 

The voltages at which surface flashover occurs with pulses of duration 
greater than microseconds appears to be independent of the pulse duration. If 
tif is the longest formative time necessary for the completion of an individual 
process necessary to establish a full breakdown, the energy of any pulse of 
duration greater than tif will be dissipated in other conduction processes which 
maintain the discharge rather than established it. However, for pulse durations 
less than 100 nsec, surface flashover voltages become time-dependent 
according to which processes have enough time to develop to full breakdown 
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in the applied field. Factors which become influential are insulator relaxation 
times and field enhancement at triple points. Generation of surface plasma 
moves time scales from the purely electronic to the longer ones associated with 
heavy particles such as neutrals and ions. 

With the growing importance of high voltage semiconductor switches, 
many research projects have been aimed at understanding the flashover 
mechanism of a semiconductor-vacuum interface. These studies have 
revealed that this type of regime exhibits many significant differences from 
the corresponding insulator-vacuum behaviour. For example, Nam and 
Sudarshan [20] have found that surface breakdown (flashover) across the 
semiconductor/vacuum interface occurs at fields much less than the theoretical 
value corresponding to the breakdown field of the pure semiconductor bulk 
material, and much less than the breakdown field of pure vacuum. In 
summary, surface flashover appears to involve interactions between 
semiconductor conduction processes within the surface layers and gas 
conduction processes in the vacuum ambient close to the semiconductor 
surface. Clearly, much work will be needed to understand the physical 
mechanisms that control the performance of these advanced systems. 

10.2.5 Magnetic Insulation 

As indicated in the previous section, a solid insulator becomes vulnerable to 
surface charging processes, and consequently flashover, if it has to operate in a 
plasma environment. Thus, in low earth orbit, where the typical plasma 
density is --107 cm-3, satellite-based devices are prone to instability. However 
steps can be taken to inhibit flashover when the region of insulator where it is 
likely to occur is defined by electrodes. In this case, a magnetic field 
(magnetic insulation) can be applied precisely to alter inter-electrode particle 
trajectories and thereby increase the flashover voltage by significant factors. 
An accepted model of flashover development, due to Boersch et al. [16], 
involves a combination of electron avalanche and electron-induced gas 
desorption. Magnetic insulation is most effective when the E x B vector 
forces the avalanche electrons away from the surface (lift-off of electrons); 
where a number of authors, including Bergeron [17], Van Devender et al. 
[21 ], and Bergeron and McDaniel [22], have discussed the conditions for lift- 
off. The critical magnetic field given by Bergeron and McDaniel [22] is 

B c = 1.6 (Vo/Vl 2) E 10.15 

where E is the average electric field applied parallel to the surface, v o is the 
average emission velocity of secondary electrons, and v I is the impact velocity 
of electrons for saturated avalanche conditions. Korzekwa et al. [23] have 
found that magnetic fields of several tenths of a tesla are sufficient to double 
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flashover voltages. Materials studied in the presence of DC or pulsed 
magnetic fields were an epoxy-fibreglass composite (G-10), pyrex, lucite, and 
teflon. Results indicate that significant magnetic insulation can be obtained 
from small (several cm 3) lightweight (several tens of grams) permanent 
magnets which apply fields up to 0.2 T to the cathode region only. 

,) o J . . . . . . .  . . . .  ¢ o ®  

I . . . . .  
X" ~ Z  

Fig 10.7 A magnetically insulated parallel plate line. (After Toepfer [3]). 

As a general rule, electromagnetic energy is converted to particle beam energy 
by an induction process or by an emission process in vacuum. Magnetic 
insulation was proposed by Winterberg [24] to increase the breakdown voltage 
of a vacuum gap. As a practical example of its applications, Fig 10.7 shows a 
magnetically insulated parallel plate line [3]. In this context, Lovelace and Ott 
[25] have derived the following equation for the minimum magnetic field B o 
which will insulate a vacuum coaxial transmission line, 

me2 2,  
2 r 2 g 2 - 1  Bo= 

e r o -  i 

where we have 

10.16 

To = l + (eVo /mC 2) 

and r+ is the anode radius, ro(ri) is the radius of the outer (inner) cylinder and 
m, c, and e have their usual meanings. 

An important case of magnetic insulation is where the insulation is not 
provided by an extemal magnetic field, but by the self-magnetic field due to 
the line current flow itself. For example, transmission lines feeding power to 
high current vacuum diodes are often magnetically insulated by such a 
mechanism. The modelling of this type of system has been based on cold fluid 
equations [26] and particle-in-cell simulations [27]. 
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For the application of magnetic insulation in the space environment, the 
reader is referred to the review of Krompholz et al. [28]. 

10.2 .6  Stability of Microwave Transmission Windows 

When millimetric microwave generators operate at powers approaching the 
gigawatt level they do so with pulses of 10 -8 -10 -6 sec at repetition rates which 
are generally slower for the longer pulses. Field gradients can be greater than 
106 V/cm and energy densities can cause materials problems, particularly at 
windows which enable the generated microwaves to be coupled to the outside 
world. 

An equation which is useful for rough calculation/estimation of the 
magnitude of the electric vector in electromagnetic radiation is 

w = E21(t.to/Eo )1/2 ~E2177 W/m 2 10.17 

where w is the incident power per unit area and the other symbols have their 
usual meaning. For a diffraction limited spot of area L 2, we have 

w = p/~2 10.18 

where WT is the total beam power. Equations 10.17 and 10.18 then give 

WT = E2 A,2/377 10.19 

The critical field for the Kilpatrick limit at 35 GHz (8 mm)is  about 108 V/m, 
so that from equation 10.19 we find the critical power to be WT = 1.7 GW. 

An electron beam device for generating microwaves, such as a 
travelling wave tube, usually consists of a beam source which is often a diode, 
an accelerating region and a wave-beam interaction region where the 
electromagnetic radiation is generated. After the electrons have passed 
through the interaction region, the beam and its unused energy is deflected by 
a magnetic field and upped into a collector which must cope with the thermal 
load, and high energy electron bombardment which may cause outgasssing and 
surface charging leading to plasma formation and/or surface flashover. The 
microwaves generated pass along a vacuum waveguide which terminates at a 
window which separates the vacuum of the waveguide from the atmospheric 
pressure of the antenna (or load). When the peak powers of the microwaves 
reach values such that their associated electric fields are greater than those 
necessary to produce plasma at the window surface, catastrophic window 
failure may occur if the window design has not been very carefully 
considered. 
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Factors to be taken into account include material selection, dimensions, 
and geometry. Low microwave absorption, thermal shock resistance, and high 
stability at the anticipated working temperatures are important properties of 
the window material. In selecting material for the windows of high power 
RF/microwave systems, high values of the ratio 

Thermal conductivity 
Dielectric constant × Loss tangent 

should be sought. Geometrical considerations may include enlargement of 
wave guide section for the window installation so as to reduce the power 
flux/electric field at the window surface and to improve thermal management. 
There is plenty of scope for exploitation of engineering ingenuity and "know- 
how" to shine in window design for high power, high repetition rate 
microwave systems. 

As a practical illustration, Fig 10.8 shows a transition from water to 
vacuum [3]. Respective breakdown strengths given by Toepfer [3] for water 
and solid insulator are 

EBWteffl/3 A0.058 = k-+- 10.20 

and EBsV~ "1 = k 1 10.21 

where EBW and EBS are the breakdown fields in megavolts per centimetre, teff 
is in microseconds, and A is the electrode area in square centimetres. In a 
coaxial system the constant k is a function of the polarity of the centre 
electrode, k + (k-) = 0.3 (0.6). The volume of solid (cm 3) is Vs and k is a 
constant of value depending on the material. The maximum power flow 
sustainable by the system, is not limited by the breakdown strengths of water 
or the solid but by flashover at the solid-vacuum interface, which is usually 
initiated by events at the "triple point" where metal, dielectric and vacuum 
meet. Toepfer [3] quotes a limiting power flux of 2 TW/m2 at the vacuum 
interface for flashover at 270 kV/cm for the system he describes. As noted 
previously in the case of microwave systems, by gradually flaring the 
line/guide to increase the cross-sectional area up to that of the solid transition 
region, the power per unit area arriving at the solid-vacuum interface is 
reduced to levels which enable the peak powers delivered safely to the diode to 
be significantly increased [29]. The peak power WL deliverable to a load of 
impedance ZD is 

WL = ot V2/ZD 10.22 
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where (x is defined as 

ot -[4(ZL/ZD)]/[(ZlfZD) + (2"rD/'rR)] 2 10.23 
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Fig 10.8 The transition from water ---> dielectric ---> vacuum. Line is flared in the 
region close to solid dielectr ic-vacuum interface. (After Toepfer  [3].) 

The maximum voltage across the interface is Vo and ZD = LD/'I:D is the 
impedance of the transition region. The inductance of the diode is LD and x D 
is its electrical length. The rise time to peak current at the diode output is x R. 

10 .3  Pulsed Power Devices and Technologies 

In the previous sections, we have considered some of the key physical 
processes that limit the operation of HF and PF systems. We shall now 
describe a range of devices that have been developed to facilitate practical 
applications of pulsed power technology. 
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10.3.1 Electrically Triggered Vacuum Switches 

While surface flashover in vacuum is generally undesirable, it is necessary for 
the operation of triggered vacuum gaps, i.e. the "switch" for many pulse 
power systems. Much has been written about the mechanisms by which 
triggered vacuum gaps operate and many ingenious designs have been 
described [30-33]. By way of illustration, we shall describe a recent cathode 
design by Sampayan et al. [34], shown in Fig 10.9. This produces a uniform 
array of surface flashover sparks to trigger the vacuum gap uniformly so that 
current densities in the main discharge are much reduced. Their cathode 
consists of an insulating substrate with a high voltage bottom plane and isolated 
metal discs surrounded by a ground plane on the top plane. Each disc was 
isolated from the pulsed trigger source by a resistance. Essentially, the overall 
geometry of the cathode, plus its trigger electrode structure, was made from a 
standard 1/16 in-thick, copper clad double sided fibreglass-epoxy circuit 
board. The bottom copper plate was etched so that identical circular areas of 
epoxy were exposed as an array. The remaining copper surrounding each and 
every circular epoxy patch was used as the trigger pulse connection 
(equipotential because of the high conductivity of copper). The top copper 
plate was etched so that it was covered by an array of identical rings (annuli) 
of exposed epoxy in such a way that no rings touched. In this way, the centre 
of each epoxy ring isolates its central copper disc from the copper which 
surrounds each epoxy ring. The surrounding copper was used as a ground 
plane (again an equipotential). The top and bottom arrays were sized and 
aligned so that each and every top copper disc was concentric with a bottom 
circular epoxy patch of equal area to form a "mirrored" pair. To provide a 
resistive path (found to be essential for reliable triggering) between the high 
voltage bottom plane (trigger pulse connection) and the isolated copper discs 
in the top plane, a small connecting hole was first drilled between the centres 
of each and every "mirrored" pair and then the walls of the connecting holes 
were plated. The spacing between an isolated copper disc and the ground 
plane was about 0.25 mm and it was across this insulator (epoxy) surface that 
the trigger plasma was formed. 

In the triggering operation, a high voltage pulse applied to the bottom 
plate is resistivly coupled to each and every copper disc on the top plate 
through the plated holes. The effective isolation resistance between the bottom 
(trigger) plane and the isolated copper discs of the top plane was of the order 
of 104 ohm. Triggering results in surface flashover sparks between most of 
the copper discs and the ground plane which effectively surrounds them. The 
multiplicity of flashover plasmas initiate a discharge between the anode and 
cathode of the vacuum spark gap. Other materials used instead of copper 
double sided epoxy circuit board include platinum-palladium on ultra-pure 
alumina ceramic. 
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10.3.2 

(a) Capactively coupled plasma source. (b) Resistively coupled plasma 
source. (After Sampayan et al. [34].) 

Optically Triggered Photoconductive Switches 

Pulse power applications for e-beam and laser controlled semiconductor 
switches are increasing apace as both closing and opening switches. As their 
commercial potential grows, so does the need and motivation to understand 
their basic operating principles and failure modes. As indicated in Section 
10.2.4 the principal factors limiting the operating voltages is the flashover of 
both the dielectric-vacuum and semiconductor-vacuum interfaces. Much 
research therefore remains to be done on this topic if the performance of this 
type of switch is to be optimised. 

With contemporary switches, the current densities reached by 
conducting filaments in the GaAs photoconductive switches used in pulsed 
power applications can be 10 6 A/cm 2 or more. At these densities, damage 

390 



10. PulsedPower 

accumulates near the contacts until flashover occurs across the semiconductor 
surface between the electrodes. Baca et al. [35] describe results which show 
that accumulated damage at contacts can be significantly reduced by modifying 
the alloying procedure. It is also noted that Au-Ge is better for a negative 
contact and Au-Be for a positive contact. The above observations are in line 
with other studies which have concluded that the development of surface 
flashover conduction processes at a semiconductor-vacuum interface begins in 
the bulk semiconductor. 

For high average power switching, industrial and government 
laboratories have identified laser and electron beam triggered photoconductive 
solid-state switches as prime candidates for the next generation of high 
performance switches in advanced pulsed power applications. 

PFN 8kv max Thyratron 

--°~-.L®*~-m~-- ~ ' - -  : i _,_~)FX2335 Source Voltage 
"" T T T _ -I 4kVmax 

[__.^[ ~ ? Switch Voltage 
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Fig 10.10 Schematic diagram of a PFN-based test circuit for studying the closing and 
opening behaviour of an electron beam CSS module. The thyratron- 
switched PFN is impedance matched at the load. A 30 fl resistor is used to 
limit the switch current. (After Kirkman et al. [36].) 

The package of important operating characteristic features of solid-state 
photoconductive switches includes high hold-off fields, high switched currents, 
sub-nanosecond jitters, high repetition rates, long operating life, and 
compactness. The combination of compactness and comparable (or superior) 
performance makes these new switches the preferred design option for many 
new pulse power systems. The most important materials for photoconductive 
switches appear to be GaAs and bulk silicon, either doped or intrinsic. Pulse 
specifications attainable by using GaAs photoconductive switches are 107 W 
with pulse durations of many nanoseconds at repetition rates greater than 
1 kHz and sub-nanosecond rise times and jitters. Diamond in natural or CVD 
grown forms is also attracting much research attention. For these, and other 
materials, hold-off fields greater than 100 kV/cm can be switched to pass 
currents in excess of 104 amp/cm2 by either laser or electron beams, 
depending on conditions. Figs 10.10 to 10.12 show various aspects of e-beam 
switched photoconductive devices. 
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Fig 10.11 Electron beam controlled diamond switch. (After Hofer et al. [37].) 

Switch 
Cathode Switch anode 

~ ! ! ? ~ 5 ~ i  ~ ! ~ " . ~ "  ' ~  

. . . . . . . . . . . . . . . . . . . . . . .  : ~¢ ¢ I 
, ' l ~ , t t i i i ' :  ! i l  ! !i i i i::i i i i i  ! i i i  

50 mm 

Vacuum 

E-gun anode 
E-gun 

Fig 10.12 Diamond switch and electron beam assembly concept. (After Hofer et al. [37].) 

The level of sophistication of solid-state photoconductive switches has been 
raised to include both the closing and opening operation in the one device 
known as a Bulk Optically Controlled Semiconductor Switch (BOSS). This is 
a switch which can be closed on command with one laser pulse (1 lxm, say) and 
opened on command with a second laser pulse with a different wavelength 
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(2 ktm, say). Clearly, such control enables BOSS devices to compete with 
traditional hard tubes such as the triode. A semiconductor material which 
operates as a BOSS is copper-compensated, silicon-doped gallium arsenide 
(GaAs:Si:Cu), [38-41]. For faster (sub-nanosecond) opening, chromium 
doping is of particular interest [42]. Closing and opening has also been 
achieved with a GaAs bulk switch which has a built-in e-beam of 50 keV from 
a dispenser cathode. Only one beam is necessary because the current passed by 
the switch follows the profile of the e-beam. The device is compact and 
megahertz repetition rates have been demonstrated with applications including 
pulse length modulation. 

Vacuum is often the chosen ambient within the capsule of the switch 
device, especially if it is e-beam triggered. The hold-off fields attainable are 
thus limited by the processes of surface breakdown in vacuum. To date 
powers greater than 400 kW have been switched into a 50 f2 load 

10.3.3 Electron Beam Applications 

Applications identified for high average power electron beam systems include 
the treatment of medical and chemical waste, sterilisation of food, and clean- 
up of flue gases. Accelerators using multiple stages of pulse compression are 
now available to give output pulses of tens of nanoseconds durations at 
voltages up to 20 MV and average powers up to MW. e-beam irradiation can 
be switched off and has none of the problems associated with radioactive 
demand sources such as cobalt-60. Some US regulations limit acceleration 
voltages to 5 MV. For cost effective irradiation, large volumes must be 
processed rapidly, so an important emphasis of research and development is to 
create uniform e-beams, or X-ray beams, of large cross-sectional area 
(~ m2), with average powers of several hundred kW to several MW, and 
which are good for upwards of 109 shots. For this level of performance, the 
cathodes should emit current densities greater than 100 A/cm2. In general, 
electrons for such beams can be derived from a number of well defined 
processes or combinations of them. These are field emission, thermionic 
emission, photoelectric emission, secondary emission, ferroelectric emission, 
or plasma. Ultimately, the quality of an electron beam is very dependent on 
the quality of the pulse power engineering. 

For the above applications however, pulsed e-beams to deliver a few kJ 
in about 50 nsec FWHM at rates of 100 pps are required. Reliability 
considerations require the e-beam diode to operate for at least 108 shots 
without maintenance. The cathode of such a diode is often a hollow graphite 
cylinder which develops an almost uniform distribution of electron emitting 
sites by the familiar vacuum breakdown processes; the anode may be a metal 
such as tantalum. McClenahan et al. [43] have reported such a system, where 

393 



High Voltage Vacuum Insulation 

the design parameters of their diode were 

Cathode graphite, OD 1.9 cm, wall thickness 0.3 cm 
Anode: tantalum, 0.76 mm thick 
Anode-cathode gap; 0.6 cm - 1 cm 

The impedance of their diode varied between 100 f~ and 200 f~ depending on 
the gap. The typical gap closure velocity was 5 cm/l.tsec. 

In practical terms the maximum power available from an electron beam 
is essentially limited by self-space-charge effects (see Child-Langmuir equation 
10.2). A voltage limitation exists but cannot be specified precisely because the 
electric fields involved may initiate breakdown by any of a wide variety of 
processes ranging from multipactoring to deterioration of vacuum conditions 
by outgassing. An electron beam device for generating microwaves will 
typically have three vulnerable sectors; namely, the beam source, which is 
often a diode, an accelerating region and a wave-beam interaction region 
where the electromagnetic radiation is generated. It can however be assumed 
for practical purposes that the output powers of electron beam driven 
radiation sources are limited by the input powers. Performance specifications 
now demand greater e-beam currents with higher brightness and lower 
emittance. 

10.3.4 X-Ray Lithography 

The microelectronics industry is driving towards higher densities of circuit 
elements on circuit chips and faster circuits. The feature size, which will 
result in an order of magnitude improvement in both these goals, is about 
0.25 lxm, or less. To achieve this, X-ray photolithography is the preferred 
route. For this route, soft X-ray sources of high brightness and stability are 
needed for photolithography of large-scale integrated circuits. Sources 
considered include plasma focus [43], gas-puff Z-pinch [45] and a vacuum 
spark [46,47]. No single source seems to have such dominant advantages over 
the other sources that they would make it the "obvious" choice, but vacuum 
sparks are strong contenders. The X-ray intensity and wavelengths emitted by 
vacuum sparks depend on electrode configurations and materials, so 
optimisation of these has become the main thrust of many investigations. 

One of the options being seriously considered as a source for X-ray 
photolithography, because of its simplicity and potential for repetition rates of 
50 pps or so, is the X-pinch. The X-pinch consists of two wires (or more) 
arranged in an X-configuration so that they touch at the intersection point. 
The wires are arranged stretched between the output electrodes of a source of 
current pulses (105 amp). A current pulse causes a plasma, which is 
essentially a vacuum arc, to form at the wires and pinch towards the single 
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point where they touch under the influence of the self-magnetic field of the 
current. Intense X-ray radiation is generated in the plasma surrounding the 
"intersection point" of the "X". The recovery properties of this arc naturally 
influence the pulse repetition rates attainable. According - to Glidden et al, 
[48], magnesium wires have given radiation between 0.84 nm and 0.94 nm 
(mostly for K-shell lines). The design of the vacuum insulator, which is the 
interface between oil and vacuum regions, is crucial to the successful operation 
of this pulsed system. This is mainly because of the need to dissipate the 
excess inductive energy after X-ray pulse, and the fact that the flashover 
strength of insulators in vacuum depends strongly on the direction of the 
applied electric field, whatever its origin. The design recommendation of 
Glidden et al. [48] for the vacuum region is to minimise the inductance while 
maintaining the vacuum electric fields on the cathode surfaces at values no 
greater than 200 kV/cm. 

Complete exposure of a proprietary resist with soft X-ray sensitivity of 
50 mJ/cm2 in one second requires a pulse current of 500 kA at a repetition 
rate of about 40 pulses per second [49]. This yields an average X-ray power 
output greater than 1 kW in the 0.7 to 1.0 nm range. Repetition rates should 
generally be above 10 pps to avoid mask damage. 

A vacuum spark itself can be an efficient source of X-rays [44,46] in 
both line and continuum form [47,49-52]. The X-rays can be produced by 
e-beam interaction at the anode or beam-plasma interactions and plasma 
processes from almost any region of the inter-electrode space according to 
electrode geometry and mutual location. For X-ray photolithographic 
purposes, the emission site must be stable during the exposure time. 

In a study by Arita et al. [53], a 30 kV, 10.6 I.tF, 7.2 kJ capacitor was 
used to produce currents of about 300 kA in a half sinusoid of about 5 I.tsec 
duration. Arc and X-ray emission spot sizes were recorded by an optical 
camera and a pin-hole camera, respectively. A Be foil covered the pin-hole to 
block wavelengths longer than 1.5 nm. Flat-field grazing incident XUV 
spectrography [54] was used to record the soft X-ray spectra (line continuum). 
The time delay to X-ray line emission was observed to be about 1 I.tsec. The 
studies of Arita et al. [53] relate to Mo, A1, C and cathodes and include X-ray 
spectra from Z-pinched vacuum sparks. Of the various electrode geometries 
studied, the greatest X-ray intensities were observed when using a spherical 
anode and a conical cathode with a gap of 2 mm. X-ray emission wavelengths 
were in the range 0.52-1.2 mm - quite close to the range 0.4-1.4 nm 
considered to be suitable for X-ray lithography. In considering the 
optimum/efficient production of X-rays from a pulsed source, it is important 
to remember that both the electrode-plasma combination and the circuit 
configuration are ultimately related. 

In summary, we note that for X-ray photolithography, the X-ray source 
can be a vacuum spark in systems configured to exploit the well known 
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properties of X-ray emission, current carrying capabilities, and recovery time 
of vacuum arcs. The research issues now are focused on simplicity of 
construction, high repetition rates and consistency of X-ray output with 
respect to both spectral content and location of the emitting region. As the 
references show, formal investigations over the last 30 years or so have 
provided a substantial background of data, phenomena and understanding 
which are now forming the basis of what promises to provide the 
microelectronics industry with yet another order of magnitude advance on 
product performance. 

10.3.5 Photomultipliers and Image Tubes 

Image tubes, photomultipliers, and the like have a photocathode selected from 
a large number of types (S 1, silver-oxygen-caesium; S 11, antimony-caesium, 
etc.), according to the desired spectral range and sensitivity. Both types of 
tube are widely used for recording transient optical events with time 
resolutions of nsec (photomultipliers) or tens of picoseconds (image tubes). 
Fine wires and thin plates are generally used for electrical, electro-optical, and 
structural purposes; insulator-metal seals abound. At the high voltages (a few 
hundred for photomultipliers and a few kV for image tubes) commonly used 
to obtain optimum system sensitivity, field emission effects can occur. In this 
context, Fig 10.13 presents analytical formulae for electric field enhancement 
factors at metal surfaces of various geometries [55]. Fortunately, for the 
designer, the field emission characteristics are, more or less, independent of 
the type of cathode (e.g. S 1, S11). Ideally, all electrons arriving at the anode 
of an electro-optic device should originate as "signal"; any other electrons, 
unrelated to the signal, merely generate noise. 

Of course, field-emitted electrons can arrive at almost any surface 
within an electro-optic device and their presence can often be deduced by the 
fluorescence or changes of potential and current they produce. Spurious 
photons from fluorescence or plasma at field emission sites can reach the 
photocathode surface by scattering and reflection processes, and so increase 
the background noise level. 

Many of the sites of field emission are fixed by the prevailing fields but 
others may come and go randomly according to the location of small particles 
of loose debris which may be present on assembly of the tube, or may develop 
during the tube life, especially under conditions of high vibration energies and 
frequencies. Very thorough cleaning and assembly procedures can eliminate 
debris problems almost entirely. Other causes of field emission may have 
their origin in the migration of material of low work function from the 
photocathode to other surfaces subjected to high electrical fields. Such 
unwanted low work function surfaces can also emit photoelectrically into high 
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field regions. A good account of field emission in image tubes has been given 
by Essig [56]. 
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Fig 10.13 Maximum field-enhancement factor, 13, for various electrode configurations. 
(After Gilmour [55].) 

10.3.6 Space Applications 

The major applications for pulse power in defence lie in the areas of high 
resolution radar, kinetic energy weapons and beam weapons. However, as 
indicated earlier in Section 10.2.4, when any of these applications are 
considered for a space environment, vacuum breakdown problems arise to a 
greater or lesser degree. All components to which high voltages are applied 
and which perform perfectly in earth surface applications may have to be 
redesigned to avoid surface flashover if they are to be used in space systems. 

The vacuum of space appears at first sight to be a ready made insulator 
for high voltages. Indeed, it would be were it not for all the gas which is 
steadily evolved from all the surfaces of a space vehicle and the high energy 
charged particles arriving during solar flares. The Strategic Defence Initiative 
(SDI) provided very powerful incentives to operate high energy pulsed power 
systems from space platforms. The systems seriously considered ranged from 
megavolt particle beams to kilovolt electromagnetic launchers (railguns). 
Gordon and Logue [57] have summarised possible effects of gas contamination 
on the performance of high power systems aboard orbiting spacecraft and 
discussed observations of contamination effects on the high voltage space 
experiments BEAR, SPEAR I and SPEAR II. (SPEAR - Space Power 
Experiments Aboard Rockets, BEAR - Beam Experiments Aboard Rockets). 
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A major conclusion of SPEAR I was that outgassing resulted in local pressures 
up to three orders of magnitude higher than the space ambient pressure. 

Among the objects of SPEAR I were studies of the altitude dependence 
of the I-V characteristic of a metallic conductor exposed to the space 
environment at biases up to tens of kilovolts, and the interaction of kV biased 
conductors within each others charge sheaths. Recommendations resulting 
from the data collected from SPEAR I include the following. 

(i) 
(ii) 

(iii) 

(iv) 

(v) 

Materials used in a payload must satisfy a minimum mass loss criterion. 
After vacuum bake-out, high voltage components should be tested for 
evidence of trapped gas or incomplete outgassing. 
Exposed dielectric surfaces should be shielded from the space 
environment of particles and photons so as to avoid surface charging by 
direct charge trapping, secondary emission, or photo-emission. 
Materials and surface treatments should be selected for their low 
outgassing rates, sputtering coefficients and secondary emission 
coefficients. 
Triple points should be shielded/covered so as to reduce the probability 
of surface flashover at a given inter-electrode voltage. 

The main objective of SPEAR II was to test components and systems for 
operation at high-voltages and powers in the environment of low earth orbits 
(LEO). The systems chosen for study were a klystron (high voltages) and a 
plasma accelerator (high current). Also in the payload were a turbomolecular 
pump and a cryogenic pump. Other issues considered included the behaviour 
of surface insulation in the presence of plasma, short pulse phenomena, 
conditioning and the effects of high magnetic fields. The following additional 
important conclusions relevant to the design of space-based HV equipment 
were reached by the SPEAR II programme. 

(vi) Vacuum insulators must be designed to survive several surface 
flashovers since conditioning is inevitable. 

(vii) It must be possible to pump evolved gas quickly away from regions 
where flashover is likely. 

(viii) Charged particles reaching dielectric surfaces distort surface fields and 
cause breakdown. 

The principle objective of the BEAR project, as detailed in its Final Report 
[58], was achieved by operating a neutral particle beam system in space for the 
first time. The neutral particle beam consisted of neutral hydrogen atoms and 
hydrogen ions of energy 1 MeV emitted by an accelerator in 50 Ixsec pulses. 
Among subsidiary objectives was the measurement of spacecraft charging, 
again emphasising the importance attached to the problem of surface flashover 
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at high voltages aboard spacecraft at LEO. In this context, particular note 
should be taken of our earlier observations in Sections 10.2.4 and 10.2.5, 
where we highlighted the adverse effects of surface charging on insulator 
hold-off performance. 

For further information about space-based HV applications, the reader 
is referred to Chapter 13. 
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11. 1 Introduct ion  

The electron gun in a microwave tube is used to shape the electron emission 
from the cathode into a beam suitable for interaction with the microwave 
circuit. A typical example of a high power microwave tube (a multi-cavity 
klystron) is presented in Fig 11.1. The lower part is the gun; above are 
located the cavities where the beam interacts with the field and finally the 
collector where the electrons dissipate their energy. 

COLLECTOR 

OUTPUT 
CAVITY 

RF OUTPUT 
WINDOW 

ION PUMP 

CAVITIES 

ELECTROMAGNET 

RF INPUT 

CATHODE 

H.V. ISOLATOR 

Fig 11.1  Section through a multi-cavity klystron. 
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The construction of very high peak-power electron tubes (i.e. few tens 
to hundreds of megawatts under very short pulse operation), or electron tubes 
with lower peak power operating under longer pulse, or DC conditions, is 
rapidly faced with the problem of voltage breakdown in the gun structure. 
Because of the many parameters involved, the problem can be very complex. 
For example, it is influenced by the voltage, the electric field, the presence of 
a high current electron beam, the material used to manufacture the electrodes, 
the presence of a hot cathode that generates a range of pollutants, and the 
physico-chemical preparation treatments. 

The particular application domain to be discussed in this review is 
defined in Section 11.2. Subsequently, in Section 11.3, both published and 
non-published data on a variety of electron guns will be presented. These 
data are then analysed to bring out the most significant parameters. This has 
led to the data being plotted as a function of four parameters: the cathode 
voltage Vk, the cathode diameter Ok, the cathode current Ik, and the ratio of 
the maximum electric field on the focusing electrode to the cathode voltage. 
In the same section, the experimental data will be analysed in order to 
highlight the influence of the geometry of the focusing electrode on the 
electric field. 

To evaluate the quality of a given electron gun, it is interesting to have 
an estimate of the minimum electric field which is achievable by optimising 
the shape of the electrodes. Accordingly, Section 11.4 presents a "ranging" 
computation, based on a computer program, that leads to a simple formula 
for (Emax)mi n. In Section 11.5, the various data known on electron guns are 
compared with results obtained by Cranberg on voltage limitations for 
electrodes in vacuum. The most interesting consequence is the reformulation 
of the limit of electric fields as a function of pulse length. 

11 .2  Specification of Selected Class of Tubes 

The subject area to be considered is that of "O" type electron tubes which 
essentially includes two families: 

travelling wave tubes (TWTs), 
klystrons. 

both of these groups of tubes usually employ Pierce type electron guns, in 
which the cathode has the shape of a spherical concave surface. 

The electron gun is characterised by two electrical parameters, the 
electron current Ik emitted by the cathode, and the accelerating voltage V k. 
According to the user's needs, the current may be DC or modulated under 
pulse field conditions, as illustrated in Table 11.1. 
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Table 11.1 Illustrating the possible operating regimes of Pierce-type electron guns. 

Electron 
emission 
current Ik 

DC 

Pulse 

Cathode Voltage (Vk) 

DC 

Diode electron gun 

Tv~s  of modulation: 
Electron gun with anode 
Electron gun with focusing electrode 
Electron gun with grid 

, ,  , .  , .  , ,  

Pulse 

Cathode modulation 

ANOOE 

BEAM FORMING 
ELECTRODE 
(WEHNELT) 

CATHODE 

I ,,__+_ 

...!_ 
_~V" I 

! 

t 

INSULATOR 
(CSRAMIC) 

Fig 11 .2  Structure of diode-type electron gun. 
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Fig 11.3 Structure of a grid modulated electron gun. 

Fig 11.4 

MODULATING ANODE 

INSULATOR i 

! 
Structure of an anode modulated electron gun 

ANODE 2 (TO GFK)UND POTENTIAL) 

Figs 11.2 to 11.4 present the various types of electron gun structures 
referred to in Table 11.1. For these, the applied voltage covers the following 
range: 

- DC voltages up to 100 kV, 
- Pulsed voltages up to 5-600 kV. 
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For all types of gun, the electron emission is related to the voltage through 
the equation: 

Ik = PVk3/2 11.1 

where P is the perveance of the gun structure, which is usually in the range 

10 -7 < P < 2.5 x 10 -6 [A/V3/2] 

The above limits on current and voltage lead to corresponding limitations on 
the electron beam power generated by the gun and, in consequence, the output 
power. This is clearly shown on Fig 11.5 which presents the peak and mean 
power limitation as a function of the frequency. 
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" • • • " ~  mm FEL ( ns- ItS ) 
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• I ROTRONS 

! 3 I0 30 100 300 Frequency ( GHz ,) 

Fig 11.5 Peak and mean power limits of electron guns. 

Among the wide ranging and varied reasons leading to arc generation 
is the effect of the electric field on the electrodes at cathode potential. 
Typically, this can range from around 1 kV/mm to 10-20 kV/mm; indeed, 
this field is one of the principal causes of arcing. From this, the beam area 
convergence (defined as the ratio of the surface area of the cathode to the 
cross-sectional area of the beam) has to be < 100 in order to obtain good 
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quality electron optics and an adequate current density; the latter being 
related to the cathode temperature (800 < T < 1100°C). If one tries to exceed 
the operational limits imposed by the state of the art, one is rapidly faced with 
the problems of voltage breakdown phenomena (arcs and microdischarges) in 
the gun. 

11.3 Experimental Data on Pierce Type Guns 

This section is divided into two sub-sections. In the first, a set of parameters 
are selected that provide the best description of the electrical phenomena that 
occur in an electron gun; in the second, the values of these parameters, and 
the conclusions to which they lead, are presented for a large number of 
travelling wave tubes and klystron gun structures. 

11 .3 . 1  Choice of Parameters 

These have been selected according to three important physical phenomena 
that occur in electron guns. 

a) Electron Emiss ion  f r o m  the Cathode 

In the simplest case, namely the diode, the electron emission follows the 
Child-Langmuir law of equation 11.1. For such a regime, the perveance is 
characteristic of a given geometry" it does not depend upon the applied 
voltage, or the geometric scale. In any case, if the voltage becomes very 
high, a slight correction is necessary to take into account relativistic effects. 
The perveance of the electron gun tubes considered here is around 10 -6. 
(N.B Microperveance (~tP) is defined as equal to 106 P). 

b) Field  Emiss ion  and Conduction 

If a voltage is applied to a gun with a cold cathode (i.e. unheated), a small 
electron current is measured which is called the leakage current. This 
current is due to either conduction along the insulating parts or electron 
emission from electrodes that are at a negative (cathode) potential. In this 
latter case, the emitted current in general follows the Fowler-Nordheim law 
which is characteristic of field emission (see Chapters 2 and 4) i.e. 

I = A E2exp(-B/E) 11.2 

where E is electric field at the emission site. 
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For a given geometry, the electric field is proportional to the voltage, 
so the relation becomes 

o r  

and 

I = A ' V 2 e x p ( - B ' / V )  11.3 

I/V2 = A ' e xp  ( - B '/V) 

log (I /V 2) = log A'- B ' /V  

11.4 

11.5 

Thus a plot of log (I/V2) versus (I/V) (known as Fowler-Nordheim or F-N 
plot) gives a straight lines with a negative slope when field emission is 
responsible for the phenomenon. 

In contrast, when conduction along insulating surfaces is responsible 
for the phenomenon, the current I is proportional to V, i.e. 

I = C V  11.6 

where C is the conductance. This relation can alternatively be written as 

o r  

I , / ~  = C / V  11.7 

log(I/V2) = log C + log I /V  11.8 

It follows that a F-N plot in the case of insulator conduction will be 
characterised by a logarithmic curve. 

An example of this type of plot is presented in Fig 11.6 for a travelling 
wave tube operated at 20 kV. For low voltages (I/V large), the conduction 
regime is predominant, while for large values of V, it is the field emission 
process that dominates. 

c) E l e c t r i c  A r c s  

There is no simple relation between current and voltage when an arc occurs. 
In addition, these parameters vary very rapidly with time, and are a function 
of the characteristics of the power supplies and the circuit components. 
Generally, it is a perturbing phenomenon that interrupts the tube operation 
and causes quite severe damage due to the energy developed during the 
arcing. It is mainly this phenomenon that one wishes to avoid. Among the 
many possibilities of breakdown initiation, two cases have been chosen: 

field emission from the cathode, 
clumps, as postulated by Cranberg. 
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Fig 11.6 Fowler-Nordheim type plots for the electron gun of a 20 kV travelling 
w a v e  tube. 

In the case of field emission, arcing is assumed to be initiated at the site that 
emits the highest current density. Normally, this emission site will be located 
in the zone where the electric field is maximum. 

As previously discussed in Chapter 7, Cranberg [4] postulated in 1952 
the existence of small aggregates, clumps, or microparticles, that have a weak 
adherence to the electrode on which they are deposited. These microparticles 
acquire a charge Q proportional to the surface charge density, which is, in 
turn proportional to the local electric field E. The mutual repulsion between 
charges having the same polarity results in the ejection of the microparticle 
which, after acceleration, bombards the opposite electrode with an energy QV 
proportional to the product EV. If the energy is above a certain level an arc 
is produced. This mechanism is thought to be particularly important in the 
case of devices employing dispenser cathodes where the possibility exists for 
particles of cathode material (e.g. barium) to be injected into the high voltage 
gap. 
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If one accepts this theory of arc initiation by clumps, the product EV 
has to be higher than a given limit, if an arc is to be produced. As the clumps 
may originate from either the cathode or anode, consideration has to be given 
to both the cathode and anode electric field. Many experiments [5,6] prove 
that the field referred to in the product EV is the cathode field. On all 
electrodes that are at cathode potential, the value of V is the same. Hence, to 
keep the product EV lower than a given limit is equivalent to limiting the 
electric field. As a result, the probability of arcing will be highest in the area 
where the electric field is the maximum. So, for both cases, the conclusion is 
the same. If, then, the three electric phenomena occurring in electron guns 
are taken into account, four parameters may be retained 

Vk 
Ik 
P 
Emax 

the cathode voltage (referenced to the anode) 
the cathode current 
the perveance 
the maximum electric field on the electrode at cathode potential. 

At this stage, it should be noted that two of the parameters, P and Emax, 
depict the gun geometry: however, they vary differently according to the 
following scaling transformations. 

Scaling o f  the Voltage 
If the voltage is multiplied by a factor m, while the dimensions of the gun 
remain constant, the electric field E is multiplied by m and the perveance 
remains constant. The ratio E/V is independent of V and depends on the 
geometry. 

Scaling of  the Dimensions 
If all the dimensions of the gun are multiplied by h, and the applied voltage 
and remains constant, the perveance and the convergence of the gun will 
remain unchanged, and the electric field will be multiplied by 1/h. 

In order to compare guns, a reference length has been introduced: i.e. the 
cathode diameter ~)k is related to I k and the current density Jk through 

Ik = (rd4)Ok.2Jk 11.9 

The seven parameters Ik, Vk, P, Emax, Ok, Jk and the ratio Emax/V k are then 
connected by the three relations 11. l, 11.9 and the following" 

Emax = (EmaxlVk) Vk 11.10 

In fact only four parameters are independent. Thus, if the geometry of the 
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electron gun is to be characterised, the independent parameters (Emax/Vk) and 
Ok will be chosen. The two other independent parameters will be I k and Vk, 
and the linked parameters Emax, P and I k, from which the diagram of an 
electron gun can be obtained, as shown in Fig 11.7. In this figure: 

the first quadrant gives I k versus V k (curves of constant 
perveance having a parabolic shape), 
the second quadrant gives Ik versus Ok (curves of constant 
current density Jk also having a parabolic shape), 
the fourth quadrant gives (Emax/Vk) versus V k (plots of constant 
field Ema x are hyperbolic). 

Ok 

J = c t  

I k = ~ / 4 .  (JktZlka) 

Fig I1.7 

Ik 

I k =  P .Vk  "Vz 

e r v e a n c e  = c t  

Vk  

. . . . . . . . .  , . , . ~ . _  ill -~, i, i ,.-- 

E==x==ct  

Era=z= ( E = a x / V k ) . V k  

Em==/V~ 

Electron gun diagram (linear plot). 

From what has been said previously, Ema x and Emax/V k vary as the 
reciprocal of Ok for guns having the same perveance. In the third quadrant, 
curves of constant perveance may be plotted that are hyperbolic and 
characterise families of similar guns. 

For a better presentation of the gun diagram, logarithmic scales have 
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been used on Fig 11.8, 11.9 and 11.10. As a result, the previous curves 
become straight lines. To illustrate how a gun diagram is used, the values of 
three tubes are presented in Fig 11.8: 

a travelling wave tube operated at 70 kV 
a SLAC klystron delivering a peak power of 150 MW at 
3 GHz [8] 
an electron gun used in a free electron maser operated at 
580 kV [3]. 

% 
_'ix I~ (A) ~'o, 0 

io 3 

IO I-- 

(mm) 

)~, Vk 

(l<V) 

161 

Fig 11.8 

103 4 0  ~ 4 0  ,4 ~o Io'- IO "L 10 q 

En,z/V k (mm -I) 

Electron gun diagram using log-log scales. 
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Fig 11.9 Typical use of a gun diagram (increase of Vk with constant perveance and 
current density Jk') 

This type of diagram (Fig 11.8) allows one to follow the evolution of the 
parameters as one of them is varied, while keeping the others constant. Thus, 
assuming the electron current density (and therefore the set cathode operating 
temperature) and the perveance are kept constant, it will be seen from 
Fig 11.9 that: 

the cathode diameter ~k increases as Vk0.75 
the ratio Emax/Vk varies as the reciprocal of ~k 
the electric field increases as V0.25 from 10 kV/mm at 
V k = 20 kV to 20 kV/mm at Vk = 300 kV. 
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Fig 11.10 Gun diagrams with experimental data points. 

This clearly shows that the electric field increases rapidly and reaches 
electrical breakdown levels. To avoid such a breakdown, it is possible to 
operate at constant electric field, while keeping the same perveance as in the 
previous example. Then, 

the current density varies as V-0.5 
the cathode diameter and voltage increase rapidly, which results 
in an increase of the gun convergence. 

These two examples show that the choice of the cathode diameter, from 
among the other parameters, results in a compromise between the 
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convergence and the value of maximum electric field at the focusing 
electrode. 

11 .3 .2  Use Gun Parameters 

The values of the parameters V k, I k, Ok and Emax/V k, corresponding to a 
large variety of travelling wave tubes and klystrons, have been plotted ,on the 
gun diagram of Fig 11.10. These data will now be used to highlight a 
number of important design considerations. 

E,,,,/V (ram-') 
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O. 16(pP) ~n 

MICROPERVEANCE (/JP) 

Fig 11.11 (Emax/Vk) versus the perveance, for a cathode diameter of 10 mm. 

a) The  Th i rd  Q u a d r a n t  

If a series of similar guns having the same perveance are considered, the 
electric field varies as the reciprocal of the cathode diameter. In the third 
quadrant, these points are located on a straight line having a negative slope 
o f - 1 .  However, Fig 11.10 shows that all the electron guns having a 
perveance of 2 x 10 -6 are not located on a straight line of negative slope -1. 
While some are located on the line, others are below it, i.e. corresponding to 
higher electrical fields. Moreover, other electron guns, having low 
perveances, are also located below the straight line of slope -1. In order to 
compare all possible electron guns, a preliminary scaling has to be 
implemented in order to reduce them to a common cathode diameter. Thus, 
Fig 11.11 presents a plot of Emax/V k for Ok = 10 mm as a function of the 
perveance. It shows that Emax/V k increases with the perveance, and that for a 
given perveance, the dispersion can be important. 
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Two questions arise: 

(i) Is there a lower limit for Emax,/Vk for a given perveance ? 
The answer to this question is in the affirmative, where an estimate 
based on computation is given in Section 11.4. 

(ii) What is the origin of the observed dispersion? 
This point will be treated in the following section. 

b) Influence of  the Electrode Geometry on the Maximum 
Electric Field 

Fig 11.12 presents a plot of the equipotentials of a high power klystron 
electron gun having a perveance of 2 x 10 -6. The electric field is maximum 
in the vicinity of the focusing electrode, and increases as the radius of 
curvature of the focusing electrode Rw decreases. 

FOCUSING ELECTRODE 

,,~IO01E 

ODE 

INSUt.ATOR 

Fig 11.12 Equipotentials of a high power klystron gun. 
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Fig 11.13 presents the variation of Emax/Vk versus X = Rw/Rk, for 
0 = 10 mm (Rk is the radius of curvature of the cathode). This shows that 
the smaller is R w the greater is the ratio Emax/V k. These results can be 
compared with the electric field occurring between two coaxial cylinders. If 
the radius of the inner cylinder is b and the radius of the outer cylinder is a, 
the maximum electric field is located on the central conductor and its value is 
Emax = V/b log(a/b). Whilst the focusing electrode of radius Rw can be 
simulated to b, it is difficult to find an equivalence to a, i.e. since the distance 
between the focusing electrode and the other electrodes, which are at ground 
potential, varies strongly from one gun to another. However, if Rw is 
normalised against the cathode radius Rk, it can be considered as a variation 
of the type k/x log x. In Fig 11.13, 1.5/x log x has been plotted against x. 
These considerations are useful in the design of an electron gun. 

N.B. If a large radius of curvature Rw is needed in order to obtain a low field 
at the edge of the focusing electrode, this leads to a greater overall diameter 
of the focusing electrode Ow, i.e. as illustrated in Fig 11.14. Thus, a ratio of 
Ow/~k of the order of 1.8 would be a conservative choice in this case. 

c) Influence of the Pulse Length 
It is known from experiments [9,10] that the breakdown limit of an electron 
tube operated under pulse conditions is improved when the high voltage pulse 
length is decreased. As an example, Fig 11.15 presents the maximum electric 
field at the edge of the focusing electrode as a function of the pulse length. 
For the tube referred to as A in Fig 11.15, the decrease from 600 Its to 10 Its 
allows an increase in the cathode voltage from 130 kV to 200 kV, and hence 
an increase of the electric field on the edge of the focusing electrode from 
7.56 to 11.6 kV/mm. 
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1 O0 

Fig 11.15 
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The dependence of Emax on pulse length. 
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It will also be seen from Fig 11.15 that a limit can be drawn which 
links tube A and tube B, above which the breakdown occurs. However, if the 
limit is extrapolated towards small pulse lengths, the experimental points 
remain well below this limit and the field in general does not exceed 20 
kV/mm, even when very small pulse lengths are considered. To explain this 
limitation, it should be noted that small pulse lengths correspond to electron 
tubes operated at very high voltages, and the maximum permitted electric 
field decreases when the voltage is increased. This point will be developed in 
Section 11.5 where the Cranberg results are presented, and a reformulation 
of the limit of the field E versus x is proposed. 

11.4 Mathematical Computation of the Minimum Electric 
Field in a Pierce Gun 

Fig 11.16 represents the geometry of a Pierce gun. If the effect of the radius 
of curvature of the focusing electrode is neglected, and the shape of the 
truncated cone is adopted, the maximum electric field on the focusing 
electrode is obtained at the point where the distance d' to the anode is a 
minimum. 

: _ : - - :  . . . . .  - - . - - . .  

Fig 11.16 Pierce type gun geometry. 

Rk Cathode radius (Ok = 2Rk) 
Rc Spherical radius of curvature of the cathode 
Ra Spherical radius of the anode 
d = Rc-  Ra 
d' Minimum distance between the focusing electrode and the anode 
(d' = d sin 67.5 ° = 0.92d) 
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The minimum value of the maximum electric field on the focusing 
electrode is obtained when d' is minimum, i.e. when 

d ' =  d.sin(67.5 °) = 0.92 d 11.11 

with d = R c - R a 

and 

o r  

(Emax)mi n = Vkld'= VklO.92d = 1.08Vkld 

(Emax/Vk)mi n = 1.08/d 11.12 

In order to determine the lower limit of Emax/Vk, it is sufficient to compute 

d= R.- R,I Rk 

~ ~  pP=0.5 

10 20 3o 50 lO0 200 5OO 

CONVERGENCE 

Fig 11.17 Computation of the ratio of (Re - Ra)/Rk versus the convergence Cv and the 
microperveance tXp. 

d versus the electron gun parameters (perveance, area convergence). This 
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computation has been made using the computer program "Pierce gun 
synthesis" of Vaughan [12], where Fig 11.17 presents a plot of d/R k versus 
the convergence, for microperveances ranging from 0.5 to 2.5. 

With the exception of millimetric wave tubes, the electron guns have a 
convergence lower than 100; indeed, with the exception of UHF and VHF 
tubes, convergences are for the most part below 40 to 50 and above 10. 
Fig 11.18 presents a plot of the reciprocal of d versus perveance for 
convergences between 10 and 100, and a cathode diameter equal to 10 mm. 

11d (mm - l )  
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0.1 

Convergence ~ I 0 0  

ee ~ 

. o ~ ~  

f "  

. I  ° I 

Collvergerloe - 10 

0 0.5 I 1.5 2 MICROPERVEANCE p P 

Fig 11.18 Computation of 1/d versus the perveance for a cathode diameter of 10 mm. 

This verifies that the reciprocal of d increases with increasing perveance, i.e. 
in agreement with the results of Fig 11.11. It should also be pointed out that, 
for values of the microperveances (gp) between 0.5 and 2, the expression 
0.148 (ktp)l/2 is a good approximation for the reciprocal of d. Indeed, the 
discrepancy with calculated values for convergences of 10 and 100 is lower 
or equal to 10 %. This result is not caused; for a planar diode, having two 
surfaces ~ separated by a distance d, the perveance is 

p = 2.33 x 10 -6 ~ / d  2 11.13 

and E = V/d 

Hence E/V = 1/d varies as (p)l/2. It is therefore natural to look for an 
approximation of Emax/Vk which varies as (p)l/2. 
For the Pierce gun, the equation is 

423 



High Voltage Vacuum Insulation 

(Emax/Vk)mi n = 1.08/d = (1.08) (0.148) ([tP) 1/2 = 0.16 ([tP) 1/2 11.14 

which is plotted on Fig 11.11. From this plot it can be seen that the curve 
constitutes a lower limit. To assist the comparison between two guns having 
different perveances, the ratio between (Emax/Vk) for ~k = 10 mm and the 
calculated limit 0.16 (ktp)l/2 has been plotted versus the microperveance in 
Fig 11.19. 

(E , . . /V l )  /0.18 (pp),a 

4 • e • 

e 

o 

e e  0 ) 
L . . . .  

I 
microperveance p P 

. . . . . .  

0 0.5 1 1.5 2 

Fig 11.19 Ratio of Emax/Vk over 0.16(~tP) 1/2 versus microperveance ~tP 

Apart from a few exceptions, the ratio is in general greater than 2. The 
ratio (Emax/Vk) for a cathode of Ok = 10 mm can be written 

(Emax/Vk) = O~ ([tP) 1/2 11.15 

where computed value of (Emax/Vk)min have been obtained for t~ = 0.16. 
Here, one must keep in mind that amin = 0.16 is also a computed value with an 
accuracy that is no better than 10% for a cathode having a diameter 
Ok (mm); hence Emax/Vk is given by 

Emax/V k = ct (BP) 1/2(10/Ok) 11.16 
This relation characterises the third quadrant of the diagrams of Figs 11.7 to 
11.10. Now, Emax can be estimated through the elimination of the various 
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parameters between the four equations 11.1, 11.9, 11.10 and 11.16, and leads 
to 

Ema x = 0.886 ~(Jk ) l / 2Vk  1/4 11.17 

where Ema x is in kV/mm, Jk is Acm2, V k in volts, and (Emax)mi n is obtained 
for ~min = 0.16. The parameter ~ is characteristic of the geometry, and so ot 
> 0.16 can be explained by three possibilities: 

- the distance between the anode and the focusing electrode is too small, 
- the radius of curvature of the latter is too small, 
- the external envelope is too close to the focusing electrode. 

The formula points out the importance in the choice of Jk when a gun is 
designed. It is not only the choice of the cathode current density that 
determines its operating temperature, and consequently its life, but also the 
cathode dimensions since (Jkl/2) varies as the reciprocal of Ok, and therefore 

the electric field. 

11 .5  C o m p a r i s o n  w i t h  C r a n b e r g  R e s u l t s  

In Section 11.4 the estimated minimum value ~ ~ a x i m u m  electric field in 
an electron gun was computed. It is now i ~  to compare these data 
with the electric field limits at which arcs ~ e  limiting electric field 
being either deduced from experiment or c o ~ ~ o m _ ~  theoretical models. 
Thus Fig 11.15 shows that there is a tendency t o ~  increasing the electric 
field when the pulse length is decreased, but ~ ~ - - ~  a clear limit. It can be 

increa~ the high voltage and also noted that the combined effect of W i t h  
shortening the pulse length are partially compensa~g .  However, it remains 
important to have the possibility of separating these two effects in order to 
better understand these dependencies. 

It is known from earlier experience [ 1 ] that, when the distance between 
two electrodes is increased, the breakdown voltage increases and the 
breakdown electric field Eli m decreases according to the relationship [4] 

Elim = 10/V 11.18 
where E is in MV/m (or kV/mm), and V is in MV. This limiting value of E 
can be rewritten by introducing the product EV, i.e. 

Elim V = 104 11.19 
where E is in kV/mm and V in kV. Figure 1 in Cranberg's original 
article [4] presents the breakdown voltage versus the distance between 
electrodes having geometrical shapes such that the field is approximately 
uniform; i.e. where the electric field is given by the ratio V/d. This figure 
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has been re-plotted in Fig 11.20 with modified co-ordinates" namely, the 
product EV plotted against the high voltage V. The results from electron 
guns can now be plotted on such a diagram. Thus, in Fig 11.21, the close 
circles correspond to cathode modulated tubes and the open circles to tubes 
operated under DC conditions. 
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Fig 11.20 Plots of the product EV versus V. (Values after Cranberg [4].) 

The Fig 11.21 shows that, for tubes operated under pulse conditions, the 
values of V k and of the product VkEma x are higher than that obtained with 
tubes operated under DC conditions, where the high voltage does not exceed 
100 kV and the product EV is lower than 103 (kV)2/mm. The evolution of 
EV as a function of V can be described by equation 11.17, and reformulated 
as 

EV = 0.886 ~ Jkl/2Vl'25 11.20 

It can also be noted from Fig 11.21 that, when the voltage increases, the field 
is not constant. 

To specify the influence of the pulse length, Emax.V is plotted against 
pulse length x, as shown in Fig 11.22. This indicates that when x decreases, 
the value of EV increases; however from Fig 11.15, it will be seen that when 
x decreases, the electric field does not increase significantly. 
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Fig 11.21 EmaxV versus V for a Pierce type gun. 

If the points corresponding to high values of E.V are linked together, 
almost all guns are below a limit defined as 

EV - 100 1:-0.34 11.21 

or its equivalent x - (E.V/100)-3 
Such a relationship has to be taken into account for electron tube 

design. The points A In Fig 11.22 correspond to breakdown experiments on 
high voltage electron guns from X-band klystrons at SLAC.[7]; clearly, these 
points are beyond the limit EV = 100 I: -0-34. It should also be noted that 

427 



High Voltage Vacuum Insulation 

Staprans [9] obtained a good fit of his experimental data with the empirical 
relation 

Vma x = K 2 L 0.8 11.22 

where Vma x is the breakdown voltage of the gun, L the electrode spacing, and 
K2 a parameter depending on pulse length. His results are coherent with 
equation 11.20. 
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Fig 11.22 Emax V versus pulse length. 

For guns having the same perveance and area convergence, the ratio 
O/L is constant (0  being the cathode diameter); also, from equation 11.9, J 1/2 
varies as 1/0, or l/L, and the product EV, given by equation 11.20, varies as 
V1.25/L. Thus, if EV is constant, it follows that V1.25/L is constant and 
likewise V/L0.8. 

For a pulse duration greater than 1 ms, and for DC voltages, the limit 
does not follow equation 11.21, but becomes approximately 

EV = 8 x 102 (kV)2/mm 11.23 

Compared to the value of EV given by equation 11.19, there is a difference 
of approximately 1 l dB. This is probably due to the presence of a hot 
cathode, hot electrodes in the gun, or electrodes polluted by barium deposited 
from the cathode. This EV limit may be increased by attention to the 
physico-chemistry of the gun electrodes and in particular by: 
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- lowering the electrode temperature, 
- having well cleaned componant parts (physically and chemically 

treated), 
- having well degassed parts through firing and baking. 

Improvements can also be obtained by modifying the gun structure by way of 
introducing intermediate electrodes between the cathode and the anode; i.e. 
which corresponding to a transposition of the classical results of Van de 
Graaf for insulators to the gun structure. In pursuance of this approach, a 
recent calculation has been made [11], and experiments are under way with 
the testing of a 1MV ku band klystron [2]. 

1 1 . 6  Conc lus ions  

Breakdown in the electron gun is one of the major limitations on the 
performance of microwave tubes. If continuous voltages are applied to the 
tube, the limitation of the product EV results in a limitation of the CW output 
power. However, peak output powers, higher than the limitation of CW 
tubes, can be obtained with pulsed voltages: the shorter the pulse length, the 
higher the output power. 
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High Voltage Vacuum Insulation 

12. 1 Superconducting Microwave Cavities for Particle 
Accelerators 

Superconductivity is at the heart of new accelerator technology. Both electron 
and proton accelerators are reaping benefits from this phenomenon. Whereas 
superconducting (SC) magnets provide the high magnetic fields needed to 
guide charged particles in circular orbits, microwave cavity resonators 
provide the high voltages needed for acceleration. The resonant frequency of 
such cavities is usually between 100 and 3000 MHz. 

Most accelerators today are operated with copper cavities. For 
continuous operation, as is required for many applications, the power 
dissipation in the walls of a copper structure is quite substantial, e.g. 
0.1 megawatts per metre of structure operating at an accelerating field of 
1 million volts/metre (MV/m). Since losses increase as the square of the 
accelerating field, copper cavities become severely un-economical as demand 
for higher fields grows with the higher energies called for by experimenters 
who wish to probe ever deeper into the structure of matter. 

Here superconductivity comes to the rescue. The microwave surface 
resistance of a superconductor such as niobium is 5-6 orders of magnitude 
lower than that of copper. The quality factor of an SC resonating cavity is of 
the order of 1010. However, not all of this phenomenal gain is available for 
practical exploitation, since the wall losses of SC cavities are dissipated at low 
temperatures (2-4 K). Nevertheless, after allowing for the refrigerator 
power, the net gain is still a factor of several hundred. In fact, it becomes 
more attractive to use higher accelerating fields. Typically, for an 
accelerating field of 5 MV/m, which is readily accessible with today's SC 
structures, the losses are a few watts/metre. This therefore is the driving 
incentive for the use of an SC RF system in accelerators. 

Apart from the reduced operating power and higher operating fields, 
there is yet another area of benefit offered by SC cavities to particle 
accelerators. The presence of microwave cavities in accelerators has a 
disruptive effect on the beam, limiting its quality and the maximum current 
available. With the higher voltage capability, an SC system can be made 
shorter, thus reducing overall beam-cavity interaction. To minimise power 
dissipation for a desired accelerating field, copper cavities are forced to have 
geometries that intensify the harmful beam-cavity interaction, i.e. small beam 
holes. With SC cavities on the other hand, large beam holes become 
affordable. In the long run, this translates into superior beam quality or 
higher beam current, qualities that make new applications attractive. 

Sustained progress in achieving higher operating field gradients with SC 
niobium cavities has given impetus to wide-ranging applications in 
accelerators for high energy physics and nuclear physics research, as well as 
to drivers for free electron lasers (FEL). 
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Excellent accounts of the various projects, and review articles on all 
aspects of the technology can be found in the proceedings of five Workshops 
on RF superconductivity [1,2,3,4,5]. All together, about 150 metres of 
structures have been installed and operated at accelerating fields up to 6 
MV/m. In tests of the same structures before installation into the targeted 
accelerator, gradients around 10 MV/m are regularly achieved. In many 
cases, these pre-installation tests are performed without all the components 
necessary for accelerator operation, such as power couplers and tuners. 

Exciting new applications are forthcoming in the areas of storage rings 
for high energy physics, light sources, and linacs for FELs. To realise these, 
higher gradients must be reliably achieved. In the most optimistic case, 
20 kilometres of SC cavities, with gradients between 20-30 MV/m, will be 
needed by the early part of the next century for colliding electron and 
positron beams with energies in the trillion electron volt (TeV) range. Such 
an accelerator is regarded as an important probe into the ultimate structure of 
matter, complementary to the LHC (Large Hadron Collider). The LHC will 
be the largest application of superconducting technology using several 
thousand SC magnets. 

12.2 Present Performance Compared to Ultimate Limits 

To reach the present level of performance in SC niobium cavities, it was 
necessary to overcome limitations in several categories" weld defects, resonant 
electron multiplication (multipacting), and thermal breakdown of 
superconductivity from sub-millimetre sized, non-superconducting regions. 
Reliable techniques to surmount these difficulties have been invented and 
implemented. Selecting the proper curvature for the shape of the cavity wall 
eliminates multipacting. Defocused electron beam welding eliminates weld 
defects. High purity, high thermal conductivity niobium stabilises the RF 
surface against thermal breakdown. 

The ultimate potential of SC cavities continues to elude us, however; 
present theoretical estimates set the accelerating field limit at 50 MV/m for 
structures designed to accelerate particles travelling at near the velocity of 
light. At this field, the surface RF magnetic field in a well-designed cavity 
would reach 2000 oersted, equal to thermodynamic critical magnetic field of 
niobium. Above this level, superconductivity is expected to quench. At the 
theoretical limit of 50 MV/m accelerating, a well designed accelerating 
structure (for electrons) would have to support not only a surface magnetic 
field of 2000 Oe, but also a surface electric field of 100 MV/m. Although the 
expected magnetic field limit has never been surpassed (the record for the 
surface RF magnetic field in an SC niobium cavity being 1600 Oe [6]), the 
electric field counterpart (100 MV/m) has been exceeded on several occasions. 
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In specially designed cavities, a surface RF electric field of 145 MV/m was 
reached in continuous wave operation [7], and 220 MV/m in pulsed operation 
[8]. Accordingly, there is no fundamental limit to reaching a surface RF 
electric field corresponding to 50 MV/m, accelerating. 

However, in regular accelerating structures, field emission takes over as 
the overriding performance limitation above 20 MV/m surface field (about 
10 MV/m, accelerating). Excessive heating from field emission currents 
increases exponentially with field, making SC cavities unattractive above 
10 MV/m accelerating. Progress is being made towards a better 
understanding of field emission in SC cavities, as well as toward inventing 
techniques to suppress emission. With these new approaches, it is now 
possible to prepare SC accelerator structures that reach gradients of 
15-25 MV/m accelerating in laboratory tests. This chapter will describe the 
nature of field emission in SC cavities, independent studies of the emission 
phenomenon and successes in reducing emission. 

12. 3 Nature of Field Emission in Superconducting Cavities 

A typical SC structure for accelerating charged particles, travelling at near the 
velocity of light, is shown in Fig 12.1. Electrons from field emission sites 
located on the cavity surface are accelerated and strike the cavity wall, causing 
heating and bremstrahlung X-rays. If sufficiently intense, heat deposited from 
electron bombardment can initiate thermal breakdown, as the temperature of 
the surface rises above Tc, the critical temperature for superconductivity. 
Within a single cell 1.5 GHz cavity, Fig 12.2 shows the calculated trajectories 
in the electromagnetic fields traced by electrons emitted during an RF cycle 
from a hypothetical emitter. The peak surface electric field chosen is 
24 MV/m. Due to the cylindrical symmetry of the accelerating resonant 
mode, electrons are confined to travel in a plane. The impact energy of the 
electrons, plotted in Fig 12.3 reaches a maximum of 0.6 MeV in this case. 
Before 1980, emission studies in niobium RF cavities had been correlated to 
measurements of (a) the current collected by a pick-up probe (see Fig 12.1) 
located near the axis of the beam tube of a test cavity, (b) the X-ray intensity 
outside the cavity, and (c) the increased power dissipation from the 
bombarding electrons. 

These indicators are all observed to independently follow the functional 
dependence of the Fowler-Nordheim (FN) field-emitted current relationship 
[9], previously discussed at length in Chapter 7, namely 
I = (AI32E2S/t~) exp (-Bt~3/2/I3E). Here I is the field-emitted current in amps, 
E is the applied electric field in V/cm, 1~ is the customary "field enhancement 
factor", S is the emitter area in cm2, ~ is the work function of the emitter 
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(a) 

(b) 
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Fig 12.1 (a) A typical superconducting multicavity structure for accelerating 
electrons. The wave guides are input and output power couplers. 
(b) The electric field lines of the accelerating mode. Thermometers are 
often placed in contact with the outer cavity wall to detect heating from 
areas of increased resistance, or impacting electrons from field emitters. 
X-ray detectors are also used. The equator and iris regions of the cavity 
are identified. 

(4 eV for Nb), whilst A and B are constants having the respective value of 
A = 1.54 x 10 -6, and B = 6.83 x 107 in the present formulation of the FN 
relation. There is also a good correspondence between the different 
indicators, when their increase with field level is studied [10]. In fact an 
examination of any of these quantities by means of an FN plot yields the 
13-values of the emission regime. For example, an FN plot of the collected 
current (I), against the applied field E, is a semi-log plot of the quantity lIE 2 
vs l/E; [~ is found from the inverse of the slope of the resulting straight line 
(as reviewed by Lyneis [11] Noer [12], and Weingarten [13].) 
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Fig 12.2 Calculated electron trajectories in one RF period emanating from a 
hypothetical emitter. The maximum surface electric field is chosen to be 
24 MV/m for this 1-ceU 1500 MHz cavity. The trajectories curve back and 
hit the wall because of the magnetic field. When tested in the laboratory a 
pick-up probe placed on the beam axis can collect field-emitted electrons or 
secondaries. 
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Fig ~z.3 Impact energy of electrons plotted as a function of the impact position for 
the emitter of Fig 12.2. Here 0 is the equator and -8 cm is the emitter 
location as measured along the cavity wall. 

Field emission studies in cavities that span RF frequencies between 0.5 
and 10 GHz show ~-values in the range from 80 to 1700. It should be 
recognised that the FN parameters, It-factor and areas, are traditionally used 
only as parameters to express the emitted current and its field dependence. 
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Their physical significance is still a matter for debate. For this reason, 
throughout this chapter we use the simplified Fowler-Nordheim expression 
which ignores the rounding of the potential barrier due to image charge 
effects. 

Apart from these global indicators, individual emission sites in SC RF 
cavities can be localised and characterised by measuring in detail the heating 
of the cavity wall from the spray of emanating electrons [14]. For this 
purpose, the outer wall of the cavity is covered by a dense array of sensitive 
thermometers [15] (schematically shown in Fig 12.1). Another method is to 
mechanically scan the outer surface with a suitable movable arm, bearing a 
smaller number of thermometers [ 14]. Using either technique, a series of 
temperature "maps" may be recorded at increasing field levels, which as 
illustrated by Fig 12.4, reveal any localised heating of the cavity wall due to 
emission from one or several emission sites. Information from companion 
X-ray mapping systems are often used to corroborate the heating patterns 
observed" thus Fig 12.5 presents an example of correlated temperature and 
X-ray maps [ 16]. 

AT 

Fig 12.4 

Epr, ,,aS 

6T 

AT 

360* 

E~K=51  

0 o 
Azimuth 

Epr, =36 

t 21~0. Om,~ upper irls 

AT 
equator 

lower Iris 

EpK. =e. : 

A series of temperature maps from a heat treated cavity, taken at increasing 
peak field levels from 36 to 51 MV/m. Heating is visible from impacting 
electrons that originate from several field emitters. 

From the pattern and amplitude of the observed temperature rise at 
increasing field levels, it is possible to deduce the Fowler-Nordheim 
properties of the emission site. The calculated impact current density and 
impact power density for the candidate emitter of Figs 12.2 and 12.3 are 
shown in Fig 12.6. 

In fact, this is a particularly strong emitter where the maximum impact 
current density is a few microamps/cm. The lineal power density from 
electron impact is near 1 watt/cm, and is substantially higher than the power 
loss of 10 -2 watts/cm 2 from the background microwave surface resistance 
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(10 -7 ohms). At the outer wall of the cavity, the corresponding temperature 
rise can be calculated by simulating heat flow through the niobium wall. 
Because of the thermal transport properties of niobium at 2 K, heat from a 
point source spreads with an FWHM of + 3 mm. The simulated temperature 
rise of the outer wall is shown in Fig 12.7. 

6,3n 
[ { x-ray-map, ""--. . .~mKl..,--"- { 
I state d] 
i sf T-map, state d) 
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u[lpcr 
~quator 

lower 360 ° --26,Iris 360,~,.1A. 

Fig 12.5 Side by side X-ray (left) and temperature (fight) maps showing how the 
heating from impacting electrons and bremstrahlung X-ray emission are 
strongly correlated. The second X-ray peak, where there is no temperature 
rise, is from back-scattered X-rays [ 16]. 

1 [3= 200 
S = 10-8(cm z) "E -1 A ToIol Power 
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Fig 12.6 Impact current (left) and power density (fight) for the emitter of Fig 12.2 at 
various field levels from 15 to 24 MV/m. The emitter properties selected 
are 13 = 200, area = 10-12 m 2. 

The expected 3 K temperature rise from electron impact heating is 
orders of magnitude larger than the 20 millikelvin increase expected from the 
uniform RF wall losses at the same field level. Indeed, heating from such a 
strong emitter can easily be detected, since low temperature thermometry 
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techniques permit detection of millikelvin temperature increments. This 
corresponds to heat flux densities of milliwatt/cm 2, which in turn corresponds 
to lineal impact current density of nanoamps/cm. A good temperature 
mapping system is therefore capable of picking up many emission sites. 

Heating profiles observed with the thermometry diagnostic system 
correspond well to calculations [14,15]. The [I-factor and areas of an emitter 
may then be deduced from a comparison between the observed and simulated 
heating patterns. As analysed from temperature maps, the 13 and S values of 
emitters found in RF cavities are shown in Fig 12.8 for 500 MHz [13], 
1500 MHz [ 15] and 3000 MHz [ 17] single cell test resonators. 
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Fig 12.7 Simulated temperature rise at the outer wall of the cavity from the emitter of 
Figs 12.2 and 12.6. The temperature increase is plotted for several field 
levels from 15 to 24 MV/m. 

It is clear, that to reach high fields, low [3 values must be attained. On 
the other hand, there appears to be no strong correlation between emitter area 
and the maximum field reached. Temperature maps are also used to count the 
number of emitters found on a cavity surface [18]. Thus, the typical density 
of significant emitters, as a function of surface electric field, is given Fig 12.9 
(solid triangles). 
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Fie tZ.S Beta (upper) and area (lower) values for various emitters detected in 1-cell 
SC cavities at three frequencies. The FN properties were obtained from 
temperature maps. 

Here, the effective area is taken as that part of the surface where the 
field is > 80% of its peak value. It will be seen that there is a rapid increase 
observed in density of significant emission sites with increasing field. 

For comparison, typical emitter densities found on Nb samples of 
several square centimetres, scanned with a DC needle, are also given [19]. 
Other information given in Fig 12.9 will be discussed later. These findings 
make understandable the difficulties in reaching higher operating field levels. 
There is a clear need for better surface preparation techniques to reduce 
emitter density and emissive properties i.e. the 13- and S-values. 
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Fig 12.9 
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Emitter density vs. increasing field level observed in tests of chemically 
treated (solid triangles) and heat treated (solid circles) cavities. At much 
higher fields emitter density data from DC studies are included (solid 
squares). 

12. 4 Methods to Reduce Field Emission in SC Cavities 

12.4.1 Standard Preparation Techniques 

The emitter properties described above were derived from tests on RF cavities 
prepared by the standard chemical etching procedure, in which a 1"1"1 
mixture of HNO3, H3PO4, HF was used. In some cases, electropolishing with 
a H2SO4/HF electrolyte was employed, but there is no clear indication that one 
chemical treatment method is superior. After etching, the cavities were rinsed 
in ultra pure water (18 Mr2 cm) filtered with 0.2 ~m filters for one to several 
hours, and assembled in a dust-free clean room (Class 10-100). Long rinsing 
times and clean room assembly have proved to be effective in reaching a good 
baseline performance. Deviations from these good practices are known to 
cause excess emission. 

To reduce emission in cavities prepared by these standard techniques, 
three methods have been effective: helium processing, Heat Treatment (HT) in 
UHV, and High Power Pulsed RF Processing (HPP). The first of these 
methods has been in use for some time. The last two are more recently 
developed procedures. 
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12.4.2 Helium Processing 

In He processing, He gas at low pressure (10-5 torr, or just below discharge 
threshold) is admitted into a cold SC cavity [11,13]. The cavity is operated 
near the maximum possible field level for several hours. Several forms of 
benefit are realised. Improvement in achievable field levels have been as high 
as a factor of 2. Orders of magnitude reduction in X-radiation along with 
factors of 2 reduction in [~-values have been reported. Emission heating from 
individual sites observed by temperature maps were reported to disappear. 
The most rapid progress in field improvement occurs during the first few 
hours, where processing typically extends over periods between 1-50 hours. 

He processing has also been found to be effective in suppressing field 
emission from an artificial emitter source, e.g. such as carbon flakes, 
deliberately placed on the SC cavity surface [20]. In this context, it should be 
noted that carbon had been shown to be an excellent field emission source as 
under DC field emission conditions [19]. 

It has been established that at least part of the benefit of He processing is 
derived from removal of gas condensates. Emitters activated by deliberately 
condensing gas were identified by thermometry and subsequently removed by 
He processing [21]. The remainder of the improvement from He processing 
has traditionally been interpreted as sputtering of the bulk emitter over longer 
periods of time. Recent gas conditioning studies on DC field emission from 
Cu surfaces suggest that gas ion implantation may be an alternative 
explanation [22]. 

The processing has some important disadvantages. There is a danger of 
sputtering metal coatings on to ceramic insulators present in coupling devices 
attached to the cavity, and thereby damaging them. If all the He gas is not 
removed, large shifts in frequency of structures during operation are a serious 
control problem for use in an accelerator [ 11 ]. 

12.4.3 Heat Treatment of Nb Cavities [18,23] 

In DC studies, Nb samples scanned for emission sites were high temperature 
annealed and subsequently re-scanned at ambient temperature, but without 
removal from the UHV system [19]. Above 1200°C, the density of emitters 
was drastically reduced. Surfaces several cm2 in size, which do not emit up to 
100 MV/m, were repeatedly obtained after heating to above 1400°C. Both 
surface particles and emission were observed to disappear. It is reasonable to 
surmise that emission sources are cleaned up by dissolution and/or evaporation 
at high temperature. 

Encouraged by these results, the influence of high temperature 
annealing in the final stages of RF cavity surface preparation has been studied. 
An important difference from the DC studies was that the cavities had to be let 
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up to filtered air after removal from the furnace. The most significant 
reduction in field emission was observed for 4-8 hour heat treatments at 
1500°C. Thus Fig 12.10 shows the surface field reached in several tests of 
l-cell 1500 MHz cavities, compared with a large number of tests on 
chemically treated cavities of the same type. 
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Heat treated 
1500 C 
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20 25 :30 35 40 45 50 55 60 

Epk (MVlm) 

Fig 12.10 Increase of the maximum surface field achieved by heat treatment at 1500°C 
of many 1.5 GHz, 1-cell cavities. 

Fig 12.11 compares temperature maps obtained from heat-treated and non- 
heat-treated cavities at 30 MV/m peak surface field. Many strong emitters are 
present when standard treatment is used, whereas the heat treated surfaces are 
virtually free of emitters at 30 MV/m. Lower temperature treatments 
(1100-1250°C) were also found useful in reducing field emission, but less 
substantially. 

From the temperature maps, statistics have been compiled on the 
number of emitters detected as a function of peak field level. Thus, if the 
effective area of the cavity is taken as that part of the surface over which field 
is > 80% of the peak field Fig 12.9 shows that there can be a factor of 10 
reduction in emitter density as a result of heat treatment. However, it must be 
stressed that, even though there is strong evidence to show that HT reduces the 
density of emitters, it remains important that additional emitters should not be 
introduced in subsequent preparation steps. In many cases, the best results 
were obtained for HT cavities that were rinsed after HT with dust free 
methanol, prior to final assembly for cold RF tests. 

Heat treatment was also observed to reduce the emissivity of sites as 
characterised by the [~-factor and the emitting areas. Emitters with [3-values 
of 100 show two orders of magnitude lower emission current than emitters 
with the same It-values seen on chemically prepared surfaces. 
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Fig 12.11 A comparison of temperature maps at 30 MV/m between heat treated (fight) 
and chemically treated (left) cavities. Almost no emitters are present in the 
heat treated cavities. All together the results of six separate cavity tests are 
presented here. 
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Fig 12.12 CW field level at which first X-rays are observed (y-axis) after processing 
cavities with pulsed high power (HPP) at field levels shown on x-axis. 
Absence of X-rays is one of the several signs indicating that the cavities are 
emission free. Data for 1-cell, 2-cell and 9-cell 3 GHz cavities are shown. 
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Fig 12.13 Temperature maps show successful processing of a field emission site (left) 
before processing and (right) after. Open points are data. Lines are 
calculations after selecting emitter properties. The solid square is the 
location of the site. Note that after HPP the temperature rise is lower by a 
factor of 10. 

The benefits of HT are being extended to multicell structures, where 
accelerating fields of between 15-20 MV/m have been reported [24]. With 
temperature maps, a reduced density of emitters has also been observed in 
9-cell cavities at 3 GHz [25]. However, maintaining the cleanliness of HT 
cavities still remains a problem [25]. 

1 2 . 4 . 4  RF Processing 

When the RF power is increased for the first time on a fleshly prepared cavity 
surface, emission is occasionally observed to decrease, sometimes abruptly. 
Eventually however, the emission becomes stable, and with the ten to few 
hundred watts of RF power typically used in Nb cavity tests, no further 
progress is realised. A comparison of the emissive properties of a few 
processed emitters with the more stable emitters showed that the emissive 
properties of the unstable emitters are much stronger, i.e., they have a larger 
[3-factor and emissive areas [18]. As discussed later, it is presumed that higher 
field emission current plays an important role in the reducing the stability of 
the emitter. 

Following early indications that higher RF power levels in the pulsed 
mode would continue to be effective [26], there has recently been a thorough 
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and systematic exploration of pulsed high power RF processing (HPP) of SC 
cavities. With power levels between 5 and 200 kwatts, and pulse lengths 
between 5 ~tsec and 2 msec, several 1-cell, 2-cell and 9-cell Nb cavities at 
3 GHz have been tested [17]. At first, each cavity was tested with about 
50 watts of power in the continuous wave (CW) mode. In most cases, field 
emission loading limited the maximum field achievable. However, after 
several doses of HPP, field emission was substantially reduced. During each 
high power pulse, the Q0 of the cavity was estimated to fall from 1010 to 

between 106 and 107 , so that the power coupled into field emission was 
between 3 - 30 kwatts, shared between all the active emitters. 

The predominant factor in determining the degree of improvement was 
always the maximum electric field reached during the HPP stage. 
Accordingly, the processing power level, the pulse length and the input power 
coupling strength were adjusted to progressively increase the HPP peak field 
level. Thus, Fig 12.12 shows how the field emission threshold field level was 
increased by HPP for 1-cell, 2-cell and 9-cell SC cavities at 3 GHz. Here 
"threshold" is defined as the lowest field level at which there was the first sign 
of X-rays. To eliminate field emission in single cell cavities, it was necessary 
for the HPP field to reach 55 - 70 MV/m. After processing, there were no 
signs of X-rays up to 40 MV/m. Without any HPP the X-ray thresholds were 
considerably (50%) lower. 

In trying to extend the benefits of this method to go above 
Epk = 70 MV/m, it was found that the surface RF magnetic field (Hpk) in the 
equatorial region of the cavity exceeded the limit for thermal stability. By 
changing the cell geometry to reduce the ratio of Hpk/Epk by 64%, a 2-cell 
cavity could be processed to 115 MV/m, so that the benefits of HPP could be 
continued. By this approach, field emission was completely eliminated 
(absence of X-rays) to 60 MV/m CW. 

In 9-cell accelerating structures, using processing fields "as high as 
60 MV/m, field emission was completely eliminated for CW surface field 
levels up to 30 MV/m. By tolerating 50 watts of field emission deposited 
power, the accelerating field reached in 7 tests on two 9-cell cavities ranged 
between 15-20 MV/m. Nine cell cavities could not be processed much further 
because of the maximum available 200 kwatts of RF power. 

12. 5 Microscopic Examination of Emitters that Process 

Electron microscopy studies have yielded direct information about emission 
sites that process; i.e. exhibit a reduction in emission, or altogether cease to 
emit [17,27]. For these studies, several 1-cell 3 GHz cavities were dissected 
after thermometer maps had previously located discrete field emission sites 
that successfully responded to processing. In one such study, a strong field 
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emitter, identified by thermometry was processed with HPP at 54 MV/m, 
where Fig 12.13 shows the "before" and "after" temperature maps. On 
dissecting the cavity, the feature shown in Fig 12.14 was found at the 
processed emitter location. 

: :ii::i::S:": . . : .  ...... . ..... 

:~. % . . • • , - -  

Fig 12.14 SEM photograph of area located by the maps of Fig 12.13. Note the 
200 I.tm size starburst, the two central molten craters near the centre (about 
10 Ixm in size) and the debris field at the periphery of the starburst. The 
triangular shaped etch pits were present over the entire cavity and are not 
believed to be related to emission. 

. . . .  :: ~ : .  .... .,.::: 'i,. ~ '  

Fig 12.15 Typical clustered craters (left) and overlapped craters (right) of molten Nb 
found at the centre of starbursts. 

This is seen to consist of a 200 ~tm spot that has a starburst shaped periphery 
with a core that is a molten crater-like region. At the periphery of the 
starburst, Ti dust was found. The triangular features are etch pits and were 
found over the entire surface of the cavity. These are not believed relevant to 
field emission. 
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Starbursts and molten craters were found at the high electric field 
regions of other dissected cavities. Nearby, evidence was found of the molten 
remnants of the contaminant particle presumed to be originally responsible for 
the emission, e.g. In, Cu, Fe, stainless steel, Ti and C. Many of these elements 
are traceable to materials used in cavity assembly and the RF test set-up. This 
therefore calls for an increased vigilance in cleanliness. In many cases, 
however, no foreign elements were found to be associated with the starburst 
feature, only molten Nb. 

The presence of the 5-10 [tm molten craters does not degrade the 
performance of SC cavities. In a 1-cell cavity, 40 starburst/molten crater 
sites were found, but the Q value of the cavity remained above 1010 at 
40 MV/m surface field. 

12. 6 Starbursts, Molten Craters and Other Features [17, 27] 

A special shaped SC cavity, called the "mushroom" cavity, was developed in 
which a small region can be exposed to a very high RF electric field at 6 GHz. 
This region, the "dimple", is part of a demountable end plate. The total area 
exposed to fields within 50% of the maximum is 80 mm 2. With this vehicle, 
cavities do not have to be destroyed. The entire plate fits into the SEM, and 
the central dimple can be examined. The fate of emitters that naturally occur 
in the dimple region was studied after the region was exposed to a high RF 
electric field. In one series of tests, artificial emitters were placed at a single 
high field location. 

In the many of these studies, surface fields at the dimple of between 30 
and 90 MV/m were reached. SEM examination revealed starbursts with 
molten craters and many other interesting features, a few of which are 
described below. Actually, the mushroom cavity study preceded the dissection 
of 1-cell 3 GHz cavities, and so the first starbursts and molten craters were 
found in the mushroom cavity. 

At the core of the starbursts, besides the individual craters already 
shown, clusters of craters and overlapped craters were observed, as shown in 
Fig 12.15. The overlapped craters apparently formed a moving path. Very 
often there are ripples or rings surrounding the craters (Fig 12.16). Another 
observed feature, shown in Fig 12.16, is tracks emanating from starbursts. 
Foreign elements were frequently found in particles close to the centre of a 
starburst. The morphology indicates that the particles are partially or fully 
melted. As an example Fig 12.17 shows a molten stainless steel particle found 
inside a starburst, near a molten crater. In one dissected 1-cell cavity, a large 
number of starbursts were found containing molten indium debris (Fig 12.17) 
at the core. In the same cavity, two partially molten indium flakes .without 
starbursts were also found (see Fig 12.18). 
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nlt6 Ripples (left) surrounding a molten crater and tracks (right) emanating from 
the periphery of a starbust. 
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Fig 12.17 (Left) Molten stainless steel particles outside a crater. (Right) Splashed 
remains of an indium particle. Both features were found inside starbursts. 

However, because only a small region of these two particles was 
observed to be molten, it is reasonable to surmise that the melting did not take 
place by RF heating. Field emission current heating is the most likely 
explanation. 

The starburst feature is discernible only using the SEM. It is not visible 
using optical microscopy. In addition, its contrast tends to fade away after a 
few hours of exposure to air, but the molten core remains unaltered. The 
ripples also survive exposure to air. 
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Fig 12.18 An indium particle only partially molten. There was no starburst associated 
with this particle. 

Studies of cathode spots from DC arcs [28,29] reveal many similarities 
to the results discussed here. Photographs show the plasma, whilst post- 
mortem pictures show the molten eroded areas. But the starburst features 
have never been reported in DC studies. 

Fig 12.19 Starburst found on a DC field emission Nb cathode. A spark was observed 
at this site at 110 MV/m. 
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Pursuing these close similarities, experiments were carried out to look 
for starbursts by initiating a spark with high DC voltage across a small gap 
between two Nb electrodes in UHV; the Nb surface having been treated in the 
same fashion as cavity surfaces. Referring to Fig 12.19, subsequent SEM 
studies of the Nb cathode in the sparked area showed a starburst with molten 
cores, i.e. similar to those found in RF cavities. It is therefore reasonable to 
surmise that sparks or microdischarges must also take place in the SC RF 
cavities. 

12. 7 A Model for Emitter Processing and Associated 
Microscopic Features 

Microscopic features found at the processed emission sites after the occurrence 
of an RF spark indicate that emitter extinction takes place by an explosive 
process. A superficial contaminant particle, such as the In flake of Fig 12.18, 
field emits from a small region. The emission area heats up by Joule heating 
from the emission current, possibly assisted by ion bombardment from the 
residual gas or desorbing gas. With increasing surface field, and when the 
field emitted current becomes high enough, temperatures can approach the 
melting point of the superficial particles, and even of the underlying Nb. A 
rudimentary estimate [27] shows that ohmic heating from field emission 
current at a [3-value E value of 5000* is sufficient to melt a cubic micron of 
Nb within 10 nanosec. DC studies [29] indicate the time scale for the 
formation of the arc is also in the nanosec range. In both cases, the vapour 
resulting from this intense heat is assumed to provide the gas media for 
initiating a spark or microdischarge. Plasma pressure during the discharge 
could be one way in which the molten zone is excavated and droplets are 
ejected. Possibly the plasma cloud associated with the spark is responsible for 
the starburst shape feature. Thus, there could be etching of the surface oxide 
layer by the plasma cloud, or perhaps a cracking of the residual surface 
hydrocarbon layer. 

At the higher surface fields accessible with high pulse RF power (HPP), 
more emitters can be eliminated by the explosive process. The RF pulse 
length does not have to be very long, judging from the spark formation times 
of nsecs. Hence, the average power can be kept low for this type of 
processing to be useful in SC cavities. 

*Here the ~E product is again referred to the simplified FN expression quoted earlier in 
section. 
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12. 8 A Statistical Model for Field Emission in SC Cavities 

When comparing the performance of SC cavities of various sizes, it has 
frequently been noted that the high field performance of large area cavities is 
more severely limited by field emission. At one point there was a suspicion 
that there may be an intrinsic RF frequency dependence to the emissive 
properties of field emitters, since the large area cavities were invariably also 
of low RF frequency. This possibility has been carefully excluded in an 
experiment when an RF cavity was excited at several different resonant 
frequencies from 500 to 3500 MHz, and the field emitted current from a tip in 
a high field region was studied. The I~-value was found to be independent of 
frequency [30]. 

A simpler explanation is that the number of emitters increases with 
cavity area. Indeed with an elementary statistical model, it is possible to 
closely mimic several features of performance of an ensemble of SC cavities 
[31]. In 100 tests of 1-cell 3 GHz cavities [32], the fraction of tests that 
reached the maximum field Epk is given in Fig 12.20, together with results 
from simulations. 

The maximum dissipated power allowed for a successful test was 
20 watts, which was typical for the size of the laboratory RF power source. 
Similarly, experimental and simulation results from 100, 5-cell, 1500 MHz 
cavities [33] showed the distribution in Fig 12.20, where the maximum 
dissipated power allowed was 100 watts. The surface area of a 5-cell, 1500 
MHz cavity is 20 times higher than a 1-cell, 3000 MHz cavity. In both cases, 
the statistical model closely approximates the test results. 

The statistical model was based on the following assumptions. 

Q 

@ 

Q 

The distribution function for ~-values is: N(~) = exp(-0.01[3), with 
~l-values from 40 to 540. 
The log of the emitter areas in m 2 is distributed randomly between -18 
and- 9, as in Fig 12.8. 
The starting emitter density is a random number between 0 and 0.3 
emitters/cm2. 
Very strong emitters (those that deposit more than 5 times the 
available RF power) are assumed to process successfully. 

Also, the power deposited by emitters is calculated from the Fowler- 
Nordheim field emission current and the electron impact energy. The high 
power originates predominantly from the large field-emitted currents. 
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Fig 12.20 In an ensemble of 100 cavities, the fraction (%) that reach Epk with the 
available RF power. Two sets of data are shown: (upper) for 1-cell, 3 GHz 
cavities tested at Los Alamos and (lower) 5-cell, 1.5 GHz cavities tested at 
CEBAF. The fluctuations are statistical. The CEBAF cavities have a 
surface area 20 times larger than the Los Alamos cavities. 

12. 9 Conclusion 

Over the last decade there has been substantial progress in both understanding 
the origin field emission, as well as in reducing it to improve the performance 
of SCRF cavities. The best surface fields obtained in cavities, as a function of 
the cavity surface area subjected to high fields, are shown in Fig 12.21. 
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A decade of progress in surface RF electric fields reached with SC cavities. 
Only the highest field from each laboratory is shown. 

In 1980, the highest RF electric field ever reached in an SC cavity was 
70 MV/m [34]. The record electric field is now 145 MV/m (CW) and 
220 MV/m pulsed. Surface fields of 20 MV/m are regularly achieved today in 
RF cavities with an area of nearly one square metre in high electric fields. 

Improved cleanliness is the key to higher fields. Molten debris found at 
the processed sites clearly show the source of some of the troublesome 
emitters in SC cavities. By heat treating in UHV, niobium surfaces can be 
rendered even cleaner. Nb surfaces can be conditioned with high pulsed 
power to destroy remaining emitters. The mechanism of processing emitters 
is now better understood and much new effort is being devoted to realising the 
full benefits of this approach. 

12.10 Updates on Recent Developments 

Since the time this chapter was written, there have been several advances in 
the understanding of field emission from RF cavities, in the processing of field 
emission in superconducting RF cavities, as well as an improved performance 
of superconducting cavities by suppressing field emission. 

As mentioned in section 12.5, for the examination of starbursts (Fig 
12.19) and craters (Fig 12.15) on niobium surfaces which sustained high 
electric fields, we (at the Cornell Laboratory of Nuclear Studies) used a 
scanning electron microscope (SEM) equipped with an energy dispersive 
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X-ray spectroscopy (EDS) system. With EDS we were able to detect 
impurities (presumably responsible for the enhanced field emission) within the 
starbursts in only 50% of the processed field emission sites. This raised some 
important questions. Are there impurities present in field emission sites but 
which are not being detected by the EDS because of its sensitivity limitations, 
or are there indeed field emission sites which have no impurities? 

To address these questions, we conducted more surface sensitive Auger 
Electron Spectroscopy (AES) analysis on 29 central craters on niobium plates 
from two RF tests, during which the maximum surface fields reached were 
between 80-95 MV/m [35]. With AES, impurities were in 100% of the central 
craters, supporting the idea that field emission is caused predominantly by the 
presence of some impurity. The dominant impurities found (in order of 
decreasing frequency) were Fe, Cr, Si. When iron was found, chromium was 
often found as well suggesting that stainless steel was in the emission source. 
In less than 20% of the cases we also found excess Ni, Mn, Cu, C, F, C1 and 
Mg. Since many of the sites examined under AES did not reveal impurities, 
with the EDS we surmise that the depth of the film covering craters is less 
than 100 nm (the approximate depth limit of X-ray production in (he EDS 
technique). 

The elemental impurities found are consistent with the contaminants one 
may find in the typical clean room cavity assembly environment. The metals 
may come from stainless steel bolts and nuts or assembly tools. Possibly the 
silicon may come from dust or from the borosilcate glass found in High 
Efficiency Particulate Air (HEPA) filters, which are generally used to provide 
the clean room environment. 

The new AES study also shed light on the nature of the starburst 
feature accompanying processed field emission sites. After comparing Auger 
spectra inside and outside a starburst, we found fluorine outside but no 
fluorine inside. A 2-D fluorine map of the surface near the starburst clearly 
showed a good overlap between the geometric shape of the starburst and the 
region of fluorine depletion. After two argon sputterings of the surface, we 
determined that the fluorine layer present everywhere on the niobium surface 
was between 50 to 1500 angstroms deep. Fluorine presumably comes from 
the HF in acid etching solutions used for preparing the niobium surface for RF 
tests. 

As before, it is reasonable to conclude that the electron or ion activity 
within the plasma of the RF spark is sufficient to "clean" the surface to 
remove the fluorine and other surface layers so as to lower the secondary 
emission and reveal a starburst shaped pattern. 

Atomic Force Microscopy (AFM) images were obtained from cratered 
region surrounded by ripples (Fig 12.16). With the topological imaging 
capability of the AFM, the large craters are found to be depressions 1 ~tm 
deep and a raised edge equally high. The ripple patterns are clearly 
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topographical features which generally seem to emanate from a point near the 
central crater and propagate on the order of 100 ~tm. The ripple wavelength 
is several hundred nanometres. Crest to trough amplitudes are in the range of 
10-35 nm [35]. 

Encouraged by high pulsed power processing of field emitters in 3 GHz 
cavities with 150 kwatt power (Section 12.4.4), we have now successfully 
extended the application of the technique to processing field emission in 
1.3 GHz superconducting cavities and accelerating structures (5-cell units). 
The RF power levels for processing were increased to 1 Mwatt and the surface 
fields during pulsed processing were increased to 90 MV/m. After the 
conditioning several cavities and structures with high power, the units could 
be operated in continuous wave mode at accelerating fields of 26-28 MV/m 
(surface field = 50-70 MV/m). These results [36] open the application of 
superconducting cavities to higher energy particle accelerators being 
contemplated for the next century. 
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High Voltage Vacuum Insulation 

13.1 Introduction 

Vacuum breakdown is important to spacecraft for two reasons. First, the 
natural environment is conducive to spacecraft charging and subsequent 
breakdown, somewhat independent of the power system. Secondly, the 
voltage level at which an exposed spacecraft power bus system can operate is 
determined by the properties of the "space vacuum" and the materials used in 
the spacecraft construction. While there have been numerous instances of 
spacecraft anomalies which are attributed to breakdown/discharge phenomena 
associated with environmental effects, it has not been possible to examine the 
spacecraft in its environment to determine the exact nature of the phenomena. 
Consequently, simulation of postulated mechanisms in a terrestrial laboratory 
is important. There are three distinct mechanisms which can be postulated for 
breakdown induced by the space environment. "Breakdown" can occur when 
the potential exceeds that necessary for significant flow of current to the space 
plasma. Charge balance will eventually be achieved and current flow 
terminated. If there is a dielectric layer, either intended or as a result of 
interaction with the space environment, charge accumulates and when the field 
is high enough, "punch through" occurs and local currents flow through the 
rupture. Flashovers and punctures can occur as a result of large potential 
differences due to differential charging or as a result of embedded charge 
from impact by high energy particles. Each of these mechanisms, or 
combinations of them, must be taken into account when designing a spacecraft. 

In a more generic sense, electrical insulation is a critical design 
parameter in the field of space power. As the demand for higher power levels 
increases, joule heating also increases if the voltage levels must remain below 
that which is known to be safe from operating experience. If higher power 
levels are obtained by increasing the current only, there are additional 
demands placed upon the thermal management or alternatively, more massive 
electrical conductors must be used. Increased mass immediately translates to 
less payload or additional cost due to the need for larger booster rocket 
systems. If higher voltages and improved vacuum insulation techniques could 
be employed, there is the potential for significant savings in the spacecraft 
mass. In this sense, high voltage may mean voltages less than 1000 volts and 
associated with the power bus rather than a part of the spacecraft complement 
of instruments. For the bus, it may be difficult to shield from the detrimental 
effects of the space environment due to its distributed nature (large solar 
arrays for example). 

There are numerous practical specialised systems such as X-ray tubes, 
accelerators, electron microscopes and vacuum switch gear which employ 
vacuum insulation. Conduction in a well conditioned vacuum line is 
essentially zero until a threshold value is reached. Ultimately, due to several 
mechanisms, breakdown does occur (see Chapters 5 to 7). The processes 
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involved are complicated and depend upon such parameters as electrode 
separation, electrode materials, temperature, and the nature of the applied 
voltage. Subsequent behaviour of the vacuum insulated system is determined 
by the gas evolved, the ability for the gas to disperse and any residual effect 
on the dielectric spacers used in the construction. Under some circumstances, 
as discussed in Chapter 2 and elsewhere [1], the insulating properties of the 
vacuum line may be improved. This phenomenon is utilised in the 
conditioning process where surface irregularities are destroyed with 
controlled discharges to produce a high effective breakdown voltage for the 
system. 

Intuitively, the gas pressure in outer space should be low enough that 
the terrestrial experience on vacuum insulation would apply. However, in 
practice, the space environment is highly variable and is anything but empty. 
In the immediate vicinity of a spacecraft, the environment is determined by 
the combination of the local ambient environment as modified by the presence 
of the spacecraft and how long it has been in space. The highly dynamic 
natural space environment has been well characterised [2], and found to 
consist of a multi-species neutral gas, a local plasma made up of many ion 
species, solar and cosmic radiation, energetic charged particles, hypervelocity 
micro-meteoroids, and magnetic and electric fields. 

Contributing to the local environment, the spacecraft ejects gases from 
manoeuvring thrusters, gas evolved from spacecraft materials, and intentional 
gas/liquid dumps from manned spacecraft. Large spacecraft, therefore, are 
highly variable sources of contaminating materials which perturb the 
environment, making it more difficult to specify local breakdown levels in an 
engineering sense. As a result, for some orbits, it is very difficult to have 
high confidence that a spacecraft utilising vacuum insulation will operate 
without failure. Unique to space is the abundance of charged particles and 
microdust which could, due to a number of processes, produce breakdown 
even though the local pressure is well within the regime normally associated 
with laboratory practice. 

Within vacuum insulated systems, breakdown often occurs along the 
insulating materials used as spacers, etc. The Long Duration Exposure 
Facility (LDEF) has shown that exposure to the space environment produces 
material degradation due to local chemistry, radiation, and impact due to 
cosmic/man-made debris, all of which may effect the flashover characteristics 
of materials [3]. 

13 .2  Characterisation of the Space Environment 

The space environment has been extensively studied and documented [2]. The 
most serious factors influencing electrical phenomena are the local radiation 
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environment, thermal cycling, local plasma density, neutral particle density, 
outgassing/effluents, and the meteoroid flux. The earth's magnetic lines of 
force trap charged species producing distinct "belts" which determine, to a 
great degree, the local flux and energy spectrum. The radiation environment 
is fuelled by cosmic sources and the flux generated by the sun, which can vary 
by factors of one hundred or more depending upon solar activity. As a result, 
the nature of the particles and the electromagnetic spectrum encountered in 
space are complex and depend upon such factors as orbital altitude, inclination 
and current solar activity, and can result in exposures which vary over several 
orders of magnitude in a given orbital pass. The effects of these particles and 
electromagnetic radiation can cause major changes in the properties of 
dielectrics and insulators by ionisation, atomic displacements or local changes 
due to chemical reactions [4]. The severity of a radiation-induced change 
under multifactor stressing can depend upon the total dose, intensity, particle 
species, impingement angle, presence of shielding, mechanical stress, local 
"system modified environment", temperature, water vapour, and the presence 
of system generated electromagnetic fields. In some orbits local microdebris 
and chemical reactions seriously degrade surfaces. The severity of 
microdebris and space environment-materials interactions has been 
documented in the published reports of the analysis of LDEF [3]. 

The sum total of these space environmental factors can have catastrophic 
effects on exposed high voltage systems and, in general, tend to place 
constraints on the insulation technology employed. Table 13.1 is a brief 
summary of the space environment with comments detailing known effects on 
materials which could be used in high voltage vacuum insulated systems. 

13. 3 Technological Influence of the Space Environment 

The ability to design a spacecraft to survive in the local environment is key to 
long life and cost effective performance. The spacecraft as a system may use 
materials which span the complete range from gases to plastics to metallic 
solids. Each material used in construction interacts differently with the space 
environment placing engineering constraints on the materials used and the 
techniques used to protect them from catastrophic damage. 

13.3.1 Residual Gas Environment 

Table 13.1 lists the space environmental factors which can influence the 
electrical behaviour of a spacecraft. The first of these, local pressure, is of 
significance since the spacecraft and the materials used in its construction are 
an influence. At altitudes above 150 kilometres, the local pressure is of the 
order of that used in devices employing vacuum insulation in a controlled 
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terrestrial setting. Unfortunately, the presence of the spacecraft modifies the 
local pressure in a largely unpredictable way. In this context, Paschen 
breakdown has been studied for gases known to be constituents in the 
outgassed species from spacecraft [5], and has confirmed that our ability to 
employ the local vacuum as an insulating media is obviously a function of the 
gas species present, the absolute pressure, and the specific spacecraft design. 
Outgassing rates are determined by a number of processes. Early in the flight 
history of the space shuttle, there was concern for the level of contamination 
due to the operation of the shuttle and station keeping manoeuvres [6]. As a 
result, there was a concerted effort to monitor both the plasma and neutral 
species around the shuttle as a function of orientation, while using the 
thrusters for attitude control. Green, Calodonia and Wilkerson [7] have 
examined the gases and particulates near the space shuttle as a function of 
mission time. Measured pressures at selected sensor locations within the bay 
vary from 10 -7 tort to 10 .4 torr. The higher pressures correlated with 
thruster firings which uses monomethylhydrazine (MMH) as the propellant 
and N204 as the oxidiser. The measured neutral species measured within the 
shuttle bay were: H20,  He, NO, Ar, Freon 12 and 21, trichloroethylene, 
N2/CO, 02, CO2, and other heavy molecules identifiable with cleaning agents. 
The principal contaminants were water and helium. The initial decay time for 
water after launch was approximately 10 hrs and is due to outgassing from the 
surfaces which had adsorbed gas before launch. The induced ionic component 
is equally varied. Narcisi et al. [8] have observed O ÷, H2 O+, H3 O+, N +, N2+, 

NO + , 02 + , and OH + within the shuttle bay. All observations correlated with 

Fig 13.1 
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Outgassing regimes as a function of time for materials in space. (Reprinted 
with permission from the ASME, reference [9].) 
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thruster activation and lasted an order of a second. Thruster events are 
common, usually several seconds apart, which places uncertainty in the local 
pressure. 

Fig 13.1 illustrates the physical processes which occur when a "gas 
soaked" spacecraft is thrust into space [9]. Initially the local gas species and 
pressure are governed by volume diffusion as the gas from voids expand into 
the "vacuum" of space. This process is rapid with a time scale determined by 
leakage pathways throughout the spacecraft and existing pressure differential. 
This region of the outgassing process is most significant in sub-orbital flights 
such as SPEAR 1 or during the first few minutes of a mission [10]. As time 
increases, surface desorption begins to dominate the process as adsorbed gases, 
fractals, etc., are released from the surface. In the case of SPEAR 1, the main 
source of outgassing was conjectured to be the body of the spacecraft which 
was about 3 metres from the high voltage spheres used in the experiment. 

The purpose of the SPEAR series of experiments was to establish the 
capability of using high voltages in the space environment without catastrophic 
arcing. Fig 13.2 illustrates the geometry of the SPEAR 1 spacecraft. The 
spheres were pulse charged to a voltage of 46 kV with respect to the 
spacecraft body and the spacecraft monitored to determine whether 
breakdown occurred. 

The pulse applied exponentially decayed with a time constant of 1 
second. In order to prevent flashover along the boom structure, resistive 
grading and field shaping rings were used. The tings were shaped to shield 
the resistive net connections from direct exposure to the space plasma. The 
effective resistance of the grading structure was 1.1 megaohms. The 
telemetry indicated the expected conduction to the spacecraft body via the 
space plasma but no catastrophic breakdown occurred along the sheath 
boundary. Further, there was corona along the boom structure but again, the 
grading scheme effectively eliminated catastrophic failure for the decaying 
exponential waveform applied to the spheres. The results of the SPEAR 1 
experiment are complicated by the fact that the plasma contactor which was to 
provide good body contact to the local plasma failed to function. As a result, 
the spacecraft body potential was raised due to the accumulation of charge. In 
order to explain the results, it is assumed that the pressure at the spheres was 
close to local ambient and not influenced by the outgassing from the main 
spacecraft body. Fig 13.3 is a plot of the theoretical local pressure which 
could be expected superimposed on the experimental measurement of pressure 
near the body of the spacecraft [11,12]. This process is highly temperature 
sensitive and can vary over orders-of-magnitude; it also tends to dominate on 
a time scale of days to weeks which is the typical duration of shuttle missions. 

In the time scale from weeks to months, highly temperature sensitive 
diffusion processes are active. Finally, there are low level contributions to the 
local environment due to non-zero vapour pressure of the constituents, 

464 



13. HV Insulation in Space-based Device Applications 

permeation of species from the interior of structural materials and from 
sputtering as a result of the constant bombardment of the surfaces by 
particulates ranging from atomic dimensions to particles several micrometres 
in diameter. 

° 

Resistively J 
Graded Boom 

Main Spacecraft Bod~, 
and Elcctronic/Elecmcsl 
Systcms 

Fig 13.2 

Plasma Contactor 
. . . . . . .  

Schematic diagram of the SPEAR 1 spacecraft. 

The obvious worry associated with the local gas environment is the 
difficulty in determining exactly what the electrical breakdown characteristics 
are for specific combinations of gas species and the pressure conditions. The 
breakdown hold-off strength is a function of local pressure and gap spacing 
(see Chapter 2). Thus, referring to Fig 13.1, and noting that the long term 
dominant processes are thermally sensitive, a solution to potential breakdown 
problems would appear to be thermal conditioning or waiting to turn on high 
voltage devices until outgassing has proceeded to an acceptable level. 

Since the time scale is both volume and total surface area sensitive, these 
may not be viable alternatives for large systems or short mission times. The 
fact that there are "local replenishment" sources which can keep a large 
quantity of gas trapped on surfaces complicates any estimate of the time 
required before high voltage actuation. Effluents such as water release, 
propellant residue from station keeping manoeuvres, and cross-contamination 
can, in fact, produce large uncertainties in the value of the local pressure over 
an entire mission [6]. Breakdown and surface tracking occur on the 
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Fig 13.3 SPEAR 1 neutral pressure data. (Reprinted with permission from 
reference [11], © 1989 IEEE.) 

microsecond time scale. Small localised emissions, triggered by a number of 
mechanisms, may also be catastrophic. Previously dormant systems, drawing 
full power, may produce local heating effects which promote outgassing. The 
LDEF experiments show that debris impacts are quite common and large 
enough to generate a significant local plasma for many microseconds [3]. For 
many satellites, the surface adsorptivity and emissivity are adjusted to assist in 
maintaining a relatively constant temperature within the spacecraft body. 

An instrumentation package to monitor local pressure changes was 
included on some of the Apollo missions and on the Viking lander missions to 
Mars. The data collected confirm that local gas pressure can vary by several 
orders of magnitude over that assumed for pristine space [5]. These local 
conditions decay slowly with time, after the diffusion of the gas constituents is 
no longer collision dominated, and in the case of the Apollo mission, never 
reached ambient conditions. 

13 .3 .2  Environmentally Induced Electric Breakdown in the 
Space Vacuum 

There are two modes in which the local environment can influence the 
electrical behaviour of a spacecraft. Passively, the local environment interacts 
with all spacecraft surfaces, coating, degrading, eroding or storing charge 
within the dielectric materials. Actively, the local environment can trigger 
breakdown to the space plasma, or between two surfaces on the spacecraft at 
differing potentials, and produce internal upsets due to the extremely energetic 
cosmic rays colliding deep within the spacecraft electronics. 
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There are numerous circumstances for which a breakdown can occur in 
a spacecraft. For example, the spacecraft wiring harness contains numerous 
cables with varied configurations. Breakdown can occur in these wiring 
bundles and their connectors due to outgassing [13]. Exposed cable traces 
from the power source to the body of the satellite are also subject to space 
induced breakdown between conductors at differing potentials and between the 
conductor bundle and the space plasma [5]. 

13 .3 .3  Free Space Breakdown 

Fig 13.4 is a plot of the approximate electronic component of the local plasma 
as a function of altitude which has been adapted from data of Jursa [2]. Note 
that there is roughly an order of magnitude difference between the minimum 
and maximum curves. The maximum is associated with maximum solar 
activity and varies with the eleven year sun spot cycle. The electronic 
component of the plasma density peaks near 300 km, becoming relatively 
constant at an altitude of 3000 km. At about 12,000 kilometres, the local 
electronic component of the plasma density begins to decrease rapidly and is 
less than 100/cm 3 at altitudes of 50,000 km. In this context Katz et al. [14] 
give a compilation of breakdown data as a function of the local plasma density 
from selected experiments from both the laboratory and space. These data are 
shown in Fig 13.5. 
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Fig 13.4 Electronic contribution to the local plasma as a function of altitude and 
solar conditions. 
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Table 13.1 Summary of space environmental factors relevant to materials degradation. (From Jursa [2], with permission.) 

Environmental Approximate Comments 
Parameter Parameter Range 

vacuum 1 04- 168 NT/m2 Vacuum outgassing results in loss of adsorbed species, solvents, host material. 
Some condensables emitted. 

Electromagnetic 
spectrum 

Protons 

Electrons 

Cosmic Rays 

Ions 

Intensity - 1.4 kW/m2 
1 rnm to lp9 nanometer 

Broad spectrum electromagnetic flux peaking near 0.5 mm. 
Variable over 100 x. Degrades surfaces, enhances chemistry, produces thermal 
gradients. 

Degradation of coatings, cross linking, polymerisation of plastics, etc. Lattice defects 
produced. Flux and energy variable due to orbit and solar activity. Van Allen belts 
produce significantly higher intensity. 

Surface & bulk damage, space craft charging. Defects, polymerisation, scission, 
cross linking in dielectric materials. Variable due to orbits and solar activity. Van 
Allen belts produce significantly larger flux. Auroral radiation produces surface doses 
as high as lO%ad/hr. 

Energy 0. -4 MeV 
(400 MeV Max) 
Flux > 108/sec cm2 

Energy 0.14 MeV 
Flux > 108/crnZ/sec 

Energy > 109 eV - l/cm2/sec 

Atomidmolecular species 106- lO%m3 

Effluents Wide density range 

Thermal cycling T ~ x  > 400 K 
T m  - 8 0 K  

Meteoroid damage Grams to micrograms 

Limited damage due to low flux. Mechanical tracks, upsets, etc. 

- 102-106/cm2/sec. Primarily 0+, N+, H+, He+, NO+. Important in surface 
chemistry. 

Chemical interaction with surfaces producing corrosion. Atomic oxygen most 
important. H, He, 0 , 0 2 ,  N2, A are primary components. 

Spacecraft specific. Station possible keeping, orbital changes, etc. H20, H2, N205. 
etc. Surface chemistry affected. 

Microcracking, fatigue, thermal warping, critical surface deterioration. 

Micro-abrasion to large puncture. Source of "space dust" on surfaces. Man-made 
debris becoming more important. 
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Taking the electronic component of the plasma density as a function of orbital 
altitude from Fig 13.4, and the breakdown threshold as a function of plasma 
density from Fig 13.5, it is possible to estimate the threshold for breakdown as 
a function of orbital altitude. The data from Figs 13.4 and 13.5 suggest that, 
at low orbital altitudes, there is a high probability of discharge to the space 
plasma for breakdown between exposed conductors at voltages below 300 V. 
This is consistent with the results of Hastings et al. [ 15] and others [ 16] both 
from space experiments and laboratory simulation. At high orbital altitudes in 
excess of 20,000 km the data suggest that the threshold for breakdown is 
several kilovolts. 

The data in Figs 13.4 and 13.5, along with the environmental factors 
listed in Table 13.1, suggest that an effective limit for the maximum DC 
voltage between bare conductors is less than 1000 volts for all "near space" 
applications. 
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Fig 13.5 Experimental satellite data and laboratory data for voltage breakdown 
threshold as a function of local plasma density. (Reprinted with 
permission from reference [14], © 1989 IEEE.) 

At the highly populated orbits in the 200-500 kilometre range, the limit 
appears to be less than 300 volts. For geosynchronous orbits, the breakdown 
voltage may be on the order of kilovolts. 

13.3.4 Breakdown due to Spacecraft Charging 

The electromagnetic spectrum (Table 13.1) interacting with local gas species, 
electrons, protons, cosmic rays, ions and the earth's magnetic field produces a 
space plasma which is a function of orbital parameters and solar activity [2]. 
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There are numerous mechanisms, related to this environment, by which a 
spacecraft can accumulate charge. Absolute charging occurs when the 
spacecraft body potential changes relative to the space plasma as a result of the 
spacecraft presence. All surfaces/coatings etc. are at the spacecraft reference 
potential as designed. The spacecraft will accumulate charge from the local 
plasma environment acquiring a potential determined by the space 
environmental parameters, the nature of the materials employed in the 
spacecraft construction and the "free space" capacitance of the spacecraft. Fig 
13.6 illustrates the mechanisms responsible, namely: 

The flow of environmental ions and electrons to the surface. 
Photoemission from the surface. 
The emission of secondary electrons due to ion impact. 
The emission of secondary and backscattered electrons due to electron impact. 

Solar Radiation Local Environmental Influence 

Ions Elcctrons 

e- ¢:. 

Js 
Js  

Equilibrium Condition: ~ J = 0 

Fig 13. 6 Mechanisms responsible for spacecraft charging. 

Equilibrium is reached when the spacecraft is charged to a potential 
sufficient to maintain a net current of zero [17]. This process is very rapid. 
During eclipse the plasma current is not partially balanced by photocurrents. 
In the sunlight, photocurrents tend to make charging take place at a somewhat 
slower rate. For large structures such as the space station, the capacitance of 
the structure can result in substantial energy storage when charged to 
potentials typical of this charging mode. 

Cho and Hastings [18] and others [19] have studied the arcing rate for 
high voltage solar arrays and find that arcing begins at a threshold of about 
-200 V for orbits typical of Space Station Freedom. Three mechanisms are 
proposed in the above references. 
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(i) In a system with a negative return, if there is a thin dielectric layer, 
intended or as a result of contamination, it can accumulate charge from the 
space plasma. When sufficient charge has accumulated, the layer breaks down 
and produces copious rf noise in the system. 

(ii) A second mechanism proposed for arcing on high voltage solar 
arraysassumes that the pre-breakdown currents, typical of that discussed 
inprevious chapters of this book, produces sufficient molecular desorption to 
cause a gas buildup over interconnects which result in surface flashover in the 
space vacuum. 

(iii) Cho and Hastings [18] combined some aspects of both of 
thesemechanisms into a model based upon charging in the vicinity of a triple 
junction made up of the space plasma, dielectric and conductorinterface. 
Charging could take place as mentioned above or due to enhanced field 
emission. 

All of these mechanisms predict to some degree what is observed in simulation 
facilities [ 15]. At the moment, there are several flight experiments scheduled 
over the next few years to clearly study this phenomena in space [20]. 

Differential charging due to asymmetric interaction with the 
environment is also a possible charging mechanism. The basic mechanism is 
illustrated in Fig 13.7. The spacecrafts response to the surroundings is a 
function of parameters such as which side is exposed to the solar radiation, 
ram direction, and specific design of the spacecraft. From this mechanism, 
charge can be attracted to one side of the spacecraft while being ejected from 
the other. As a result, this charging mechanism can also alter the absolute 
charging of the spacecraft by its influence on the electronic trajectories in the 
vicinity of the spacecraft. Any "shaded" dielectric can become highly charged 
producing large differential voltages. As a result, large potential differences 
could occur between sections of the spacecraft. 

Charge build-up can also occur by deposition into the interior of a 
dielectric material by energetic particles [4]. Table 13.1 lists an abundance of 
high energy electrons and protons, especially in times of heavy sunspot 
activity, which are responsible for this phenomenon. Fig 13.8 illustrates this 
process, where, the depth of penetration into the material is a function of 
material parameters and the energy of the incoming particle. If the resistivity 
of the material is sufficiently high, charge will accumulate. It then follows 
that if the electric field associated with the embedded charge exceeds some 
critical field, breakdown from the charge site to regions of lower potential 
will occur. These discharges may travel directly to the spacecraft common or 
to the surface of the dielectric material in which the charge was embedded and 
continue as a surface discharge to some region at spacecraft common. 
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Fig 13.7 Spacecraft charging mechanism illustrating differential charging between 
surfaces in the sunlight and surfaces in the shadows. 

The breakdown field strength for a good insulator is greater than 10 6 V/cm. 
Hence, the fields associated with this failure mode require substantial charge 
trapping and are exceedingly high. When breakdown occurs, high amplitude 
transients are produced which can upset or damage sensitive electronics. 
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at a Different Potential 

Dielectric Material 

Trapped Charge Cloud 

Fig 13.8 Spacecraft charging mechanism illustrating charge deposition beneath 
the surfaces of dielectric materials. 
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Several spacecraft have been flown to verify charging phenomena. 
ATS-5 and ATS-6 spacecraft were in geosynchronous satellite orbit [2] and 
measured potentials as high as 20,000 volts. In fact, P78-2 SCATHA was 
flown to confirm the mechanisms proposed for spacecraft charging [21]. A 
summary of the SCATHA results are: 

Arcs were observed under a variety of conditions such as eclipse,sunlight, and 
during beam operations. 
A surface potential monitor was used to determine the response of anumber of 
materials and potentials greater than -1000 V relative to thespacecraft 
common were observed as these materials charged due to interactions with the 
space plasma. 
One event corresponded to charging producing a potential exceeding 8000 V. 

The level of concern for spacecraft charging and the subsequent 
discharges is a function of the mission of the satellite. If the spacecraft is 
relatively small, the capacitance to the plasma sheath is small and very little 
energy can be stored in this capacitance. Since the threshold is low for 
discharges of this type, it is common also to make the power system bus 
operate at low voltages, usually less than 50 volts. As a result, if discharges 
do occur, the electromagnetic interference may be negligible. There have 
been a number of studies of this breakdown mechanism for large structures 
such as the proposed space station freedom [19]. It is estimated that the 
capacitance of a space station module with respect to the space plasma is on the 
order of 1 millifarad. The operating voltage of the solar array is designed to 
be approximately 160 volts. With the negative return, balance of leakage 
currents will drive the structure to about 140 volts. This could lead to arcing 
through the dielectric coatings on the structure with currents on the order of 
1000 amperes. This phenomenon is worst at low earth orbits where there is a 
substantial plasma density. 

At geosynchronous orbits, differential charging and charge deposition 
within the materials are the most prevalent. This mode is less dependent on 
the size of the spacecraft. Any of the charging mechanisms capable of 
producing high power transients must be controlled since high amplitude 
transients could couple into the spacecraft and cause upset or damage. 

13.3.5 Influence of Micrometeoroid/Space Debris 

Chemical reactions and radiation strongly influence surface properties of 
dielectrics and insulators [4]. There is an additional source of surface debris 
which can contribute to the vacuum breakdown mechanisms. Microparticles 
ejected from the surface of vacuum insulated lines in the terrestrial 
environment are postulated to trigger catastrophic breakdown (see Chapter 7). 
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In space, microparticles with velocities as high as 40 kilometres/sec and with 
flux densities as high as several particles/sec are prevalent at all altitudes. 
Mang and Lindewr [22] describe a distribution function which estimates the 
probability of impact per meter square of exposed spacecraft surface per year 
as a function of impacting debris size. In the micron region of the 
distribution, many impacts/day are possible over the surface of a large 
spacecraft such as the space station. Some of these may be large enough to 
trigger breakdown at substantially less voltage than that associated with the 
breakdown strength of the dielectric coatings. This local flux decreases as 
mass increases resulting in little likelihood of collisions with major fragments 
of large mass. Based upon the rate at which man-made debris is accumulating, 
the probability of having catastrophic impacts in many orbits is becoming 
great enough to warrant considering the redesign of spacecraft to ensure 
survivability [23]. 
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iiiiiiii::iiiii~ii~ì ...~.....iii~ii.......~i~::..̀ ...;i;~;ii;~;~!~;::i!i~i~::iiii ..... ~::i':":[~!~ .......... • ...::~::::::::::::::::::::::::::::::::::::::::::~::~::~i~::;::~i~i~::~::i!~::~::~::::::~i~::~::~::~::~!i::~!~::~!~::ii~::~!~::;!~ 
~iii!i~ii~!!: :.#: . . . . . . . . . . . .  '~i~iiiiiiii!iiiiii!iiiiiii!iiiiiii!iiiiiii!i!ii!iiiiiiiiiiiiiiii 
ii~i~~i~li . . . .  ~iiiiliiiiiii!iiiiiiiii',iii!iiiii',iiiiiiiiiiiiiiiiiii!!~,!i!ii!iii!iiiiii 
~....~ii~ii~!ii ;!~iiiiiiiiiiiiii!iiiii',¢iiiiiii!!i!~iliiii!!~,iiiiiiiiiiii~iii!ii',ili :. 
¥ ! , : ~ } ~ j ~ ~  i i i i!!!i ::i!i::i:: ::i::{:: iii ii::i::iiiiiiii!!iiiiiii i~ 

~N!i~i!!~ii~i]~]iigi~i~!g~!g~g~giiiiggiigggiii~::~.iisii~:giii~iiiiii~gz~ ........... ~:~:~i::~iiig::::~g~::i!!~i!i~::i::~iiiig~::~i~i~::~iiii::gi::!i~g::ii~,:~g::::::i~::i!i::::iiii!~,:!i!i~i::~::~i;~!!~g~!~i~!~g~i~i:: 

Fig 13.9 

L 

Hypervelocity impact at 10 km/s and associated streak camera record 
showing time span of the luminous plasma generated by the impact. 
The long luminous trace is approximately 0.5 miliseconds in duration. 

Fig 13.9 illustrates the most important processes which occur in hypervelocity 
impact which might influence breakdown. What is shown is a crater produced 
by a 50 ktm silicon carbide projectile travelling at a velocity of approximately 
10 km/s, along with a streak camera record of the plasma produced on impact. 
Optical emission from the plasma is sufficiently luminous to leave a record 
for tens to hundreds of microseconds. Hydrodynamic calculations indicate 
that the temperature associated with impacts at this velocity are greater than 
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10,000 K. The impact event also produces multiphase ejecta, which in turn 
provide the requisite particulate/contaminant material known to influence 
vacuum breakdown (see Chapter 7). Such events could also be an important 
trigger mechanism for discharge through dielectric layers as discussed above, 
as a means of surface charging, and as a trigger for arcing to the space 
plasma. In addition, the more massive particles can cause physical damage to 
interconnecting lines, solar cells, etc. 

Fig 13.10 illustrates schematically an experiment to determine the effect 
of hypervelocity particles on the discharge phenomena associated with 
charging such as that discussed by Carruth et al. [19] and Weishaupt et al. 
[24].An argon plasma source produces a plasma number density typical of the 
space environment while the capacitor C simulates the capacitance of a large 
space structure such as the proposed space station. The simulated spacecraft 
coated surface is biased to negative levels while being impacted with 
hypervelocity particles travelling at speeds up to 14 km/s. Preliminary data 
[25] indicate that breakdown does occur for voltages as low as 50 volts. A 
trigger mechanism such as this could aid all the breakdown mechanisms 
postulated to occur in the space environment. 

Hyperveloeity . 
Particle Stream 

Gas Resevoir ' ' ~ p ' G  

Coated S~~n 

X 
"~Plasma Source 

Fig 13.10 

Specimen Impact Chamber 
Experimental diagram of apparatus designed to measure the effects of 
hypervelocity impact on discharging of a space structure due to accumulated 
charge. 

In a recent series of experiments, Hill and Rose [26], have conducted 
hypervelocity triggered breakdown studies for the geometry shown in 
Fig 13.11. The geometry for the experiment is that of a long wire, biased to 
some voltage V over a ground plane which is also tied into the facility ground. 
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The hypervelocity particle generator is apertured to produce a high velocity, 
low flux particle stream which can impact the ground plane in the immediate 
vicinity of the wire. With a spacing of 0.5 cm and a wire bias o f - l k V ,  
breakdown occurred readily for impacts on the ground plane immediately 

plasma drag 
hyperveloclty launcher 

target 
chamber 

tube 

Fig 13.11 

electric / - /  nd atem  ductor 
HV rod conductor 

expanding 
plasma plume 

Experimental arrangement of apparatus to measure the effect of 
hypervelocity impact to trigger a discharge between bare conductors at 
differing potentials. 

beneath the biased wire. The field strength is a function of position with 
respect to the axis of the experiment and varied from 105-106 Vim within the 
impact zone. The constant bombardment from particles of all sizes tends to 
have the following effects which would be detrimental to exposed components 
of power systems within the space vacuum: 
Trigger mechanism for local breakdown [25,26] 
Surface puncturing [24] 
Spalling/void formation [3] 
Debris accumulation [3] 
Reduced dielectric insulation effectiveness [25] 
Changes in the absorptivity-emissivity ratio [25] 
Surface puncture and spalling/void formation lead to shorting and open 
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circuits in laboratory simulation and has been conjectured to be a possible 
cause for failure of a satellite [27]. For high reliabili ty,  a severe debris 
environment  produces the necessity for armouring of components,  automated 
fault isolation, and system redundancy. While tractable at lower power levels, 
it is unclear whether these mitigation techniques are viable alternatives as the 
power levels increase. 

13.4 Spacecraft Anomalies Attributed to Breakdown 

There have been numerous anomalies related to power for spacecraft in orbit. 
In many instances, there was sufficient telemetry to allow an assessment of the 
most  probable cause of the failure. Table 13.2 is a compilat ion of several 
recorded instances taken from various literature sources [13,27,28]. 

T a b l e  13.2 spacecraft anomalies related to breakdown 

System Anomaly Probable Cause 

Voyager 1 Power-on reset 

SCATHA 34 events 

DPS Star sensor; false flag 

DSCS II Power switching anomalies 

GPS False command; clock shifts 

INTELSAT Inadvertent 17, II & IV spin-up 

Skynet 2B Telemetry 

ANTK Power Failure 

CTS Short circuit noise. Power 
inverter shutdown 

Meteostat Status changes 

GEOS 4&5 Upsets and failures 

Solar Max Upsets, 10/year 

TV-SAT TWT drop-out 

MARECS and ECS Power loss/failure 

ID - internal  d i s charge ,  SD - sur face  d i scharge  

Due to ID 

4 due to ID; 30 due to SD 

Possible ID 

Correlated to geo activity 

Total failure 1980; 
Correlated with ID 

Correlated with eclipse. 
Possible surface discharge 

Substorm activity 

Geomagnetic activity 

Geos 4; possible ID 

Paschen breakdown in high 
voltage cable. Gas source 
unknown 

Electrostatic discharge with 
possible trigger mechanism 
due to micrometeoroid impact. 
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13. 5 Insulation Mitigation Techniques 

The first approach to eliminating unwanted discharges in the space 
environment is to eliminate as many of the mechanisms as possible due to 
sound engineering practice. Those due to spacecraft charging may or may not 
affect the power train. It is of equal interest to determine how effectively the 
properties of the space vacuum can be used as an insulating scheme. If it can 
be successfully employed, there may be significant mass savings as well as 
simplifying of the construction and testing procedures. 

13.5.1 Insulation Techniques to Prevent Spacecraft Charging 
and Breakdown 

If the spacecraft solar array is able to operate at low voltage, there is little 
problem with ambient charging. As the power demands increase, the need for 
higher voltages and the size of the spacecraft produce a substantial stored 
energy which can discharge and cause disruption. One solution to this 
problem, and that proposed for the space station, is to provide a plasma 
contactor which effectively reduces the charging to an acceptable level [25]. 

The most obvious solution to the problem of charge deposition and 
differential charging is to make all "materials conducting" and tied to the 
spacecraft common. In this case, conducting means that the electrical 
conductivity is sufficiently high to allow charge bleed off at a rate higher than 
the charge collection rate for a worst case scenario. In general materials such 
as kapton, fibreglass, mylar, etc., are too resistive to meet this criteria and a 
thin metallisation layer is sometimes used. Purvis et al. [29] have formulated a 
series of guidelines to be used to minimise spacecraft charging phenomena, of 
which the following are the most important. 

Conductive materials must be tied to the spacecraft common with the smallest 
resistance possible a suggested minimum is R < 109 ohms divided by the 
exposed surface area in square centimetres. 

Any partially conducting surfaces applied over a substrate must have a 
resist ivity(r)  thickness(t)  product which satisfies the relation,  
rt < 2 x 10 9 ohm-cm 2. 

Partially conducting surfaces applied over a dielectric and tied to the 
spacecraft common must have an edge resistivity determined by: 
rh2/t < 4 x 109 ohm-cm2 where h is the distance from the tie point to the 
farthest edge of the material and the other units have been defined. 
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NASA, other space agencies, and the industry have experience with 
materials which have been found to perform satisfactorily in space. Thus, it is 
standard practice to use a computer code such as the NASA Charging Analyser 
Program (NASCAP LEO and GEO) to model the environmental, geometric, 
and materials aspects of the satellite to determine if it will be susceptible to 
charging [29]. If the code predicts problems, the geometry and materials to be 
used can be changed and iterated until acceptable charging is achieved. All 
critical materials/components are then extensively tested for performance as 
predicted before reducing to flight hardware. 

13.5.2 Insulation of Power Components 

Distinct and different from the problems discussed above is the question of 
how best to insulate the conductors which must distribute power to various 
parts of the spacecraft. For the most part, these elements are within the 
spacecraft body or at transitions from one segment to another. As the power 
levels increase, there is a need to operate the spacecraft power train at higher 
voltages. Within the SDIO weapons concepts, the advanced concepts for the 
Space Exploration Initiative of NASA, and such devices as high power space 
radar, there is a definite need to operate high voltage-high power systems 
beyond our current practice with as yet unspecified exposure to the full space 
environment. 

It is current practice to insulate cables, transmission lines and power 
components with sufficient insulation to withstand the design stresses [5]. In 
that sense, the same amount of insulation is required as for a terrestrial 
application. The space environment as discussed above make it necessary to 
ensure that materials are selected with low outgassing rates and if exposed 
directly to the space environment, minimal degradation as a result of radiation 
damage. If the average power levels are low, it is possible to encapsulate high 
voltage power supplies, circuit boards, and critical components with 
conformal coatings [30]. If fields are allowed to fringe excessively outside the 
coatings, there is the possibility that charge will be attracted to this area which 
over time can lead to breakdown or surface tracking [31]. This places the 
restriction on the coating process that there be no flaws such as voids or 
cracks which can promote corona in high fields with subsequent degradation 
of the insulating properties of the coating. In addition, it would be desirous 
that the coating material has sufficient conductivity to bleed off any 
accumulated charge. Conducting coatings can easily be employed if the power 
bus is operated in a direct current mode. All solder joints must be shaped to 
minimise field enhancement and wherever necessary, surfaces must be shaped 
to provide field grading to acceptable levels. If the fields are allowed to 
fringe and promote particle impact from the local plasma, there is a reduction 
in the flashover strength of the insulator. Maffei et al. [32] have investigated 
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the magnitude of this effect both for positive and negative polarities. They 
find that at a neutral argon background pressure of 1.5 x 10-5 torr, a 1 cm 
gap was capable of sustaining a potential of 50 kV. For positive applied 
potential, and a plasma number density in the range of 105-106/cm 3, there was 
a leakage current which was a function of the applied voltage and agreed well 
with the results of a NASCAP LEO simulation. The currents were electron 
collection currents and did not constitute catastrophic failure. For negative 
polarity in the same plasma concentration, the surfaces flashed over at 
moderate voltages of 5 kV. This is a dramatic reduction in the hold-off 
strength of the gap by an order of magnitude. These data are consistent with 
charging from the local plasma with subsequent potential buildup sufficient to 
produce the necessary charge to sustain flashover. To minimise this 
possibility, strict field engineering to accurately control fringe fields is 
necessary. 

Gollor and Rogalla [33] in a recent paper have reviewed the field and 
discussed the ERS-1 satellite which is operating with some of the high voltage 
components "vacuum insulated". The unit operates at a negative voltage of 
-15 kV with 15 kW peak power. The author also states the projected need for 
power levels up to 200 kW pulsed at voltage levels on the order of 150 kV for 
future systems. The successful operation of this system is predicated upon two 
factors. First, there must be a "clean" vacuum and second, the system must be 
designed to be fault tolerant to a an occasional flashover or internal discharge. 
The ERS-1 radar utilises a travelling wave tube which is somewhat fault 
tolerant to internal arcing. Further, the high voltage section was designed to 
provide current limiting and sensing circuits were employed to produce 
automatic shut-off and restart in the event of a flashover. The high voltage 
open construction was effectively shielded from the space plasma environment 
but allowed the "space vacuum" to control the local pressure. 

The techniques which must be employed, given that you can guarantee 
the prerequisites unique to space, are no different than those needed for a 
terrestrial vacuum insulated system. Extreme care must be taken to maintain 
gas pressure below an acceptable level by providing the proper venting to the 
space vacuum. Spacers must be chosen which minimise surface flashover and 
made from materials with low outgassing rates. The system must be "aged" to 
remove local surface anomalies which can initiate catastrophic failure, and 
field fringing/concentration must be controlled. Shielding must also be 
employed to prevent the constituents of the space environment and effluents, 
such as those generated by station keeping, from impinging on the part of the 
distribution system which is at high voltage. 
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13. 6 Discussion 

It is possible to contrast the laboratory vacuum breakdown experience with 
breakdown in the space environment. Many of the space trigger mechanisms 
appear common with the terrestrial experience. From the point of view of 
controlling the process, in a large spacecraft in low earth orbit, there is little 
in common if the space vacuum insulated power train must be exposed. The 
Table 13.3 compares vacuum insulation techniques with the space experience 
to date. 
Table 13.3 - Factors Effecting Breakdown in Vacuum and Space 

Stimulus Terrestrial S pace 

Gas pressure Controllable 

Residual species Controllable 

Electrode material Major influence 

Radiation Controllable 

Particulate debris Controllable 

System bakeout Easy to do 

Temperature Controllable 

Largely uncontrollable in the short 
term and for large tended structures 
with station keeping. 

Somewhat controllable due to 
materials selection. Easier for small 
untended satellites. 

Negligible if exposed to space 
environment, important if shielded. 

Uncontrollable if exposed. Requires 
mass to shield and control. 

Uncontrollable if exposed. Requires 
mass to shield and control. 

Very difficult 

Very difficult to control at or near the 
surface of the spacecraft. 

Conditioning Easy Very difficult 

Dielectric spacers Important Important 

Field emission Important Important 

It is possible to use the spacecraft body to shield the high voltage 
sections of the system [33], and selectively perforated coaxial geometries [34] 
to allow systems which have been baked out to perform at high voltage in the 
space environment. The utility of these methods are dependent on the function 
of the spacecraft and its orbit, and whether it is manned or not. Any cycling 
effluent release, station keeping manoeuvres, and the normal outgassing from 
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insulators and spacers will, over time, contaminate and degrade the property 
of the vacuum to act as an effective insulator unless effectively shielded from 
these influences. While experiments such as SPEAR I indicate that it is 
possible to design systems which can operate as high as 40 kV for short times 
in the space environment without catastrophic arcing [10], no long term data 
exist for exposed conductors at high voltage. The existing data favour low 
voltage operation for the spacecraft "bus" distribution system, and, if high 
voltage is necessary, local insulation techniques are to be applied, with vacuum 
insulation as an option. 

The space experience, the results of laboratory simulations, analysis of 
spacecraft failures and theoretical modelling have been compiled in a single 
document entitled "Spacecraft Environmental Anomalies Handbook" which 
clearly illustrates the magnitude of the problem and what can be done to 
mitigate some of the more serious space environmental factors [28]. 

All of the issues arising from power-environment interactions will 
become more serious as we proceed with Space Station Freedom and the Space 
Exploration Initiative. Mitigation techniques applicable for units operating at 
levels less than a kilowatt may not be viable options as power levels increase. 
Since the power levels contemplated for the future are so far beyond our 
experience profile, it is of extreme importance that spacecraft such as the 
LDEF, SCHATA, etc., fly and the results of the analysis be used to determine 
the environmental factors which limit design. The trend to higher power must 
be accompanied by higher efficiency, higher voltage, and more effective 
thermal management systems. The following general comments apply to the 
development of large spacecraft with high power demands such as those 
envisioned for the SDIO, Space Station Freedom, and the Space Exploration 
Initiative. 

Bus voltages will be as low as possible consistent with sound engineering 
practice. The magnitude will be determined by system peak and average 
power requirements, by the power source (solar, nuclear, etc.) and a trade off 
between thermal management system,joule heating of conductors, and 
potential interaction with the environment. 

Electric and magnetic fields will be precisely controlled to prevent interaction 
with the space environment which could lead to breakdown. 

Transformation to load characteristics will be done at the load with localised 
insulation techniques applied (pressurise, encapsulate, vacuum) as needed. 

Materials exposed to the space environment must be used which can 
effectively dissipate collected charge while providing the necessary dielectric 
behaviour. 

482  



13. HV Insulation in Space-based Device Applications 

For large, high power spacecraft in low earth orbit, all ~ components of the 
power train will be armoured and must be long-term stable toradiation dose 
and thermal cycling and may require a plasma contactorto control the 
spacecraft potential with respect to the plasma. 

Effluents must be strictly controlled. 
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14. 1 Introduction 

Vacuum is a unique insulating medium. It successfully performs the role of 
thermal insulation, particularly in the range of the lowest temperatures, and at 
the same time, on account of its dielectric properties, it may be used for 
electric insulation. Owing to this, it seems to be an ideal medium to be used in 
cryoelectric equipment, where it could perform both of these functions, i.e. 
electric and thermal insulation simultaneously. This should therefore simplify 
the construction of HV cryogenic facilities and make them less expensive. A 
thorough study of the operating conditions of vacuum insulation in strong 
electric fields, and under widely fluctuating temperatures conditions, including 
the lowest temperatures, is also becoming an urgent priority, particularly in 
view of the development of space technology. This discussion of vacuum 
insulation under conditions involving the simultaneous interaction of a strong 
electric field and a low temperature is therefore very opportune. When 
speaking of low temperature we mean here the temperature of the elements of 
the solid structures that constitute the insulating system. These will be 
electrodes, spacers and bushing insulators, as well as other constructional 
elements. In addition to the practical dimension, investigations carried out at 
low temperatures also provide information which makes it possible to test the 
existing mechanisms thought to be responsible for the development of vacuum 
discharges. Thus, by decreasing the temperature of the various elements of 
the insulating system (electrodes and insulators), we significantly change their 
physical properties, which makes it possible to verify certain aspects of the 
vacuum discharge development mechanism. 

In cryoelectrotechnical devices, two physical phenomena are generally 
put to use, namely the phenomena of increased thermal/electrical conductivity, 
and that of superconductivity. The highest increase in thermal/electrical 
conductivity at low temperatures is displayed by commonly used pure 
conductor materials copper and aluminium. As regards superconducting 
materials, most experiments have been carried out with niobium and tantalum, 
and recently with so called high-Tc superconductors, with YBaCuO being the 
most popular of these. 

A very good constructional material that is used for building both 
vacuum and low-temperature devices is austenitic stainless steel. 
Furthermore, in some applications there will be HV electrodes made of 
stainless steel that have to support the high electric fields, and hence 
participate in the development of discharges' thus, it is a material whose 
properties should be fully analysed. The second group of materials that 
should be subjected to testing are dielectric materials which are used to make 
bushing and spacer insulators. In practice, use is made most frequently of 
teflon, epoxy resins and ceramics, particularly alumina. This is the reason 
why the majority of all the publications on the behaviour of vacuum insulation 
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in a strong electric field, and at low temperatures, are concerned with the 
above mentioned group of materials. 

If we intentionally reduce the temperature of an element of a 
cryoelectrotechnical appliance, then we will be concerned to ensure that it is 
maintained in this state during its operation. If it is a superconductor, then its 
temperature should at all times be lower than its critical temperature Tc since, 
by definition, the flow of current in a superconductor does not cause losses, 
and so it cannot generate heat and cause the temperature to increase. This, 
however, is pertinent only when strictly defined conditions are satisfied. 
Thus, the question arises as to whether the current associated with electron 
field emission from a superconducting cathode can be emitted without electric 
losses in the emitter. This is interesting both from the viewpoint of 
superconductivity theory and the mechanism of vacuum discharge 
development, as well as from the viewpoint of applicability; i.e. the reliability 
of operating cryoelectrotechnical appliances. This topic will be discussed in a 
later section of the chapter, together with the effect on the voltage hold-off 
capability of a deep pre-cooling of a vacuum insulation system consisting of 
electrodes made of normal conducting metals in the presence of a spacing 
insulator. 

insulator 
I11 

HV conductor 
LN z 

--I" 

Fig 14.1 Cross-section of a nitrogen cryo-cable taken through the insulating support 
structure. (After [3].) 

In publications on this subject, a number of cryelectrotechnical devices 
have been described that make use of high vacuum. As an example, we can 
cite here the construction of cryogenic cables for electric energy transmission. 
These were developed as long ago as in the early 1970s, and were based on 
both superconducting systems [1], as well as conductors made of normal 
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metals, such as aluminium [2,3]. The principle of the cryoconducting cable is 
presented in Fig 14.1. From this, it will be seen that the central canal of the 
cable is an aluminium pipe, which serves both as the HV conductor and to 
contain the circulating liquid nitrogen (LN2) coolant. Correspondingly, the 
outer surface of this cylindrical conductor is both thermally and electrically 
insulated by a high vacuum envelope. The high-voltage pipeline is mounted 
on cyclically repeated segments of three symmetrically distributed supporting 
insulators. In this construction, the insulators themselves are placed in special 
chambers welded onto an external shield made of stainless steel. As a result, 
the external shield can have a relatively small diameter, determined by the 
vacuum strength of the concentric cylindrical envelope. 

This type of electric power line is characterised by having a high 
transmission power capability with relatively low losses of electric energy. It 
may be used in electric power stations to join generators with block 
transformers, or in industrial plants producing aluminium etc. A similar 
construction may also be used in space for both orbiting and outer space 
stations complexes, where it is necessary to provide a power link between the 
central and out-lying modules In the construction of Fig 14.1, the high 
voltage rating (110 kV) results in a high electric field intensity on the surface 
of electrodes, with the consequent possibility of prebreakdown field emission 
currents and a discharge across the vacuum insulation. These emission 
currents will also be the cause of additional electrical losses, localised heating 
at both the emission centre and the corresponding region of the anode 
bombarded by electrons. As a result, prebreakdown emission currents have to 
be seen as a potentially damaging phenomenon, and that attempts should be 
made to restrict it. 

As discussed in Chapter 12, a similar situation exists with 
superconducting RF particle accelerators. At present, intensive research 
efforts are being made to evaluate the possibility of applying deeply cooled 
pure metals or superconductors (both conventional Nb [4] and high Tc 
materials [5]) to the development of low-loss particle accelerator systems. It 
should also be noted that strong electric fields frequently occur in low-voltage, 
devices, e.g. microelectrics systems, where there are appropriately small 
distances between electrodes. Indeed, the "switching off" of superconductivity 
by the flow of field emission currents could be put to practical use in the 
construction of new devices, such as microswitches [6]. 

14.2 Prebreakdown Phenomena with Precooled Electrodes 

In this section we shall compare the prebreakdown emissive properties of 
electrode assemblies made of normal conducting metals (e.g. Cu, A1, Sn, etc.), 
with those made of superconducting materials (e.g. Pb, Nb, YBaCuO). 
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14.2.1 Electrodes Made of Normal Conducting Metals 

One of the apparent advantages of using vacuum as an electrical insulating 
medium is its low, or close-to-zero loss; this is a particularly attractive feature 
for applications operating with high frequencies and at cryogenic 
temperatures. However, this low loss is only available up to a certain level of 
the applied electric field intensity: namely, when a current of tunnelling 
electrons appears from the cathode. This emission follows the well known 
Fowler-Nordheim (F-N) law, so that, as discussed in Chapter 3, the 
dependence of the measured emission current I on the electric field intensity E 
will give a straight line if they are plotted as In(I/E2) versus 1/E. It follows 
from the temperature-dependence of the F-N equation that the field emission 
current is effectively insensitive to the emitter temperature in the range from 
0 to 800K. It follows therefore, that the cooling of electrodes from room 
temperature to cryogenic temperatures should not affect the characteristics of 
the F-N mechanism. This conclusion is probably only valid for ideally pure 
and clean surfaces such as can be achieved with sharp pointed emitters. In 
practice, however, a real emitter surface is covered by an adsorbed layer 
which affects the emission mechanism. This layer will tend to undergo 
changes in the course of cooling, and hence it could be expected that a cooled 
emitter will have different emission characteristics to those obtained at room 
temperature. Such an anticipation has in fact been confirmed by experiment. 
By way of example, Fig 14.2 presents the dependence of log I on (E) for a 
copper cathode with a large surface at 300K and 80K [7]. 
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Fig 14.2 Typical I-V characteristics of field electron emission from Cu cathode 

surface at room temperature and at 80 K. (From Mazurek et al. [7], with 
permission.) 
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Fig 14.3 Dependence of thermal conductivity on temperature for a selection of 
metals. (From Berteaux [40], with permission.) 

From the law of current continuity, it follows that the emission current 
must flow through the cathode and supply energy to the anode surface. It has 
also been shown in Chapter 5 that field emission takes place from one or 
several sites on the cathode, which are referred to as emission centres (ECs); 
features that are particularly clearly visible on cathodes with large areas. As 
a consequence, there are high current densities in the ECs, which can be 
experimentally observed both in the case of emission from micropoint 
emitters, and well polished flat cathodes. We are not able to precisely 
determine the current densities associated with the processes, but with some 
caution, can assume the data presented in publications [8,9], viz. 105-10 9 
A/cm 2, to be reasonably accurate. Associated with a high emission current 
density there will be power losses in the emitter microvolume which will be 
proportional to j2p, where j is the current density and p emitter resistivity. 

When the emitter temperature is reduced, these losses will decrease, mostly 
for the reason that its resistivity p will be reduced according to the Gruneisen- 
Bloch dependence, viz. 

p = KT 5 [jo °/r 
MO 6 

xSdx 
(eX_ 1)(1-eX) 14.1 
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where M is the atomic weight, 0 the Debye temperature, and K is a 
characteristic constant for metals. 

At the same time, the temperature reduction results in an increase of 
thermal conductivity, which makes it easy for the heat to be carried away 
from the emitter volume to the cathode volume. For completeness, the 
dependence of thermal conductivity on temperatures for a selected group of 
metals is presented in Fig 14.3. On the other hand, account has to be taken of 
the opposite effect resulting from a decrease of the specific heat c at 
temperatures lower than the Debye temperature, where 

O0 /T c-9R/ )3 exxn dx 
leX-1)2 

14.2 

with R being the gas constant. Thus it has to be assumed that the energy 
dissipated in the emitter volume will cause a significant increase in the emitter 
temperature, so that it may have a much higher local temperature than that of 
the remaining part of the cathode. In an appropriately strong electric field, 
the increase in the emitter temperature may well be high enough to 
significantly affect the development of an electric discharge. In this context, 
two cases are distinguished: 

a) 

b) 

the generation of a cathode plasma through the violent dissipation of 
energy in the emission centre (the so called explosive emission 
process [ 10,11 ] discussed in Chapter 6), and 
the generation of plasma from the pockets of adsorbed gases and 
impurities located in the vicinity of the emission site [12,13,14]. 

With small electrode separations (< 0.5 mm), the generation of cathode plasma 
will fill the interelectrode space and be equivalent to a breakdown. However, 
with larger electrode separations, it is the generation of anode plasma that 
becomes the necessary condition for breakdown; here, an essential role is 
played by the violent increase of anode current accompanying the generation 
of cathode plasma. It is assumed in the explosive emission theory that the 
cathode surface is atomically clean, i.e. devoid of adsorbed gases, impurities 
and alien inclusions, and that the micropoint emitter explodes as a result of the 
violent energy dissipation of electrons accelerated by the electric field in the 
emitter structure. An atomically clean surface is, in practice, extremely 
difficult to obtain: the real surface of an emitter will be covered by adsorption 
products in which water plays the most important role. That is why the 
second of the above mentioned possibilities, i.e. the generation of plasma 
through the ionisation of foreign particles desorbed from the emission site, 
seems to be very likely. On the other hand, the partial melting observed on 
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the cathode surface may result from the interaction of the positively charged 
ions of the cathode plasma with the cathode surface. In fact, a model of such 
an interaction has been presented by Schwirzke [15]. 

Whilst a detailed discussion of the mechanisms mentioned above is not 
appropriate for this chapter, it should however once again be pointed out that, 
in the explosive emission model, as well as in the model involving the 
ionisation of desorption products, an essential role is played by the dissipation 
of energy by conducting electrons in the emitter material to produce local 
emitter heating. However, a direct measurement of the excess t~mperature of 
emission centres is extremely difficult, and so we have to estimate it indirectly 
from observations of the partial melting of cathode emission centres [13]. 

It follows from the above discussion that the process of generating 
cathode plasma could be controlled, or even arrested, if it were possible to 
limit the energy dissipation in the emitter material and, in consequence, limit 
the increase of the emitter temperature. In fact, such a possibility should, in 
principle, be realisable by the use of superconducting emitters having zero 
resistance. The practicability of this assumption will be discussed in the 
following section. 

14.2.2 Superconducting Electrodes 

Although superconducting materials are characterised by having zero 
resistance, a lossless flow of current is only possible under precisely 
determined conditions. Failure to satisfy these conditions will cause the loss of 
superconductivity in any locality where the critical parameters are exceeded, 
even if the remaining volume of material is in the superconducting state. Let 
us examine a superconducting broad-area cathode on which the applied 
electric field has sufficient intensity for generating a total field emission 
current of ~10-5 A. It is known however, that this relatively small current 
does not flow out uniformly from the whole cathode surface, but only from 
one or, at the very most, a few favoured emission centres (ECs) [16]. Their 
sizes are not known exactly but the experimental results indicate that, even in 
the case of a point emitter, the emission takes place only from these 
microscopically localised EC regions [11]. If we assume that the dimension of 
an EC is 10 °10 cm2, then the current density in this case will be ~105A/cm 2. 
What interests us is whether such emission is possible from a superconductor, 
i.e. without losses in the emitter. In order to answer this question it would be 
necessary to know, on the microscale, the density distribution of the emitted 
current; i.e. if the critical current density Jc is exceeded at any point on the 
emitter. Thus, if there is a local loss of superconductivity, there will be an 
onset of ohmic losses, and a resultant generation of heat leading to an increase 
in temperature of the EC volume. In summary, the emitter will lose its 
superconducting properties when: 
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its temperature is higher than the critical temperature Tc of the 
material 
the material is subjected to a magnetic field whose intensity is 
higher than its critical value Hc 
the density of the current flowing through the material is higher 
than the critical value Jc. 

To give the reader an idea of the order of magnitude of the critical values of 
the parameters mentioned above, the properties of a few characteristic 
superconducting materials are presented in Table 14.1. 

Table 14.1 

Material 

Ta 
Pb 
Nb 

Tc[K] 

4.5 
7.2 

9.46 
, ,  

...... I 

Hc [A/cm] 

600 

660 
. . . .  

2400 
. . . .  

Jc [A/cm 2] 

10 5 (4.2K) 

Nb3 Sn 18.45 220000 107 (4.2K) 
YBaCuO ..... [ 92 . 1500000 . 103 (77K) . . . .  

*If the superconductor is a pure metal (Type 1), Ic can be estimated as the current level that will 
create surface magnetic fields sufficient to exceed Hc. This estimate is known as the "Silsbee 
approximation ". The current required to develop a field Hc on the superconductor surface is 
I¢ = 2~zRHc (where R is a cylindrical conductor radius). 

From a consideration of these data, particularly the critical current 
values, it is clear that, only in the case of Nb and Nb3Sn cathodes, would it be 
possible for the emission to take place in the superconducting state. The 
remaining emitters will pass into the normal state due to their jc being 
exceeded. We have used here the conditional form "would be possible" since 
other limitations will also occur in practice, and these may prevent emission in 
the superconducting state. 

Among these limitations will be those associated with a) the penetration 
depth of the applied magnetic field, defined by the Meissner effect, and b) the 
consequences of the Nottingham effect. Meissner found that a superconductor 
is characterised not only by having zero resistance, but also that it behaves like 
an ideal diamagnetic. This implies that, after passing into the superconducting 
state, the material expels the magnetic flux from within its bulk (no connection 
with Lenz law). Thus, the current in the ideal superconductor flows merely 
in the superficial layer which is characterised by a "penetration depth ~,". In 
pure metals, the penetration depth at T --- 0 is about 50 nm, but increases with 
both the presence of impurities and increasing temperature [17]. If we 
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imagine the emitter as a micropoint in the form of a cylinder, as depicted in 
Fig 14.4, then a current of density j will induce around the cylinder a 
magnetic field with inductance B which will penetrate the inside of the 
material to a depth ~,. If the diameter of the micropoint is comparable to its 
penetration depth, then the emitting micropoint will pass to the normal state, 
in spite of the fact that the remaining part of the cathode will be in the 
superconducting state. 

~ B  

Fig 14 .4  Distribution of current density j and induction B in a cylindrical conductor. 

A secondary factor, which can threaten the emitter from remaining in 
the superconducting state, is the Nottingham effect [18] previously discussed in 
Chapter 5. This effect takes account of the fact that tunnelling electrons are 
emitted with a mean energy that is approximately equal to Fermi energy. 
The emitted electrons are replaced by electrons coming from the external 
circuit, and these convey their energy to a region of the surface layer whose 
thickness is of the order of the electron mean free path. Thus, the physical 
consequences of the Nottingham effect are dependent on the temperature of 
the emitter. If the emitter is at a temperature that is lower than the so called 
inversion temperature Ti, it will be heated by the Nottingham effect; 
conversely, if the temperature is lower than Ti, then it will be cooled. This 
has been confirmed experimentally for both for normal metals and also by 
work on niobium superconducting emitters [19]. It is very likely that the 
energy supplied to the EC as a consequence of the Nottingham effect causes it 
to be heated above the critical temperature To, and leads to the emission taking 
place in the normal state, with the majority of the cathode remaining in the 
superconducting state. It follows that the factors discussed above are the most 
likely cause of measurement failures occurring during tests that were designed 
to establish the differences between emission from the normal and 
superconducting states [20,21,22,23]. 

Such differences were anticipated on the basis of the BCS theory [24], 
from which it follows that the transition to the superconducting state is 
accompanied by the formation of a new electron order, the so called Cooper 
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pairs, which should reduce the emission current by a value Ai, which for Nb 
was estimated by Leger to be about 4 × 10 -13 A [21]. In fact, Leger's 
experiment did not confirm those predictions, with similar findings having 
been reported by other authors [22,23]. On the other hand, Cobourne and 
Williams [20] have noted that the characteristic ln(I/E2) versus (l/E) for Nb 
electrodes precooled to 5K consists of two straight lines with decidedly 
different slopes, corresponding to field amplification factors o f  131 = 300 and 
132 = 2000 respectively. However, it was found that conditioning with 18 
discharges caused a change of the characteristic into one straight line with 
13 = 300. The authors came to the conclusion that the discontinuity observed 
on the F-N plot was not connected with a superconducting transition but, most 
likely, due to a layer of oxide which could have been removed by the 
discharge. Similar results have been obtained with high-Tc ceramic cathodes, 
such as YBaCuO [7]. 

Recent studies by Shkuratov and co-workers, carried out on emitters 
made of YBa2Cu306, 9 monoscrystals [25] have proved that the emitted current 

is unstable, and that the field enhancing factors, calculated on the basis of the 
results obtained were within the range 13 -- 100-300: however, such high 
values of [3 do not result from the geometry of the emitter. Next, from the 
experimentally derived characteristics of log I versus in(I/V2)plots, obtained 
with the use of superconducting broad-area YBaCuO cathodes, a hysteresis 
phenomenon has been observed, which also occurs with a contaminated copper 
cathode [7]. Energy distribution measurements of electrons emitted from 
ceramic superconductors [26] have proved that they are similar to those 
emitted from metals, and can be described by means of Fermi gas model. 

The results given above are evidence that the emission mechanism 
associated with a superconductor is the same as that for a normal metal. On 
the other hand, the essential role played by the adsorbate layer on the surface 
of the emitter remains to be established: it does, however, undoubtedly depend 
on the temperature of the surface. 

14.3 Vacuum Breakdown with Precooled Electrodes 

When speaking of the electric breakdown voltage, we have to define what is 
meant by this concept. The point is that, whilst the breakdown of a solid or 
liquid dielectric is an unequivocal notion, in the case of vacuum some 
misunderstanding may arise. This results from the specificity of this 
insulating system. Firstly, vacuum belongs to the so called "self- 
regenerating" class of insulating media, which implies that soon after a 
breakdown occurs, it intrinsically regains its insulating properties. Secondly, 
as discussed in the following section, "breakdown" often develops in such a 
way that it is preceded by a sequence of short-duration, large-amplitude 
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current pulses: however, it frequently happens that, after this phenomenon, 
the system regains its insulating properties without a full breakdown of the 
gap. In the third place, the vacuum breakdown voltage will vary according to 
the state of electrode surfaces. Thus, successive breakdowns at a few minute 
intervals generally occur at higher and higher voltages; a process which is 
referred to as the "conditioning" of electrodes. It is extremely difficult to 
state unequivocally when a given system is conditioned. The number of condi- 
tioning breakdowns is dependent on the dimensions of the electrode surfaces, 
and may range from several dozens for small electrodes to tens of thousands 
for electrodes with surfaces of a few square metres [27]. It is thus no wonder 
that, with reference to a similar insulation system, different authors present 
quite different values of breakdown voltages [3]. It would seem that, in the 
context where vacuum is used for the high voltage insulation of electrical 
equipment, then the definition of breakdown given in [28] best captures the 
essence of the subject. Namely, that "breakdown is such a state of the electric 
insulation system in which the conditions for the unlimited increase of electric 
conductivity are satisfied". 

In thus defining breakdown, the present author draws upon his 
observations of a discharge development by using the combination of high 
speed photography to record optical process, and a fast oscillograph to record 
of the evolution of the current and voltage. The typical course of the 
development of a vacuum breakdown with point-to-plane electrodes is 
presented on the streak photograph of Fig 14.5, as well as in the framing 
mode photograph of Fig 14.6. We can see from these that at first a faint light 
appears on the cathode, and after some delay, a much more intensive anode 
light. The appearance of the anode light is then followed by a sudden drop in 
voltage across the electrode gap. With an impulse voltage, we are concerned 
with a typical impulse cut off. Thus, the breakdown voltage is considered to 
be the value recorded on the storage oscilloscope, which is accompanied by the 
appearance of anodic plasma observed on the high speed photographs. 

14.3.1 Effect of Electrode Cooling on the Development of an 
Electric Discharge in Vacuum 

One of the parameters that characterises an electric discharge is the time-lag 
of the anodic burning in relation to the cathodic burning. This is readily 
measurable from the high-speed photographs of Fig 14.5 and 14.6, and leads 
to the conclusion that anodic phenomena are secondary to, and dependent on 
cathodic ones. This can be explained by recognising that the cathode is a 
source of electron current which acts upon the anode as energy and causes it to 
be heated. Thus, if the anode is heated to a critical temperature, a violent 
evaporation and ionisation of the anode material will take place and result in 
the formation of the anodic plasma, as recorded by the high speed camera. 
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Earlier research studies have been able to establish that the time-lag of the 
appearance of cathodic plasma, in relation to the moment of applying the 
voltage, is not dependent  on the interelectrode distance [11,29]. The 
measurement of the time difference between the appearance of cathodic 
burning and anodic burning makes it possible to determine the time-lag of 
anodic burning in relation to the moment of applying the voltage. 

.-I" . T . 8 0 K  
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Fig 14.5 Typical streak photograph of the initial phase of discharge development in 
vacuum for point-to-plane copper electrodes (point cathode). (From 
Mazurek [3], with permission.). 
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Fig 14.6 Framing photograph of the initial stage of an electric discharge in vacuum. 
Exposure time 10 ns, time between frames 40 ns, stainless steel electrodes, 
electrode position and polarity as indicated in the sketch. (From Mazurek 
[ 3 ], with permission.) 
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Fig 14.7 presents the dependence, measured from streak photographs, of the 
time-lag of anodic burning as a function of the electrode spacing for room 
temperature 300K and 83K; the latter being obtained after precooling the 
anode with liquid nitrogen. As can be seen from Fig 14.7, an increase in 
electrode separation from 1 mm to 10 mm results in an increase in the delay 
time for anodic plasma to appear; furthermore, this delay has an 
approximately linear dependence on the gap length. Cooling a flat anode 
down to 83K causes the time-lag of anodic burning to increase by about 20%. 
It has not been established, however, whether the cooling of the cathode has an 
effect on this time lag. According to the concept of electric breakdown 
described earlier, in which the appearance of anodic plasma plays so 
significant a role, it may be expected that an increase in the time-lag of the 
appearance of anodic plasma through the cooling of the anode will be 
simultaneously accompanied by an increase in the strength of the gap. In fact, 
investigations have indeed confirmed that such a thesis holds in relation to 
both DC and impulse voltages. 

The effect of electrode cooling on the breakdown voltage is dependent 
on the polarity of the electrode being cooled. In the case of DC voltages, it 
will be seen from Fig 14.8 that the cooling of the cathode to about 80K results 
in only a marginal increase in the breakdown voltage. Although Fig 14.9 
indicates that this effect exists for both point and flat cathodes, it is relatively 
insignificant from the practical point of view. However, the cooling of the 
anode gives rise to a distinct increase in the breakdown voltage. Thus Fig 
14.9 indicates that the cooling of the flat anode causes a 60% increase in the 
DC breakdown voltage. Correspondingly, Fig 14.10 shows that results of a 
similar kind are obtained where using impulse voltages, when in both cases, 
measurements were made with electrode separations of 0.5-12 mm. The 
family of curves presented in this figure makes it possible to conclude that the 
effect of cooling becomes weaker when the interelectrode distance decreases. 
Similar studies have been made by Maitland [30] and Schmidt [31]. For flat 

copper electrodes having a 0.5 mm electrode gap, with the anode being cooled 
down to 78K, Maitland has obtained an increase of strength from 5 to 13% 
compared with room temperature. By considering both the transport of heat 
from the anode by thermal conduction, as well as the need for locally heating 
the anode to its boiling point, he was able to come to the conclusion that 
cooling the anode should cause the breakdown voltage to increase by 20%. On 
the other hand, for copper electrodes having a rod-plate geometry 
(~ = 30 mm), and with a 1.5 mm gap distance, Schmidt [31] has obtained a 
50% increase in the breakdown voltage when the anode is cooled. It is very 
likely that the reduction in the breakdown voltage as a result of electrode 
cooling with small electrode separation is caused by the change of the 
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Fig 14.7 Time delay in the appearance of the cathode and anode light as a function of 
the electrode gap at 83 K and 300 K anode temperatures. (From Mazurek et 
al. [41 ], with permission.) 
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Fig 14.8 DC breakdown voltage as a function of the gap length; point cathode 300 K 
and 80 K temperatures. (From Mazurek et al. [41 ], with permission.) 
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Fig 14.9 DC breakdown voltage as a function of the gap length; parameters of the 
plane electrode polarity. (From Mazurek et al. [41 ], with permission.) 

high speed photographs, it is possible to conclude that the mechanism of 
vacuum discharge development between electrodes at room temperatures does 
not differ from that operating with cooled electrodes. The major difference 
that can be recorded centres on the change in the time-lag to anodic burning. 

Thus, the cooling of the anode has a similar effect to that of increasing 
the electrode separation: i.e. since by reducing the temperature of the anode, it 
is necessary to supply an additional quantity of energy to it in order to first 
return the temperature of the heated element to room temperature. 
Subsequently, the breakdown and associated generation of anodic plasma 
proceed in a similar way to the case of electrodes that are at room 
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temperature. We have a similar phenomenon when increasing the distance 
between the electrodes. The longer the distance, the lower the density of the 
current bombarding the anode which, to achieve the same thermal results, 
should be compensated for by either an appropriately extended time of the 
action of a flux of electrons upon the anode, or by a higher voltage. 
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Impulse breakdown voltage as a function of the gap length for a pulse 
slope of 100 kV/~s. (From Mazurek et al. [41 ], with permission.) 

Discussion of the Breakdown Mechanism 

As mentioned at the beginning of this chapter, the analysis of electrical 
breakdown can be reduced to an analysis of the mechanism of plasma 
generation in the interelectrode gap. If, following Langmuir, we define 
plasma as an ionised gas, then the last but one stage of breakdown must be the 
generation of local pockets of gas which will subsequently become ionised. In 
all kinds of insulation, apart from vacuum, plasma is produced from dielectric 
materials. In the case of vacuum, plasma must be produced from the 
electrode material and, more strictly speaking, from the surface layers of the 
electrodes which will include any particles that are adsorbed on the surface. 
Plasma can, in principle, therefore be supplied by either the cathode or anode. 
The formation of cathodic plasma is connected with field emission from the 
cathode, and may be formed either by violently ionising desorbed gas in the 
field emission area, or by the so called "explosive" process associated with the 
ionised vapour in the vicinity of the metal emitter. As can be seen from the 
high speed photographs, the cathodic plasma in the initial stage of the 
discharge development increases its size, although with some limitation, but 
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remains connected to the surface. One explanation of this phenomenon may 
be associated with positive plasma charge which, after throwing out light 
electrons, maintains positive ions close to the cathode. With small 
interelectrode distances (<0.5 mm) the generation of cathodic plasma will then 
fill the interelectrode space and directly create breakdown conditions. With 
larger electrode gaps, the generation of cathodic plasma creates the necessary 
conditions for a violent increase of the emission current which, in turn, 
provides the energy that is indispensable for the melting and evaporation of 
the superficial anode layer. 

The electron current flowing out of the cathode propagates in the inter 
electrode space along a path that has the shape of a paraboloid of revolution, 
with its vertex on the cathode and its base on the anode. Of essential 
importance is the base area on the anode, since this determines the density of 
anodic current, and thus the density of the heat flux q generated on the anode 
surface, where q ~ Vja [W/m2] in which V is the voltage on electrodes, and ja 
is the density of anode current. This heat flux q causes an increase in the 
temperature of the anode surface being bombarded, which is accompanied by 
an increase in both the local vapour pressure and in the speed with which 
anode material is evaporated. It may be assumed [32] that after a temperature 
of 1546K has been exceeded with a copper electrode, the conditions for 
producing anodic plasma are satisfied. 

The dependence of the anode temperature on the density of the energy 
flux supplied to its surface by the anodic current can be derived from the basic 
equations governing thermal conductivity. However, an analytical solution 
of such a system is not a simple task, particularly if the properties of the 
materials are assumed to be temperature dependent, i.e. the thermal 
conductivity ~,(T), the specific heat c(T) and density P(T); on the other hand 
it can be solved with the use of numerical methods. 

However, by introducing simplifying assumptions, it is possible to 
estimate the density of the flux qa which, at a definite time, will cause the 
anode surface to be heated up to the temperature Ta. (See also the treatment 
of this topic in Chapter 5.) Thus, assuming a) a constant power flux qa 
supplied to the anode and b) constant mean values for E, c and P, the heat fiow 
q in the direction x in the time interval t will cause a change of temperature T 
which can be described by the relation 

q = _~/)T 
Ox 14.3 

which, for x > 0 and t > 0 can be expressed in the form 

a ~)2q = /)q 

t)X 2 Ot 
14.4 
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The solution to this equation for q = qa = const; at x = 0 and t > 0 is 

x 
q = qaerfc 2"~ 14.5 

2 
where ~ is the thermal diffusivity, and 

o o  

erfc=-2 ie-~d ~ 
~-~ o 

14.6 

The above problem has been solved by Carlslaw and Jaeger [33] to obtain the 
simple dependence 

1 

;l --k- 14.7 

The time t during which the heat flux flows into the cathode can be read out 
from Fig 14.7 for any given electrode separation. By way of an example, for 
an electrode gap of a = 6 mm, and for the anode at room temperature 
t300 = 148 x 10-9 s. To achieve local boiling on a Cu anode initially at room 
temperature 300K, it would be necessary to preheat the electrode by 
1546-300 = 1246K, while for an anode precooled down to 83K, the required 
preheating would be 1546-(-83) = 1463K. By assuming the mean values of 

= 3.76 W c m - l K  -1, C = 0.38 j g - l K - 1 ,  P = 8.94 g c m - 3  and 
t~ = 1.14 cm2 s-1, we can apply the above expressions to calculate 

q3oo = L T = 1.01 × 10 7 Wcm -2 14.8 

In contrast, by identically calculating the heat flux necessary for a precooled 
anode to reach the same temperature in the same time, one finds, 

q83 = 1.19× 1 0 7 w c m  -2 

These calculations show that the breakdown of a cooled anode occurs at a 
higher voltage; a conclusion that has been confirmed experimentally, as shown 
in Fig 14.9 and Fig 14.10. However, the increase in voltage needed to induce 
a breakdown on the cold surface is slightly smaller than expected, and can be 
attributed to the adsorbed layers of, mainly, water on the surface of the 
cathode which can be a source of cathodic plasma. It should also be noted that 
the power density is proportional to Vj where V is the applied voltage and j is 
the current density on the anode. 
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14 .4  Effect of Cooling the Insulator on the Fiashover 
Voltage in Vacuum 

A review of numerous publications dealing with electric discharges in vacuum 
indicates that the least identified phenomenon is the effect of low temperature 
on the surface strength of solid insulators. The results presented in a 
relatively small number of papers discussing this subject-matter display 
considerable differences. By way of example, after cooling a polyethylene 
insulator to 8K, Kahle and Richter [34] obtained a 70% increase of surface 
strength. When cooling polyethylene to 233K, Ohki and Yahagi [35] obtained 
a 10% increase of strength. However, when testing the surface strength of 
insulators made of different organic materials, Tourreil [36] has found that 
cooling them to 80K not only fails to improve their strength but may even 
reduce it. In the papers [37,38], attention has been given to the key fact that a 
spacer insulator may be heated during the conditioning process, with estimates 
of the temperature increment amounting to several dozens of degrees (30K 
according to [37] and 90K according to [38]). The unpredictability of this 
phenomenon could well be one of the reasons for obtaining different results 
from the effect of cooling on the flashover voltage. In all the papers quoted 
above, the insulator was cooled through its contact with the cooled electrode. 
In a system like this there is a flow of the heat flux towards the heat sink, 
which is made up of the conduction towards the electrodes being cooled, and 
the parallel radiant heat flux. The heat flow is accompanied by temperature 
gradients, which are particularly high at the contacts of the insulator with the 
electrodes. In this connection, it is not possible for us, on the basis of a one- 
point measurement of temperature on the electrode or insulator, to determine 
the temperature of the remaining elements of the system. With the variable 
microscopic nature of the contact of the insulator with the electrodes, i.e. 
resulting from the different degrees of surface finish, coupled with the effects 
of different contact pressures, or material combinations, the local temperature 
distribution in the vicinity of the electrode-insulator system can be expected to 
show considerable variations. In the papers cited above, this has not been 
taken into account and may therefore be a second reason for the discrepancy 
in the results. 

The present author has made measurements of the temperature 
distribution in an electrode-insulator system using the technique illustrated in 
Fig 14.11 [39] and, for the case of a 12.5 mm long alumina insulator, obtained 
the results presented in Fig 14.12. As can be seen, the temperature 
distribution is dependent on time. After the first hour of cooling, the 
temperature of the electrode making a thermal contact with the liquid nitrogen 
tank drops from room temperature to about 110K (curve 5). 
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I _ILl.[ 
Fig 14.11 Thermocouples for measuring the temperature distribution occurring in the 

electrode-insulator system; thermocouple endings 1-6 are connected to a 
voltmeter. (From Cross et al. [39], with permission.) 

KIT 
300 

200 

100~ • ~ -  5 ~ t  
1 2 h 

Fig 14.12 Temperature distribution in the electrode-insulator system in vacuum as a 
function of the cooling time: curves are numbered according to the 
measuring points shown in Fig 14.11. 
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Fig 14.13 Temperature distribution in the electrode-insulator system after two hours of 
cooling, with allowance made for the radiation heat flux qr directed towards 
the side surface of the insulator; q2" heat inflow through the electrodes 
support; q] - heat taken out by the cooler electrode. (From Cross et al [39], 
with permission.) 

Later, the temperature of this electrode slowly and asymptematically 
approaches the temperature of liquid nitrogen. However, it has not been 
possible to obtain the baseline temperature even after 24 hours cooling. For 
practical purposes, it was therefore decided to make the measurements of 
flashover voltages after 2 hours cooling. At this stage, the temperature 
distribution displayed the form presented in Fig 14.'13. This indicates that the 
temperature drop across the contact between the electrode and the insulator, 
AToll is about 55K, the temperature along the insulator, AT4, is about 75K, 
while the temperature across on the contact of the bottom electrode with the 
insulator, ATot4, is about 25K. The overall heat flux ql carried away by the 
copper block to the nitrogen cooler consists of the heat q2 supplied through the 
bearer of the bottom electrode, as well as the radiant heat qr supplied through 

the side surface of the insulator. For this reason, the temperature distribution 
is not linear. The example given above indicates how inaccurate is the 
statement that the "testing was carried out at a definite temperature". When, 
however, we know the temperature distribution, then we may confine 
ourselves to giving only one temperature, but we should specify what element 
of the system it concerns. 

Table 14.2 

Temperature, T [K] VDC (kV) 

+ + 

VSmp (kV) . . . . . . .  

300 98 + 9 92 + 9 91 + 6 82 + 7 
100 101 + 12 112 + 12 ._ 89__+10 . !22 + 12 
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The measured results of the flashover voltage of 12.5 mm long alumina 
insulators are presented in Table 14.2. This shows that the effect of cooling 
on the surface flashover voltage in vacuum is the reverse to the cooling effect 
on the breakdown voltage of a pure vacuum gap. Without a solid insulator, 
the cooling of the cathode does not significantly affect its electric strength, 

a) 

electrodes 

Fig 14.14 (a) Ceramic spacer insulator with metal coated surface of contact, (b) epoxy 
resin spacer insulator with electrodes controlling the electric field 
distribution. 

whereas the cooling of the anode increases it significantly. Inserting the 
insulator between the electrodes produces a reverse effect. Cooling from the 
side of the anode has practically no effect on the value of the flashover 
voltage, whereas cooling from the side of the cathode causes about a 20% 
increase of strength with DC voltages, and about 50% with impulse voltages. 
The above results have been obtained in a system with a simple contact 
connection of electrodes with the insulator, and emphasise the role of the 
triple junction in the development of surface discharges. At the triple 
junction, plasma is generated from the insulator material, which then becomes 
a source of electron current flowing along the insulator surface towards the 
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anode. The precooling of the triple junction makes it difficult for plasma to 
be generated, and this is thought to be the reason for the increase in its 
electrical insulating strength. 

The above mechanism can be changed if the triple junction is properly 
designed in order to eliminate cathode plasma. As illustrated in Fig 14.14(a) 
and (b), this can be achieved by metallising the contact surface and specially 
shaping the cathode or the insulator. 

14. 5 Conclusions 

Vacuum is a very good electrical and thermal insulator. More specifically, its 
electric strength depends on the temperature of any associated electrodes, 
where a decrease in temperature generally has an advantageous effect on its 
insulating properties. As a general rule, there will be an increase in the 
electric strength whenever the solid surface being cooled is one that can 
provide a main source of plasma to fill the interelectrode space. For 
electrode separations larger than 1 mm, an improvement in strength for both 
DC and pulsed fields can be achieved by cooling the anode: on the other hand, 
if both electrodes are cooled, significant improvements can be obtained for 
alternating voltages. However, for electrode separations smaller than 0.5 mm, 
the cooling effect is negligible. The superconducting state of electrodes has no 
clear effect on the electric strength of the vacuum gap, and any changes of 
voltage hold-off strength that are observed should be attributed to the change 
of electrode temperature. 

From a theoretical perspective, a decrease in electrode temperature, 
ranging from room temperature to that of liquid helium (4.2K), should not 
however, significantly affect the value of field emission "leakage" currents. 
This statement also applies to the transition of electrodes from the normal to 
the superconducting state. Thus, the changes in the emission characteristics 
that are observed in practice when cooling electrodes should be attributed to 
the presence of a layer of adsorbate on the cathode surface. In this context, 
the lower the temperature, the more stable is the layer of the adsorbate, and 
the better able it is to suppress the onset of "cold" cathode emission currents. 

During the early stage of applying the electric field, the emission 
current is generally very low in value and highly stable. However, when a 
certain characteristic field value is exceeded, there is a violent increase in the 
emission current which, as the field continues to increase, comes under the 
influence of the Fowler-Nordheim law. At this stage, the current is very 
unstable, and the voltage increment required to produce a given increment in 
current, increases as the temperature of the cathode is lowered. At the 
practical level, it is sometimes possible to off-set this undesirable phenomenon 
by externally limiting the emission currents, particularly when constructing 
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insulation systems having negligible losses and a low noise level. The 
introduction of an insulating spacer between the electrodes generally causes 
the electric strength of the vacuum insulation system to be decreased. 
However, there is some evidence to indicate that the precooling of the 
insulation system, including the insulator, may lead to an increase in the 
electric strength, although this will depend on the temperature distribution 
within the insulation system. The greatest increase in electric strength will 
occur when either all the elements of the insulation system are cooled to liquid 
nitrogen temperature, or when the element that is the main source of 
interelectrode plasma is independently cooled. 

To sum up, we may state that at present we have a considerable amount 
of experimental data concerning the behaviour of high voltage vacuum 
insulation systems at cryogenic temperatures. Indeed, on the basis of this 
knowledge, it would be possible right now to construct cryoelectrotechnical 
and microelectronic devices. Equally this same information would be relevant 
for the development of high voltage devices designed for operating in outer 
space. However, we still have not acquired a complete knowledge of physical 
mechanisms responsible for prebreakdown emission phenomena, particularly 
the instability of the field emission current. For example, the conventional 
static methods for measuring emission currents are only of limited diagnostic 
value since they do not provide the means of dynamically recording the short- 
term changes that are characteristic of these currents. It is therefore desirable 
to develop fast-response current measurement systems which will make it 
possible to discriminate between emission current signals, and disturbances 
caused by the capacitive current component. Although a challenging problem, 
it is very attractive from the theoretical point of view, and also from the 
practical point of view, on account of the many potential applications that will 
stem from the enormous future exploitation of high temperature 
superconductivity. 
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High Voltage Vacuum b~sulation 

15 ,1  Electrode Spots at Breakdown 

Even with a high series resistor, breakdown transient currents >10 A are 
possible due to the discharge of electrode and stray capacitances. With 
powerful networks this stage frequently proceeds into an arc; otherwise the 
current vanishes when the capacitance is discharged. 

In general, such currents are associated with hot spots at the electrode 
surfaces. With heavily contaminated surfaces, the spots are difficult to detect 
and perhaps not always present; equally, they may be absent with hot 
electrodes. However, with relatively clean surfaces at room temperature, they 
are a decisive component of the discharge, because they deliver ionised matter 
into the gap, thus creating a conducting connection between the electrodes. 
Spots at the cathode fulfil a second important task: they emit electrons in order 
to guarantee current continuity at the cathode surface. 

Fig lS.1 Picture of spots at Ti-electrodes during breakdown of a voltage pulse of 
15 ns duration. Needle cathode (left) of 300 Bm diameter, plane anode 
(right). (From Anderson et al. [11], with permission.) 

In certain circumstances, cathode and anode spots can coexist, where 
Fig 15.1 gives an impression of how the light output is dominated by the anode 
spot. This led some authors to the conclusion that anode spots play a more 
important role for establishing the current conducting channel [ 1,2]. However, 
with sufficient sensitivity, Mesyats and co-workers [3] demonstrated that 
cathode spots occurred first. They also control the discharge in its later stages, 
because the cathode region is the bottleneck of the discharge" physically, it is 
much more difficult to pull electrons out of the cathode than drop them down 
into the anode (most of the discharge current is electronic). Due to its 
supersonic expansion velocity, the cathode spot plasma becomes almost 
invisible at distances >0.1 mm, while preserving its ability for current 
conduction. Thus, in contrast to anode spots, the boundary of the luminous 
structure of cathode spots is not necessarily identical with the plasma edge. 
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Fig lS..2 Discharge zones at breakdown. 1 - space charge zone, 2 - cathode spot 

plasma, 3 - expanding plasma, 4 - vacuum zone, 5 - anode spot plasma [5]. 

Therefore, we adopt a scenario established by the pioneering work of the 
Mesyats group [4] according to which the cathode spots determine the 
current-time behaviour. Fig 15.2 (from [5]) illustrates schematically a 
momentary situation. At the cathode there occurs a small ball of dense metal 
vapour plasma, mostly at the location of the former ignition site. Between this 
plasma and the cathode surface there exists zone 1, a narrow space charge 
sheath (with a width of a few nm) due to the charge of the plasma ions. The 
surface is hot at this location and the combined action of temperature and space 
charge field produces sufficient electron emission to match the discharge 
current I. The voltage drop V c across zone 1 amounts to <100 V. The plasma 
ball, zone 2, expands towards the anode with velocity v c, thus forming a plasma 
region 3 with decreasing density. At the edge of this region there is vacuum 
that must be bridged by electrons leaving the plasma: however, their negative 
space charge establishes a limit to the current. Since most of the high electrode 
voltage is dropped across this zone 4, electrons enter the anode region with high 
energy and cause evaporation of anode material and eventually the formation of 
an anode spot plasma, zone 5, expanding with velocity v a. The voltage drop 
over the plasma zones 2, 3 and 5 can be neglected, so that the current exhibits a 
space-charge behaviour, being proportional to V 3/2, where V is the gap voltage, 
i.e. 

l(t) = A ( V -  Vc)3/2F(g) 15.1 

Here A is a constant and g the width of the vacuum zone 4 given by 

g( t) = d-(v c + Va)t 15.2 
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where d is the gap spacing. As found in [4,6,7] for point-to plane geometries 
and confirmed later in [5] for plane-plane geometry, the function F(g) can be 
approximated by F(g) = (d - g)/g for g > 0. The constant A has been determined 
to be about 3 x 10 -5 AV-3/2. For completeness, Table 15.1 presents measured 
values for the expansion velocity vc and Va of cathode and anode spot plasmas 

respectively. 

Table 15.1 Plasma velocities at breakdown (in krn/s). 

Vc d/tc Vc Va Va Va Va 
Ref: [4] [4] [7] [4] [1] [2] [8] 

Material 

W 27 
Ta 35 
Mo 20-22 26 
Ni 19 
Ti 19 
Nb 30 
Cu 24-26 25 
AI 24 26 
Zn 16 
Pb 11 13 
In 13 
Cd 13 
Bi 11 
Sn 15 
C 20 
Stainless 
Steel 

19 5.2-5.4 

18 
13 

17 7-8 5.5-6.5 5 
18 7.3 8-9.5 
11 

5.8 

8.9 
5.4 

4-5 

In this table, tc is the commutation time for bridging the gap by the spot 
plasmas. We have d/tc = Vc + CtVa, where the coefficient o~ < 1 taking account 
of the fact that anode plasmas appear later than cathode plasmas with a delay 
time td. According to [2], t d is proportional to the gap length d and at constant 
velocities tx = 1 - td/t c. As can be seen from Table 15.1, v c depends only 
weakly on the material, being considerably greater than v a, thus g -- d -  Vct. We 
have finally therefore 

l(t) = A V(t)3/2Vc t (d-vct)" 1 15.3 

When discharging a capacitor C into the gap, a second equation is 
I(t) --- -C-l(dV/dt), if the charging current from the voltage source can be 
neglected at breakdown (high resistor in series). Then integration of equation 
15.3 leads to [9] 
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V(t) =Vof ( t )  
l(t) = A Vo3/2Vc t (d - Vct)- l f(t)3/2 

15.4 
15.5 

f(t) = {I-0.5B [ln(1 - Vct/d) + Vct/d] }-2 

B = Vol /2Ad/Cvo  Vo = V(O) >> Vc 15.6 

This solution has proved to be valid for DC and RF voltages [9] and also for 
pulses with duration down to 10 ns. The latter involves an important fact: the 
cathode spots do not exhibit a temporal inertia > 10 ns (see also next section). 
Equation 15.5 describes a current pulse as shown in Fig 15.3 [5], whose 
duration tp depends on gap length d and capacitance C. 

1' 
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! 
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U 
~vJ 

tO0 

50 

| |  , 

o so 1oo 15o t b s l  

Fig 15.3 Discharge current I and gap voltage V at breakdown. Mo-electrodes, 
gap distance 4 mm, parallel capacitance 121.5 pF, breakdown voltage 
112 kV. Dashed curves according to equations 15.4 and 15.5. (From 
Jtittner [5], with permission.) 
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For B >10-20 (i.e. at a sufficiently high ratio d/C in equation 15.6), the 
capacitor C is discharged before anode spots can become very bright. In this 
case, open shutter photographs suffice to show that only cathode spots exist. 
This has been demonstrated in [ 10] with d > 4 mm and C < 100 pF. 

In any case anode spots disappear for t > tc, whereas the cathode spots 
remain if the circuit delivers sufficient current. Now we are dealing with an arc. 
The question is, whether the spots change their properties at this moment. To 
be cautious, we shall treat the spots separately for t < tc (breakdown) and 
t > tc (arc). While at breakdown several zones (Fig 15.2) control the current 
flow, for the arc the cathode spot is most decisive. 

100 - =, 

2 
d 
.J 

10 " 

1 

O 
0 

O 

o \ 
0 

O 

ABSORPTION PROF I L[ OF 
SPOTS IN Tile ARC STAQ[ 

+ ~ 4 • • 

5 10 rl,um) 

4 % 
4 

e.x xo. ,nOrXL  or 
$~~TS AT BREAKDOIJN 

I__ i N I  I I I I 

100 

Fig 15.4 Luminance profile of breakdown spots at Ti-cathodes (compare with 
Fig 15.1). For comparison, a profile of an arc spot is given that was 
produced by absorption of a laser beam (see Section 15.2.3). The profiles 
have been processed by Abel inversion. 

Spot photographs like those in Fig 15.1 indicate a radius for the luminous 
plasma cloud of 30-100 ktm. Fig 15.4 shows a corresponding radial profile of 
the light emitted from a spot on Ti during a 15 ns breakdown [11], indicating a 
radius of the visible plasma of about 30 ~tm. The material of this cloud stems 
from the surface, where craters can be found after the discharge. Fig. 15.5 and 
15.6 show craters on Mo and Cu produced by the breakdown of nanosecond 
voltage pulses [ 12]. 

5 2 0  



15. Vacuum Arc" Initiation and Applications 

Fig 15.5 
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Crater picture on a Mo-cathode caused by a high voltage pulse of 10 ns 
duration. (From JtRtner [ 12], with permission.) 

Fig 15.6 Crater picture on a Cu-cathode caused by a high voltage pulse of 10 ns 
duration. (From Jtittner [12], with permission.) 

521 



High Voltage Vacuum Insulation 

Similar pictures have been obtained in [13]. The crater radius is <10 ~m, 
much smaller than the visible plasma radius. Fig 15.7 shows measured values 
for Mo and Cu as a function of maximum current in nanosecond discharges 
[12]. In these experiments, the cathodes consisted of a thin wire, the tip of 
which was molten prior to the measurements. Cathodes with surface 
contaminants exhibit a multitude of smaller craters [14], but with the clean 
surfaces underlying Figs 15.4-15.7, only about one crater was formed during 
10 ns. 
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Fig 15.7 Crater radius as a function of breakdown current. For comparison, 
values for arcs with copper (Daalder, see Fig 15.14) and stainless steel are 
given. (From Jtittner [ 12], with permission.) 

In [ 15], the lower bound for crater formation was studied by shortening 
the pulse length. The result is illustrated in Fig 15.8. Starting with surfaces that 
had suffered thorough erosion (Fig 15.8(a)), it was found that, below a critical 
pulse duration, the surface became smooth as shown in Fig 15.8(b); i.e. because 
the melting process at breakdown could not proceed into crater production. The 
critical times for this polishing process were 3 ns for Cu and 2 ns for Mo. 
Probably, in Fig 15.8(b), the liquid metal had somewhat smoothed the surface 
after the pulse, so small craters could disappear. But in any case these 
experiments give lower and upper bounds for crater formation of about 1 ns and 
10 ns, respectively. 
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(a) 

. ~ . ...... '..: • .......... ~:~:..":i :~i:i ~i:"?~i ~ ....... 

(b) 

Fig 15.8 (a) Eroded Mo-cathode. (b) Eroded Mo-cathode after breakdowns with 
2 ns voltage pulses (polishing effect)..(From Hantzsche et al. [ 15], with 
permission.) 

The spot radius rs is an important quantity, since both the current and 
particle densities vary as rs-2, with both determining the physical conditions of 
the phenomenon. Therefore, the apparent difference between crater radius 
r c < l0 ~tm, 30 ~tm and the radius of the luminous plasma rp >_ 30 ~tm, needs an 
explanation. A simple experiment, based on an analysis of the diffused 
structure of the visible spot edge, can provide an answer [11]. Thus, in 
Figs. 15.1 and 15.4, the observed light stems mainly from line radiation of the 
neutral component of the spot plasma. The density n of these atoms should 
decrease with a power > 2, due to the expansion of the plasma with increasing 
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velocity. If we receive the light from the location where the atoms are excited, 
the intensity depends not only on n, but on the product of n with the density of 
the exciting partners (electrons); where the latter will also decrease with the 
distance. Reducing the temperature with increasing r will also decrease the 
excitation. Thus, we would expect a variation of the light to be proportional to 
r-~, [3 having a value near 4, or even higher; i.e. in contrast to the experiment 
which yields ~1 = 2 (see Fig 15.4). This indicates that many particles excited in 
the centre leave the spot and radiate outwards. In this case the light intensity 
outside would only be proportional to the atom density. In fact, the time of 
flight over a distance of 30 I.tm is a few ns, comparable to the usual transition 
times of excited levels. 

Thus, the finding that we do not observe a sharp spot edge indicates that 
the emitted light renders the apparent spot greater than it actually is, i.e. a 
consequence of plasma expansion. Therefore, we can state rc < rs < rp, the spot 
size is nearer to the crater size than the size of the luminous structure. 
Additionally, the spot plasma will appear greater if several craters are formed 
during the lifetime of a spot, or if there is noticeable spot displacement during 
the measurement. 

With nanosecond pulse discharges, the spot voltage was measured by 
Proskurovskii and Puchkarev [16]. These authors employed small probes and 
found voltages <_ 50 V, thus confirming that the high gap voltage does not 
appear between spot plasma and cathode. Alternatively, they were able to show 
that breakdown and spot formation was possible with voltages _< 100 V when 
using point cathodes and small distances (< 100 ~tm) without provoking higher 
voltage transients. 

The cathodic erosion is a measure of plasma production in the cathode 
spot. It was studied with point cathodes in [4] and with needle cathodes in [ 12]. 
The erosion rate, defined as the mass removed per current-time integral, was 
found to depend on the point geometry [4], with an order of magnitude of 
1 mg/C. In [12], by observing the decreasing length of needle cathodes, the 
erosion rate was measured to 136, 100 and 50 ~tg/C for W, A1 and Cu, 
respectively, independently of pulse duration in the range 10-500 ns. In this 
case, for discharges > 100 ns, the spots corresponded already to arc spots 
(tp > tc). No influence of pulse length on the rate was found. 

15. 2 System Arcs 

Vacuum arcs can be ignited not only by breakdowns, but also by contact 
parting, by contacting the cathode with a trigger plasma, by focusing a laser 
beam onto the cathode surface, or by evaporating a part of the surface by beams 
of energetic particles. The transient ignition stage may differ among these 
cases, but after some time (= t c in Section 15.1) a quasi-stationary arc stage 
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develops which hardly depends on the means of ignition. At very high currents 
(say > 10 kA) the anode can become active; but with moderate currents < 5 kA 
the most prominent feature of the arc is the cathode spot. As with spots at 
breakdown, its function is to emit electrons and to deliver ions and atoms into 
the gap. Therefore, for cathodes at room temperature at moderate currents, 
dealing with vacuum arcs means dealing with cathode spots. 

15.2.1 Main Features 

Compared with breakdown spots, much more experimental and theoretical 
information is available for arc spots, although not yet sufficient for a complete 
physical picture. In the older literature, a customary distinction between 
breakdown and arc is the current rise rate,. Breakdowns are characterised by 
values > 108 A/s, whereas arcs are associat~ed with values <107 A/s [17]. With 
currents and gap spacings of order 100 A and 5 mm respectively this is 
equivalent to our definition of the commutation time t c. A further prominent 
difference is the duration of the discharge. Breakdowns are nanosecond 
phenomena whereas arcs can burn for seconds, minutes or even hours. In these 
longer times the arc spots are very mobile. T,he spot motion is one of the most 
typical features of vacuum arcs. In the fi~llowing we give a condensed 
description of vacuum arc phenomena. More detailed presentations can be 
found in [ 18]. 

15.2. l(i) Cathode Spot Types 
The arc root at the cathode exhibits various forms depending on current and 
surface state. Table 15.2 shows this schematically, where hot surfaces mean 
elevated temperatures of areas much greater than t he spot area (which is always 
hot), in contrast to the case where the surface rema~ins cold as a whole. 

Most interesting is the difference between 3"ype 1 and Type 2 spots. In 
the literature, there is some confusion about this nomenclature, we shall 
therefore add some remarks on the history of the elffect. It was introduced by 
Rakhovsky and co-workers [ 19] who found a chan ge of the behaviour of arc 
spots at various currents after a burning time of 1(~-100 ~ts: there occurred a 
transition to slower motion associated with a higher c~ athode erosion. The effect 
was explained by heating the surface. Initially, with c~ ~ld surfaces, there exists a 
non-stationary spot Type 1 that changes to a stationar)' Type 2 when the surface 
becomes sufficiently hot by the action of the arc its',elf. In Table 15.2, this 
corresponds to a transition from No. 2 to No. 5. A different view has been 
presented by another group [20,21]. Here it was found that transitions were 
accompanied by surface cleaning, i.e. in Table 15.2 fron ~ No. 1 to No. 2 or from 
No. 3 to No. 4, that had already taken place at small currents without gross 
surface heating, because the running arc spot effectiv, ely cleans the surface. 
Starting with clean surfaces, Type 2 was present frc,m the beginning and 
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starting with contaminated surfaces in a clean vacuum system, the transition 
was irreversible. In this classification, Type 2 spots are also not stationary. 

Table 15.2 Arc spot modes 

Running Current Overall Spot Appearance Spot 
Number (A) Surface State Name 

1 1-1000 Contaminated Diffused plasma Type 1 
and cold interspersed by 

small bright points 

2 1-100 Clean and Concentrated Type 2 
cold bright plasma point 

3 > 1 0 0 0  Contaminated Expanding circle Type 1 
and cold of diffused plasma (high 

current) 

4 > 1000 Clean arid Expanding ring of Type 2 
cold bright plasma (high 

spots current) 

5 100- Hot, b ut no Concentrated Type 2, 
10000 pure t'laermionic bright plasma Grouped 

emiss.ion spots spot 

6 > 10000 Mol ten 
poo I 

7 < 1000 Hc,t, pure 
thf ~rmionic emission 

Concentrated bright Contracted 
plasma area 

No spots Spotless 

Indirect evidence fc ~r the cleaning effect comes from early works where a 
change of arc colour was observed [22-24]. This colour was found to be at first 
blue-white, correspondirAg to desorbed contaminants, but changed after some 
arcing to the colour typ,ical for the underlying metal (green for copper). A 
direct proof was obtained by surface analysis with SIMS (Secondary Ion Mass 
Spectroscopy) and AES (Auger Electron Spectroscopy) before and after an arc 
[20,25]. Fig 15.9 gives an example for a Mo-cathode [20]. With Cu, Porto 
et al. [25] showed that  the unarced surface contained only 40 % of Cu, the 
impurity layer having a depth > 25 nm. However, this was almost completely 
removed by arcing. 

As will be shov~ :n below, Type 1 spots have a smaller burning voltage and 
less noise than Type 2 spots: they also have a higher mobility and a smaller 
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erosion rate. Also, the craters left at the surface have a different appearance, as 
shown in Fig 15.10 for craters on clean and oxidised Mo-surfaces. Type 1 
craters are small and separated from each other, while Type 2 craters often form 
overlapping strings. 
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c # 
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.)  t;,J it, j 
Fig 15.9 Mo-cathode studied by AES: (a) before arcing, (b) after arcing. (Frp, 

Achtert et al. [20], with permission.) 

Another interesting property is indicated in Fig 15.11, which shows a 
picture of a high current arc taken with a framing time of 16 Its [21]. A 
multitude of spots were present that formed an expanding ring. One can see the 
diffused appearance of Type 1 in contrast to Type 2 where relatively sharp spots 
occurred. In the wake of the Type 1 spots, i.e. in the centre, new spots can be 
observed that appeared spontaneously with a distance > 1 mm from the existing 
spots (Fig 15.11(b). This was not found with Type 2 spots (Fig 15.11(c)). 
Hence spontaneous spot formation is an attribute of Type 1 spots, indicating the 
ability for spot ignition due to plasma-surface interaction distant from the 
discharge centre. In Table 15.2, cases No. 3 and 4 differ from 1 and 2 only by 
the number of spots, while preserving the typical features of Type 1 and Type 2. 
When the overall temperature of the cathode is high, contaminants are 
desorbed, so Type 1 disappears. The remaining Type 2 spots become slower, 
larger craters are formed, and the erosion rate increases. This is the case of No. 
5, sometimes referred to as grouped spot [ 19]. 
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(b) 

Fig ~S.lO Crater traces at a Mo-cathode. (a) Type 1, (b) Type 2.. (From J0ttner [ 107], 
with permission. 

At currents > 10 kA intense anode spots develop leading to a constricted 
arc column. The numerous cathode spots existing prior to constriction are then 
concentrated in a molten surface pool. This case, labelled in Table 15.2 as No. 
6, is important for high current vacuum interrupters, where one tries to avoid it 
as far as possible. Here the former statement on the dominance of cathode spots 
is no longer valid, the behaviour of the discharge being mainly determined by 
the anode and the arc column. Also, with No. 7 in Table 15.2, cathode spots 
play no role. In special cases the cathode can reach a temperature sufficient for 
both thermionic electron emission and stationary evaporation [26]. In this way, 
a quiet metal vapour arc is possible in a spotless regime. A condensed 
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description of  arc spot modes can be found in [27]. In the fol lowing we shall 
mainly discuss arcs with Type 1 and 2 spots. 
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. . . . . .  l 
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Fig 15.11 High current arc discharge on Cu viewed through a mesh-anode [21]. 
(a) Coaxial electrode geometry: 1 - cathode, 2 - anode, 3 - trigger pin; 
(b) picture of Type 1 discharge; (c) picture of Type 2 discharge. The 
discharge expanded from the trigger position. About 300 Its after 
ignition the pictures (b) and (c) were taken with a framing time of 16 Its. 
(From Bushik et al. [21 ], with permission.) 

15.2.1 ( ii) Electrical Characteristics 
In contrast to gaseous arcs, vacuum arcs have a slightly positive current-voltage 
characteristic, thus two arcs can burn in parallel without stabilising the resistor. 
There is virtually no voltage drop outside the electrode regions, therefore the 
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burning voltage does not depend on the gap length, again in contrast to gaseous 
arcs. With moderate currents, and plane gap geometries, an anode fall is 
frequently absent. As a consequence, the burning voltage often represents the 
spot voltage that is concentrated at the narrow space charge zone between 
plasma and surface (analogous to zone 1 in Fig 15.2). 

Table 15.3 Burning voltage (in V) of various spot types for different materials. 

Spot Type 2 2 2 2/1 112 1 
Reference [28] [291 [30] [311 [32] [331 
Current (A) 200 200 5.60 

Material 

Be 
C (graphite) 16.6 
Mg 
AI 20.8 
Ca 13.5 
Ti 
Cr 
Fe 
Mild Steel 
Stainless Steel 
Co 
Ni 19.3 
Cu 21.5 
Zn 
Ga 
Zr 22.5 
Nb 
Mo 27 
Rh 
Pd 
Ag 17 
Cd 
In 
Sn 
Sb 
Te 
Gd 
Ho 
Hf " 
Ta 25.5 
W 
Pt 
Au 
Pb 
Bi 
Th 
U 

20 
16 12.5 

20 20.5 16.7 

20.5 
20 
20.5 

33 
16.2 

20.5 
18 20 15.5 
20 20.5 21.5 
12 14 10.7 

22 
25.5 

26.5 24.5 24 
24 
18 

17.5 19 17 
11 10 

14 
13.5 14 11.3 

10 

17.0 18.6 

12.5 11.6 
15.5 17.2 

16.5 
18 

17.0 

16.0 
18.0 
16.0 
10.0 
13.1 

16.8 
16.7 
17.1 

16.8 
16.3 
14.7 
9.8 

16.6 

13.0 12.1 
11.0 8.6 
13.0 9.5 
12.5 10.6 

10.5 11.0 

16.9 
24.5 16.8 

28 28 26 16.2 
20.5 16.0 
18 15.0 13.1 

10.5 12.5 9.2 
8.7 

16 
19 

The arc voltage increases weakly with the current, at a rate of about 20 
mV/A (Ca, C, Ag, Ni, A1) through about 30 mV/A (Mo, Ta, Zr, Cu) [28]. At 
currents of 20 A, the burning voltage for Type 1 is smaller than for Type 2 by 
1-5 V. In Table 15.3 the classification of Type 1 and Type 2 voltage is 
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somewhat arbitrary because the quoted authors did not consider this possible 
difference. In work by Reece [31], vacuum and surface conditions were 
apparently clean enough for Type 2, but the values for AI and Ni seem to 
belong rather to Type 1. In work by Kesaev [32], many values seem to describe 
Type 1, but the value for Ni is typical for Type 2. The voltage is relatively 
small. It is superimposed by spikes with a frequency < 1 MHz [34-37]. Their 
amplitude is the higher the smaller the current is. With Type 2 spots, at currents 
<10 A, the peaks can reach several times the ground level. With Type 1, the 
noise amplitude remains < 1 V. 

There is also a correlation between current and fluctuations of the spot 
brightness [36,37]. As shown in [13], the peaks are associated with attempts of 
the plasma system (and to some extent of the external circuit) to restore a dying 
cathode spot, whereas fluctuations during the lifetime of a spot life have a much 
smaller amplitude and frequencies > 1 MHz. The latter are more pronounced 
with the spot brightness [38]. 

In Table 15.3 the materials are arranged according to the atomic number. 
Kesaev [17] suggested an influence of the first ionisation potential of the 
cathode material; other authors however, consider thermal properties, for 
example, combinations of boiling temperature and thermal conductivity [31 ], or 
the evaporation energy [39]. 
Table 15.4 Spot currents (in A) 

Current I d I o 
Spot Type 2 1 
Reference [34, 41] [32] 

Material 

Hg 0.4-0.7 0.07 
Cd 8-15 0.19 
Zn 9-20 0.30 
Bi 3-5 0.27 
Pb 5-9 0.5 
In 15-18 0.45 
Ag 60-100 1.2 
AI 30-50 1.0 
Cu 75-100 1.6 
Cr 30-50 2.5 
Fe 60-100 1.5 
Co 3.2 
Ni 6.0 
Ti 70 2.0 
C 200 
Mo 150 1.5 
W 250-300 1.6 

The simplest correlation is with the boiling temperature [40]" the higher 
this temperature the higher is the burning voltage. However, this is a tendency 
rather than an absolute law. The weak dependence of the voltage on the current 
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is based on the fact that more spots appear when the current is increased, the 
current per spot being fixed within certain limits. In order to exist, the spots 
require a minimum current Io. Above a maximum current Id the spots split. 
Table 15.4 lists values of I o and I d published for conditions where Type 2 can 
be expected [34,41] and those for Type 1 conditions [32]. (The authors 
themselves did not consider the existence of types 1 and 2.) The materials are 
ordered according to their boiling points. 

With Type 1 spots, Kesaev found I d = 21o. The value of Io depends on 
the measuring time, because the average burning time decreases with the 
current (see below); i.e. with limited time resolution, spots cannot be observed 
below a certain current although they may still exist. This arbitrariness 
becomes still greater when not considering the existence of spot types, because 
the critical currents are smaller for Type 1 than for Type 2. Possibly also, Type 
2 spots consist of internal fragments not yet resolved in the experiments. With 
an enhanced time and spatial resolution [8,38,42], Type 2 spots have been 
found on Cu-cathodes that have currents 20-30 A, smaller than in Table 15.4. 
Puchkarev and Murzakayev [13] studied nanosecond arcs on clean W-cathodes 
and they obtained spot currents of 2-5 A: i.e. comparable to those found by 
Kesaev. As a consequence, the spot is composed of a number of cells, each of 
them carrying a fixed current. The spot reacts to an increase of current by a 
growing number of cells, rather than by changing the size of its constituents. 
The minimum current is reached when only one cell exists. Similar models 
have been proposed by Sena [43], Chekalin [44], Emtage [45] and Harris [34]. 
Guile and co-workers developed analogous conceptions for arcs on oxidised 
cathodes in air [46]. Here, the cell currents could amount to a few mA. 
Probably with Type 2 spots, the cells are less pronounced than with Type 1, 
representing local fluctuations rather than separate structures and leading to 
observable splitting only when they surpass a critical amplitude. 

15.2.1(iii) Arc Lifetime 
At constant current, the arc spot extinguishes spontaneously after a certain 
burning time Xb. These times obey an exponential probability distribution 
[ 17,47-49]: 

W('Cb) = <'fb >" lexp('*b/<'Cb >) 15.7 

<%> being the mean value. Equation 15.7 is thus a survival law: in a sample of 
trials, the probability for extinguishing per unit time does not depend on the 
elapsed time. This holds for Type 2 spots on arced cathodes, where the surface 
state is not changed by the action of the arc. We have then a most probable 
value x b*= 0. Surface changes during the action of Type 1 spots give rise to a 
small difference expressed by 0 < Xb* << <q;b>. The mean burning time is a 
strongly rising function of the arc current, as shown in Fig 15.12 for different 
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materials. Also, it is higher for rough surfaces [35] and enhanced temperatures 
[17]. External magnetic fields may greatly stabilise the burning behaviour [50]. 
Equally, external inductances increase the burning time while external 
capacitances reduce it [48]. Also the electrode geometry has some influence 
[48,49,51]. 

As shown by Smeets [52,53], arc extinction occurs in the form of an 
accumulation of instabilities. Although it is a transient phenomenon (on a 
nanosecond time scale, as we shall see below), the cathode spot operates on a 
large number of repetitive cycles. The probability of failure is small for a single 
cycle, so the burning time is much higher than the duration of a cycle. The 
more spots are burning in parallel, the smaller is the probability for extinction. 
Therefore, the burning time rises with current. In this sense spot fragmentation 
is advantageous for survival. On the other hand, since the arc voltage is small, 
every additional voltage-consuming effect reduces arc stability; for example, 
anodic voltage drops caused by the electrode geometry (long gaps, small 
anodes.) 
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Fig 15.12 Mean arc burning time <Xb> as a function of arc current for different 
cathode materials. (From J [49]. 

15.2.1(iv) Spot Movement 
Arc cathode spots are seldom at rest. This is surprising per se because it seems 
to be a waste of energy when the spot leaves a surface location where the 
temperature was high and starts again at a cold place. Several configurations 
can be distinguished" 
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(i) Type 1 spot motion without external magnetic field. A diffused plasma 
film spread irregularly over the surface with velocities up to 1000 m/s, guiding 
the displacement of the spot. The latter involves "jumps" over distances of 
0.01-1 mm [21, 54]. 
(ii) Type 2 spot motion at small currents without external magnetic field. 
The spot is displaced with elementary displacement steps < 100 l.tm. The 
direction is random, resulting in a chaotic motion similar to the diffusion of a 
Brownian particle (random walk) [12,55]. As discussed below, the apparent 
displacement velocity depends on the elapsed time, having values in the range 
0.1-30 m/s. 
(iii) Type 2 spot motion at high currents without external magnetic field. A 
ring of spots is formed (compare Fig 15.11 (c)), expanding with velocities of 
10-100 m/s [21,56]. The ring is the consequence of the mutual interaction of 
the spots due to their self-magnetic fields. 
(iv) Type 2 spot motion at small currents with an external magnetic field 
parallel to the surface. The formerly chaotic motion of case (ii) becomes 
elongated in the direction B x j, where B and j are respectively the vectors of 
magnetic field and current density. The direction is retrograde, i.e. opposite to 
Amp~re's role and perpendicular to B. The velocity increases with the magnetic 
field, reaching values of about 100 m/s. Fig 15.13 shows a resulting crater 
trace. It approaches a straight line. However, a chaotic component remains 
even at fields of about 1 T. 
(v) Type 2 spot motion at high currents with the external magnetic field 
parallel to the surface. Instead of a ring as in case (iii), the spots are aligned 
along the field lines, the aligned spots moving as a whole in the retrograde 
sense [57,58]. The current per spot is increased. 
(vi) Type 2 spot motion at small currents with external magnetic field having 
a component normal to the surface, i.e. being inclined by an angle O to the 
surface. The motion deviates from the direction B x j by an angle ~,  such that 
it approaches the direction of-B (i.e. a deviation from B x j in the direction of 
the acute angle between B and the surface) [17,50,59-61]. One finds ~ /O = 
0.5-1 [59, 60]. When controlling the angle O, the effect can be used to steer the 
arc spot [61 ]. 

The retrograde direction has been a puzzling phenomenon for decades. 
Kesaev [17] established a general rule: the spot moves where the sum of 
self-magnetic field and external field is maximum. This rule, however, is not 
yet a physical model. Attempts to explain the retrograde direction are 
numerous, none of them being unanimously accepted. Among these models we 
quote: change of a plasma column and/or of the current channel in some 
distance from the surface with feedback to the ignition of new spots [62-64], 
confinement of the spot plasma at the retrograde side [65], redistribution of 
charges in the space charge zone leading to enhanced electrical fields at the 
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retrograde side [66-70], influence of spot ions moving opposite to j [71,72], 
influence of spot electrons moving opposite to j [59]. 

From macroscopic measurements of the chaotic spot motion in case 
(ii), information on the microscopic spot parameters can be obtained. Assume a 
two-dimensional random walk with a constant microscopic displacement step 
R d covered in a constant time x. The probability of macroscopic displacements 
R lying between R and R + dR is then 

W(R)dR = R (2Dt)-lexp (-R214Dt) dR 15.8 

where D is "diffusion constant" containing information about Rd and x, as 
defined by 

D = 0.5 Rd2/Z 15.9 

Fig 15.13 
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Arc trace in a magnetic field. (From Jilttner [ 107], with permission.). 

oo 

The mean value of R2 will be <R2> = ~R W(R)dR =4Dt  so that measurements 
0 

of < R2> as a function of arcing time t yield D if t ~ x. Experiments with Cd, 
stainless steel, Cu, Mo and A1 resulted in D = (5-10) x 10 -4 m2/s [12,55,73];. 
the values varying only weakly with current and surface temperature. 

The apparent spot velocity v s can be calculated from the mean 

displacement <R>" I0 ~' 
<R> = RW(R)dR= (TrDt) 1/2 

v s = d<R>/dt = 0.5(TrD/t) 1/2 15.10 

thus v s decreases as 1/~/t. 
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With clean surfaces, the arc trace consists of overlapping craters having 
radii < 10 ~m (Fig 15.13). If we assume that the elementary displacement step 
is near a crater radius, we have Rd < 10 ~m. In this case equation 15.8 yields 
t < 100 ns. Therefore, the condition t>>t can be fulfilled for t = 1 kts and equation 
15.10 then predicts an apparent velocity near to 20 m/s, while for measuring 
times of milliseconds, the velocity is < 1 m/s. 

15.2.2 Material Emitted from Cathode Spots 

The vacuum arc emits metal vapour plasma which characterises internal spot 
processes; this therefore makes it important for technical applications, for 
example coating devices. The degree of ionisation of the spot plasma is near to 
1, the ions having a charge > 1 [28]. Because of the expansion of the plasma, 

Table 15.5 Mean ion charge number <Z> and ion charge fraction fn 

Reference [28] [79] [80] [30] [30] [30] [301  [30] 
<Z> <Z> <Z> <Z> fl f2 f3 f4 f5 

Material 

[301 

C 1.04 
Mg 
AI 1.58 
Si 
Ca 1.47 
Ti 
Cr 
Fe 
Co 
Ni 1.53 
Cu 1.85 
Zn 
Zr 2.17 
Nb 
Mo 1.99 
Rh 
Pd 
Ag 1.36 
Cd 
In 
Sn 
Gd 
Ho 
Ta 2.69 
W 
Pt 
Au 
Pb 
Th 
U 

1 1 
1.50 1.63 0.37 0.63 
1.42 1.48 0.56 0.39 0.05 

1.46 0.56 0.42 0.02 

1.79 2 .05  0.06 0.82 0.12 
2.02 1 .82  0.25 0.67 0.08 
1.47 1 .73  0 .31  0.64 0.05 

1.57 0 .47  0.49 0.04 
1.37 1.51 0 . 5 3  0.44 0.03 

1.71 1 .70  0.44 0.42 0.14 
1.14 0.86 0.14 
2.33 0.09 0 .55  0.30 
2.56 0 .05  0.46 0.37 

2.82 2 .35  0.14 0.47 0.28 
1.65 0.46 0.43 0.10 
1.64 0.39 0.57 0.04 
1.77 0.32 0.59 0.09 

1.00 
1.12 0 .88  0.12 
1.47 0 .53  0.47 
2.07 0.06 0 .81  0.13 
1.93 0 .15  0.76 0.09 
2.58 0 .13  0.39 0.28 
2.74 0 .08  0.34 0.36 
1.33 0.69 0.29 0.02 
1.58 0.44 0.54 0.02 
1.36 0.64 0.36 
2.92 0 .03  0 .15  0.70 
2.62 0 .03  0.38 0.54 

0.06 
0.12 
0.11 
0.01 

0.18 
0.19 

0.12 
0.05 

0.02 
0.03 
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the ions can be analysed outside the spot. Also, neutral atoms are found at some 
distance, but most of them do not originate from the active spot region, but from 
flying droplets or from hot surface locations already left by the spot [28,74-78]. 
Table 15.5 shows the fraction of ion charge numbers fn and the mean ion charge 
number <Z> = ~nfn, for different materials. The values in reference [30] are 
somewhat smaller than those of the other authors because they refer to particle 
ion currents rather than to electric ion currents (for this difference see [30]). In 
the case of ionisation equilibrium, the measured ion charge distributions would 
correspond to rather high plasma temperatures, e.g. about 5 eV for Cu. At the 
measuring location (outside the spot) the temperature is < 2 eV. Thus, the 
charge distribution is created in the spot centre and then frozen during 
expansion of the plasma [81-84]. In spite of the small ion temperature outside 
the spot (< l eV) the ion energy is found to be considerable due to a directed 
velocity component >> random velocity. This velocity is associated with the 
expansion of the spot plasma. 

Table 15.6 lists energies Wn for ions of charge n [85]. The average 
energy is <W> = ]~fnWn and the average energy per charge number is 
<W/Z> = ~fnWn/n. The average velocity is <v> = (2<W>/mi) 1/2, m i being the 
ion mass. 

According to Table 15.6, the energy <W> increases with the charge 
number, indicating that acceleration by an electric field plays a significant role. 
The plasma is almost neutral, i.e. any difference in charge densities 
AQ = e (ne- ~Zni) is small compared to the total charge density of a single 
component (e.g. ene). However, this condition does not necessarily mean an 
absolute smallness of AQ, since the ion density can be very large. Therefore, 
local deviations from total neutrality by a small degree can give rise to high 
electric fields E, as determined by the Poisson equation div (eE) = AQ. So, if 
there is a surplus of ions near the surface, a positive potential hump will 
develop, accelerating the ions towards the anode [79]. 

Table 15.6 Ion energies and velocities 

Materials 

fl f2 f3 W 1 W 2 W 3 <W> <W/Z> <v> 
(eV) (eV) (eV) (eV) (eV) (km/s) 

Cu 0.30 0.55 0.15 37 56 66 51.8 29.8 12.5 
Ag 0.65 0.34 0.01 29.5 56 93 39.1 29.0 8.3 
A1 0.49 0.44 0.07 28 35 36 31.6 22.3 15.0 
Ni 0.48 0.48 0.03 29 24 25 26.2 19.9 9.2 
Zr 0.14 0.60 0.21 46 55 69 57.3 28.6 11.0 
Ti 0.27 0.67 0.06 46 40 45 41.9 26.7 13.0 
Mo 0.09 0.48 0.32 69 122 123 120.2 52.6 15.5 
Ta 0.13 0.35 0.28 68 116 126 118.4 48.5 11.1 
Ca 0.53 0.47 25 24 24.5 18.9 10.9 
C 0.96 0.04 14 12 13.9 13.7 15.0 
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There is, however, another phenomenon that depends on Z: the arc 
current is conducted mainly by electrons which undergo friction with the ions 
on their way to the anode. This leads to an acceleration of the ions in the 
direction of the electron flow, the effect being nearly proportional to Z [86]. 

But this is not yet the whole story. As stressed by Miller [87], the ratio 
<W>/Z decreases with increasing Z (see Table 15.6), so there must be a 
contribution to <W> that does not depend on Z. The responsible mechanism 
must be searched for in the hydrodynamics of the plasma expansion (driven by 
the ion pressure gradient), as elaborated in several theoretical works [81,88-90]. 
Hantzsche [86,91] computed the relative importance of these processes. He 
found the electron-ion friction to contribute to about one half of the energy, the 
ion pressure gradient to about one third and the electric field to the remainder. 

Due to the plasma expansion, the ion density n i decreases with increasing 
distance r from the surface. With r > 0.1 mm, probe measurements yield 
< Ji >r2/I = C= const., for the on-axis ion current density, where I is the arc 
current [92-94]. Off-axis, at an angle O to the surface normal, we have 

<ji > = CIG( lO)]r 2 15.11 

According to [74,79,95-98], the function G has the form G(O) = cosO, whereas 
in [99,100] a somewhat different expression is used which is more realistic for 
O --- 0 (i.e. near the cathode plane), namely 

G(19) = exp(- to2/k2), to = 2z¢ (1-cosO), k = 4.5 -4.8 15.12 

Integrating Ji over the half-space (19-  ~;/2-0) yields the total ion current 
I i = ~CI. A basic finding by Kimblin [75] is 

I./I = const = 0.07-0.1 15.13 

for a broad range of materials, which leads to C --- 0.03. With 
<ji > = <Zeniv> --- <Z>e<ni><v>, we have for the on-axis plasma density 
(G= I), 

<ni> = CI/(<Z>e<v>r2) 15.14 

For Cu, with the values for <Z> and <v> taken from Tables 15.5 and 15.6, we 
have finally 

<ni>r2/I _- 1013 m-lA-1 15.15 

Thus, the time averaged mean values of the plasma parameters outside the spots 
are sufficiently known. Locally and on a time scale <0.1 ms, greater deviations 
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from these values are possible. Ion emission means mass loss of the cathode. 
The ratio of lost mass to current-time integral is called the erosion rate Eri; this 
has the form 

Eri = (mi/<Z>e)(li/l) 15.16 

and can be evaluated using values taken from Table 15.5, in conjunction with 
equation 15.13, as is done in reference [24,78,101], where mi is the ion mass. 
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Fig 15.14 Properties of nanosecond arcs on W [13]. A - mean crater diameter, 
B - mean track width, C - maximum crater diameter (all at room 
temperature), D - mean crater diameter at 1800 K, E - mean track width at 
1800 K, F - mean crater diameter for DC-arcs on Cu according to [24]. 
(Courtesy of VF. Puchkarev.) 

For Type 2 spots (clean surfaces), Eri amounts  to 20-200 ktg/C, which 

corresponds to 40 ~tg/C for Cu. With Type 1 spots, surface contaminants  
deliver hydrogen and carbon ions, thus m i is reduced. Furthermore, in equation 
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15.16 the ratio Ii/I is reduced down to values <0.01 [102]. Therefore, for Type 
1 spots the ion erosion rate can drop down to values < 1 ~g/C. It should also be 
noted that equation 15.16 describes the net erosion. In fact, many emitted ions 
return to the cathode, so that the gross ion erosion can be considerably greater. 
According to [103], the gross ion erosion rate can reach values of 1 mg/C. 
Further components of erosion consist of the evaporation of neutral atoms and 
the ejection of droplets. The former can be neglected, but droplets may enhance 
the total erosion rate by a factor of 10-100 [ 104]. The effect increases with the 
overall temperature of the cathode; this occurs with small cathodes, one has 
high currents and long arcing times. Droplets are ejected preferentially at small 
angles to the cathode surface [24,95,104]. Their probability decreases 
exponentially with increasing size rd in the range 0.1-100 [tm and is 
proportional to Qexp(-ard), where Q is the current-time integral and a is a 
constant [101,105]. Although the number of droplets <0.1 ~tm is highest, the 
main contribution to the mass loss is due to droplets with a size of 20-60 ktm 
[ 105]. Small droplets can reach velocities of several 100 m/s [106]. 
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Crater radius for W and Mo as a function of surface temperature (From 
Jtittner [107], with permission.) 
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The emission of matter leaves craters at the surface as shown in Figs 
15.10 and 15.13. Their size is almost equal to the size of craters at breakdown, 
depicted in Fig 15.7. 

Puchkarev and Murzakaev [ 13] explain the formation of larger craters (at 
higher currents) by an increase of the number of sub-cells (fragments) whose 
size remains constant. This is illustrated in Fig 15.14 for nanosecond arcs on 
clean tungsten: the mean crater diameter varies weakly with the current, 
whereas the maximum diameter and the track width depend considerably on the 
current. The figure shows also that the craters become greater at elevated 
temperatures. The same has been found in [107,108]. Fig 15.15 gives an 
example [107]. This is in line with increased erosion at higher temperatures, 
which in turn is associated with enhanced droplet emission. 

15.2.3 Cathode Spot Parameters 

15.2.3(i) Spot Radius 
Fig 15.16 (from [93]) shows the luminance at the edge of Cu-arc spots as a 
function of distance r. It can be seen that the spot extends over distances 
> 100 ktm. High speed spot photographs yield a size of about 100 ~tm [ 19] for 
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Fig 15.16 Luminance profile of DC-arc spots on Cu. A - normal to the surface 
(along the axis), C - parallel to the surface. The dashed line B corresponds 
to a power law of t~ r -2. (From Jtittner [93], with permission.) 
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Type 1 spots, while the minimum value for Type 2 spots is 30-40 ILtm [41,109]. 
from the laser experiment (Fig 15.17) in [8], a core density = (3-6) 1026 m-3 has 
been estimated for Cu-spots. These high values mean ionisation equilibrium in 
the centre. Assuming that the charge state distribution measured outside (Table 
15.5) reflects the situation within the core, an electron temperature of 5-6 eV 
has been deduced [83,84]. Such parameters correspond to a very dense, weakly 
non-ideal plasma. These values are at variance to the much smaller crater radii. 
Therefore, in the literature, basic spot parameters are sometimes open to 
animated disputes, as for example, the current density, plasma concentration, 
energy density, surface field strength. In a sophisticated experiment, pictures of 
cathode spot plasmas were obtained by absorption of short laser pulses [8]. The 
duration of the probing laser pulse was 0.4 ns, so the exposure time was 
extremely short. Fig 15.17 gives an example, indicating a radius of the spot 
plasma of < 10 I.tm. A corresponding profile is given in Fig 15.4. The signal 
decreases with r according to a power >4, as it should do, since the absorption 
coefficient depends on the square of the plasma density [8]. However, in Fig 
15.16 the emission profiles indicate a power of about 2 normal to the surface 
(curve A) and about 3 tangential to the surface (curve C). The latter curve was 
not processed by Abel inversion as it should be done for the cylindrical 
symmetry in side-on geometry. As a rule, the inversion reduces the power thus 
we obtain a value near 2 in both directions, similar to the emission curve in Fig 
15.4. 

Fig 15.17 

lOO pm ___ |  | . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . .  . . . . .  

I ! 

Absorption picture of arc spots in a narrow gap between a needle cathode 
(top) and a plane anode (bottom). The exposure time was 0.4 ns. In 
the figure the black absorption structures are converted into white 
structures. (From Anders et al. [8], with permission.) 
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Now we arrive at the same arguments that apply to breakdown spots 
(Section 15.1); where the slow decrease of luminance indicates radiation 
transport from the centre into outer regions due to the finite transition 
probability of excited particles. As a consequence, the luminous appearance of 
arc spots cannot be a measure of the size, whereas absorption pictures and 
surface craters show the right order of magnitude. 

Taking a value <10 ~tm for the spot radius, a spot current of 30 A leads to 
a current density >1011 A/m 2. Evaluating the absorption coefficient deduced 
from the laser experiment (Fig 15.17) in [8], a core density = (3-6) 1026 m-3 has 
been estimated for Cu-spots. These high values mean ionisation equilibrium in 
the centre. Assuming that the charge state distribution measured outside (Table 
15.5) reflects the situation within the core, an electron temperature 5-6 eV has 
been deduced [83,84]. Such parameters correspond to a very dense, weakly 
non-ideal plasma. 

15.2.3(ii) Spot Time Constants 
The extreme concentration of particles and energy in a cathode spot cannot be 
maintained for long times. With cold electrodes, the residence time of a spot at 
a given location can amount to few nanoseconds. This has been shown in [8] by 
imaging the spot by two laser beams, one of them being delayed with respect to 
the other. As can be seen in Fig 15.18, a time interval between the laser beams 
of 3 ns can be sufficient to reveal a change of the spot configuration. 

! O0 lain 
1 ~  . ~,, 

Fig 15.18 Two successive laser absorption photographs of arc spots on a Cu-needle 
cathode. Framing time 0.4 ns, interframe time 3 ns, first picture (left) 
taken 360 ns after arc ignition, arc current 100 A. The photographs show 
positional changes of spots that occurred within 3 ns. (From Anders et al. 
[8], with permission.) 

These pictures were taken after about 0.5 ~ts burning time. At longer 
times, the surface may become hot, leading to a more stationary situation [ 110]. 
The nanosecond time constants in [8] refer to the spot formation time. Still 
another quantity is the spot lifetime. Some authors define it as the residence 
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time at a given location. From high speed spot photographs, Rakhovsky and 
co-workers [19] concluded lifetimes of 1-10 Ixs. However, the definition suffers 
from being influenced by the available spatial resolution. As discussed above 
(Fig 15.16), emission pictures yield a size of the order of 100 I.tm, even if the 
spot is much smaller. As an example, assume we have a 10 Ixm spot with 
nanosecond residence time that displaces at random. Putting R = 100 I.tm and D 
= 10 -3 m2/s in the relation <R> = (~Dt) 1/2 (equation 15.10), we obtain a 
smallest discernible time of 3 ~s, thus nanosecond residence times could not be 
observed even if they exist. Taking R = 10 lam the result would be 30 ns, in 
better agreement with the findings in [8,13,38]. 

15.2.3(iii) Comparison with Breakdown Spots 
With the help of the parameters given above we can compare cathode spots at 
breakdown with those at arcs. The average crater size is similar in both cases 
(Fig 15.7), with possible variations being due to a different surface state or a 
different surface temperature, rather than to different formation mechanisms. 
As discussed in Sections 15.1 and 15.2.3, the time constants for spot 
development amount to a few nanoseconds in both cases (see Figs 15.5, 15.6, 
15.18). No information is available as to whether, at breakdown, the gap 
closure by the plasma at t = tc leads to a change in the existence conditions of 
the spot. If not, the spot lifetime will also be similar to the pure arc case. 
Breakdown spots eject droplets [12] as do arc spots. This is shown in Fig 15.19. 
But for breakdowns, no quantitative data exist on size distribution and velocity. 

The expansion velocity of breakdown plasmas (Table 15.1) is higher than 
for arc spots (Table 15.6) by about 20-40%. Thus, it seems that breakdown 
plasmas are somewhat more energetic. This has some common features with 
observations in [ 110], according to which, the mean ion charge of arc spots is 
higher by up to 30% during the first microseconds. This effect is explained by 
an increased surface temperature when the arc has reached steady state 
conditions. Taking this into account, the difference between arc and breakdown 
plasmas is reduced. 

At breakdown, the erosion rate of point cathodes was found to be 
1-4 mg/C [13], whereas arcs have generally 0.1 mg/C [75]. However, this 
seemingly large difference can be explained by gross surface heating and 
reduced backflow of matter in the breakdown experiment. Without these effects 
erosion rates of order 0.1 mg/C have also been found in nanosecond breakdown 
experiments [12]. On the other hand, DC-arcs may also yield values >1 mg/C 
when the cathode becomes hot [ 104]. Thus, the erosion rate does not provide 
simple criteria for distinguishing arcs and breakdowns. 

The potential difference between cathode and spot plasma is relatively 
well known for vacuum arcs because it is near the gap voltage (Table 15.3), 
having values around 20 V depending on the material. At breakdown, the gap 
voltage is generally >1 kV. This renders measurements of the spot voltage 
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difficult. A study with floating probes showed values <100 V for tungsten 
electrodes [16]. Browning et al. [111] found arc spot values at breakdown of 
field emitter arrays to be: spot voltage about 10 V, the current density 
1012 A/m 2, directed ion energies about 80 eV and electron energies 6 eV. 
Therefore, it seems plausible that breakdown spots have similar voltages to arc 
spots, although still more experimental information is needed for the former, 
especially with respect to the influence of the cathode material. 
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Fig 15.19 Droplets from a tungsten needle at breakdown with 500 ns pulses. 
(a) Geometry: 1 - cathode, 2 - anode, 3 - cathode holder, (b) open shutter 
photograph of 20 superimposed shots. (From Jtittner [12], with 
permission.) 

As a result of this comparison, we can state that the essential parameters 
of arc spots are equal or near to those of breakdown spots. Differences arise 
when the global surface temperature increases. This occurs mostly with arcs 
when the burning time surpasses about 10 ~ts, but with point cathodes, 
breakdowns can also lead to considerable heating. 

As a consequence, cathode spots are non-stationary phenomena with time 
constants in the nanosecond region. They can form quasi-stationary discharges 
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by a sequence of numerous cycles of formation and extinction. When the 
cathode is heated as a whole (by the arc itself or by an external source) the 
processes may be slowed down, but a non-stationary component can exist up to 
the melting point. 

15.2.3(iv) Cathode Spot Theories 
A theoretical treatment of arc cathode spots must deal with a number of 
variables describing electron emission and plasma generation: 

(i) Electron emission density, depending on surface temperature and electric 
field. 

(ii) Surface temperature, determined by the heat balance at the cathode. The 
latter depends on the geometry of the heated surface region, on heating 
by impinging plasma ions and plasma electrons, on Joule heating by the 
arc current, on energy exchange by the emitted electrons (in most cases 
cooling), on cooling by evaporation and by heat conduction. Radiation, 
condensation of neutral atoms, droplet emission and other processes can 
be neglected. 

(iii) Electric field strength, depending mainly on the ion current density 
flowing to the cathode. This density is a function of plasma density, ion 
energy and ion charge, the latter being determined by the temperature of 
plasma electrons and by acceleration processes. 

(iv) Plasma density, depending mainly on evaporation rate (i.e. on the surface 
temperature) and expansion. 

The corresponding equations are non-linear, rendering exact analytical 
treatments impossible. Uncertainty also exists about the material parameters at 
high temperatures and pressures. Finally, in most models, the number of 
unknown variables is higher than the number of equations. Therefore, 
simplifications cannot be avoided and experimental values are introduced in 
order to reduce the number of variables; these include the spot voltage, the ratio 
of ions to electrons or the ion erosion rate. In general, the theories assume 
steady state conditions, on the grounds that the time scale for parameter 
variations is governed by heat conduction within the cathode metal, which can 
be a slow process. So faster phenomena, e.g. electron emission, ionisation and 
plasma flow can be treated as having reached equilibrium conditions. The time 
constant x for heat conduction can be represented by the thermal diffusivity 5 
that relates x to the size X of the region to be heated where ~i = X2/'c. With most 
metals, fi is about 10 -4 m2/s; thus for X >_ 0.1, mm, x is _ 0.1 ms. 
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Most of the developed stationary theories, for example, those of 
Kulyapin [112], Djakov and Holmes [113], Ecker [114,115], Hantzsche 
[116,117], Beilis [118,119], Kubono [120], Harris [89,121], Nemchinskii [122], 
Benilov [ 123], trace back to the pioneering work of Lee and Greenwood [ 124], 
who achieved a complete description of the arc spot and stressed the importance 
of thermo-field electron emission. Ecker [114,115] used limiting conditions, 
instead of exact equations, in order to circumvent the inherent uncertainties. 
With this very fruitful method, he obtained existence areas where the 
parameters must be situated, rather than given sharply defined solutions. 

A common outcome of these theories is the occurrence of two solutions 
or two existence areas [113-115,118,119], i.e. as a consequence of the 
non-linearity of the equations. Ecker called them 0-mode and 1-mode. The 
0-mode operates on a relatively low current density <109 A/m2 and with surface 
temperatures <4500 K, whereas the 1-mode exhibits current densities >1012 
A/m 2 and higher temperatures. It is not easy to say whether these theoretical 
modes have an experimental analogy (e.g. Nos. 2 and 5 in Table 15.2), because 
the experiments differ from the theories by a pronounced influence of the time, 
as expressed by spot motion and parameter fluctuations. 

Time dependence comes into play when small surface structures are 
heated such as thin molten layers within the crater, or liquid micropoints formed 
by the hydrodynamics of the melt. The plasma exerts a high pressure on the 
liquid crater surface, leading to rapid variations of surface geometry [125]. 
With X < 1 ktm, the equation 8 = X2/x yields heating time constants of < 10 ns, 
already comparable to the time scale of plasma expansion. Theories that 
consider surface changes during the heating process have been worked out by 
Daalder [24], Litvinov and Parfyonov [126] and by Prock [127]. Daalder 
obtained moderate times of order 100 ns from a treatment of crater growth by 
Joule heating. Prock included the hydrodynamics of the liquid surface, arriving 
at times of order 10 ns. Values of some nanoseconds have been obtained by 
Litvinov and Parfyonov who additionally considered plasma heat sources (ion 
and electron impact) at crater formation. 

Still faster phenomena are possible if heating cannot end up in an 
equilibrium temperature. An example is the thermal run-away of Joule heated 
volumes, as reported by Hantzsche [128]. Because the electric resistance of 
most materials grows with temperature, beyond a critical product jI of current 
density j and arc current I, there is a run-away situation" thermal increase of the 
resistance leads to enhanced power input, causing further increase of the 
resistance. The product has the dependency jlcrit = 4n~dK:o, where ~, is the heat 
conductivity and 1<o the temperature coefficient of the resistivity ~c (1< =K:oT ). 
For copper jlcrit = 7 × 1013 A2/m2; thus with current densities > 1012 A/m 2, no 
equilibrium temperature can be reached and the result will be an explosion. 

Several authors suggested that the spot operates by an uninterrupted 
sequence of explosions: Rothstein [129] stressed the analogy with thin 

547 



High Voltage Vacuum Insulation 

exploding wires, Nekrashevich and Bakuto [130] explained spot motion by a 
sequence of explosions, Fursey and Vorontsov-Vel'yaminov [ 131 ] and Mesyats 
and co-workers [4,132] established a spot model on the analogy with vacuum 
breakdown induced by field electron emission and Mitterauer [133,134] 
performed thorough calculations on the heating of a field emitter up to 
explosion, using the results to propose a model of dynamic spot operation. 

In connection with these models, the term explosive electron emission 
has been born [4,131,132]. As already discussed in Chapter 6, it involves the 
simultaneous emission of electrons and heavy particles (ions) which allows 
extreme emission current densities. Such an emission takes place at cathode 
induced breakdown, the current in equation 15.3 being delivered from the 
cathode in this form. The analogy of spot parameters at arc and breakdown, as 
stressed above, supports models based on explosive emission. So the 
investigation of vacuum breakdowns has led principally to new ideas on arc 
spot mechanisms. 

Unfortunately, a closed arc theory will be extremely difficult. The 
explosive models treat isolated details, or present qualitative descriptions. The 
advantage of the stationary theories is to provide a quantitative insight into the 
interrelation of the various complicated processes. Also, there exist situations 
where the spot dynamics is slowed down. This is the case at enhanced overall 
surface temperatures, or when the spot is arrested at surface inhomogeneities 
(inclusions, grain boundaries, accumulated contaminants). With a certain 
probability, the chaotic motion may guide the spot to locations where it resided 
some time before, so it may find a pre-heated area. In all of these cases, the 
active spot area is enhanced, thus the more stationary theories [112-124] may be 
fully applicable. 

On the other hand, have we reached the end of the time scale at values 
around 1 ns? This question cannot yet be answered. There is a limit to the 
heating velocity given by electron-phonon relaxation because, within the solid, 
Joule heat goes to the electrons and must then be dissipated, which is not 
instantaneous. Theoretical estimates [135] and experimental results [136] 
indicate values of 10-100 ps, depending on the material. A final limit would be 
set by Heisenberg's uncertainty relation, as suggested by Liegmann [ 137]. 

Finally, we should mention the problem of current conduction in the spot 
plasma, as raised by Rakhovsky [138]. According to this author, the electric 
conductivity a of the plasma is not high enough to sustain current densities 
j > 1010 A/m 2 at a reasonable value of the electric field E caused by the arc 
voltage (j = t~E); here t~ is the Spitzer-value for an ideal plasma. However, 
there are contributions to j that do not depend on E. The gradient of electron 
density n e may drive an appreciable part of j, even against the external field. 
This current density has the form Jgrad = (o/ene)grad(kTene), where Te is the 
plasma electron temperature. If plasma expansion already starts at small 
distances r from the spot centre, say of the order of one micrometre, the value of 
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ne-lgrad n e may become sufficiently high. A further component has a 
convective character: i.e. where the current enters the plasma as a directed beam 
having an energy corresponding to the cathode fall. This is relatively high and 
may sustain large current densities until the beam is thermalised inside the 
plasma. Also, it is not obvious whether the Spitzer-value holds for the dense 
spot plasma. Thus, current conduction in the spot plasma is a complicated 
process for which an adequate theoretical description is not yet available. 

15.3 Applications 

Arc cathode spots are a simple means for delivering metal vapour plasma, 
electron and ion beams that can be made for changing surface parameters and 
for heating and melting large specimens. These properties have led to a broad 
spectrum of applications of which only a few examples can be presented here. 
Surface processing by vacuum arcs is still under development, as for example 
the removal of oxide layers from steel sheets, cleaning of special components, 
or increasing surface hardness. Another widely applied technique is the use of 
spot plasmas for switching purposes. 

15.3.1 Switching in Vacuum 

As a conducting medium, the arc spot plasma plays a decisive role in switching 
devices and spark gaps. Both of the basic functions of a switch can be fulfilled: 
interrupting a current, as well as switching on a current. A prominent example 
is the vacuum interrupter, designed for the interruption of AC-currents up to 
70 kA or even higher [139-141]. Its development has promoted intensive 
research on vacuum arcs and vacuum breakdown [23,31,139,142]. The 
operational principle is based on the high directional velocity of the metal 
vapour plasma of v = 10-20 km/s (see Tables 15.1, 15.6). Before interruption, 
the current passes the closed contacts of the interrupter situated in a vacuum. At 
interruption, the contacts are separated, thus igniting a vacuum arc. When the 
alternating current goes to zero (or for DC at artificial current zero), plasma 
production ceases almost instantaneously, since cathode spots operate on a 
nanosecond time scale. The remaining plasma leaves the gap and condenses on 
a vapour shield that surrounds the contacts. With an electrode radius Re, the 
gap is cleared in a time of about Re/v which amounts to a few gs for 
Re = 1-10 cm. Thus, no additional means is needed to drive the plasma away, 
or to cool it, as with gas or oil interrupters. Fig 15.20 shows the principal 
components of a vacuum interrupter, namely the bellows-activated electrodes 
the vapour shield and the sealed-off vacuum envelope, consisting in part of an 
insulator. The size depends on the power level to be handled, but in any case is 
small compared with other interrupter types. 
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Fig 15.20 V a c u u m  in ter rupter .  1, 2 - e l ec t rodes ,  3 - v a p o u r  sh ie ld  4 - i n su la t ing  
e n v e l o p e ,  5 - be l lows .  

Further advantages are: (a) the driving mechanism can be simple, because 
a vacuum gap is able to hold high voltages at only a few mm gap distance, 
(b) the dissipated power is relatively small because of the small burning voltage 
of the arc, (c) the operation is safe (no open flame) and with small noise and 
(d) there is no need for frequent service operations. Thus, vacuum interrupters 
are favourable with respect to energy and material consumption and have 
environmental benefits. A drawback is the cost of manufacturing a sealed-off 
system that maintains clean high vacuum over many years. 

A technical problem is also posed by the voltage hold-off capability. 
Thus, a general feature of high voltage vacuum insulation is that the voltage 
strength increases with the gap length more weakly than linearly. It follows 
therefore that, since all insulating paths of the device should be about one order 
of magnitude longer than the gap, the overall size of the device grows more than 
linearly with the required voltage. This consequently implies a rapid increase of 
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volume, weight and costs with increasing hold-off performance. Vacuum 
interrupters are therefore preferentially designed for medium voltage 
applications, i.e. 25-50 kV rms. 

Interrupting high currents demands precautions to avoid gross melting of 
the electrodes. Above 1 kA there exist a multitude of arc spots that at currents 
> 10 kA tend to coalesce into an immobile pool because of the constriction of 
the arc plasma (here, anodic effects also play a role). Magnetic fields, created 
by the current flow in specially designed electrodes (e.g. spiral types), keep the 
spots moving in order to maintain the distributed ("diffused") connection of the 
discharge to the entire area of the electrodes. Severe contraction can lead to 
failure of the interruption, because in this case vapour production does not cease 
at current zero. Furthermore, voltage recovery is degraded by an abundance of 
vapour [143], by flying droplets [105,106,144] and by changes of the hot 
cathode surface under the influence of electric field and bombarding 
particles [ 145]. 

A problem also exists in the low current regime: this is because of the 
limited arc lifetime at small currents (see Fig 15.12), an arc extinguishes shortly 
before current zero. This so-called current chopping is associated with high 
dI/dt (again because of the nanosecond spot time scale), leading to voltage 
transients in the external circuit. 

The various conflicting demands can be satisfactorily solved by a proper 
selection of electrode material. An appropriate choice is CrCu all of which is a 
matrix of chromium filled with copper. Such electrodes have high voltage 
strength (due to the influence of Cr), small chop currents (due to the 
combination of two different metals), acceptable contact resistance and little 
tendency for contact welding. At high currents the arcs also distribute 
uniformly over the electrodes, provided the material is gas-free and the matrix is 
sufficiently uniform and has the right size. 

Among the switching devices in power networks at technical frequencies 
(20-200 Hz), we should also mention vacuum contactors and vacuum fuses, 
where the problems of material, design and manufacturing have many common 
features with those of interrupters. 

As stressed in Section 15.2.3, the formation of cathode spots is 
characterised by a nanosecond time scale. This allows a broad field of 
applications in pulsed power technology, mainly to switch - on a current, where 
Fig 15.21 schematically illustrates some of these cases. The switches operate 
with a trigger that injects arc plasma into the gap (Fig 15.21 (a)). This has two 
advantages. (i) Without injection, the device can withstand high voltages, but 
with injection, it is already able to close at low voltages, so the dynamic 
triggering range is much higher than with high pressure spark gaps. (ii) If the 
main current begins after the trigger plasma has filled the gap, the current rise 
rate is not limited by plasma expansion, i.e. in contrast to the case where plasma 
is produced solely by the switching current. 
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Fig 15.21 Pulsed power  applications: (a) tr iggerable switch, (b) electron beam 
extract ion,  (c) X-ray generat ion,  (d) ion extract ion with ref lect ing 
electrons. 1 - cathode, 2 - anode, 3 - cathodic spot plasma, 4 - trigger, 
5 - trigger plasma, 6 - ceramics, 7 - anodic plasma. 

The trigger plasma can be generated by an auxiliary discharge as in 
Fig 15.21(a), or by focusing a powerful laser beam onto the surface. If this 
plasma is situated at the cathode, the formation of current conducting spots 
follows immediately. Anodic triggering is less reliable, because the plasma 
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must then expand towards the cathode before the spots can be ignited [5]. 
Triggered vacuum switches are capable of switching - on high currents 
(kA-MA) within short times (0.1-100 Ixs) [ 146-149]. At high power levels they 
are often continuously pumped, others are sealed - off. 

The opposite action, i.e. switching - off currents, can be found with 
plasma erosion switches [150-154]. In principle, these are triggered vacuum 
gaps, too, but after plasma injection, the current reaches a high level >100 kA 
that "erodes" the plasma near the cathode; i.e. plasma ions are eaten up to such 
an extent that the resistance of the gap rises to a few ohms. With currents of 
mega-amperes, this effectively means a nearly switched-off state. The plasma 
opening switches are used to generate megavolt pulses from inductive energy 
storage, thus reaching higher power levels than with capacitive storage (because 
of the higher energy density of the former). Yet another application of the arc 
plasma as a conducting body, are electromagnetic launchers where the plasma is 
accelerated in a magnetic field by the Lorentz force in a rail-gun geometry 
[155,156]. Currents > 100 kA are applied for this purpose, while the voltage 
remains <10 kV. 

15.3.2 Spot Plasma as a Source of Electron and Ion Beams 

In pulsed power devices, the cathodic plasma can also serve as a source of 
intense electron beams [157]. In these cases, illustrated in Fig 15.21(b), the 
cathode plasma is used during high voltage breakdown (see Section 15.1). As 
long as the gap is not bridged by the plasma, the extracted electrons gain energy 
directly in the gap. Thus, in a relatively simple way, relativistic electron beams 
(REB) can be produced carrying currents > 1 MA at energies of MeVs. The 
beams are extracted through an anode consisting of a mesh, or a foil, transparent 
to the energetic electrons. In these devices, the main effort is put into energy 
storage and pulse forming networks (PFN). The purpose is simulation of 
nuclear weapons or research on inertia controlled nuclear fusion. 

At a moderate power level, the extracted electron beams are a convenient 
means for generating X-ray pulses. X-rays are often an annoying side-effect of 
vacuum breakdown, but they can also be cultivated to yield well defined pulses 
with high doses [6,158-160]. Fig 15.21(c) gives an example. 

During the high voltage stage, energetic ions can be extracted from 
anodic plasma. These powerful ion beams reach mega-amperes and megavolts, 
with a duration of order 100 ns and are a promising tool for inertial confinement 
fusion [ 161,162]. The ions are extracted through transparent cathodes (slotted 
structures, meshes or foils). Here, one wishes to diminish the electron current 
fraction in the diode. Thus, Fig 15.21(d) shows the reflex principle, where the 
anode is also a mesh. A large fraction of the electrons fly through this mesh, 
being reflected behind the anode by a second cathode. In this way, the electron 
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Fig 15.22 Coating principle. 1 - cathode, 2 - vessel (= anode), 3 - cathode spot, 
4 - trigger, 5 - magnetic field coil, 6 - substrate. 

beam interacts several times with the anode, thus improving the ratio of ions to 
electrons. 

Ions extracted from the cathode plasma must be post-accelerated 
[30,163-166], but under these circumstances the duration is no longer limited by 
the plasma expansion, since cathode spot plasmas are also continuously formed 
after gap closure. So beams of several hundred Its duration have been obtained 
that have also served for a thorough investigation of the charge state distribution 
of cathode spot ions (see Table 15.5). In general, these devices are equipped 
with special ion or plasma optics. 

In the pure arc stage, ions can also be extracted as a steady state process. 
This is widely applied for coating purposes [50,61,167], where Fig 15.22 shows 
the principle involved. Arc spots are ignited by a trigger spark and steered to 
the centre of the cathode by a magnetic field, with the anode being the whole 
recipient. In addition, the magnetic field renders the spot stable at relatively 
small currents. In contrast to the limited burning time defined by Fig 15.12, 
with an optimum field of 7-10 mT, arcs with titanium do not extinguish even at 
currents of 30-50 A [50]. Steering the spot also serves to obtain a homogeneous 
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consumption of the cathode [61]. In this way, coatings of all conducting 
materials can be easily obtained. The coat rate is high, with up to 400 txrn/s 
having been reported [167]. Further advantages are the high values of ion 
charge and ion energy as listed in Tables 15.5 and 15.6. A drawback is the 
droplets emitted from the cathode [ 168]. However, by deflecting the ions with a 
magnetic field, their influence can be minimised (magnetic filters), if at the 
expense of the deposition rate. 
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